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Preface

Energy remains in the epicentre of the twenty-first century, being the driving force of
global economic growth, the firm ground of post-industrial societies’ wellbeing but
also the main reason behind climate change. What is new is the global scale of
energy issues, which affect humanity on an unprecedented extent, leaving the whole
world to face complex problems related to energy, environment and economic
issues. Today’s world population has left a global trace in numerous ways, and we
have for sure entered an era of unpredictable events and scenarios, which inevitably
bear also hazards. Researchers all over the world have made efforts to obtain
knowledge and understanding of the underlying physical phenomena and to provide
engineering solutions. Exergy has undoubtedly emerged as novel approach, which is
crucial and important for energy and environmental issues and can be developed as a
precise and adaptive tool for the effective evaluation of systems, components and
processes.

Providing sustainable energy, and in that sense ensuring energy sustainability, is a
complex task and it is intertwined with numerous issues which fall within the scope
of diverse engineering disciplines such as mechanical, electrical, environmental,
chemical as well as other areas that are closely related to sustainability, i.e.
energy-related issues. New energy solutions and concepts are needed to bridge
current gaps as well as upcoming tasks and issues to enable a sustainable future.
The evaluation and consideration of novel energy concepts, systems or components
seeks for the application of an exergy approach with a clear interconnection with
energy and environmental aspects. The role of exergy is hence undeniable and it
should be a starting point for any energy or environmental based analysis; exergy is
in that sense a foundation of sustainability.

Rational use of energy and utilization of renewable energy sources are the main
tools of energy and environmental policies of the twenty-first century, as well as the
prerequisites for mitigating climate change. This volume includes contributions
based on selected papers from the 9th International Exergy, Energy and Environ-
ment Symposium (IEEES-9) that was held in Split, Croatia, on May 14–17, 2017.
The IEEES-9 conference was a multidisciplinary one, covering a variety of topics
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and areas related to exergy- and energy-based analyses, addressing environmental
and economic issues. The conference attracted researchers, professionals, engineers
and scientist from almost 40 countries; more than 200 presentations were given,
providing a cross section of the latest research findings, monitoring the progress in
basic and applied research and discussing state-of-the-art technological solutions.

Chapters of the book are devoted to analysis of energy and environmental issues
in all sectors of the economy, including industrial processes, transportation, build-
ings and services. Energy sources and technologies considered reach from hydro-
carbons to wind and solar and from fuel cells to thermal and electricity storage.

It is the editors’ belief that this volume provides theoretical insights, along with
case studies and examples, which are useful to the academic community, but also to
energy and environmental professionals and decision makers.

Finally, the editors would like to express their sincere appreciation to the authors
for their general contribution which made this book possible as well as to the
technical team that helped to revise the chapters and prepare them for publication.
Dr. Sandro Nižetić would like to acknowledge the general support provided by the
Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture
together with the University of Split.

Split, Croatia Sandro Nižetić
Thessaloniki, Greece Agis Papadopoulos
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Chapter 1
Endorsing Stable and Steady Power Supply
by Exploiting Energy Storage Technologies:
A Study of Kuwait’s Power Sector

Ruba Al-Foraih, K. J Sreekanth, Ahmad Al Mulla, and B. Abdulrahman

1.1 Introduction

1.1.1 Energy Storage Technologies

Energy plays an essential role in the development, economic growth, and advance-
ment of any country. Its future prospects will significantly depend on the long-term
availability of energy sources, which are affordable, manageable, storable, and
environmentally friendly. Having an uninterrupted source of energy, especially at
peak loads, is equally important. In Kuwait, the peak power demand increased from
6000 MW in 1999 to 12,000 MW in 2013 with a total availability supply of about
15,000 MW [1]. The peak demand is expected to reach 27,000 MW by 2030
[2]. Kuwait may, thus, face a shortage in providing a sustainable electric supply
especially at peak demands, though there are a number of ways to reduce peak
demands especially in summer. One of these solutions is the use of energy storage
technologies (ESTs).

Electrical energy cannot be stored directly; therefore, the supply of electricity
must be equal to the demand for it. The equal balance of supply and demand has
significant operational and cost implications. Generating capacity should be capable
of supplying at peak demand, even though this will only be required sporadically. In
addition, the inability to store electricity requires the provision of a generating
capacity, both in the form of spinning and non-spinning reserves, preserved to
account for changes in the amount of load or unplanned deficit of an operating
generator.
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ESTs facilitate us to convert electrical energy to another type of energy that can
be stored. The stored energy can then be switched back to electricity when needed.
There are different types in which energy can be stored. General examples consist of
chemical energy (batteries), kinetic energy (flywheels or compressed air), gravita-
tional potential energy (pumped hydroelectric), and energy in the form of electrical
(capacitors) and magnetic fields. These energy storage systems act as a load while
the energy is being stored (e.g., while charging a battery) and sources of electricity
when the energy is returned to the system. Energy storage is the largely hopeful
technology to lessen fuel consumption in the electricity sector. Consistent and
reasonable electricity storage is a requirement for using energy in all locations, the
incorporation into the electricity system, and the advancement of a potential
decentralized energy supply system.

On an international level, pumped storage hydroelectricity (PSH), which is not
applicable to Kuwait due to geographical constraints, dominates the grid energy
storage. Hence, it could be one potential solution for reducing the investment
required for network reliability and maintainability [3]. While, other ESTs’ could
aid only the integration of future renewable energy sources into the present distri-
bution grid [4], PSH combines the variation in the broad service regulatory sur-
roundings, commercial features, and the domestic purposes. The development of
renewable energy as a major and important source of electricity supply, and all
united with increasingly meticulous environmental necessities [5–7]. Thermal
energy storage could be employed to stack an excess of renewable energy storage
(RES) production as presented by Lund [8] or efficiently joint with lesser level use to
enhance revenue, as elucidated in Pagliarini [9]. Some explanations have been
derived from pioneering views on the use of the thermal storage for electricity
storage and generations in occurrences in which PHS or CAES are clarified in
Desrues [10]. Estimations among every storage technology that contain distinctive-
ness, technology development, related markets and technical implementations, were
presented by Chen [11], Gonzalez [12], and Kamali [13].

The major objectives of this research study are:

• To study the viability of three major types of EST uses in the electrical energy
sector and the various techniques used in understanding the economical assess-
ment of energy storage, pertaining to the substation assembly section

• To use the selected ESTs in the substation section, based on techno-economic
analysis results

1.1.2 Electrical Energy Generation and Demand Analysis

The demand for electricity in Kuwait has been increasing at an alarming rate over the
past decade. The electrical energy generated by the Ministry of Electricity and Water
(MEW) has increased from 38.6 TWh in 2003 to 61.0 TWh in 2013, showing a
58.0% growth in a decade. The MEW estimates that electrical energy generated will
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reach 92.6 TWh with a peak load of 19.2 GW by 2021 compared to 61.0 TWh and
12.1 GW in 2013. Figure 1.1 illustrates the future estimates of the power stations’
peak demand and generated electricity.

Kuwait currently ranks as the country with the fourth highest electricity con-
sumption per capita at 16,542 kWh in 2012 [15]. Kuwait’s energy consumption is
comparable to electricity consumption per capita of industrial countries with
extremely cold climates. In 2012, the electricity consumption per capita in Iceland,
Norway, Canada, and Finland was around 15 MWh.

Economic prosperity, growing population, urbanization, and heavily subsidized
commodities including electricity, as well as harsh, hot weather, are some of the
factors that attribute to this growing electrical demand. Peak power demand is
experienced in the summer months because of high cooling requirements for build-
ings. Over 10 years, peak load increased by 61.3%, from 6750 MW in 2001 to
10,890 MW in 2010. The average peak load demand in July was 11,300 MW, a
figure that is 100% more than the average peak load demand in January (5270 MW).
Table 1.1 illustrates the peak growth over the years.

The dependence of fossil fuel combustion to generate electricity presents severe
environmental effects. In 2012, Kuwait was ranked the second highest in the world
for carbon dioxide emissions per population (28.1 tons CO2/population).

Fig. 1.1 Future estimates of electrical energy generated and peak demand (Source: MEW [14])

Table 1.1 National peak load growth in Kuwait

Year Peak demand (MW) Installed capacity (MW)
Mean annual peak load growth
during 10 years (%)

1981 2290 2686 –

1992 3460 6898 7.9

2001 6750 9189 9.5

2011 11,220 14,703 5.2

Source: MEW [1]. Electrical energy statistical data yearbook
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1.2 Methodology

This paper aims to examine the viability of certain important types of ESTs used in
the electrical energy sector and the various techniques used in understanding the
economical assessment of energy storage, in relation to the substation assembly
section. It also examines the environmental aspects of implementation of ESTs in the
Kuwaiti power sector in relation with the substation section. The ideal use of the
selected ESTs in the substation section, based on techno-economic analysis results,
will also be looked at.

Two simulation tools, energy storage select (ES-Select) and energy storage
computational tool (ESCT), were utilized for the feasibility study. Cash flow,
payback, benefit range, and the associated market potential based on various EST
implementations were addressed while considering the energy efficiency aspect.
ESTs will also contribute toward reducing carbon emission reduction (CER) through
the exploitation of electricity as an alternative energy resource particularly in these
regions. The present study is, therefore, useful in enhancing the knowledge on ESTs,
with the prospective of providing an alternative and sustainable electrical energy
supply solution.

The chosen methodology of exploiting ESTs is to use computational tools for
representing the incorporation of ESTs within the selected section location of the
power system, where it can be connected to bulk generation, transmission and
distribution, commercial and industry, and residential users in the most economical
way. The two main programs that were chosen for the study and analysis are ESCT
and ES-Select.

Five different locations are specified for the ESTs in the grid, namely, central or
bulk storage, substation, container/CES fleet, commercial/industrial, and residential/
small commercial, related with the corresponding capacities. This is shown in
Fig. 1.2. In this paper the substation assembly will be studied.

Fig. 1.2 Five possible locations for connecting energy storage to an electric grid
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1.2.1 Data Collection of Electrical System in Kuwait

Kuwait’s power generation (bulk power generation units), transmission, distribution,
and end users’ data were collected, which were from different sources such as MEW
statistical books and other associated literature, as well as from power generation
units. Along with that, the data relating to different ESTs were gathered. The
collected and recorded data were used to obtain the seasonal variation of energy
use based on climatic conditions for the present electricity generation, transmission,
and distribution system. Furthermore, the recorded data analyzed the effect of
weather on energy consumption. This data were grouped according to the type and
application and used to evaluate and characterize 19 different ESTs’ applications
mentioned earlier. This was achieved by identifying their employed storage tech-
nologies and their applications.

1.3 Results and Discussion

For this paper, the substation assembly section, which is the second location, was
examined. The environmental aspects of implementation of ESTs in the Kuwaiti
power sector as well as the ideal use of the selected ESTs in the substation section,
based on techno-economic analysis results, were studied. Analysis was carried out
based on the conditions, and the results of the feasibility criteria are given in Fig. 1.3.

Once the feasibility analysis with weightage is carried out with the utilization
factor, the immediate step is to evaluate the financial feasibility of the installation.

Fig. 1.3 Feasibility criteria analysis of various ESTs with the substation
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For that, the cumulative net cash flow, cumulative costs and benefits, and the total
annual value of the selected application are found out.

Net cash flow ¼ cash flows from operating activities (CFO) + cash flows from
investing activities (CFI) + cash flows from financing activities (CFF), or net cash
flows ¼ CFO + CFI + CFF. (1)

When the net cash flow is calculated, the cumulative costs and the total annual
value can be established. Figure 1.4 shows the cumulative net cash flow, and Fig. 1.5
illustrates the cumulative costs and benefits for the substation assembly.

Figure 1.4 shows that the sodium sulfur EST gives maximum benefit with a total
annual value of $398 to $794 per kWh with little cumulative annual losses and
maintenance costs, and it can be seen that the PV of cumulative annual benefits is
very high for the different ESTs selected. Once the total annual value is calculated,
the payback period for the installation is estimated to evaluate the time needed to
recover the capital investments.

The payback period for the ESTs for the substation assembly location with
sodium sulfur EST is 7–8 years whereas that for compressed air EST is only
2–3 years. Hence, based on payback analysis too, it can be seen that the compressed
air EST is the most suitable option of EST for substation assembly. This is shown in
Fig. 1.6.

Figure 1.7 shows the discharge duration vs. energy efficiency plots for substation
location. This plot depicts the behavior of various selected ESTs with these two
parameter locations. When it comes to substation location, as seen in Fig. 1.7, it is
clear that the compressed air EST has the maximum discharge duration followed by
sodium sulfur. Even though Li-ion EST gives maximum energy efficiency, it has
minimum discharge duration. Thus, when considering an optimum condition, com-
pressed air EST will yield maximum benefits.

Fig. 1.4 Cumulative net cash flow for substation assembly
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These plots illustrate that the sodium sulfur EST and the sodium nickel chloride
EST are the primary ESTs for the substation assembly location, which are followed
by the CAES EST and the hybrid LA and DL ESTs. Sulfur EST and sodium nickel
chloride EST are batteries, whereas the CAES is not. Based on the payback analysis
and the cumulative cost and benefit analysis, CAES is one of the better options
considering the conditions in Kuwait. At the same time, when the energy efficiency
aspect is considered, sodium sulfur is more energy efficient than CAES. From
Fig. 1.7, it is evident that sodium sulfur is 90% energy efficient, while CAES is

Fig. 1.5 Cumulative costs and benefits for substation assembly

Fig. 1.6 The payback period for the substation EST
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70% energy efficient. However, the discharge duration is more for CAES, with
9–10 hours, whereas it is only 3–4 hours for sodium sulfur. For an EST, the
discharge duration is a more important parameter than energy efficiency. Therefore,
considering all the aforementioned conditions, for the substation assembly sector,
compressed air EST is the better and most feasible option, both financially and
technically.

1.4 Conclusion

This study aimed at identifying the advantages of ESTs as a step to managing the
future energy demand for the State of Kuwait, mainly pertaining to substation sector.
The study was intended to assess different forms of ESTs’ incorporation into the
existing electric power system, particularly those with higher potential related to
optimization of power supply, with reference to high demands at peak loads, by
utilizing the optimal exploitation of ESTs’ within the current power system, relevant
to substation. The results showed that the sodium sulfur EST and CAES were the
two optimal options when comparing technical and economical aspects such as the
net present value, net cash flow, cumulative costs and benefits, payback period,
energy efficiency, and discharge duration. The overall feasibility criteria were

Fig. 1.7 Discharge duration vs. energy efficiency for substation location
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evaluated based on the aforementioned features, and it was recognized that com-
pressed air storage is the ideal EST for the Kuwaiti electric power conditions
pertaining to the substation sector.
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Chapter 2
Comparison of Aluminum and Copper
Particle Critical Diameter Produced
in Overhead Line Conductor Clashing

Matislav Majstrović, Elis Sutlović, Ivan Ramljak, and Sandro Nižetić

2.1 Introduction

Wildfires, especially in the dry and hot periods, occur all over the world. Very often
conductor clashing of overhead power lines is considered as fire cause. It is possible
that during strong, gusting wind, conductors of both low-voltage and high-voltage
overhead power lines come in contact with one another causing the flow of short
circuit current followed by arcing when the contact is broken as the conductors are
separated. In the high-voltage network, arcing is also possible between conductors
when they come close enough. After that, ejected metal sparks will fall below, or
supported by the wind, in the surrounding area of the power line potentially with a
dry vegetation. A major issue is not whether or not such generated particles can
initiate a brush or grass fire under certain conditions, because numerous studies have
shown this. The main issues are how large the probability of a bushfire ignition is,
identifying the parameters that affect ignition as well as how to reduce the risk of
bushfire.
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The critical diameter is the least diameter of the particle caused by conductor
clashing that will, in spite of particle cooling on the way, be sufficient to ignite the
biomass on the ground. The model for calculating the critical diameter, used in this
paper, takes into account the features of the overhead lines (conductor type, height of
conductor clashing place, etc.) and the actual conditions in the environment (ignition
temperature and relative humidity of biomass on the ground, wind velocity, etc.).

The aim of this article is to determine the impact of the conductor material (copper
and aluminum) on the critical diameter of particle produced in overhead line
conductor clashing in the same conditions. In numerical calculations of critical
diameter, we use the mathematical model and the appropriate software detailed
described in [1].

2.2 Conductor Clashing as a Fire Cause

The problem of ignition of cellulosic fuels caused by overhead line conductor
clashing can be divided into three parts, each with its own properties:

• Mechanism of particle emission
• Description of particle flight
• Bushfire ignition after the particle landing

2.2.1 Mechanism of Particle Emission

The researchers have no doubt that during contact of two bare conductors of
energized power line or in the case of an arch between them, generated heat can
cause melting and vaporization of conductor material, regardless of the metal,
aluminum or copper. The pressure from the gasified metal may be high enough to
eject the molten metal as small particles, which are then carried away by the wind.
The important characteristics of clashing fault are the energy of the arc and the
erosion of conductor material. The type of metal influences the problem due to its
physical properties and combustion characteristics. On leaving the conductor with
some initial speed, a particle falls to the ground under the action of gravity and is also
dragged horizontally by the wind.

Several experimental investigations have been conducted on the particle gener-
ation and particle flight of different sources under different conditions. In analyzing
the results of available experiments, we will focus mostly on the size of generated
particles and the temperature of particles during flight.

For the State Electricity Commission of Victoria (SECV) in Australia, some
experimental research has been conducted on the ignition potential of particles
produced by aluminum conductor clashing [2]. The purpose of the experiments in
laboratory conditions (with 240 V and 415 V at a fault current of 100, 300, and
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500 A for each voltage level) was to find the size of particles produced by conductor
clashes and to measure the temperature as well as the velocity of particles as they
leave the conductor. The temperature measured extending about 100 mm from the
clash site was 1843 � 56 �K. Particle sizing showed no significant difference in size
distribution with current level (except slightly the size of particles increasing with
the increase in current at 240 V level). The majority of generated particles (90%)
were less than 0.5 mm in diameter. The maximum size of particle was of the order of
2.5 mm.

Blackburn [3] investigated the arcing characteristics of clashing faults on over-
head lines in laboratory experiments for a range of current, for voltage of 240 V and
6.6 kV, and for aluminum and copper conductors. Both high speed and video films
were taken to record particle emission. The number and the size of ejected particles
were determined by collecting all solid material emitted during clashing. The results
show that most (> 50%) of the particles emitted were less than 0.3 mm at each
current level. The largest size was 3 mm for copper and 2.5 mm for aluminum. There
is not a significant difference in the total number of particles emitted. In contrast to
the collision of copper conductors, during collision of aluminum conductors, a larger
number of visible particles which soon disappear are observed from high-speed film
records.

According to Bushfire Ignition Review [4], SECV (Joynt) also carried out
investigations to determine the conditions under which it was likely that clashing
copper conductors could cause fires. The testing was done at 240 V and 480 V with
currents of 100, 300, and 500 A. The maximum temperatures were observed as high
as 2513 K, but due to particle cooling during flight, temperatures were between
1373 K and 1773 K upon impact. The largest particles were up to 1.3 mm in
diameter. There were no definitive conclusions about the critical conditions under
which copper particles emitted from clashing conductors could cause ignition of
grasses, but it was indicated that the largest observed particles (1.3 mm in diameter)
could potentially lead to ignition.

According to the same review, Stokes conducted arcing tests which showed that
aluminum provided a much more spectacular arc display than did copper because the
steel and aluminum molten metal arc product oxidizes in flight with an exothermic
reaction.

In our experiments, conductor clashing of aluminum conductors was simulated in
two environmental conditions [5]. The first group of the three experiments was
performed in the live low-voltage electricity distribution network, and the second
group of the three experiments was performed in the laboratory. In these simulations
ACSR 25/4 conductors (aluminum conductor steel reinforced with the cross section
of 25 mm2 Al and 4 mm2 Fe) were used. All was recorded with a high-speed camera.
In the live network of 400 V nominal voltage, conductor clashing was simulated as
line-to-line short circuit at a height of about 6 m above the ground. The short circuit
current value (contact current) at the simulation place was 1700 A. The experiments
were carried out with three different fuses with rated currents of 100 A, 125 A, and
160 A. By changing the fuse in each experiment, we obtained different duration of
fault according to the time-current characteristic of the fuses. Laboratory
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experiments were performed with the contact current of 100 A, 200 A, and
300 A. The amounts of measured values obtained in the first 100 ms have been
processed. From the experiment results, it can be seen that the mean values of
particle diameters are approximately equal in live network experiments and in
laboratory testing. The mean value of the particle diameter slightly increased with
increasing contact currents in laboratory experiments (0.675 mm–0.732 mm). The
largest particles were up to diameter of 2.5 mm. Empirical data of the frequency of
the particle diameters in every experiment were very good approximated by some
theoretical probability distribution function (PDF).

2.2.2 Description and Modeling of Particle Flight

Several mathematical models were proposed by various researchers for the determi-
nation of the temperature-time history and trajectory of particles of different sizes for
various wind conditions. According to the criterion of Glassman who has proposed
that for a metal to burn in the gaseous phase, the boiling point temperature of the
oxide must be higher than that of the metal, Tse and Fernandez-Pello [6] have
explained the differences in the lifetime properties of the particles ejected from
copper and aluminum conductors. Since the boiling temperature of copper is higher
than that of its oxides, copper can, at best, burn heterogeneously (as a surface
reaction). Compared to copper, which is not known to burn by itself in atmospheric
air, aluminum is less dense, has lower melting and boiling temperatures, and burns
well in air in the gas phase.

2.2.2.1 Copper Particles

In the case of copper power lines, Tse and Fernandez-Pello [6] concluded that
ejected particles most likely emerge molten but not burning. Immediately after
creation, the copper particles cool down by convection and radiation as they are
carried away by the wind. In their numerical model of computation of copper particle
trajectories as well as temperature variation for different initial particle diameters
(0.5 mm–2 mm), the copper particles are taken to be initially in the solid phase at the
melting temperature (1356 �K). It is assumed that the power lines are at a height of
10 m above the ground.

2.2.2.2 Aluminum Particles

Modeling the flight of aluminum particles has always caused more doubt for
researchers. Although the explanation of the aluminum particle generation and the
simple models of trajectories of such spark on the basis of their own experiments has
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been introduced in the aforementioned works [2, 3], more complex models have
been proposed in the later works.

Mills and Hang [7] describe aluminum power cable arcing as a bright flash,
sparks, and, later, a puff of white smoke. The sparks fall toward the ground but most,
if not all, seem to disappear before reaching the ground. In the explanation of
trajectories of sparks from arcing aluminum power cables, they indicate that the
arc delivers sufficient heat to the metal underneath the point of arc attachment to
raise the metal surface to its boiling point and to vaporize a significant fraction of the
metal removed. Upon contact with air, this vapor burns rapidly in a very high-
temperature flame (the characteristic flash) to form aluminum oxide Al203, which
condenses as small aerosol particles (the puff of smoke). The localized high pressure
causes ejection of molten aluminum as small droplets. These droplets can have initial
temperatures ranging between the surface temperature (2730 K) and the melting
point of aluminum (930 K). Some of these droplets will ignite and burn, while others
will simply fall to the ground, cooling off on the way. So there are two potential
brush fire ignition sources: molten or solidified droplets of aluminum which did not
ignite (the majority of the droplets ejected) and burning droplets (sparks) which
reach the ground.

• Below the ignition temperature for an aluminum droplet (about 2300 K), which
corresponds to the melting point of aluminum oxide Al203, the accumulation of
solid oxide on the droplet surface inhibits the contacting of oxygen and alumi-
num, and the oxidation process is relatively slow.

• If the oxide is molten, the oxidation process can then be rapid enough in which
the heat of oxidation released is sufficient to balance the heat losses by convection
and radiation. These droplets will burn until all the metal is consumed or until
they reach the ground. The initial size of a droplet determines its lifetime, and
only the larger droplets may be able to reach the ground below a power distribu-
tion cable before burning up.

A model of aluminum droplet combustion is proposed and used to calculate
combustion rates, lifetimes, and trajectories of such sparks for various wind condi-
tions. The results show that for the arcing cables 10 m above ground level, sparks of
about 1 mm initial diameter can reach the ground before burning up so ignition of
dry brush is quite possible.

Tse and Fernandez-Pello [6] agree with the explanation of Mills and Hang [7] and
use their own model to calculate trajectories, combustion rates, and lifetimes of
aluminum burning sparks of different sizes (diameters of 0.5 mm, 1 mm, 1.5 mm,
and 2 mm) for various wind conditions. It is assumed that the power lines are at a
height of 10 m above the ground. Aluminum particles are assumed to be ejected at a
speed of 1 m/s for a wind speed of 48. 3 km/h. All of the particles are at their boiling
temperatures throughout their flight paths. Simulation results show that the 1.5 mm
diameter particles do not burn out before impact for the assumed conditions. For the
burning particles that reach the ground, the smaller particles travel farther horizon-
tally but also bring less total amounts of heat to their locations of impact.

2 Comparison of Aluminum and Copper Particle Critical Diameter Produced. . . 17



Rallis and Mangaya [8] in their article complement the abovementioned articles
[6, 7] and focus their investigation on the majority of the ejected droplets of
aluminum which did not ignite. They assumed that if such a particle falls into dry
veld grass while its temperature was between 300 and 400 �C or above, it could
cause ignition of the grass. A series of computational calculation of distances
traveled before reaching ground and corresponding particle temperatures for a
different set of input parameters were carried out. Two initial temperatures have
been used: 900 K and 1700 K, particle diameter of 0.5 mm to 5.5 mm (step 0.5 mm),
etc. Simulation results indicate that the initial temperature of the particles is the most
dominant parameter. In most sets of input parameters, some of the particles would be
hot enough to ignite the grass so the probability of a fire being initiated by hot
particles ejected into a high-velocity wind as a result of short circuiting of high-
voltage overhead transmission lines is high.

Psaros et al. [9] have also suggested a model for the temperature calculation of the
molten (but not burning) aluminum particles ejected from low-voltage bare conduc-
tors during their flight. The differential equation of the temperature vs. time is solved
with an assumption that the particle does not radiate, and only the change of
temperature due to convection is examined. The arithmetic example emulates an
incandescent particle ejected from bare aluminum conductors at a height of 10 m
when the air velocity was 20 ms�1. Created particles are considered to have an initial
temperature of 933 K (the melting point of aluminum) and diameter of 0.5 mm. The
conclusion is that there is no risk of fire ignition in such conditions because the
temperature of the particles when they hit the ground would be in the order of 400 K.

All the above models of aluminum particle flight calculated the temperature-time
history of particles of a certain size under given conditions because the particle
temperature and the particle diameter when they reach the ground are the dominant
parameters to determine whether the particles can ignite the biomass on the ground.
Whereas Mills and Hang as well as Tse and Fernandez-Pello deal with the burning
particles of aluminum and search whether or not a spark of prescribed initial size can
indeed reach the ground, Rallis and Mangaya as well as Psaros et al. deal with
molten aluminum particles which are cooled off on the way to the ground. In the first
case, since burning particles lose mass and volumes, the key parameter is the initial
particle size. In the second case, the mass and the volume of the particles are taken as
constant due to negligible evaporation so the initial temperature of the particles has
the greatest impact on results, and therefore the conclusions of the last two described
models are different.

It is interesting that in the all numerical examples of the above models, the
researchers assumed the height of the conductor clashing of about 10 m above the
ground, and no one varies this parameter.
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2.2.3 Ignition of the Biomass after Particle Landing

Particular studies have examined what happens after hot particles reach the ground
and which parameters, in addition to the size and the temperature of the particles, are
important to the ignition process. Although the ignition scenario of biomass on the
ground is not the subject of this paper, let us mention that some studies that deal with
this issue are described in the aforementioned reports [2, 4]. In addition to the particle
temperature and the particle size upon contactwith the ground, calculated in simulation
model of particle flight, Coldham [2] considers other factors affecting ignition like fuel
factors (the moisture content, the density, and the size of fuel materials) as well as
meteorological factors (the air temperature, the humidity, and the wind speed). He
concludes that the moisture content of a fuel is the most critical parameter in deter-
mining the probability of ignition.Recentwork byZak [10] also gives a good overview
of the conducted research in this field, with both experimental and theoretical
approaches used to understanding the physics underlying the ignition process.

Our mathematical model for the calculation of the particle size that has sufficient
heat and temperature to cause ignition of flammable material on the ground [1] is
based on our experiment results of aluminum conductors clashing on a real network
at the height of 6 m above the ground. In these experiments, which lasted until the
fuse did not blow at the beginning of the transmission line, we did not notice burning
aluminum particles reaching the ground still burning. Probably, it is possible that
some particles of burning aluminum reach the ground especially in the case of small
height of conductor clashing site. However, this model is focused on those more
numerous aluminum particles as well as copper particles which are not ejected
burning and which are cooled down on the way to the ground. The model observes
the amount of heat carried by the particles as a criterion for ignition taking into
consideration the characteristics of cellulosic fuel under the power line.

We now investigate the probability of the conditions for the occurrence of fire
based on the PDF function of the particle size, the critical diameter of the particles
upon impact with the ground, and the duration of a conductor clashing in an
electrical network.

2.3 Results and Discussion

In order to investigate the impact of conductor material (copper and aluminum) on
the critical diameter of particle produced in the overhead line conductor clashing, we
have performed a series of numerical calculations of the critical radius in the same
conditions. According to the experiments and the theoretical models previously
mentioned, the initial temperature of non-burning aluminum particles is bounded
by the aluminum and aluminum oxide melting points, while the initial temperature of
copper particles is bounded by the melting and vaporization points of copper.
Numerical calculations were carried out for both copper and aluminum conductors
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for these two endpoints with the same values of other parameters, in case of windless
as well as strong wind conditions.

In all cases it is assumed that the metal particles fell on the cap of the pine needles
under energized overhead power line with the following characteristics:

The mass of pine needles’ dry cap 0.005 � 10–3 kg

The specific heat capacity of pine needles’ dry cap 1.8 kJ/(kg K)

The ignition temperature of pine needles’ dry cap 593.15 K

It is also assumed that pine needles have a low value of the thermal conductivity.
The moisture content of the fuel as the most critical parameter in determining the

probability of ignition is varied in all cases in the range from 0% to 100% by step of
20%.

Meteorological factors are assumed as follows:

The ambient temperature 293.15 K

The wind velocity in vertical direction 0.0 m/s

The wind velocity in horizontal direction 0.0 m/s

The wind velocity in horizontal direction (two cases):

Windless 0.0 m/s

Strong wind 30.0 m/s

For copper particles the following are assumed:

The specific density of particle material 8933.0 kg/m3

The specific heat capacity of particle material 385.0 J/(kg K)

The temperature of particle material on the clashing site (two cases):

The lowest (melting point of cu) 1357.0 K

The highest (just before evaporation) 2835.0 K

For aluminum particles the following are assumed:

The specific density of particle material 2700.0 kg/m3

The specific heat capacity of particle material 920.0 J/(kg K)

The temperature of particle material on the clashing site (two cases):

The lowest (melting point of Al) 931.0 K

The highest (melting point of Al2O3) 2300.0 K

The height of the conductor clashing point over the needle cap on the ground,
according to the common height of the towers of overhead power lines in the
transmission and distribution network, is varied in all cases in the range from 5 m
to 30 m, by the step of 5 m.

The results of the critical diameter calculations for aluminum and copper con-
ductors for different values of the wind velocity in horizontal direction as well as
initial particle temperature are presented in eight tables (Tables 2.1, 2.2, 2.3, 2.4, 2.5,
2.6, 2.7, and 2.8).
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Table 2.1 The critical diameter of copper particle in mm (v ¼ 0 m/s, Tp ¼ 1357.0 K)

Relative humidity [%]

Height of Cu conductor clashing [m]

5 10 15 20 25 30

0 1.47 1.60 1.70 1.80 1.88 1.97

20 1.58 1.70 1.80 1.90 1.98 2.06

40 1.67 1.79 1.89 1.99 2.07 2.15

60 1.76 1.88 1.97 2.06 2.15 2.22

80 1.83 1.95 2.05 2.13 2.22 2.29

100 1.90 2.02 2.11 2.20 2.28 2.36

Table 2.2 The critical diameter of copper particle in mm (v ¼ 0 m/s. Tp ¼ 2835.0 K)

Relative humidity [%]

Height of Cu conductor clashing [m]

5 10 15 20 25 30

0 1.13 1.24 1.33 1.41 1.48 1.55

20 1.21 1.32 1.41 1.49 1.56 1.62

40 1.28 1.39 1.48 1.56 1.63 1.69

60 1.34 1.45 1.54 1.62 1.68 1.75

80 1.40 1.51 1.59 1.67 1.74 1.80

100 1.45 1.56 1.64 1.72 1.79 1.85

Table 2.3 The critical diameter of aluminum particle in mm (v ¼ 0 m/s. Tp ¼ 931.0 K)

Relative humidity [%]

Height of Al conductor clashing [m]

5 10 15 20 25 30

0 2.17 2.38 2.58 2.76 2.93 3.09

20 2.65 2.85 3.02 3.18 3.34 3.48

40 3.00 3.18 3.34 3.49 3.63 3.77

60 3.27 3.44 3.60 3.74 3.88 4.01

80 3.50 3.67 3.82 3.95 4.09 4.21

100 3.70 3.86 4.01 4.14 4.27 4.39

Table 2.4 The critical diameter of aluminum particle in mm (v ¼ 0 m/s. Tp ¼ 2300.0 K)

Relative humidity [%]

Height of Al conductor clashing [m]

5 10 15 20 25 30

0 1.38 1.53 1.66 1.78 1.88 1.98

20 1.67 1.82 1.94 2.05 2.15 2.24

40 1.88 2.02 2.14 2.24 2.34 2.43

60 2.04 2.18 2.29 2.40 2.49 2.58

80 2.17 2.31 2.43 2.53 2.62 2.71

100 2.29 2.43 2.54 2.64 2.73 2.82
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Also the results of the critical diameter calculations inwindless conditions for copper
conductors with particle initial temperature of 1357.0 K (conditions as in Table 2.1)
as well as for aluminum conductors with particle initial temperature of 931.0 K
(conditions as in Table 2.3) are presented graphically in Figs. 2.1 and 2.2, respectively.

Table 2.5 The critical diameter of copper particle in mm (v ¼ 30 m/s, Tp ¼ 1357.0 K)

Relative humidity [%]

Height of Cu conductor clashing [m]

5 10 15 20 25 30

0 1.65 1.79 1.91 2.01 2.10 2.18

20 1.76 1.90 2.01 2.11 2.19 2.28

40 1.85 1.99 2.10 2.19 2.28 2.36

60 1.93 2.07 2.18 2.27 2.35 2.43

80 2.00 2.14 2.25 2.34 2.42 2.50

100 2.07 2.21 2.31 2.40 2.48 2.56

Table 2.6 The critical diameter of copper particle in mm (v ¼ 30 m/s, Tp ¼ 2835.0 K)

Relative humidity [%]

Height of Cu conductor clashing [m]

5 10 15 20 25 30

0 1.25 1.37 1.47 1.54 1.62 1.68

20 1.33 1.45 1.54 1.62 1.69 1.76

40 1.40 1.52 1.61 1.69 1.76 1.82

60 1.46 1.58 1.67 1.75 1.82 1.88

80 1.52 1.64 1.73 1.80 1.87 1.93

100 1.57 1.69 1.77 1.85 1.92 1.98

Table 2.7 The critical diameter of aluminum particle in mm (v ¼ 30 m/s, Tp ¼ 931.0 K)

Relative humidity [%]

Height of Al conductor clashing [m]

5 10 15 20 25 30

0 2.43 2.68 2.89 3.08 3.26 3.43

20 2.91 3.13 3.32 3.49 3.65 3.80

40 3.24 3.45 3.63 3.79 3.94 4.08

60 3.51 3.71 3.88 4.03 4.17 4.31

80 3.73 3.93 4.09 4.24 4.38 4.51

100 3.93 4.13 4.28 4.43 4.56 4.68

Table 2.8 The critical diameter of aluminum particle in mm (v ¼ 30 m/s, Tp ¼ 2300.0 K)

Relative humidity [%]

Height of Al conductor clashing [m]

5 10 15 20 25 30

0 1.50 1.66 1.79 1.90 2.01 2.11

20 1.80 1.95 2.07 2.18 2.28 2.37

40 2.00 2.15 2.27 2.37 2.47 2.56

60 2.17 2.31 2.43 2.53 2.62 2.71

80 2.30 2.45 2.56 2.66 2.75 2.84

100 2.42 2.56 2.68 2.78 2.87 2.95
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Fig. 2.1 The critical diameter of copper particle in mm (v ¼ 0 m/s, Tp ¼ 1357.0 K)
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Analyzing the results of the critical diameter calculations, it can be concluded:

• The critical diameter of the particles, in some cases and in some condition, for
both copper and aluminum conductors, can be less than 2.5 mm, which is noticed
as the largest diameter of the particles in several abovementioned experiments
(evident from the overall results).

• The critical diameter of the metal particles increases with increasing the biomass
relative humidity and with increasing the height of the conductor clashing point
over the ground (evident by observing any of the eight tables). This impact is
significant.

• The critical diameter of the particles, for both copper and aluminum conductors,
decreases with increasing the initial temperature of the ejected particles (evident
by observing together Tables 2.1 and 2.2 or Tables 2.3 and 2.4). This impact is
also significant.

• The critical diameter of the metal particles increases with increasing the wind
speed (evident by observing together Tables 2.1 and 2.5 or Tables 2.4 and 2.8).
This impact, for both copper and aluminum conductors, is little. With increasing
the wind speed, the time of particle flight and the particle trajectories (with better
cooling on the way) are also increasing. Although the conductor clashing occurs
in strong wind conditions, it is possible that after clashing caused by gust, wind
suddenly reduced.

• The critical diameter of the metal particles for all cases in the same conditions is
lower for copper than for aluminum conductors (observing together Tables 2.1
and 2.3 or Tables 6 and 8). “The same conditions” means the minimum or the
maximum possible initial temperature of ejected particles for both copper and
aluminum conductors. The main reasons why the critical diameter of copper
particles is always less than the corresponding critical diameter of aluminum
particles are higher initial temperature of copper particles and higher density of
copper even though aluminum has higher specific heat capacity.

2.4 Conclusions

Hot metal particles generated during conductor clashing of energized overhead line
may initiate the ignition of vegetation under power lines in some conditions. Several
experimental studies on the generation of particles and several mathematical models
of particle flight are discussed.

The critical diameter is the least diameter of the particle which will, in spite of
particle cooling on the way, be sufficient to ignite the biomass on the ground. The
results of numerical calculations for different sets of input parameters showed that
the critical diameter of particle ejected during copper conductor clashing is always
smaller than the corresponding critical diameter of the non-burning particle ejected
during aluminum conductor clashing. A smaller particle critical diameter means
greater possibility of initiating a fire. The biomass relative humidity, the height of
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conductor clashing point over the ground, and the initial temperature of the ejected
particles have great influence on the critical diameter of the metal particles.

From the results it can also be seen that in some conditions, for both copper and
aluminum conductors, the critical diameter of the particles is less than 2.5 mm,
which is noticed as the largest diameter of the particles in several experiments.
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Chapter 3
Investigation of an Optimal Operating
Condition for a Micro Combustor
Regarding Basic Thermophotovoltaic
System Requirements

Harun Yilmaz, Omer Cam, and Ilker Yilmaz

3.1 Introduction

Micropower generation systems have growing interest based on the recent develop-
ments in microelectromechanical systems (MEMS). Day after day, these systems
become more practical for production and appear more in daily life [3, 4]. Electrical
energy needed for such systems can be supplied through a micro thermophotovoltaic
(MTPV) cell which utilises convective and radiative heat from combustion in a micro
combustor [5]. Using hydrogen or hydrocarbon-fuelled micro combustors instead of
chemical batteries as a power source offer many benefits. First of all, energy densities
of hydrogen or hydrocarbon fuels are much higher than that of the chemical batteries,
even with low energy conversion ratio of hydrocarbons to power [5, 6]. It also assures
longer lifetime and lower weight of the overall system compared to electrical or
mechanical devices in which batteries are used as a power source [6].

Regarding these benefits, the subject of using hydrocarbon-fuelled micro com-
bustors in MEMS was experimentally and numerically studied by many researchers.
Zarvandi et al. tried to modify and improve premixed CH4/air flames by using
hydrogen as an additive in a micro-stepped tube. They used a high-order 2D code
to calculate effects of additive, inlet velocity and heat losses on temperature patterns
and combustion process itself in the combustor. They concluded that hydrogen
addition has a great impact on combustion characteristics by means of increasing
radical concentrations, ensuring flame presence under certain circumstances and
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improving temperature distribution [3]. Li et al. numerically investigated effects of
combustor size, combustor geometry, inlet velocity and wall boundary conditions on
premixed CH4/air flames. Results showed that under a certain flow velocity, the larger
the combustor, the higher the flame temperature is, and planar combustor provides
higher flame temperature than its cylindrical counterpart [7]. Lei et al. numerically
studied flame stability characteristics such as quenching distance and flammability
limits in a micro combustor. For this purpose, they constructed a micro combustor
model with EGR (exhaust gas recirculation). It was founded that quenching distance
reduces and flammability limits increase with EGR [5]. Mixing condition of fuel and
oxidiser is very important for non-premixed combustion with respect to flame
characteristics and emissions. Jiaqiang et al. performed both numerical and experi-
mental studies to investigate mixing conditions and combustion performances of
non-premixed hydrogen/air flames in a novel micro combustor. It was shown that
mixing condition can be developed by adding more pipes to combustor, and thermal
power is highly related to combustion performance [4]. In a micro combustor, high
surface to volume ratio is a desirable geometric property due to the high radiation flux
per unit volume of this kind of structures. Motivated by this, Pan et al. proposed a
novel TPV power generator which utilises a micro parallel plate combustor. They
built an experimental setup to understand effects of hydrogen/oxygen mixing ratio,
volumetric flow rate of hydrogen and nozzle geometry on combustor performance.
They also investigated flame initiation limits for two different combustors. It was
concluded that increasing hydrogen flow rate reduces combustion performance by
shortening flame residence time, lean flammable limit increases with reducing com-
bustor size and barely oxygen rich mixtures result with higher wall temperature.
Lastly, rectangular nozzle was found to be better than circular nozzle in point of
combustion efficiency [8]. Su et al. carried out simulation studies to understand the
impact of combustor design on the performance of MTPV systems by varying
combustor channel. They implemented five cylindrical channels to the combustor
model and concluded that wall temperature profiles become more uniform, and
radiation energy efficiency increases with multichannel arrangement compared to
single-channel combustor [9]. Tang et al. built an experimental setup to determine
availability of three different hydrocarbons, namely, methane, propane and hydrogen,
with regard to flame placement, outer wall temperature profiles and quenching
distance in micro combustors. It was reported that hydrogen has higher flammability
limits than methane and propane, increasing flow rate moves methane and propane
flame placements towards combustor outlet, methane provides the most uniform wall
temperature distribution for the same thermal power and hydrogen has the lowest
quenching distance [10]. Sakurai et al. developed a micro combustor and tested it at
propane lean equivalence ratio conditions to analyse combustion characteristics. It
was observed that increasing amount of preheating of unburned mixture improves
flame stability, carbon monoxide and total hydrocarbon emissions are sensitive to
heat losses and NOx emission can be reduced by complete burning [11]. Raimondeau
et al. simulated flame propagation in microchannels using a 2D parabolic code that
takes multicomponent transport, heat loss and radical-wall interaction into consider-
ation. At the inlet of the combustor, heat loss and radical-wall interactions were found
to effect flame propagation [12].
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In this study, an experimentally tested micro combustor [2] model was built, and
effects of equivalence ratio and thermal power on combustion and emission behav-
iour of premixed hydrogen/air flames were analysed to find an optimal operating
condition with respect to basic thermophotovoltaic system requirements which are
high and uniform temperature distribution at the outer wall of the combustor.

3.2 Numerical Setup

3.2.1 Combustor Structure

A 3D micro planar combustor model was built, and combustion process in this
combustor was simulated using ANSYS-Fluent CFD code [13]. Dimensions of the
combustor are 18 mm in length, 9 mm in width and 3 mm in height. Thickness of the
combustor wall is 0.5 mm, so inlet of the flow area has a 2 mm height. Combustor
geometry can be seen in Fig. 3.1.

3.2.2 Mathematical Model

In this study, premixed hydrogen/air combustion was simulated at different equiv-
alence ratios (0.8, 1.0 and 1.2) and thermal powers (50 W, 100 W, 150 W and
200 W). Steady-state forms of the basic governing equations (continuity, momen-
tum, energy and species) were solved. Assumptions made for simulation studies:
energy flux due to mass concentration gradients, work done by pressure and viscous
forces, gas radiation, surface reactions were neglected and lastly, no slip boundary

Fig. 3.1 Combustor geometry [2]
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condition at the combustor wall was implemented. EDC (eddy dissipation concept)
model was used as combustion model, and reaction scheme includes 9 species and
19 steps. Yılmaz et al. investigated effects of different turbulence models on
combustion characteristics of premixed hydrogen/air flames in a micro combustor
and pointed out that RNG k-εmodel gives better simulation results [1] so turbulence
model used in this study is RNG k-ε. Reaction scheme of hydrogen/air combustion
can be found in Ref. [14].

3.2.3 Governing Equations

Continuity equation can be written as

δρ

δt
þ∇:

�
ρ v

!� ¼ 0 ð3:1Þ

Conservation of momentum

δ

δt

�
ρ v

!�þ∇:
�
ρ v

!
v
!� ¼ �∇pþ∇:

�
̿τ
�þ ρ g

! þ F
! ð3:2Þ

p, static pressure; ̿τ , stress tensor; ρ g
!

, gravitational body force; F
!
, external body

force.
Stress tensor

̿τ ¼ μ
�
∇ v

! þ∇v
!T

�� 2
3
∇: v

!
I

� �
ð3:3Þ

μ, molecular viscosity; I, unit tensor.
Energy equation

δ

δx j
ρu jhþ Fhj

� � ¼ uj
δp

δx j
þ τij

δui
δx j

ð3:4Þ

h, enthalpy of gas composition; Fhj, energy flux of the xj direction; τij, stress tensor;
uj, velocity component; ρ, density.

Energy conservation equation of wall

δ λwδTð Þ
δx2i

ð3:5Þ

λw, thermal conductivity.
Ideal gas equation [15]

p ¼ ρR0T
X mi

Mi
ð3:6Þ

R0, universal gas constant; Mi, molar mass of species i [16].
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Species transport equation

δ

δt
ρYið Þ þ∇:

�
ρ v
!
Yi

� ¼ �∇J
!
i
þ Ri ð3:7Þ

Yi, mass fraction of species i; Ri, net production rate of species i via chemical

reactions; J
!
i
, diffusion flux of species i.

Diffusion flux of species i can be defined as

J
!
i
¼ � ρDi,m þ μt

Sct

� �
∇Yi � DT , i

∇T

T
ð3:8Þ

Sct, turbulent Schmidt number
μt
ρDt

� �
; μt, turbulent viscosity; Dt, turbulent diffu-

sivity; Di, m, mass diffusion coefficient for species i; DT, i, thermal diffusion
coefficient.

Source term Ri can be computed by Eddy dissipation concept model

Ri ¼ ρ ε∗ð Þ2

τ∗ 1� ε∗ð Þ3
h i Y∗

i � Yi

� � ð3:9Þ

Length scale of fine fractions is computed as follows

ε∗ ¼ Cε
vε

k2

� �1=4

ð3:10Þ

Over τ∗ (time scale), species are supposed to react in fine structures. Reaction
rates are specified by the Arrhenius rates and are integrated using ISAT algorithm
[1, 14].

ε∗ ¼ Cτ
v

ε

� 	1=2

ð3:11Þ

Cε, volume fraction constant (2.1377); Cτ, time scale constant (0.4082) [17, 18].

3.2.4 RNG k-ε Turbulence Model

Transport equations for the RNG k-ε model
Turbulence kinetic energy, k, and its dissipation rate, ε.

∂
∂t

ρkð Þ þ ∂
∂xi

ρkuið Þ ¼ ∂
∂x j

αkμeff
∂k
∂x j

� �
þ Gk þ Gb � ρε� YM þ Sk ð3:12Þ
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and

∂
∂t

ρεð Þ þ ∂
∂xi

ρεuið Þ ¼ ∂
∂x j

αεμeff
∂ε
∂x j

� �
þ C1ε

ε

k
Gk þ C3εGbð Þ � C2ερ

ε2

k
� Rε þ Sε

ð3:13Þ
In these equations, Gk, generation of turbulence kinetic energy due to the mean

velocity gradients; Gb, generation of turbulence kinetic energy due to the buoyancy;
YM, contribution of the fluctuating dilatation in compressible turbulence to the
overall dissipation rate; C1ε, C2ε and C3ε are constants; αk and αε are inverse
effective Prandtl numbers for k and ε; Sk and Sε are user-defined source terms. μeff,
effective viscosity [13].

RNG k-ε model has an additional term in the ε equation which is

Rε ¼ Cμρη3 1� η=η0ð Þ
1þ βη3

ε2

k
ð3:14Þ

Where η � Sk/ε , η0 ¼ 4.38, β ¼ 0.012.

3.3 Boundary Conditions

Premixed hydrogen air mixture enters combustor through the inlet at ambient pres-
sure and temperature. So, mass flow inlet boundary condition was employed at the
combustor inlet. Mass flow rates were specified based on the thermal power, andmass
fraction of each species was calculated depending on the equivalence ratio. At the
outlet, pressure outlet boundary condition was chosen. Hydraulic diameter and
turbulent intensity of the inlet and outlet are 3.2 mm and 5%, respectively. Taking
radiation and convection heat transfer to the surrounding area into consideration,
mixed thermal condition was chosen for all walls. Wall emissivity and convective
heat transfer coefficient were set as 0.65 and 15 W/(m2-K), respectively. Conver-
gence criteria for all species, momentum, energy and continuity were set as 10�6.
Calculation methods of important modelling parameters are tabulated in Table 3.1.

3.4 Mesh Independency Study

To construct a mesh structure that includes minimum number of element for an
accurate simulation and to reduce computational time and effort, a mesh indepen-
dency study was carried out. For this purpose, five mesh structures with different
number of elements (31,104, 90,640, 248,832 and 486,000 elements) were formed,
and predicted centreline temperature profiles were compared (Fig. 3.2). To save
computational time and effort, mesh structure with 248,832 elements was chosen.
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3.5 Model Validation

In order to check out availability of the combustor model, data obtained from
experimental and numerical studies of Ref. [2] was used. Temperature distribution
profiles at outer wall centreline of the micro combustor showed a good agreement
with published data by means of trend and value. Results of this study are illustrated
in Fig. 3.3. At 900 ml/min hydrogen flux, our model predicts nearly the same
temperature values with the experimental study at the points which are 2 and
16 mm away from combustor inlet. At 600 ml/min hydrogen flux, predicted and
experimental values are very close at a position near combustor inlet, but towards the
outlet of the combustor, predicted values differ from the experimental values.

Table 3.1 Calculation methods of important modelling parameters [19]

Parameters Methods

Discretisation Second-order upwind

Mixture physical properties Density: incompressible ideal gas law
Specific heat: mixing law
Thermal conductivity: mass-weighted mixing law
Viscosity: mass-weighted mixing law
Mass diffusivity: kinetic theory

Species physical properties Specific heat: piecewise of polynomial fitting of temperature
Thermal conductivity: kinetic theory
Viscosity: kinetic theory

Fig. 3.2 Mesh
independency study
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3.6 Results and Discussions

Wall temperature distribution of micro combustors can highly effect the amount of
electrical power generated by MTPV systems. The most effective and immediate
way of providing high power output is increasing wall temperature [8, 20]. Improving
heat transfer characteristics can also enhance the performance of MTPV systems. In
Fig. 3.4, outer wall temperature distributions at different equivalence ratios and
hydrogen fluxes can be seen. Irrespective of thermal power of the combustor, highest
temperature distributions are at stoichiometric conditions, and wall temperature
distributions show an agreement in terms of trend at 1.0 and 1.2 equivalence ratios.
With excess air, trend of wall temperature profile differs. At the inlet of the
combustor, temperature values at 1200 ml/min, 900 ml/min and 600 ml/min hydro-
gen fluxes (ϕ ¼ 0.8) are very close to stoichiometric conditions, but towards the
outlet of the combustor, some discrepancies become apparent in terms of trend and
value. At 300 ml/min hydrogen flux, wall temperature distributions at 1.0 and 0.8
equivalence ratios have the best agreement.

When we examine temperature contours at centreline plane of the combustor at
300 ml/min hydrogen flux for 0.8 and 1.0 equivalence ratios (Fig. 3.5), it can be seen
that flame shapes are different. At 0.8 equivalence ratio, flame front moves backward
and becomes sharper, but reaction zone distributions do not change much. Predicted
maximum temperature values are 1873 K and 1996 K at 0.8 and 1.0 equivalence
ratios, respectively, but mean temperature value at the outer wall of the combustor is
1065 K at both equivalence ratios. Because wall temperature distributions have
nearly the same uniformity, outer wall mean temperature values are the same, and
reaction zone distributions do not change much at both equivalence ratios; this
agreement makes sense.

Fig. 3.3 Validation of
numerical model
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Fig. 3.4 Temperature distributions at the centreline of the outer wall of the combustor. Combustor
thermal powers: (a) 200 W, (b) 150 W, (c) 100 W, (d) 50 W

Fig. 3.5 Temperature contours at the centreline plane of the combustor. (a: ϕ ¼ 1.0, b: ϕ ¼ 0.8)
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With respect to heat transfer principles, the driving force of the heat transfer is
flame, or mixture temperature and the amount of heat transferred effects outer wall
temperature distribution of a combustion device. Temperature increment improves
the conversion rate of chemical energy to utilisable radiation energy. But, temper-
ature resistance of the combustor material limits this temperature increment. Unifor-
mity of temperature distribution is also very important by means of reducing thermal
stresses on material surface and increasing service life of the combustor [2].

In Fig. 3.6, change of outer wall mean temperature value with thermal power and
equivalence ratio can be seen. The highest mean temperature value is at 1200 ml/min
hydrogen flux which provides 200 W thermal power, and at stoichiometric condi-
tions. As the thermal power reduces and equivalence ratio increases, outer wall mean
temperature value reduces. At 0.8 and 1.0 equivalence ratios, outer wall mean
temperature values are very close. By examining temperature contours at outer
wall of the combustor, it is founded that the most uniform temperature distribution
is at 1200 ml/min hydrogen flux and 1.2 equivalence ratio. As the equivalence ratio
and hydrogen flux reduce, this uniformity diminishes.

Outer wall mean temperature value must be higher than 1200 K to meet basic
operating necessity of MPTV systems. Because radiant energy needed for MPTV
systems is highly related to outer wall mean temperature value [19]. At 300 ml/min
hydrogen flux, outer wall mean temperature value is less than 1200 K for all
equivalence ratios tested (Fig. 3.6). On the other hand, basic operating necessity
can be barely met at 600 ml/min hydrogen flux. So, for an effective operation,
hydrogen flux for this combustor must be higher than 600 ml/min. With respect to
outer wall mean temperature value and uniformity of temperature distribution, this
combustor must operate at 1.0 equivalence ratio and 1200 ml/min hydrogen flux.

For micro combustors, key issues are to obtain steady combustion, uniform outer
wall temperature distribution and high radiant energy output [19]. In Fig. 3.7,

Fig. 3.6 Change of outer
wall mean temperature
value with thermal power
and equivalence ratio
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conversion rate of input chemical energy to total transferred heat (in percentage) at
different equivalence ratios and hydrogen fluxes can be seen. Maximum conversion
ratio can be achieved at 1.0 equivalence ratio and 300 ml/min hydrogen flux. As the
hydrogen flux increases, conversion ratio decreases. With less air, conversation ratio
is better at high hydrogen fluxes, but incomplete combustion will reduce the
efficiency of the micro combustor. With only regard to conversion ratio of input
chemical energy to total heat transfer, optimal operating conditions for this combus-
tor are 1.0 equivalence ratio and 600–900 ml/min hydrogen flux.

In Fig. 3.8, temperature profiles along the centreline of the combustor at different
hydrogen fluxes and equivalence ratios can be seen. Because of the high burning rate
of hydrogen, chemical reactions take place in a short distance near combustor inlet.
As the hydrogen flux increases, the place where maximum temperature occurs
moves away from combustor inlet, and maximum temperature gets a higher value.
Transition from minimum temperature to maximum temperature actualizes
nearly 5 mm away from the combustor inlet in the worst case, and then tempera-
ture values along the combustor reduce because of the heat losses to the environment
and heat absorption of combustor walls. As the hydrogen flux increases, temperature
decrement declines, and temperature distribution along the centreline of the com-
bustor becomes more uniform. At 0.8 equivalence ratio, maximum temperature
values are 1686 and 1773 K at 300 and 1200 ml/min hydrogen fluxes, respectively.
Although the difference between peak temperature values is 89 K, outer wall mean
temperature value is 300 K higher at 1200 ml/min hydrogen flux. At 1.0 equivalence
ratio, maximum temperature values are 1996 and 2086 K at 300 and 1200 ml/min
hydrogen fluxes, respectively. The differences between maximum temperature
values and outer wall mean temperature values are 90 K and 300 K in return,

Fig. 3.7 Conversion rate of
input chemical energy to
total transferred heat at
different equivalence ratios
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respectively. At 1.2 equivalence ratio, reaction takes place in a very short distance
from combustor inlet, but temperature decrement along the flow direction is a lot.
Because outer wall mean temperature values are nearly the same at 0.8 and 1.0
equivalence ratios (1343 K and 1367 K), and temperature distribution is more
uniform at 0.8 equivalence ratio, optimal operating conditions for this combustor
are 0.8 equivalence ratio and 1200 ml/min hydrogen flux.

In Fig. 3.9, NOx formation profiles along the centreline of the combustor can be
seen. As the hydrogen flux and equivalence ratio increase, depending on the
temperature increment, the amount of NOx formed and peak NOx values increase.
At 900 ml/min hydrogen flux, NOx quantity emanated from the exhaust of the
combustor and peak NOx value are higher than the case in which hydrogen flux is
1200 ml/min. This maybe because of the reversible reactions. NO formed in one
reaction can be destroyed in another reaction. With only respect to NOxemissions,
this combustor should operate at 0.8 equivalence ratio and 300 ml/min hydrogen
flux.

Fig. 3.8 Temperature distributions along the centreline of the combustor. Equivalence ratios: (a)
0.8, (b) 1.0, (c) 1.2
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3.7 Conclusions

In this study, effects of thermal power and equivalence ratio on combustion and
emission behaviour of premixed hydrogen air mixtures were numerically investi-
gated with respect to key issues which are vital for micro combustors. These issues
are uniform temperature distribution, maximum temperature increase at the outer
wall of the combustor, outer wall mean temperature value, conversion ratio of input
chemical energy to total transferred heat and NOxemissions.

Size limitation of micro combustors makes combustion process in such devices
relatively less efficient because of the short flame residence time, destructive radical-
wall interactions and intensified heat loss [7]. Even with low energy conversion effi-
ciency, micro combustors can still provide higher energy than chemical batteries. So,
combustion efficiency was excluded while deciding optimal operating condition.

Fig. 3.9 NOx formation along the centreline of the combustor. Equivalence ratios: (a) 0.8, (b) 1.0,
(c) 1.2
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Taking all of these issues into consideration, optimal working conditions for this
micro combustor are 0.8 equivalence ratio and 1200 ml/min hydrogen flux.
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Chapter 4
Reducing Urban Heat Islands
by Developing Cool Pavements

Muhammet Vefa Akpınar and Sedat Sevin

4.1 Introduction

The urban heat island (UHI) effect is commonly observed in urban environments,
where the average temperature of cities is higher than that of surrounding rural areas
[1–3]. One of the factors that lead to the development of a UHI is the higher thermal
energy storage of paving materials [4]. In many city centers, pavements represent the
largest percentage of a community’s land cover, compared with roof and vegetated
surfaces. Asphalt-paved areas, which can store much of the sun’s energy contribut-
ing to the urban heat island effect, account for nearly 40% of land cover [5–7].

Pavements (roads, parking area, etc.) are one of the main factors contribute highly
to the development of heat island [8, 9]. Paved surfaces (such as highways, roads,
runways, parking areas, and driveways) typically constitute about 40% of developed
urban areas. Conventional pavements are impervious and their surfaces can transfer
heat downward to be stored in the pavement subsurface. This effect contributes to
urban heat islands (especially at night time). The pavement surface temperature can
reach peak summertime surface temperatures of 60 �C [10–12].

Albedo (solar reflectance) is the ratio of reflected solar radiation to the total
amount that falls on that surface. Albedo values range from 0, for perfect absorbers,
to 1, for perfect reflectors. In pavement structures, the surface is the only layer which
affects albedo. Therefore, pavement type selection should also include a consider-
ation of albedo where heat generation is a concern [13].
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Highly reflective materials can reduce the temperature of urban surfaces like roofs
and pavements by reflecting solar radiation away from these surfaces [14–
16]. Although the reduction in surface temperature of high-albedo roofs has been
documented to reduce summertime building cooling energy requirements, no similar
effect has been documented with regard to high-albedo pavements. Well-publicized
simulations by Lawrence Berkeley National Laboratory and others infer that hun-
dreds of billions of dollars in savings due to reduced cooling energy demands can be
realized through the deployment of reflective pavements [17].

The objective of this study was to determine if the cool pavements can reduce the
heat island’s harmful environmental effects and ambient temperatures. High-reflec-
tance material may show a positive effect on surface temperature and thermal
gradient. The proposed study will help pavement to store less heat and may have
lower surface temperatures compared with the conventional pavement. They can
help address the problem of urban heat islands, which result in part from the
increased temperatures of paved surfaces in a city or suburb.

4.2 Material and Method

For the albedo experimental measurements, three different pavement surface areas
were selected for asphalt pavement (AP), concrete pavement (CP), and concrete
painted with highly reflected pavement (HRP) as shown in Fig. 4.1. In order to
obtain HRP, solvent-based and reflector-based gray spray paint used in automobile

Fig. 4.1 (a) High-reflective paved concrete pavement, (b) concrete pavement, and (c) asphalt
pavement
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pavement industry was used. Since the concrete sample surface was painted, it was
assumed that the paint will function as an impermeable layer. No further hydraulic
permeability tests were conducted. Friction coefficient tests were not the main
objective of this study.

In order to better understand the albedo effect on the surface temperature and the
temperature distribution, it was decided to carry out the measurements in July, taking
into consideration the average daily sunshine periods and the monthly maximum
temperature values of the region from 1950 to 2015 belonging to the General
Directorate of Meteorology. As shown in Fig. 4.2, the daily sunshine duration has
reached its maximum annual value in 10 h in July.

This study was performed with a single-headed pyranometer in the form of
albedo measurements in accordance with ASTM E1918 [19]. The CMA6 parameter
provides solar reflectance (W/m2) of the surfaces 50 cm above the area to be
measured, as specified in the standard. For efficient albedo measurements, sunny
weather was preferred.

In order to be able to measure the temperature through pavement thickness, a total
of eight holes were drilled in the painted and unpainted areas at depths of 2.5–5–
7.5–10 cm from the pavement surface. Temperature sensors were positioned inside
the holes and later the holes were sealed with an insulating material. Measurements
were taken between 15:00 and 16:00 in the afternoon, which was the hottest time of
the day.
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4.3 Result and Discussion

The 30-day albedo measurements taken on the pavements in Karadeniz Technical
University campus are given in Table 4.1. According to the obtained results, the
albedo (solar reflectance index) of HRP was measured higher than the other two
pavement types. The measured mean 30-day albedo value of HRP, CP, and AP were
0.30, 0.15, and 0.06, respectively. Considering the albedo effects, HRP was two and
five times higher than CP and AP, respectively. In the literature, the albedo value for
concrete pavement varies between 0.25 and 0.35 [20]. However, since the concrete
pavements in the campus area are old, they have lost their superficial characteristics
over time. Therefore, lower values were obtained in experimental albedo

Table 4.1 Albedo values of
pavements for 30 days

Day

Albedo values of pavement

HRP CP AP

1 0.24 0.13 0.05

2 0.25 0.14 0.06

3 0.25 0.14 0.05

4 0.24 0.13 0.06

5 0.23 0.13 0.06

6 0.28 0.17 0.07

7 0.28 0.17 0.09

8 0.29 0.16 0.09

9 0.29 0.17 0.09

10 0.29 0.16 0.09

11 0.27 0.15 0.06

12 0.22 0.14 0.05

13 0.23 0.16 0.05

14 0.25 0.15 0.07

15 0.25 0.14 0.05

16 0.30 0.20 0.06

17 0.33 0.21 0.08

18 0.30 0.20 0.08

19 0.32 0.15 0.09

20 0.30 0.16 0.09

21 0.26 0.13 0.05

22 0.29 0.14 0.07

23 0.28 0.14 0.05

24 0.29 0.13 0.05

25 0.26 0.13 0.07

26 0.30 0.17 0.07

27 0.34 0.22 0.09

28 0.34 0.16 0.09

29 0.33 0.17 0.07

30 0.30 0.16 0.06
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measurements than the standard. Similarly, 0.05–0.015 values were observed in the
literature for albedo measurements on asphalt pavements [13]. In order to obtain
HRP, solvent-based and reflector-based gray spray paint used in automobile pave-
ment industry was used. The reflective nature of the paint increased the albedo
values by 100%, compared to a concrete pavement with the same surface.

International environmental rating agency Leadership in Energy and Environ-
mental Design (LEED) defines surface areas as “cool pavement” greater than 0.29 in
albedo value. Accordingly, the CP (0.15) and the AP’s (0.09) albedos fall into the
nonreflective material group. The HRP pavement is in the reflective material group
with a value of 0.30 albedo.

The average 30-day maximum air temperature during the experimental measure-
ments was 34.8 �C. As can be seen, HRP and daily maximum temperature values
were close to each other for 30 days. The surface temperature of HRP was the lowest
due to its high surface reflectivity. As shown in Fig. 4.3, HRP surface temperature
was 38.3 � C on the 20th day which was lower than the other two pavement surface
temperatures. Berg and Quinn [15] reported that in midsummer, white painted roads
with an albedo close to 0.55 have almost the same temperature with the ambient
environment, while unpainted roads with albedo close to 0.15 were approximately
11 �C warmer than the air. During the experimental run, the maximum surface
temperature was observed at AP of 59 � C. Santamouris [16] reported asphalt
temperatures close to 63 �C and white topping pavements close to 45 �C. The
main reason for this is that the asphaltic albedo is too low and the heat absorption
capacity is high. Asaeda et al. [14] have reported the impact of various pavement
materials used commonly in urban environments during the summer period. They
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found that the surface temperature, heat storage, and its subsequent emission to the
atmosphere were significantly higher for asphalt than for concrete and soil.

In the observations made with the thermal camera, HRP and CP fields are shown
in Fig. 4.4. As can be seen in Fig. 4.4b, the painted area appears at a lower
temperature than the concrete coverage. As a result of the 30-day measurements,
the maximum surface temperature of the CP and HRP surface were 43.7–48.1 � C
(average 45.8 �C) and 33–38.1 � C (mean 36 �C), respectively.

Temperature variation through the thickness is shown in Fig. 4.5. Consequent
5-day measurements on CP are shown with A1, and consequent 5-day measurements
on HRP are shown with A2. HRP and CP were the same concrete pavement with
10 cm thickness. The temperature difference between surface and bottom of the HRP
layer was measured as 6 �C (ΔT2). For CP it was 12 �C (ΔT1). The temperature at
the bottom (10 cm below) of CP and HRP were about 37 �C and 32 �C, respectively.
The difference was due to the albedo effect.

4.4 Conclusion

In this study, surface temperatures and albedo values of three different pavement
types were investigated. It was concluded that the lowest surface temperature and
higher solar albedo values were measured in HRP pavement. Considering the albedo
effects, HRP was two and five times higher than CP and AP, respectively. In
conclusion, the street pavements should be painted with highly reflected paints
which can prevent the solar reflection as a result the heat island effect significantly.

Fig. 4.4 (a) HRP view and (b) thermal camera view
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Chapter 5
Urban Heat Island Effects of Concrete Road
and Asphalt Pavement Roads

Muhammet Vefa Akpınar and Sedat Sevin

5.1 Introduction

In general, the asphalt pavement produces distinctly little noise, it is relatively low
cost in comparison to different materials, and it is relatively easy to repair. However,
asphalt is known to be significantly less long-lasting than most other choices and is
not the best for the environment either. Concrete is another popular material choice
for roadways. There are two essential kinds of concrete street surfaces, jointed
reinforced concrete pavement (JRCP) and continuously reinforced concrete pave-
ment (CRCP). Concrete is more long-lasting than asphalt and appreciably stronger
built and quite highly priced to lay [1, 2].

The color of the pavement surfaces is open to choice and it affects the temper-
atures within the city. The effect of color is understandable because if a surface is
dark, it means it has absorbed the visible light. This warms the surface, which
eventually warms the air. The most practical means of mitigating the urban heat
island, UHI, is to make urban surfaces brighter, by which we mean more reflective of
the sunlight [3, 4].

The thermal performance of a pavement is defined as the change in its temper-
ature (most often surface temperature) over time as influenced by properties of the
paving materials (e.g., albedo, thermal emittance, thermal conductivity, specific
heat, and surface convection) and by ambient environmental conditions (sunlight,
wind, air temperature).
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Although urban heat islands (UHIs) are most often thought of as existing in the
atmosphere above the city, they actually exist at many different levels, including at
the ground/pavement surface, in the air just above the surface (near-surface), and in
the ambient air temperatures well above street level, as well as in the atmosphere
above the city. In many cases, it is convenient to consider near-surface heat islands,
which are characterized by increased ambient air temperature just above the pave-
ment surface, typically at 1–2 m where human outdoor activities occur [5]. Surface
and near-surface heat islands can potentially affect human thermal comfort, air
quality, and energy use of buildings and vehicles.

Atmospheric warmth islands can have an effect on groups through increasing
summertime top electricity, air conditioning prices, air pollutants and GHG emis-
sions, warmth-associated illness and demise, and water satisfactory [6–11].

The objective of this chapter is to evaluate the variation of heat flux from different
road surface materials with contrasting thermal properties. Since the temperature of
urban or regional-scale areas is directly dependent upon land use and material
properties, this study would provide useful information for simulating urban and
regional mixed layer dynamics in boundary layer models [12, 13].

5.2 Method

Paved surfaces contribute considerably to the temperature of cities because they
cover a remarkably large fraction of urban surfaces. Detailed examination of Trab-
zon city shows that 45% of the area seen from above the tree canopy was paved
(including roads, parking areas, sidewalks). Using the AutoCAD program, the road
area within this built-up city is about 45%. There are considerable additional areas of
paved driveways, sidewalks, and parking areas at homes and businesses. Our earlier
work focused on asphalt pavement because it is the preponderant paving material for
urban streets, by a ratio of about 20 to 1.

In order to better understand the variation of the heat flux on the surface
temperature and the temperature distribution, it was decided to carry out the mea-
surement in July, taking into consideration the average daily sunshine periods and
the monthly maximum temperature values of the region from 1950 to 2015 belong-
ing to the General Directorate of Meteorology. This is mainly due to the highest
sunshine duration in July, and it is estimated that the albedo values and effect will be
observed more efficiently and that the surface temperature will rise to the maximum
level since the daily temperature value in the same month is 37 � C and the second
highest month in the year. As shown in Fig. 5.1, the daily sunshine duration has
reached its maximum annual value in 10 h in July.

An intersection of concrete and asphalt pavement in Karadeniz Technical Uni-
versity campus was selected. The intersection had 7 m trees on one side of the
intersection where the air temperature was lower (Fig. 5.2). With pavement albedo
values around 0.10, extremely high pavement surface temperatures of 45–50 �C
have been measured on hot summer days in mid-afternoon in the city of Trabzon,
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Turkey. Ambient air temperatures were collected at 1.5 m above the surface. Surface
temperature sensors were placed directly on the asphalt or concrete surface and
covered with a thin layer of asphalt or cement mortar to achieve a good contact.

5.3 Result and Discussion

Subsurface temperature measurements were obtained from a network of platinum
thermocouple probes embedded in the pavement structure at various depths
(Fig. 5.3). After the pavement was drilled, the thermocouples were inserted and
later the holes were filled and closed with synthetic material to prevent air entering
the whole. To assure good contact between temperature probes and pavement
materials, probes were first placed at the required level of 0, 5, 10, 15, 20, and
25 cm and then repacked with silicon road materials. Subsurface temperature
measurements were obtained to a depth of 25 cm beneath the concrete pavement
and 0.25 cm beneath the asphalt pavement.

Figure 5.4 shows that the temperatures in the asphalt pavement exponentially
drop through the thickness then becomes constant at 5 cm depth to the bottom.
Figure 5.5 shows concrete pavement temperature variation with the street with no
trees open to sunlight and with trees. Similar trends were observed as of asphalt
pavement except that the drop in the temperature becomes stabilized at 2.5 cm depth.
From Figs. 5.4 and 5.5, it can be said that increasing tree cover on both sides of the
pavements lowers surface temperatures by providing shade and cooling through
evapotranspiration. The standard deviation of the surface temperature was lower in
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concrete pavement. It is clear that pavement covered with trees had much lower
surface temperatures on both pavement types.

5.3.1 Comparison of Outgoing Radiation

The heat flux at the maximum surface temperatures of the asphalt and concrete
coatings in the study was calculated with the aid of Eq. (5.1). The earth’s surface is
assumed to emit longwave radiation as a blackbody. Thus, the outgoing longwave
radiation follows the Stefan-Boltzmann law [14].

Fig. 5.2 Photo image of the university campus and asphalt concrete pavements where the works
were taken

54 M. V. Akpınar and S. Sevin



qr ¼ εσ T sð Þ4 ð5:1Þ
Where

qr ¼ outgoing radiation (W/m2),
ε ¼ emission coefficient (0.85 for concrete and 0.93 for asphalt),
σ ¼ Stefan-Boltzmann constant, 5.68 � 10�8 W/(m2K4), and
Ts ¼ temperature of surface (�K).

As can be seen in Fig. 5.6, the amount of radiation that the asphalt lays outdoors is
greater. The qr value for asphalt ranges from 500 to 580 W/m2, while for concrete it
ranges from 410–480 W/m2, which is 10–15% lower. As the surface temperatures
increase in both pavements, the amount of energy released to the external atmo-
sphere will also increase. However, compared to the two pavements, asphalt can be
expected to increase the temperature of the environment to a greater extent due to the
high surface and external energy emitting capacity, especially in urban areas where
asphalt coatings are present, so the difference between night and day temperatures
may be low.

Several studies by Erhan P. [15], Erhan et al. [16], Tran et al. [4], and
Boriboonsomsin and Reza [17] were conducted to reduce urban heat island by
using innovative pavement materials. A study conducted by Erhan Pancar
[15] showed that it was possible to reduce the slab surface temperature by using
recycled glass as a fine aggregate and zeolite as cement in concrete. Recycled glass
was used to replace fine aggregate in proportions of 10%, 20%, and 30% by total
weight of aggregate. Zeolite replaced Portland cement in proportions of 10% and
30% for three different proportions of recycled glass concrete mixtures. Optimum
proportions were determined by examining mechanical properties of concrete sam-
ples and alkali-silica reactions. It was noticed that using recycled glass and zeolite
together in concrete reduces pavement surface temperature and temperature gradient
in summer.

Fig. 5.3 Thermocouple installation on pavement. (a) Drilling whole, (b) thermocouple and data
logger
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Fig. 5.5 Concrete pavement temperature variation. (a) Open to sunlight, (b) shadowed by trees
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5.4 Conclusion

The purpose of this chapter was to research the warmth flux from asphalt and
concrete pavements. Results showed that warmness flux of asphalt pavements is
better than that of concrete pavements. Growing tree cover on both sides of the
pavements lowers surface temperatures with the aid of imparting color and cooling
through evapotranspiration. In the experimental study, the outgoing radiation value
of asphalt pavement was observed to be 10–15% greater than the concrete pavement.
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Chapter 6
Comparison of Asphalt and Concrete
Pavement Solar Reflectance

Muhammet Vefa Akpınar and Sedat Sevin

6.1 Introduction

Research shows that on warm summer days, the air in large cities can be significantly
hotter than the surrounding rural areas. The annual mean air temperature of a city
with 1 million people or more can be 1–3 �C warmer than its surroundings [19]
(Environmental Protection Agency (EPA) 2003). In the past few decades, the heat
over the urban cities has been increased due to dark and heat-absorbing materials
used in the construction of pavements and buildings. Elevated temperatures in urban
heat islands can have detrimental effects on a community’s environment and quality
of life, including increased demand for energy, increased air pollution, greenhouse
gas emissions, human health effects, and decreased water quality. Electricity
demand, for example, for cooling increases 1.5–2.0% for every 0.6 �C increase in
air temperatures, starting from 20 to 25 �C [3, 4, 8, 17, 18, 20, 21]. This means that
5–10% of the electricity demand for a city is used to compensate for the heat island
effect [2]. In recent years, the use of low-thermal-absorbent materials in urban areas
has become widespread to reduce heat island effect [11–13, 16].

Cool materials are characterized by high solar reflectance and high thermal
emittance. The two properties could reduce the temperature of the surface. The
term solar reflectance is the ability of a material to reflect solar energy from its
surface back into the atmosphere [7]. Some previous studies are related to cool
materials. In these studies, the albedo value of concrete is observed about 0.25–0.35
[1, 5, 14]. Because reflectivity limit adopted by Cool Roof Rating Council (CRCC)
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and Leadership in Energy and Environmental Design (LEED) as 0.29, using con-
crete in urban roads and parking spaces can increase solar reflectance as heat
absorption decreases. In contrast, asphalt albedo ranges from 0.05 to 0.20,
depending on the age and construction date of the asphalt pavement. Its albedo
typically increases somewhat as its color fades with age. A typical concrete has an
albedo of about 0.25–0.35 when constructed; these values can decrease to about
0.20–0.30 with normal usage. With the incorporation of slag or white cement, a
concrete pavement can exhibit albedo readings as high as 0.70 [9]. Concrete has a
significantly higher albedo than asphalt, either new or old. In fact, concrete usually
has a higher albedo than almost every other material that is typical of urban areas,
including grass, trees, colored paint, brick/stone, and most roofs [9].

In this study, the surface temperature and solar reflectance of concrete and asphalt
paved roads were investigated during hot summer. The relationship between albedo
values and pavement surface temperatures were developed.

6.2 Material and Method

The daily surface temperature and solar reflectance of concrete and asphalt paved
areas on the university campus were investigated during July, August, and
September months of 2016. Thermal camera and pyranometer were used to measure
the surface temperature and albedo at 15:00 when the surface had the highest heat
during the 3-month period.

This study was conducted with a single-headed pyranometer (Fig. 6.1) in accor-
dance with ASTM E1918 [6]. The image shown in Fig. 6.1 was taken during the
cloudy day. However, the albedo measurements were taken during the sunny days.
The CMA6 parameter provides solar reflectance (W.m�2) of the surfaces 50 cm
above the area to be measured, as specified in the standard. The air temperature
25 cm just above the pavement surface was measured by the thermal camera and
digital thermometer. Albedo measurements were started at 15:00 when the highest
temperature was reached on the pavement surface during the day.

Measuring the albedo according to the ASTM E1918-06 leads to great measure-
ment uncertainty. This single-pyranometer method has to invert the pyranometer to
read this incoming solar radiation. During the inversion, the incoming solar radiation
may differ from that at the time when the pyranometer faces down. The time interval
between two measurements (facing up and down) was maintained for 30 s. By doing
so, the uncertainty in the measurements was minimal.
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6.3 Result and Discussion

6.3.1 Albedo Measurements

Albedo is the ratio of the amount of sunlight reflected from the pavement surface to
the amount of sunlight coming from the pavement surface. As shown in Fig. 1, the
albedo value of the surface is equal to 50 (W.m�2)/256 (W.m�2). The daily albedo

Fig. 6.1 Single-headed pyranometer (a, c), data logger (b, d) (The value on the screen is based on
W.m�2)
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values of the pavements are calculated in this way. The average monthly albedo
values of the asphalt and concrete overlays are shown in Fig. 6.2.

As can be seen in Fig. 6.2, the average albedo values of the concrete pavements
for 3 months are two times that of the asphalt pavement. The average albedo value
was 0.24, with a minimum of 0.18 and a maximum of 0.36 during the 3-month test
on the concrete pavement. In the same way, the average albedo measurements for
asphalt pavement was 0.11, with a maximum of 0.16 and a minimum of 0.06.
Albedo measurements vary depending on the amount of incoming and reflected
sunlight. The albedo values of this study are in the range found by Li [9] where
typical concrete had an albedo of about 0.25–0.35.

As shown in Fig. 6.2, albedo values were very close to each other in July and
August due to the same number of sunny days (27 day sunny). However, albedo
values were 10% lower compared to July and August due to less sunny days (20 day
sunny, 10 day cloudy).

LEED defines materials with an albedo greater than 0.29 as a reflective and low
heat absorber. In this study, while the measured albedo values of the concrete
pavement were 0.29, the albedo value of the asphalt pavement was 0.11. It can be
said that the concrete pavement studied in this research can be classified as a
reflective and low heat absorber in contrast to asphalt pavement. Similarly,
Pometantz et al. [15] predicted that asphalt pavements stored a large part of the
heat by reflecting a very small amount of sunlight due to its dark color and heat-
absorbing property.
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6.3.2 Maximum Surface Temperature Measurements

Similar to the albedo results, the monthly mean maximum pavement surface tem-
peratures are shown in Fig. 6.3. According to these results, the maximum surface
temperatures on concrete surfaces were 10–15� lower than the temperature values of
asphalt surface. Asaeda and Vu (1993) reported that the surface temperature of
asphalt pavements could exceed 55 �C and that the surfaces release more than
350 W.m�2 and 600 W.m�2 to the atmosphere in the form of sensible heat and
longwave radiation, respectively. In this study, during the 3-month period, the
measured maximum surface temperatures of the asphalt pavement and concrete
pavement were 62 �C and 48 �C, respectively. Both values were obtained in July
measurements. Likewise, air temperatures for 3 months were obtained in July at a
maximum air temperature of 38 �C. This showed that both pavements stored more
heat than the air. Due to the heat absorptive properties of both asphalt and concrete,
the maximum pavement surface temperatures have exceeded air temperature. But
especially in July, the surface temperatures of the asphalt pavements were 50%
higher than the air temperature due to low albedo and high heat absorption proper-
ties. This ratio was observed to be about 20% in the concrete pavement. The main
reason for this is the higher value of the albedo value of the concrete pavement,
reflecting more of the sun’s rays coming to the surface and storing less heat.
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6.3.3 Relationship Between Surface Temperature and Albedo

The relationship between albedo values and pavement surface temperatures for
asphalt and concrete pavements are shown in Fig. 6.4. The albedo values do not
change significantly with increasing pavement surface temperatures for both
pavements.

6.3.4 Comparison of Outgoing Radiation of Pavements

Pavements absorb some of the sun’s rays coming to the surface and heat up and then
transfers heat to the external environment, causing them to heat up. The heat flux at
the maximum surface temperatures of the asphalt and concrete pavements in the
study was calculated with the aid of Eq. (6.1). The earth’s surface is assumed to emit
longwave radiation as a blackbody. Thus, the outgoing longwave radiation follows
the Stefan-Boltzmann law (Solaimanian and Kennedy, Kreith, Sellers, and
Gustafson (8)).

qr ¼ εσ T sð Þ4 ð6:1Þ
Where,

qr ¼ outgoing radiation (W.m�2)
ε ¼ emission coefficient (0.85 for concrete and 0.93 for asphalt)
σ ¼ Stefan-Boltzmann constant, 5.68 �10�8 W.m�2K�4)
Ts ¼ temperature of surface (�K)
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The relationship between outgoing radiation and surface temperature is shown in
Fig. 6.5. As can be seen in Fig. 5, the amount of radiation that the asphalt pavement
lays outdoors is greater. The qr value for asphalt ranges from 560 to 600 W.m�2,
while for concrete it ranges from 470 to 510 W.m�2, which is 10–15% lower. As the
surface temperatures increase in both pavements, the amount of energy released to
the external atmosphere will also increase.

Asphalt pavements can be expected to increase the temperature of the environ-
ment to a greater extent due to the high surface and external energy emit capacity,
especially in urban areas where asphalt pavements are present, so the difference
between night and day temperatures may be low.

6.4 Recommendations

Concrete pavement and asphalt pavements worn under traffic loads when aged.
Their surfaces become gray finally, and the albedo of these surfaces depends on
the aggregate wear resistance. The albedo measurements were taken on almost
newly constructed 3-month old asphalt pavement and 10-year-old concrete pave-
ment. Further readings will be taken on the same spot after 1 year, and they will be
compared to the current study data. More attention will be given to the painted
sections where the paint is subjected to fast wear. Further, similar studies are needed
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on high-capacity highways. The current study albedo results are valid for university
campus traffic.

6.5 Conclusion

This study investigated and compared the variation of maximum surface tempera-
tures and albedo properties of asphalt and concrete pavements. The following
conlusions are made according to the findings of this study:

(i) It can be said that the concrete pavement studied in this research can be
classified as a reflective and low heat absorber in contrast to asphalt pavement.

(ii) The albedo values of concrete pavements are almost 100% higher than the
albedo values of asphalt pavement. For this reason, the use of concrete pave-
ments in urban areas can be extended, and a large amount of sunlight can be
reflected back, reducing heat storage of cities.

(iii) The maximum surface temperatures of concrete pavements are 10–12 �C lower
than the asphalt pavement surface temperatures at all 3-month measurements.
By using concrete pavement in urban, environmental problems can be solved
by reducing UHI influence.

(iv) The outgoing radiation value of asphalt pavement was observed to be 10–15%
greater than the concrete pavement. Because of this, the asphalt pavements can
have a negative effect on the thermal comfort that will keep the storage
temperature hot during the night.
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Chapter 7
Thermoeconomic Comparative Analyses
of Different Approaches Used for Specific
Carbon Dioxide Emission Reduction in Gas
Turbine Power Plants

Mohammad Saghafifar and Mohamed Gadalla

7.1 Introduction

Climate change is one of the most discussed topics in recent years. Moreover,
multiple reports indicate the considerable rate of growth in world’s energy demand
due to an increase in population. In particular, it is predicted that world’s energy
demand will experience a 35% growth from 2010 to 2035 [1]. Noting that about 80%
of the world’s required electricity is generated by fossil fuel and natural gases power
plants [2], and activities associated with energy contribute to about 61% of green-
house gases emission [3], it is necessary to reduce the rate of carbon dioxide
emission from power generation, immediately. The aforementioned immediate
reduction can be achieved through different approaches including renewable energy
integration [4–8], carbon capture and storage/utilization [9–13], efficiency enhance-
ment [14–18], and a combination of these methods [19–23].

One of the possible approaches of efficiency enhancement for simple gas turbine
power plants is inlet air cooling. Gas turbine performance is considerably dependent
on the inlet air temperature entering the compressor. As the air temperature rises, the
required work input in the compressor increases which inversely affects the plant
efficiency and accordingly its specific carbon dioxide emission [24, 25]. In a study
by Saghafifar and Gadalla [26], different inlet air cooling technologies are investi-
gated for integration in a simple gas turbine cycle. Results are in the favor of inlet air
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cooling implementation, regardless of the technique utilized to cool down the air,
both thermodynamically and economically.

Another possible method to reduce the rate of carbon dioxide emission by gas
turbine efficiency enhancement is through bottoming cycle integration. Simple gas
turbine power plant’s exhaust gases contain substantial waste heat that can be
recovered by a bottoming cycle and generate additional electricity. The most widely
employed and arguably efficient bottoming cycle is Rankine (steam turbine) cycle
[27]. Integrating a bottoming steam turbine cycle can significantly improve the
plant’s overall thermal efficiency. Therefore, plant’s specific CO2 emission is
reduced either by increasing the amount of power generated or decreasing the
required fuel mass flow rate in the combustion chamber.

The other possible method considered in this study is power plant hybridization.
Solar hybridization can be considered to reduce the rate of carbon dioxide emission
associated with power generation. Three different schemes are suggested for power
plant hybridization comprising the solarized gas turbine, the hybrid combined cycle,
and the solar reforming system [28, 29]. In the first two schemes, a solar thermal
collector is coupled with a secondary source of energy (combustion chamber with
fossil fuel). While in solar reforming systems, solar thermal energy is utilized to
convert the fuel, mostly natural gases, into syngas which is used in the combustion
chamber as the main source of thermal energy.

In a series of studies by Saghafifar and Gadalla [30–33], hybridization was
accomplished using heliostat field collectors to provide a portion of the thermal
energy required to operate a combined-cycle power plant. In all the investigated
configurations, specific CO2 emission was reduced when about 10% of annual
thermal energy was provided by the integrated solar component. However, the
plant levelized cost of electricity was increased because of high expenses associated
with heliostat field collectors. In a study by Spelling et al. [34], a thermoeconomic
optimization was conducted for hybrid gas turbine power plants. Furthermore,
hybridization of combined-cycle power plants was investigated by Spelling et al.
[35]. It should be noted that the abovementioned studies utilized heliostat field
collector due to its high operating temperature and its suitability for integration in
gas turbine cycles.

In this chapter, a comparative analysis between three different methods of
specific carbon dioxide emission reduction for simple gas turbine power plants is
presented including inlet air cooling, bottoming cycle integration, and solarized
gas turbine hybridization using heliostat field collector. For inlet air cooling tech-
nique, a mechanical chiller is employed. For bottoming cycle integration, steam
bottoming cycle presented by Saghafifar and Gadalla [30] is considered. Different
methods are compared based on their effects on the plant-specific carbon dioxide
emission and levelized cost of electricity for different capacities. Finally, a combi-
nation of all three studied methods is implemented to further minimize the specific
carbon dioxide emission. It should be noted that Abu Dhabi is selected as an
illustrative example for site location to signify the importance of the integrated
technologies.
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7.2 System Configurations

Figure 7.1 depicts the simple gas turbine cycle with the three proposed carbon
dioxide reduction methods including inlet air cooling, hybridization, and bottoming
cycle integration. In a simple gas turbine power plant, air is compressed adiabatically
in the compressor from state 2 to 3. After the compression, air is heated in an isobaric
process within the combustion chamber from state 4 to 5. Next, the heated stream of
exhaust gases leaving the combustion chamber is expanded in the gas turbine from
state 5 to 6. Finally, the exhaust gases leaving the gas turbine are released to the
atmosphere. One of the recommended techniques is to employ a mechanical chiller
to cool down the air stream entering the combustion chamber. From state 1 to
2, ambient air enters a mechanical chiller where it is cooled down to a predetermined
temperature prior to the compressor. Alternatively, hybridization can be accom-
plished using heliostat field collectors. In this scheme, a portion of the required
thermal energy is provided by concentrated solar power technologies which leads to

Fig. 7.1 Gas turbine power plant configuration with the proposed carbon dioxide emission
reduction including inlet air cooling, hybridization, and bottoming cycle integration
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a considerable reduction in the plant fuel consumption and accordingly the specific
CO2 emission. As it is shown in Fig. 1.1, the solar collector is placed between the
compressor and combustion chamber. Thus, the compressed air leaving the com-
pressor enters the central tower to be preheated by the available solar thermal energy
flux at the receiver from state 3 to 4.

Another suggested method to decrease the rate of carbon dioxide emission is to
integrate a bottoming cycle. For this study, steam turbine (Rankine) cycle is selected
to employ the waste heat available in exhaust gases leaving the gas turbine at state
6. In the case of combined-cycle configuration, exhaust gases from the topping cycle
turbine enter the heat recovery steam generator (HRSG) where a portion of the waste
is utilized to generate steam and operate the steam bottoming cycle from state 6 to
7. In the bottoming cycle, saturated liquid water at state 8 is pumped in an adiabatic
process to state 9. Afterward, water enters the HRSG which consists of three
sections, economizer, evaporator, and superheater. In the HRSG, water is heated
by exchanging heat with the topping cycle exhaust gases to generate steam from
state 9 to 10. Next, the generated steam is expanded in the steam turbine from state
10 to 11. At the final stage of the steam bottoming cycle, the expanded steam leaving
the turbine is condensed to saturated liquid water in the condenser from state 11 to
7 to complete the bottoming cycle.

7.3 Mathematical Formulation

7.3.1 Thermodynamic Model

In this study, air, exhaust gases, and steam heat capacities and entropies are evalu-
ated based on NASA polynomial curve fits [36–38]. To conduct the thermodynamic
analysis of the proposed configuration, the developed mathematical formulation is
employed in a MATLAB code. Due to limitation in space, it is decided not to present
commonly known thermodynamic formulas for compressor, combustion chamber,
turbine, HRSG, pump, and condenser. Interested readers are advised to refer to
Saghafifar and Gadalla [30] and Spelling [39, 40] for a comprehensive discussion on
the employed mathematical formulations. Furthermore, all the thermodynamic
assumptions and design parameters are listed in Table 7.1.

For heliostat field analysis, the developed model presented in Gadalla and
Saghafifar [41] and Saghafifar and Gadalla [42, 43] is employed. It is strongly
suggested to consult with the aforementioned studies for a detail presentation of
the heliostat field analysis. It should be noted that the heliostat field instantaneous
optical efficiency is calculated as follows [44, 45]:

ηopt, f ¼ ρf cos x; y; tð Þf at x; yð Þf sp x; y; tð Þf s&b x; y; tð Þ ð7:1Þ
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Moreover, the heliostat field optimization approach named Campo recommended
by Collado and Guallar [45–47] is employed. Heliostat field optimization is accom-
plished to maximize the field annual weighted efficiency as follows [48]:

ηann,w ¼
P365
i¼1

R sunset
sunrise DNI tð Þ ηopt, f tð Þ dt
P365
i¼1

R sunset
sunrise DNI tð Þ dt

ð7:2Þ

Furthermore, all design parameters and assumptions associated with the heliostat
field layout are tabulated in Table 7.2. Taking into account that direct normal
radiation for Abu Dhabi with hourly time steps is considered for this research
work [49].

Table 7.1 Thermodynamic assumption, constraints, and design parameters

Parameter Assigned value

Fuel lower heating value (kJ/kg) 50,142

Reference temperature (K) 298

Combustion chamber efficiency 98%

Combustion chamber pressure drop 4%

Net power output (MWe) 1, 5, 10, 50, 100, 500

Compressor isentropic efficiency 85%

Compressor mechanical efficiency 99%

Compressor pressure ratio 21

Turbine isentropic efficiency 85%

Turbine mechanical efficiency 99%

Gas turbine inlet temperature (K) 1500

Generator electrical efficiency 99%

Generator mechanical efficiency 98%

Pump isentropic efficiency 90%

Pump pressure ratio 1000

Solar tower maximum outlet temperature (K) 1223

HRSG superheater pinch temperature (K) 10

HRSG pinch temperature (K) 9

HRSG approach temperature (K) 9

HRSG pressure drop (both sides) 4%

HRSG degree of superheating (DOSH) 0.63

Mechanical chiller plant factor 1.2

Mechanical chiller coefficient of performance 2.9

Mechanical chiller pressure drop (kPa) 0.3

Mechanical chiller minimum allowable temperature (K) 278

Mechanical chiller outlet temperature (K) 288

Fan efficiency 80%

Condenser pressure (kPa) 10
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It should be noted that the size of the analyzed heliostat field is selected based on
the integrated power plant capacity. Next, the selected heliostat field is optimized,
and a ranked array of mirror based on their annual thermal performance is generated.
At the same time, an estimated required solar thermal input to achieve solar multiple
of one during spring equinox noon is determined based on the power block’s steady-
state analysis. In this study, a specific case of maximum solar thermal energy
penetration in power generation process without thermal energy storage through
gas turbine hybridization using heliostat field collector is investigated. Due to lack of
thermal energy storage, it is more economical to only select a subset of mirrors
showing the highest annual potential and satisfying the specified thermal energy.
This way, we can minimize the number of instances during the year when maximum
allowable operating temperature in the receiver, i.e., 950

�
C [40], is exceeded and

reduce the amount of thermal energy loss due to the aforementioned restriction. To
do so, the generated ranked array of mirrors is utilized to calculate the number of
mirrors required to achieve the determined capacity during spring equinox noon.
Afterward, annual performance assessment is conducted for the appropriately sized
heliostat field and the integrated power block.

For the inlet air cooling technology, a mechanical chiller is chosen to be
implemented before the compressor. Cooling load of the mechanical chiller is
calculated based on the model presented by Farzaneh-Gord and Dashtebayaz
[52]. It should be noted that the aforesaid model has been previously utilized by

Table 7.2 Initial assumption, constraints, and design variables for heliostat field design [40, 45–
47, 50, 51]

Parameter Assigned value

Tower height (m) 127.5

Air velocity in tower piping (m/s) 10

Receiver radius (m) 4

Receiver height (m) 9

Heliostat height (m) 12.30

Heliostat width (m) 9.75

Heliostat vertical elevation from the ground (m) 7.5

Standard deviation of surface error (mrad) 0.94

Standard deviation of tracking error (mrad) 0.63

Standard deviation of sun shape (mrad) 2.51

Effective reflectivity 0.836

Field number of zones 3

Number of heliostat in the first row 10, 15, 25, 35

Number of heliostat in the field 350, 840, 2350, 4550

Extra separation distance dsep (m) 0.3

Latitude location (oN) 24.47

Field layout Radial staggered

Field number of cells 100

Typical meteorological year (TMY) Abu Dhabi [49]
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the authors in [26]. Furthermore, 5
�
C is considered as the minimum allowable

temperature to cool down the air in the mechanical chiller in order to avoid icing at
the compressor inlet. Moreover, the mechanical chiller coefficient of performance
and the chiller plant factor are considered to be 2.9 and 1.2, respectively. It is
noteworthy that the mechanical chiller coefficient of performance is assessed with
respect to its relationship with the chiller plant factor to determine the amount of
electricity consumption. Finally, electricity consumption associated with fans is
evaluated by assuming fan efficiency of 0.8 [53] and pressure drop of 0.3 kPa
[54]. In addition, it is decided to cool down air to 15

�
C, based on the suggestion

by Gareta et al. [54].
To properly evaluate the proposed bottoming cycle integration of a steam turbine

cycle, HRSG degree of superheating (DOSH) is considered as follows [30]:

DOSH ¼ T s, sh � T s, sat

Tg,ex � ΔTpinch, sh
� �� T s, sat

ð7:3Þ

Furthermore, the plant net power output and efficiency are determined as follows:

_W net ¼ ηM,G

�
_m g wGt þ _m s wSt

��
�
_m a wc þ _m s wp

�
ηM,G

� _W IC

� �
ηele,G ð7:4Þ

η ¼
_W net

_m f LHVþ _Q sol

ð7:5Þ

7.3.2 Economic Model

Economic analysis is conducted to investigate the economic advantages and disad-
vantages of the proposed carbon dioxide reduction approaches. Furthermore, chem-
ical engineering plant cost index (CEPCI) is used to update the utilized cost
functions. All the cost functions along with their respective sources and reference
years are tabulated in Table 7.3. Additionally, each equipment installation cost is
estimated as 20% of its initial capital investment [55].

Furthermore, the expenses associated with the decommissioning, construction
planning and management, and unforeseen technical and regulatory problems are
[40, 65, 66]:

Z if ¼ 0:05
X

Zeqp þ Z ins þ ZNGS þ ZCivil

h i
ð7:6Þ

Zcont ¼ 0:1
X

Zeqp þ Z ins þ ZNGS þ ZCivil

h i
ð7:7Þ
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Zdec ¼ 0:05
X

Zeqp þ Z ins þ ZNGS þ ZCivil

h i
ð7:8Þ

While, the plant operating cost is calculated by considering water and fuel
consumption expenses as well as the penalty cost for carbon dioxide emission.
The other important factors in economic analysis of the power plant and proposed
methods annual operating and maintenance costs are listed in Table 7.4. It is strongly
recommended to refer to the previously published papers by the authors about power
plant thermoeconomic analysis [27, 67], hybridization [30–33, 68], heliostat field
collector [41–43], and inlet air cooling technologies [26] for a more detailed
presentation of the developed mathematical formulation.

The economic indicator selected for this investigation is the plant’s levelized cost
of electricity (LCOE) which is calculated as follows [40]:

LCOE ¼ αZ inv þ βZdec þ Zopt þ Zmai þ Z lab

Wnet
ð7:9Þ

where α and β are LCOE coefficients defined as follows [40]:

Table 7.4 Annual maintenance and repair costs, contract services annual financial requirements,
and plant staffs’ annual salaries [26, 40, 51]

Parameter Assigned value

Maintenance:

Civil engineering 1%

Turbomachinery components 2%

Heliostat field mirror 3%

Volumetric air receiver 4%

Central tower 4%

Mechanical chiller 6%

Contract service: (for heliostat field)

Contract service for ground keeping
105 AhelNhel

854;000

� �0:5
Contract service for mirror washing 3:5� 105 AhelNhel

854;000

� �
Contract service for control system 100,000 US$/year

Contract service for water treatment (conventional
combined cycle only) 1:45� 105

_W net

110

� 	
Staff salary:

Plant manager annual salary 0.5 � 95,000

Plant engineer annual salary 1 � 92,000

Maintenance supervisor annual salary 2 � 48,000

Power block technician annual salary 6 � 40,000

Solar field technician annual salary 1þ 3 AhelNhel
100000

� �
 ��40,000

Operation manager annual salary 2 � 84,000

Control room operator annual salary 3þ 2 AhelNhel
100000

� �
 ��40,000
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α ¼ 1þ i½ �Ncon � 1
Nconi

" #
i 1þ i½ �Nopt

1þ i½ �Nopt � 1

" #
þ rinsur ð7:10Þ

β ¼ 1þ i½ �Ndec � 1

Ndeci 1þ i½ �Ndec�1

" #
i

1þ i½ �Nopt � 1

" #
ð7:11Þ

All design variables for the thermoeconomic model are tabulated in Table 7.5.
It should be noted that the thermoeconomic analysis of the proposed configurations
consists of multiple stages. The first stage is to conduct a steady-state analysis of the
plant in order to calculate the necessary air mass flow rate to achieve the design
capacity at the ISO conditions. Afterward, transient analysis is performed to inves-
tigate the effect of variation in the ambient air temperature and humidity ratio as well
as the available solar radiation during the year on the plant’s thermoeconomic
outputs. Noting that analysis is accomplished by having time steps of 1 h implying
that 8760 instances were considered during a year. Nevertheless, plant capacity
factor of 0.71 was selected to represent a more accurate and realistic scenario
[40]. In consequence, the plant is only operational at full load from 6 am to 11 pm
to fit well with demand curve’s high-load periods.

7.4 Results and Discussion

7.4.1 Simple Gas Turbine

Initially, results concerning the simple gas turbine cycle are presented. The tabulated
results in Table 1.6 must be taken as a reference to evaluate the proposed carbon
dioxide emission reduction approaches effectiveness on different aspects of the
plant. As it is presented in Table 7.6, the simple gas turbine plant annual energy
efficiency and specific CO2 emission, irrespective of its capacity, are 31.4% and
628.0 kgCO2/MWh, respectively. Nevertheless, the plant annual fuel consumption,

Table 7.5 Economic model design parameters and constraints [40, 51, 69–71]

Parameter Assigned value

Interest rate 7%

Insurance rate 1%

Construction period (year) 2

Operation period (year) 25

Decommissioning period (year) 2

Demineralized water cost (US$/m3) 1.15

Fuel cost (US$/GJ) 2.53

CO2 emission penalty cost (US$/tonneCO2) 40

Electricity price (US$/kWh) 0.07
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electricity generation, and total capital investment are directly proportional to its
design capacity. Moreover, the plants’ LCOE values are abated as their capacity
increases such that the costs of generating 1 MWh of electricity are 128.1 US$, 93.6
US$, 86.5 US$, 76.7 US$, 74.1 US$, and 69.9 US$ for plant capacities of 1MWe to
500 MWe, respectively.

7.4.2 Gas Turbine with Bottoming Cycle

In this section, a steam turbine bottoming cycle was integrated into the simple gas
turbine power plant to study its impacts on the plant overall thermoeconomic
performance indicators including its LCOE and specific CO2 emission. Results
concerning the effects of a steam turbine bottoming cycle integration on gas turbine
power plant thermoeconomic performance indicators are listed in Table 7.7. It
should be noted that the assigned capacity is the combined-cycle net power output
at ISO conditions. Moreover, DOSH value is selected such that the plant LCOE is
minimized. One can clearly notice that high ambient air temperature negative effect
on the plant annual generated electricity is less significant. For instance, a 50 MWe
power plant must generate 310.3 GWh (capacity factor of 0.71) at ISO conditions
annually. For the simple gas turbine cycle, the annually generated electricity drops to
278.4 GWh due to high ambient air temperature of the Abu Dhabi. Nevertheless,
high ambient air temperature reduces the combined-cycle annual power output to
285.4 GWh. In other words, the bottoming cycle implementation enhances the
annually generated electricity by 2.5%.

Moreover, the combined-cycle energy efficiency is significantly greater than that
of a simple gas turbine cycle. Approximately, bottoming cycle incorporation leads to
16–17% point improvement in the plant annual overall energy efficiency. Thus, the
plant fuel consumption is abated considerably. It should be noted that fuel consump-
tion reduction is more significant as the plant capacity increases. For a 1 MWe power
plant, having a bottoming cycle reduces the plant’s annual fuel consumption by
413 tonne of CH4 (32.5%). While, annual fuel consumption is decreased by 205,290
tonne (32.3%) for a 500 MWe power plant. Overall, fuel consumption can be
reduced by about one third of its initial value with integration of a steam bottoming

Table 7.6 Simple gas turbine power plant’s thermoeconomic results

Parameter

Capacity

1 MWe 5 MWe 10 MWe 50 MWe 100 MWe 500 MWe

Annual generated electricity (GWhe) 5.6 27.8 55.7 278.4 556.9 2784.5

Annual overall energy efficiency (%) 31.4 31.4 31.4 31.4 31.4 31.4

Specific CO2 emission (kgCO2/MWhe) 628.0 628.0 628.0 628.0 628.0 628.0

Annual fuel consumption (tonne) 1270 6360 12,720 63,580 127,170 635,830

Total capital cost (MUS$) 2.9 9.0 15.3 55.2 98.2 390.0

LCOE (US$/MWh) 128.1 93.6 86.5 76.7 74.1 69.9
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cycle. In consequence of the reported fuel consumption reduction, the plant-specific
CO2 emission drops by about 212–217 kgCO2/MWh (34–35%).

Unlike the thermodynamic aspect of the bottoming cycle integration, its eco-
nomic aspect is not favorable. In general, the combined-cycle plant total capital cost
is more than twice the required investment for a simple gas turbine power plant.
Obviously, as the plant capacity rises, the required capital investment for the
bottoming cycle integration increases. For instance, a 1 MWe combined-cycle
power plant requires an additional 3.2 MUS$ (110.3%) as compared with a simple
gas turbine power plant. While, a 50 MWe and 500 MWe combined cycles addi-
tional required capital costs are 59.2 MUS$ (107.2%) and 471.9 MUS$ (121.0%),
respectively. Due to the significant rise in the plant’s required capital investment, its
LCOE, which is a combination of the plant thermodynamic and economic perfor-
mance indicators, increases with the addition of a bottoming cycle. Increase in the
LCOE is more significant for plants with lower capacities. For a 1 MWe power plant,
having combined-cycle configuration increases the cost of generating electricity by
197.2 US$ (153.4%) from 128.1 US$ to 325.3 US$. Whereas, cost of electricity for a
500 MWe power plant only rises by 0.2 US$ (0.3%) if combined-cycle configuration
is considered instead of a simple gas turbine cycle. Therefore, bottoming cycle
integration (steam turbine cycle) is a more appropriate technique for large capacity
power plants.

7.4.3 Gas Turbine with Inlet Air Cooling

In this section, another carbon dioxide reduction approach, i.e., inlet air cooling, is
studied for a simple gas turbine power plant. In fact, inlet air cooling technology is
mainly considered as a power augmentation approach for plants located in areas with
hot climate. Thermoeconomic performance indicators for the plant with inlet air
cooling are tabulated in Table 7.8. The main contribution of the inlet air cooling
technique is the additional power generated by the plant. Nevertheless, part of the
additionally produced electricity is utilized to operate the mechanical chiller. Over-
all, the plant annual generated electricity is improved by approximately 9%.

Table 7.7 Gas turbine with bottoming cycle integration power plant’s thermoeconomic results

Parameter

Capacity

1 MWe 5 MWe 10 MWe 50 MWe 100 MWe 500 MWe

DOSH 0.40 0.45 0.45 0.25 0.25 0.7

Annual generated electricity (GWhe) 5.7 28.5 57.0 285.4 570.9 2845.3

Annual overall energy efficiency (%) 47.8 47.7 47.7 48.1 48.1 47.5

Specific CO2 emission (kgCO2/MWhe) 413.5 414.1 414.1 410.9 410.9 416.1

Annual fuel consumption (tonne) 857 4291 8582 42,652 85,304 430,540

Total capital cost (MUS$) 6.1 19.1 32.1 114.4 203.6 861.9

LCOE (US$/MWh) 325.3 144.5 115.5 83.5 76.9 70.1
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Consequently, plant annual overall energy efficiency and specific CO2 emission are
improved by 0.3% points and 0.8% from 31.4% and 628.0 kg/MWh to 31.7% and
623.2 kg/MWh, respectively.

In large scale, for instance, 500 MWe power plant, implementation of a simple
inlet air cooling technique can significantly reduce the annual CO2 emission by more
than 14,500 tonne for generating the same amount of electricity (3036.8 GWh).
Similarly, fuel consumption abatement is more notable for large capacity power
plants. Nevertheless, one may argue that the plant annual fuel consumption is
increased for the case of inlet air cooling addition. It should be noted that comparing
the annual fuel consumption associated with the simple gas turbine cycle with and
without inlet air cooling results in a false conclusion. Noting that inlet air cooling
improves the plant annually produced power, while the plant fuel consumption rises
as well. Hence, to generate the same amount of electricity with a simple gas turbine
cycle without inlet air cooling, more fuel will be required. Specific fuel consumption
can be considered as a more appropriate indicator of the investigated configurations
environmental performance. To generate 1 MWh of electricity using a simple gas
turbine power plant with and without inlet air cooling 226.6 kgCH4 and 228.4
kgCH4 are required.

Economic aspect of an inlet air cooling mechanical chiller implementation in a
simple gas turbine power plant is also investigated. Obviously, the mechanical
chiller addition necessitates additional initial investment which leads to a rise in
the plant total capital cost. As the plant capacity increases, the additional initial
investment associated with the integrated inlet air cooling technology rises. For
instance, only 0.1 MUS$ (3.4%) is needed to integrate an inlet air cooling for a
1 MWe power plant, whereas the required additional investment increases to 28.1
MUS$ (7.2%) for a 500 MWe plant. Nonetheless, the reported LCOE for this case is
the lowest among all the investigated configurations. Overall, the plant LCOE is
improved by using an inlet air cooler for simple gas turbine power plant, while its
specific CO2 emission abatement is not as notable as a bottoming cycle integration.
As a result, it can be concluded that bottoming cycle integration significantly reduces
the plant-specific CO2 emission, while inlet cooling technique manages to achieve
improvement in both environmental and economic aspects of the plant though in a
smaller scale. Plant LCOE is reduced by 5.3 US$/MWh (4.1%) and 0.4 US$/MWh
(0.6%) for 1 MWe and 500 MWe power plants, respectively.

Table 7.8 Gas turbine with inlet air cooling power plant’s thermoeconomic results

Parameter

Capacity

1 MWe 5 MWe 10 MWe 50 MWe 100 MWe 500 MWe

Annual generated electricity (GWhe) 6.1 30.4 60.7 303.7 607.4 3036.8

Annual overall energy efficiency (%) 31.7 31.7 31.7 31.7 31.7 31.7

Specific CO2 emission (kgCO2/MWhe) 623.2 623.2 623.2 623.2 623.2 623.2

Annual fuel consumption (tonne) 1380 6880 13,760 68,820 137,640 688,190

Total capital cost (MUS$) 3.0 9.3 15.8 58.0 103.8 418.1

LCOE (US$/MWh) 122.8 91.2 84.7 75.8 73.4 69.5
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7.4.4 Gas Turbine with Heliostat Field

Another possible approach to reduce the rate of CO2 emission associated with power
generation. In this technique, part of the required thermal energy is provided by solar
thermal collectors. Due to high operating temperature of gas turbine power plants,
high temperature solar thermal collectors must be employed. Therefore, heliostat
field collector is a viable candidate for integration in gas turbine power plants.

It must be mentioned that the number of mirror is selected such that the maximum
solar thermal energy penetration without thermal energy storage implementation is
assessed. To do so, spring equinox noon is considered as the design period to
determine the number of mirrors required to achieve solar multiple close to one
during the specified instance. For this section, 500 MWe power plant was not studied
as the necessary heliostat field collector must contain more than 10,000 mirrors to
achieve a similar annual solar share. Having 10,000 of mirrors is impractical and
economically unjustified since mirrors must be situated considerably far from the
tower and their thermal output will become insignificant. It is possible to consider
multi-tower schemes for large capacity power plants which are beyond the scope of
this research work.

Results concerning the thermoeconomic advantages and disadvantages of simple
gas turbine hybridization using heliostat field collector are shown in Table 7.9. It is
clear that the number of mirrors within the integrated solar field is directly propor-
tional to the plant capacity. The reason behind the difference between the reported
solar share for the 1 MWe and other power plants is that adding a single mirror to the
field has a considerable thermal output as compared with the required thermal energy
to operate the plant. Thus, it was more appropriate to integrate a field with smaller
mirrors for the 1 MWe power plant to attain an approximately similar annual solar
share. Moreover, the annual percentage of solar energy loss corresponds to losses in
the receiver and instances of higher than allowable solar thermal input. In other
words, it does not consider the field annual weighted efficiency into account. In fact,
it is the ratio of solar energy utilized in the tower to heat the air stream over the
overall solar thermal output provided by the field.

In regard to the thermodynamic performance of the plant, hybridization does not
have any considerable impact on the plant annual generated electricity. Nevertheless,
heliostat field implementation notably degraded the plant annual energy efficiency
due to the aforementioned losses in the plant receiver. Noting that the energy
efficiency is calculated by considering the amount of energy provided by the solar
collector. Consequently, the field efficiency is not taken into consideration in
determining the plant energy efficiency. The most important contribution of heliostat
field integration is the decrease in the plant-specific CO2 emission and annual fuel
consumption. Overall, the plant-specific CO2 emission can be reduced by more than
100 kg/MWh by providing about 20% of the required thermal energy by solar
thermal collectors. In particular, the aforesaid reduction can significantly contribute
toward a more environmentally friendly power generation for large capacity power
plants. For instance, hybridization is capable of reducing the annual fuel
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consumption and CO2 emission of a 100 MWe power plant by about 22000 tonne of
CH4 and 69,000 tonne of CO2, respectively.

Nevertheless, hybridization is the most expensive approach considered in this
study. In particular, hybridization is economically unjustified for small capacity
power plants. As compared with the initial investment of a 1 MWe power plant,
hybridization increases its total capital investment by 13.9 MUS$ (479.3%). Hybrid-
ization is more acceptable for power plants with medium capacity. For example, total
capital investment of 10 and 100 MWe power plants rises by 27.7 MUS$ (181.0%)
and 201.8 MUS$ (205.5%), respectively. The reason is that the field annual
weighted efficiency is extremely low for large capacities, thereof, a higher number
of mirrors must be utilized which considerably affects the plant initial investment.

The plant LCOE experiences a substantial rise in result of the heliostat field
integration. Heliostat field integration leads to a growth in the plant LCOE such that
generating 1 MWh of electricity costs an additional 413.7 US$ (323.0%), 102.2 US$
(109.2%), 63.2 US$ (73.5%), 38.5 US$ (50.2%), and 36.7 US$ (49.5%) for 1 MWe,
5 MWe, 10 MWe, 50 MWe, and 100 MWe power plants, respectively. Clearly,
reduction in the plant fuel consumption becomes a more significant factor in large
capacity power plants which leads to more economically favorable results for large
capacity power plants. Nevertheless, one should note that bottoming cycle integra-
tion is a more economical and environmental technique for simple gas turbine power
plants as the plant-specific CO2 emission and LCOE are lower for the bottoming
cycle integration than heliostat field implementation regardless of the plant capacity.

7.4.5 Gas Turbine with Heliostat Field, Inlet Air Cooling,
and Bottoming Cycle

In this section, all the proposed techniques investigated in this study are considered
for integration in a simple gas turbine power plant to evaluate the maximum
attainable carbon dioxide emission reduction by having an inlet air cooler in a hybrid
combined-cycle power plant. Due to the higher annual overall efficiency of a
combined cycle as compared with the gas turbine cycle, lower number of mirrors
is necessary for plant hybridization. It can be concluded that power plant hybridiza-
tion is more suitable for combined-cycle power plants as their energy efficiency
leads to a more cost effective integrated solar field. It must be noted that DOSH value
of 0.63 is considered in this section based on optimization results presented by
Saghafifar and Gadalla [12].

It is clear that using all three approaches can have a considerable impact on the
plant-specific CO2 emission and annual fuel consumption as it is shown in
Table 7.10. In particular, the amount of carbon dioxide emitted for generating
1 MWe of electricity reduces by about 285–300 kg (45–47.5%). Therefore, annual
carbon dioxide emission abatement for 1 MWe, 5 MWe, 10 MWe, 50 MWe, and
100MWe power plants are 1800 tonne, 9200 tonne, 18,700 tonne, 94,000 tonne, and
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188,200 tonne for the same amount of power generated, respectively. Nevertheless,
the economic results are not very favorable. In particular, using all three methods
requires the highest initial investment among all the investigated configurations.
Consequently, the plant LCOE notably rises by 492.1 US$/MWh (384.2%), 117.2
US$/MWh (125.2%), 67.5 US$/MWh (78.0%), 25.7 US$/MWh (33.5%), and 23.3
US$/MWh (31.4%) for 1 MWe, 5 MWe, 10 MWe, 50 MWe, and 100 MWe power
plants, respectively. In general, inlet air cooling must be considered for power plants
located in hot climates, irrespective of their capacities, while bottoming cycle
integration must be implemented for large capacity power generation only. Power
plant hybridization without thermal energy storage must only be considered as the
final approach to further improve the environmental aspect of a plant, in particular
for medium to large-scale power generation. Otherwise, bottoming cycle integration
can have a more favorable impact on simple gas turbine power plant’s
thermoeconomic performance indicators.

7.5 Conclusions

In this study, three different approaches for carbon dioxide emission reduction in a
simple gas turbine power plant are investigated comprising of inlet air cooling using
a mechanical chiller, bottoming cycle integration and solarized gas turbine hybrid-
ization using heliostat field collector. A thermoeconomic comparative assessment
between the suggested methods is conducted based on their influences on the plant-
specific carbon dioxide emission and LCOE for different capacities. In addition, all
three studied methods are utilized simultaneously to evaluate the performance of the
plant that benefits from all the recommended solutions to further decrease the
specific carbon dioxide emission.

Steam bottoming cycle implementation reduces the plant-specific CO2 emission
by about 212–217 kgCO2/MWh (34–35%). For a 1 MWe power plant, having
combined-cycle configuration increases the cost of generating electricity by 197.2
US$ (153.4%); whereas, cost of electricity for a 500 MWe power plant only rises by
0.2 US$ (0.3%) if combined-cycle configuration is considered instead of a simple
gas turbine cycle. Moreover, it is concluded that bottoming cycle integration signif-
icantly reduces the plant-specific CO2 emission, while inlet cooling technique
manages to achieve improvement in both environmental and economic aspects of
the plant even in a smaller scale. In large scale, for instance 500 MWe power plant,
implementation of a simple inlet air cooling technique can significantly reduce the
annual CO2 emission by more than 14,500 tonne for generating the same amount of
electricity (3036.8 GWh).

Furthermore, hybridization is the most expensive approach considered in this
study. Overall, the plant-specific CO2 emission can be reduced by more than 100 kg/
MWh by providing about 20% of the required thermal energy by solar thermal
collectors. In addition, heliostat field integration leads to a rise in the plant LCOE
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such that generating 1 MWh of electricity costs an additional 413.7 US$ (323.0%)
and 36.7 US$ (49.5%) for 1 MWe and 100 MWe power plants, respectively. In
general, inlet air cooling must be considered for power plants located in hot climates,
irrespective of their capacities, while bottoming cycle integration must be
implemented for large capacity power generation. Power plant hybridization without
thermal energy storage must only be considered as the final approach to further
improve the environmental aspect of a plant, in particular for medium to large-scale
power generation. Otherwise, bottoming cycle integration can have a more favorable
impact on simple gas turbine power plant’s thermoeconomic performance indicators.

Nomenclature

A Surface area [m2]
f Factor
h Height [m]
i Loan interest rate
LHV Lower heating value [kJ/kg]
LMTD Log mean temperature difference
_m Mass flow rate [kg/s]
N Number, number of years
P Pressure [kPa]
_Q Rate of thermal energy [kWth]
r Pressure ratio, radius [m]
rinsur Insurance rate
T Temperature [K]
W Generated electricity [MWh]
_W Power [kWe]
w Specific work [kJ/kg]
Z Capital investment cost [US$]

Abbreviation

CCC Combined-cycle configuration
CEPCI Chemical engineering plant cost index
DNI Direct normal radiation
DOSH Degree of superheating
HRSG Heat recovery steam generator
LCOE Levelized cost of electricity

Greek Symbols

α, β Thermoeconomic coefficients
ΔT Temperature difference [K]
η Efficiency
ρ Mirror reflectivity, density [kg/m3]
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Subscript

AC Air cooler
a Air
add Additional
ann Annual
at Attenuation
aux Auxiliary
brs Branching pipeline
c Compressor
cc Combustion chamber
cell Cell
civil Civil Engineering
con Construction, condenser
cont Contingency
cos Cosine
dec Decommissioning
ec Economizer
ele Electrical
eqp Equipment
ev Evaporator
ex Exhaust
f Fuel, field
G Generator
g Gas
Gt Gas turbine
hel Heliostat
HRSG Heat recovery steam generator
i Inlet
IC Inlet cooling
if Indirect factor
ins Installation
int Internal
inv Investment
lab Labor
land Land
M Mechanical
mai Maintenance
mirror Mirror
NGS Natural gas branching
net Net
o Outlet
opt Operation, optical
outer Outer
p Pump, pressure
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pinch Pinch
piping Piping
prs Pressure reduction station
rec Receiver
s Steam
sat Saturated
sh Superheater
sol Solar
sp Spillage
St Steam turbine
s&b Shading and blocking
Tw Central tower
w Weighted
wire Wiring
wtr Water treatment
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Part II
Energy Systems, Components and

Applications



Chapter 8
Absorption Power Cycles with Various
Working Fluids for Exergy-Efficient
Low-Temperature Waste Heat Recovery

Vaclav Novotny, Monika Vitvarova, and Michal Kolovratnik

8.1 Introduction

There are a large number of low-temperature heat sources, holding relatively large
potential for power production [1]. Utilization of them is limited due to high cost but
also very low efficiency of the conversion systems, especially as the heat source
temperature goes to 100 �C and below. At such low temperatures, commercially
available technologies, typically ORC, are often too expensive with respect to
efficiency and obtained power output. Highest irreversibility typically comes from
isothermal boiling and condensation. Therefore researchers are trying to come up
with novel power cycles which would effectively transform the low potential heat
into power. The novel cycles then provide the potential of the significantly higher
efficiency of heat source utilization and thus power production with all the economic
and environmental benefits.

Figure 8.1 illustrates three different cases in waste heat recovery in T-S diagrams.
First one (Fig. 8.1a) is an ideal trilateral cycle utilizing a maximum of the heat from
the heat source (limited only by minimal temperature difference) and rejecting heat
to the ambient. A Rankine cycle case is shown in Fig. 8.1b, where heat transfer to the
cycle is limited by pinch point (the lower the evaporation pressure and temperature,
the higher the heat transfer) and cycle efficiency is limited by heat addition temper-
ature (the higher the evaporation temperature, the higher the cycle efficiency). Also,
the heat rejection process needs a finite amount of cooling fluid. Its mass flow will be
shown later to affect a parasitic load and the net power production. Lastly, Fig. 8.1c
illustrates a case of non-isothermal boiling and condensation Rankine cycle,

V. Novotny (*) · M. Vitvarova · M. Kolovratnik
Czech Technical University in Prague, Faculty of Mechanical Engineering, Technicka 4, Prague
6, Czech Republic
e-mail: Vaclav.novotny@fs.cvut.cz

© Springer International Publishing AG, part of Springer Nature 2018
S. Nižetić, A. Papadopoulos (eds.), The Role of Exergy in Energy
and the Environment, Green Energy and Technology,
https://doi.org/10.1007/978-3-319-89845-2_8

99

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-89845-2_8&domain=pdf
mailto:Vaclav.novotny@fs.cvut.cz


improving the trade-off between the heat transfer and the cycle efficiency and also
requiring less cooling fluid for the same mean temperature of heat rejection.

A range of perspective solutions for tapping low-temperature resources includes
transcritical cycles [2], where the major problems are high pressures or fluid stability
[3], and regardless theoretical advantages only little experimental data have been
reported as from [4]. ORC with zeotropic mixtures appears perspective [5] but has
issues of reported low heat transfer coefficients in mixtures [6, 7]. The tririlateral
flash cycle has issues with inexistence of an efficient two phase expander; eventu-
ally, it has throttling loss and problems in system control [3]. Another option partly
resulting from zeotropic mixture cycles are absorption power cycles, also referred to
as Kalina cycles, which are in focus of this work.

Kalina cycles, or in general principle absorption power cycles (APC), were first
proposed and most commonly considered using an ammonia-water mixture as a
working fluid [8]. As so it has been partly commercialized, but technical problems
from corrosion due to the working fluid or very high pressures [9, 10] limit further
widespread. There is, however, a wide range of other mixtures of fluids that can be
used in absorption cycles [11]. In a work of Novotny and Kolovratnik [12], it was
shown that previous research using alternative working fluids had very limited
attention to other fluids than water-ammonia mixture. In summary, there were in
the past considered aqueous solutions of one or more inorganic salts or hydroxide
(LiBr, LiCl, CaCl2, CaBr2, ZnBr, KOH) and organic fluids as amyl acetate-CO2

mixture and mixture of hydrocarbons. The same work compared the performance of
the LiBr, LiCl and CaCl2 solutions with water-ammonia Kalina cycle and ORC with
various pure working fluids. Accounting also for a parasitic load due to different
means of heat rejection, it was shown that for a heat source below approximately
120 �C, absorption power cycles with salt solutions have superior performance to
one with water-ammonia mixture as well as to single component ORC. For higher
heat source temperatures, the situation becomes opposite. Recent work of Eller et al.
[5] investigated alcohol mixtures as working fluids for Kalina cycle configuration
KCS-34 with two recuperators: using sensible heat source and specified inlet and
outlet temperatures of a heat sink. In comparison with pure component ORC and
mixture ORC at both subcritical and supercritical pressures and for a heat source
temperature range 200–400 �C, the best performance is provided by zeotropic
mixtures, nearly identical for both sub- and supercritical pressures. Pure fluids
ORC and alcohol mixtures APC have a relatively similar performance with slightly
different results for different temperatures; pure fluids in supercritical state achieve
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Fig. 8.1 Illustration of waste heat recovery by (a) ideal trilateral cycle, (b) Rankine cycle, (c)
Rankine cycle with non-isothermal boiling and condensation fluids
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such performance only in selected temperatures fitting to a specific fluid. Ammonia-
water APC performance is limited here due to adopted limitations on maximal
system pressure.

Ionic liquids (IL) were proposed for many applications. According to Zheng et al.
[13], imidazolium-based IL have the potential for various thermodynamic absorption
cycles. Other work of Robbins and Garimella [14] suggests a combination of amyl
acetate and CO2 for waste heat recovery, but a comparison of performance with other
standard power production systems was not made.

Here is presented a performance comparison of APC in waste heat recovery with
working fluids selected from different representative groups proposed in the litera-
ture. Apart from that, it is compared with the performance of ORC with represen-
tative pure working fluids in sub- and supercritical pressures as well as zeotropic
mixture ORC (only subcritical pressure).

8.2 Configurations and Models Description

8.2.1 Boundary Conditions

The heat source considered in this work is hot air at temperatures 100 �C and 200 �C,
and the heat sink is assumed as air at 15 �C (288.15 K). Heat rejection takes place in
an air cooled condenser for which there is specified design pressure drop that needs
to be overcome by a fan. Values of the assumptions taken in the model are
summarized in Table 8.1. Note that unlike in some other works, the pressure of
working fluids is not limited by lower or upper bound. Rather there will be
a discussion of an impact of resulting pressure on equipment design.

8.2.2 Cycle Evaluation

An important issue of many power systems is the parasitic load of auxiliary systems
of the plant. Major parasitic load is the system for heat rejection (pumps, fans),
especially for systems with low energy efficiency (as are the low-temperature
systems). Literature often assumes certain ambient conditions, cooling water tem-
perature, etc., but neglects the associated power consumption. To provide more
realistic results, the power associated with heat rejection is included here.

Table 8.1 Common parameters of the models

T0
[�C] p0 [kPa]

ηexp
[%]

ηpump

[%]
ηfan
[%]

ΔTeva, min

[�C]
ΔTcond, min

[�C]
Δpair
[Pa]

15 101.325 80 70 70 20 10 150
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Models are based on mass and energy balance in their nodes. Pinch-point analysis
is adopted while the streams in all heat exchangers are assumed to be in a thermo-
dynamic equilibrium. Major performance parameter is utilization efficiency calcu-
lated according to Eq. (8.1). For a better picture, there is also shown a gross
efficiency of the cycles according to Eq. (8.2) and gross utilization efficiency
demonstrating an effect of heat rejection fans power, defined by Eq. (8.3). In order
to obtain information on how much of the heat source potential is utilized, exergy
efficiency (also known as second law efficiency) is calculated with respect to gross
and net output by Eq. (8.4) and (8.5), respectively. For further details of the
calculation method, the reader is referred to the work of Novotny and Kolovratnik
[12] from where the methodology is adopted. Parameters of the models (pressures,
concentration) are for each case optimized to maximize utilization efficiency
(the same point is for first law efficiency, second law efficiency and maximal net
power production).

ηu ¼
Wnet

Qhs
¼ Wexp �Wpump �W fan

mhs ∙ hin � h0ð Þ ð8:1Þ

ηc,gross ¼
Wgros

Qin
¼ Wexp �Wpump

mhs ∙ hin � houtð Þ ð8:2Þ

ηu,gross ¼
Wgross

Qhs
¼ Wexp �Wpump

mhs ∙ hin � h0ð Þ ð8:3Þ

ηex,gross ¼
Wgross

Exhs
¼ Wexp �Wpump

mhs ∙ hin � h0ð Þ � T0 ∙ sin � s0ð Þf g ð8:4Þ

ηex ¼
Wnet

Exhs
¼ Wexp �Wpump �W fan

mhs ∙ hin � h0ð Þ � T0 ∙ sin � s0ð Þf g ð8:5Þ

In the above mentioned equations, subscript exp stands for the expander, hs
stands for a heat source, in/out refers to heat source inlet/outlet, and 0 stands for a
dead state, i.e. temperature of the ambient environment and in case of temperature is
in K.

8.2.3 Absorption Power Cycles

Absorption power cycles (APC) are based on a scheme presented in Fig. 8.2. The
working fluid in the desorber evaporates only partially, and liquid and vapour phase
are then split in the separator, from which only vapour phase stream goes to
the turbine. Liquid stream is cooled in recuperator and throttled down to turbine
outlet pressure, and the streams are adiabatically mixed at the beginning of absorber.
The remaining part of the absorber needs cooling for heat rejection, to keep the
absorption process in place. The liquid exiting the absorber is as in Rankine cycles
pressurized by the pump and pushed through recuperator into the desorber.

In general, it is important to note that recuperation for ORC has minimal effect in
waste heat recovery applications for sensible heat source without restrains on its
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outlet temperature. The reason is it does not increase gross power production [15, 16]
but increases system complexity, in real devices it increases turbine backpressure,
and there is minimal effect on net utilization efficiency [12]. In APC, however, the
recuperator serves to lower the liquid absorbent temperature, improving the absorp-
tion process itself. Compared to ORC, the pressure loss also does not play a crucial
role in this case as both fluids are liquid. Effect of recuperation on utilization
efficiency is also a reason why more complex schemes are not considered.

Working fluids considered in this work are the traditional ammonia-water mix-
ture, from salt solutions is chosen the water-LiBr solution as it has higher commer-
cialization potential due to experience from absorption cooling [12], the amyl
acetate-CO2 mixture is chosen based on reference [14], methanol-heptanol is chosen
as most perspective alcohol mixture [5]. Ionic liquids are included by 1-ethyl-3-
methylimidazolium tetrafluoroborate with refrigerant R134a (R134a-[EMIM][BF4])
and with water (H2O-[EMIM][BF4]), as suggested by decent COP performance in
absorption cooling regime [13].

For the Ammonia-water and water-LiBr mixtures are available empirical corre-
lations of their properties, and the cycles are modelled in Engineering Equation
Solver. Remaining APC are modelled in Aspen Plus, where for amyl acetate-CO2 is
used Peng-Robinson equation of state and alcohol mixture uses NRTL model. Ionic
liquid mixtures are based on Peng-Robinson equation of state. Parameters for ionic
liquids that are not in Aspen Plus databases are obtained from references [17, 18].

10
1

21

4

5

6

8

11

2

9

31

32

7

23

3~22

Heat source

Turbine

Recuperator

Pump

Absorber -
Condenser

Separator

cooling
air

Steam generator -
Desorber

Fig. 8.2 Scheme of absorption power cycle configuration

8 Absorption Power Cycles with Various Working Fluids for Exergy. . . 103



8.2.4 Pure Component ORC

ORC is considered both subcritical (denoted just as ORC) and supercritical
(SC-ORC). All pure component ORC is modelled in Engineering Equation Solver
using empirical correlations for the fluid properties. Components for subcritical
ORC are chosen as perspective ones from Novotny and Kolovratnik [12], particu-
larly isobutane, hexamethyldisiloxane (MM), R245fa, R134a and for reference also
water.

The maximal pressure in subcritical operation is limited to 90% of critical
pressure and expansion takes place from the saturated vapour state (superheating
does not bring thermodynamic benefit). Subcritical ORC is demonstrated as both
non-recuperated and recuperated (R-ORC) in order to show the minimal benefit,
supercritical only as non-recuperated (see both configurations in Fig. 8.3). Super-
critical fluids are chosen specifically for each temperature. For 100 �C are the
considered fluids R143a, and R41 (azeotropic mixture), for 200 �C R143a, R245fa
and isobutane.

Except for pinch-point specification, the endpoint of heat addition in the super-
critical state is constrained by the requirement that the expansion does not pass
through the saturated vapour line more than once and outlet steam quality is more
than 95%.

8.2.5 Zeotropic Mixture ORC

ORCwith zeotropic mixtures are represented by a mixture of n-pentane-cyclohexane
based on Eller et al. [5]. A non-recuperated scheme according to the Fig. 8.3 is
adopted. At the same time, a zeotropic mixture ORC is a limiting case for several
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APC fluids. Within APC performance optimization, it is allowed for the mixture
quality to reach 100% and thus behave as an ORC. Expansion same as for regular
ORC takes place from the saturated vapour state. Superheating does not bring any
thermodynamic benefit as is also supported by our optimization results.

8.3 Results and Discussions

Performance of the cycles after optimization is summarized in Table 8.2 for 100 �C
heat source and in Table 8.3 for 200 �C heat source. The results clearly show that a
simple Rankine cycle is a better choice at higher temperatures, while lower temper-
atures are a domain of cycles using mixed working fluids. Best performance at low
temperature has the water-LiBr APC, closely followed by the zeotropic ORC and
methanol-heptanol APC. Traditional water-ammonia Kalina APC has performance
behind these, but it is still better than a single fluid ORC.

Performance of the selected ionic liquids is rather disappointing, performing
worse than all ORC. On the other hand, this should not be generalized to all ionic
liquids as a number of possible fluids, and even absorbent-absorbate pairs, are
enormous. Similarly, the performance of amyl acetate in comparison with other
cycles is poor. Supercritical cycles do not bring any advantage for the higher
temperatures and only a very small improvement against other cycles for an R41
refrigerant for lower temperatures.

Table 8.2 Results of thermodynamic analysis for 100 �C heat source

Cycle, fluid

ηu ηc, gross ηu, gross ηex, gross ηex
Note[%] [%] [%] [%] [%]

APC NH3-H2O 1.4 5.5 1.7 13.8 11.3 cNH3 ¼89%

APC H2O-LiBr 1.6 6.1 2.0 15.8 13.2 cH2O ¼ 41%

APC amyl-acetate-CO2 1.0 3.6 1.8 14.6 7.8 cAA ¼ 11%

APC imidazolium-R134a 0.9 8.7 1.5 11.8 7.3 cR134a ¼ 77%

APC imidazolium–H2O 1.0 6.8 1.4 11.7 8.1 cH2O ¼ 8%

APC MeOH–HepOH 1.5 6.5 2.0 15.8 12.2 cMeOH ¼ 60%

ORC pentane-cyclohexane 1.6 7.1 2.0 16.5 12.9 cn�Pentane ¼ 60%

RC H2O 1.0 6.4 1.5 12.4 8.4

ORC isobutane 1.1 5.9 1.6 13.0 8.6

ORC MM 1.0 5.5 1.5 12.1 8.0

ORC R245fa 1.1 6.0 1.6 13.1 8.7

R-ORC isobutane – – – – – Optimum at Qrec ¼ 0

R-ORC MM 1.0 5.9 1.5 12.2 8.2

R-ORC R245fa – – – – – Optimum at Qrec ¼ 0

SC-ORC R143a 0.8 6.2 1.1 8.7 6.2

SC-ORC R41 1.2 4.6 2.0 16.0 9.6
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Results of gross cycle efficiency demonstrate that in waste heat recovery, appli-
cations cycles with high efficiency do not necessarily provide high utilization
efficiency of the heat source (and thus absolute power output). Also, a difference
between gross and net efficiency shows how important it is at the low temperature,
using even more than 30% of gross power output. Most obvious is a case of SC-ORC
with R41 where gross 2.0% efficiency shrinks to only 1.2% net efficiency. Exergy
efficiency further shows the share of the parasitic load on the whole work potential
by the differences between gross and net values. Absolute values of exergy effi-
ciency then point at the impact of pinch-point values relative to available tempera-
ture differences between the heat source and the heat sink, where at the 200 �C heat
source the values are above 40% while for the 100 �C the best value exceeds 13%.
Thus it points the issue the low-temperature heat utilization poses in general.

Temperature glide effect is illustrated by Q-T curves of heat addition and heat
rejection of selected fluids in Fig. 8.4 for the 100 �C heat source and Fig. 8.5 for the
200 �C heat source. Note that cooling air for heat rejection has different mass flow
for each case, and for lucidity it is not shown in the figures. The fluids with zeotropic
mixtures or with a fluid in the supercritical state can well follow the heat source as it
cools down. Amyl acetate-CO2 and ORC with supercritical or near-supercritical
fluids have excellent pinch match at the heat source side. Net power production is,
however, affected by other parameters. In this case, lower enthalpy difference to be
utilized by expander causes low power production. An excessive amount of the heat

Table 8.3 Results of thermodynamic analysis for 200 �C heat source

Cycle, fluid

ηu

ηc,
gross

ηu,
gross

ηex,
gross ηex

Note[%] [%] [%] [%] [%]

APC NH3-H2O 7.1 14.3 7.8 34.4 30.9 cNH3 ¼ 97%, RC mode

APC H2O-LiBr 6.3 17.8 6.9 30.2 27.8 cH2O ¼ 80%

APC amyl-acetate-CO2 5.8 9.3 6.7 29.2 25.4 cNH3 ¼ 13%, RC mode

APC imidazolium-R134a 5.7 15.7 6.1 26.7 25.1 cR134a ¼ 50%

APC imidazolium–H2O 5.0 12.3 5.6 24.7 21.9 cH2O ¼ 9%

APC MeOH–HepOH 6.5 17.6 7.1 31.0 28.4 cMeOH ¼ 65%, RC
mode

ORC pentane-
cyclohexane

7.2 13.1 7.9 34.5 31.6 cn�Pentane ¼ 60%

RC H2O 5.8 14.7 6.6 28.9 25.3

ORC isobutane 8.5 12.6 10.0 43.8 37.4

ORC MM 6.7 11.8 7.8 34.3 29.4

ORC R245fa 9.3 14.6 10.6 46.4 40.7

R-ORC isobutane 8.8 13.0 10.3 45.2 38.4

R-ORC MM 7.0 14.9 8.0 34.9 30.6

R-ORC R245fa 9.3 15.2 10.6 46.6 40.9

SC-ORC R143a 6.3 9.7 7.4 32.6 27.6

SC-ORC isobutane 8.8 13.6 10.1 44.2 38.5

SC-ORC R245fa 7.2 15.2 8.0 34.9 31.7
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transferred to the working fluid then gets rejected which can further increase
the parasitic load. On the other hand, APC with imidazolium-R134a achieves high
cycle efficiency, but limited heat transferred to the cycle allows only a limited power
production.

For practical application of the power cycles are important another aspects as
the pressures in the system or the vapour quality for expander design and reliable
operation. These parameters are presented in Table 8.4. The highest pressures are in
amyl acetate-CO2 APC and are in order of 10 MPa, which can mean small device as
many authors claim. However, the necessity of thick walls and safety measures for
high pressure vessels increases the cost and thus limits actual applicability. Smaller-
sized units in a distributed generation would also suggest the low efficiency of
expanders due to relatively large leakages through necessary design clearances.
Similar is the case of NH3-H2O APC, SC-ORC and some subcritical ORC with
still very high pressures in the order of MPa.

On the other hand, especially for the low-temperature applications, some per-
spective APC operate entirely in a vacuum. Deepest vacuum is in H2O-LiBr APC
with absolute pressures in the order of kPa. The vacuum might pose design issues

(a) (b)

30

40

50

60

70

80

90

100

0 100 200 300 400 500

Te
m

pe
ra

tu
re

[°
C]

Heatt ransferred [kW]

25

30

35

40

45

50

200 4000 100 300 500

Te
m

pe
ra

tu
re

[°
C]

Heat transferred [kW]

Hot air APC LiBr-H2O

APC NH3-H2O APC Imidazolium – H2O

APC Imidazolium– TFE APC Amyl Acet.-CO2

RC H2O APC methanol-heptanol

ORC Isobutane ORC n-pent.-hept.

SC-ORC R41

Fig. 8.4 Q-T curves for (a) heat addition and (b) heat rejection of cycles with mixture fluids,
selected ORC and SC-ORC for 100 �C heat source (cooling air curves not shown as they would be
different for each case)

30

50

70

90

110

130

150

170

190

00 20 00 40 00 600 1 0 3 0 5 0 700 800

Te
m

pe
ra

tu
re

[°
C]

Heat transferred [kW]

20

30

40

50

60

70

80

90

100

110

0 100 200 300 400 500 600 700

Te
m

pe
ra

tu
re

[°
C]

Heat transferred [kW]

Hot air APC LiBr-H2O

APC NH3-H2O APC Imidazolium – H2O

APC Imidazolium – TFE APC Amyl Acet.-CO2

RC H2O APC methanol-heptanol

ORC Isobutane ORC n-pent.-hept.

SC-ORC Isobutane

(a) (b)

Fig. 8.5 Q-T curves for (a) heat addition and (b) heat rejection of cycles with mixture fluids,
selected ORC and SC-ORC for 200 �C heat source (cooling air curves not shown as they would be
different for each case)

8 Absorption Power Cycles with Various Working Fluids for Exergy. . . 107



especially related to sealing, similarly as it is in LiBr absorption cooling machines.
APC using the alcohol mixture (methanol-heptanol) or ionic liquids have their
vacuum much more moderate. From this point comes interesting, the zeotropic
ORC with n-pentane- cyclohexane as the high pressure is slightly above ambient,
while the low pressure is at moderate vacuum. High corrosivity of the LiBr solution
is another aspect negatively affecting a design. Interesting aspect further affecting
the design is volumetric flow of vapour, where large volumetric flow results in
a bulky device but allows the design of a highly efficient turbine [12, 19].

Application of cycles with mixed working fluids might come across further issues
from actual kinetics and heat transfer coefficients. Current literature does not suc-
cessfully report actual temperature glide in Kalina cycles even though demonstration
units have been built and other works report only cases of very small temperature
glide designs for LiBr absorption systems [20]. Actual phase change behaviour and
performance of the perspective APC mixtures water-LiBr and methanol-heptanol, as
well as ORC mixture n-pentane-cyclohexane, should be investigated in greater
detail. Environmental impact and toxicity of working fluids are recently getting
also much more attention. LiBr perfectly fulfils these requirements. Ammonia and
methanol do have some, though still limited toxicity, and imidazolium ionic liquids
and amyl acetate have their toxicity higher.

Table 8.4 Pressure levels and expander outlet quality for the investigated cycles

Cycle, fluid

phigh plow xe phigh plow xe
[bar] [bar] [%] [bar] [bar] [%]

100 �C heat source 200 �C heat source

APC NH3-H2O 20.70 10.67 98 68.80 11.13 96

APC H2O-LiBr 0.06 0.01 98 0.94 0.03 95

APC amyl-acetate-CO2 92.50 60.00 97 200.00 60.00 93

APC imidazolium-R134a 0.60 0.10 99 4.90 0.08 100

APC imidazolium–H2O 0.90 0.33 94 4.70 0.31 100

APC MeOH–HepOH 0.63 0.18 95 6.50 0.16 97

ORC pentane-cyclohexane 1.40 0.43 100 5.50 0.52 100

RC H2O 0.20 0.05 95 1.31 0.05 90

ORC isobutane 8.97 4.46 100 30.91 4.46 100

ORC MM 0.28 0.09 100 1.56 0.09 100

ORC R245fa 4.79 2.00 100 32.86 2.00 100

R-ORC MM 0.28 0.09 100 1.57 0.09 100

SC-ORC R143a 39.00 16.25 100 – – –

SC-ORC R41 75.20 45.70 100 – – –

R-ORC isobutane – – – 30.91 4.41 100

R-ORC R245fa – – – 32.86 1.99 100

SC-ORC R143a – – – 50.00 14.97 100

SC-ORC isobutane – – – 45.00 4.41 100

SC-ORC R245fa – – – 37.00 2.05 100
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8.4 Conclusions

This work explores a theoretical performance of different types of working fluids for
absorption power cycles in waste heat recovery regime, presented with a heat source
of 100 �C and 200 �C, where the effect of heat rejection power requirement (fans of
air cooling) is taken into account. Comparison with other waste heat recovery cycles
shows that simple ORC has better performance at higher temperatures, but super-
critical or regenerative ORC gives very small further improvement.

For lower heat source temperature, the best performance is obtained for absorp-
tion power cycles with a water-LiBr solution, alcohol mixture (methanol-heptanol)
and ORC with a zeotropic mixture of n-pentane-cyclohexane. Performance of Kalina
cycle with the traditional ammonia-water mixture is behind these, but still is better
than ORC, both in sub- and super-critical operation. On the other hand, amyl acetate-
CO2 and selected mixtures with ionic liquids have their performance rather poor.

Pressures, volumetric flows and fluid properties as corrosivity will play a major
role in more detailed design. The actual temperature profile of mixed working fluids
has not been, however, satisfactorily verified according to the literature. Together
with the change in heat transfer kinetics, these issues should be addressed in greater
detail in further investigations.

Nomenclature

0 Ambient conditions
APC Absorption power cycle
c Cycle
Ex Exergy flow (kW)
exp Expander
fan Air cooled condenser fan
h Enthalpy (kJ kg�1)
hs Heat source
in Heat source inlet
is Isentropic
m Mass flow (kg.s�1)
out Heat source outlet
ORC Organic Rankine cycle
p Pressure (Pa/bar)
pump Feed pump
Q Heat transfer (kW)
R-ORC recuperated organic Rankine cycle
s Entropy (kJ kg�1 K�1)
SC-ORC Supercritical organic Rankine cycle
T Temperature (�C, K in exergy calculations)
u Heat source utilization
W Work (kW)
η Efficiency (%)
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Chapter 9
Thermodynamic Analysis of a Refrigeration
System Operating with R1234yf Refrigerant

Vedat Oruç and Atilla G. Devecioğlu

9.1 Introduction

According to European Union regulations on fluorine gases (i.e., F-Gas Regulation),
it is mandatory to use refrigerants having a global warming potential (GWP) value
lower than 150 in mobile air conditioners since 2011 (Regulation No:517/2014)
[1]. It is expected in the near future that these restrictions should also be applied for
both refrigeration and domestic air-conditioning systems. Therefore, it is necessary
to investigate the thermodynamic performances of low-GWP refrigerants which
have been recently started to use for different applications [2].

There are some papers in the available literature related to utilization of low-GWP
refrigerants in refrigeration and air-conditioning systems operating with R134a.
Some studies were only theoretically carried out. Furthermore, most of the investi-
gations have been conducted in the last few years which points out that the topic is
current and worthy to study.

It can be seen in available literature that an extensive investigation was performed
by Navarro-Esbri et al. [3]. They have experimentally compared R134a and R1234yf
refrigerants in a chiller. The results demonstrated that cooling capacity was reduced
by 9% as a result of using R1234yf. Consequently, they found that COP of R1234yf
was lower than that of R134a by 5–30% depending on superheat value, condenser
temperature, and rotational speed of the compressor.

Navarro-Esbri et al. [4] also experimentally investigated the effect of IHX in a
vapor-compression refrigeration system using R1234yf as a substitute for R134a.
They determined that cooling capacity was enhanced by 5% and 9% for R134a and
R1234yf, respectively, when IHX was present in the system. They have also
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expressed that COP was increased by 6% and 10% for R134a and R1234yf refrig-
erants, respectively.

Fukuda et al. [5] studied both numerically and experimentally (in part) the high-
temperature heat-pump application using low-GWP refrigerants of R1234ze(E) and
R1234ze(Z). It was suggested in their paper that R1234ze(Z) was suitable for the
high-temperature heat-pump applications. Navarro-Esbri et al. [6] modeled a shell-
and-tube-type evaporator. The performance comparison was implemented through
heat transfer correlations for two-phase flow. The experiments were done with
R134a and R1234yf for testing the model. The simulations in the literature were
compared with their data. As a result, they stated that their modeling could be used
for the aim of design and analysis processes.

Zilio et al. [7] studied using of R1234yf as an alternative to R134a in automobile
air-conditioning systems. The variable parameters were compressor rotational speed
(900, 2500, and 4000 rpm) and ambient temperature. The results suggested that
R1234yf, which is a potential candidate refrigerant instead of R134a, could be
suitable for the systems they considered.

Yana Motta et al. [8] studied R134a, R1234yf, and R1234ze gases for vending
machines. The results indicated that the cooling capacity and COP parameters of
R1234yf were lower by 2% and 1%, respectively, compared to R134a. Similarly,
cooling capacity and COP of R1234ze were also smaller by 9% and 7%, respec-
tively, than that of R134a.

Endoh et al. [9] investigated the possibility of using R1234yf in a split-type air
conditioner with a capacity of 4 kW operating with R410A. When the system was
operated using R1234yf without making a constructional modification, COP was
substantially lower in comparison with R410A. On the other hand, COP values of
R1234yf and R410A were nearly the same when performing some modifications in
the system.

Aprea et al. [10] investigated R134a and R1234yf gases in a domestic-type
refrigerator for different amounts of refrigerants. The electrical power consumption
was reduced with decreasing charging amount of R1234yf. It was similarly obtained
in many studies considering utilization of low-GWP refrigerants in refrigeration
systems that both cooling capacity and COP values of R1234yf were smaller
compared to those of R134a [6, 11–14].

Although alternative refrigerants, which do not deplete ozone layer, are widely
utilized in recent years, there is a continuing effort to develop new refrigerants due to
their reduced effects on global warming and lower energy consumption potential.
R1234yf is a refrigerant with low GWP; hence, it may be used as a substitute for
R134a. Additionally, the thermodynamic properties of these refrigerants are similar.
In the present investigation, the energy and exergy analyses for a refrigeration
system originally operating with R134a were experimentally carried out at an
evaporation temperature of 0 �C using R1234yf which has a low GWP.
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9.2 Tested Refrigerants

R1234yf and R134a which were studied in the test facility are HFO-based refriger-
ants with GWP values of 4 and 1430, respectively. Both of these gases are pure
substances; consequently, their temperature glide magnitudes are zero. These refrig-
erants can be suitably used with polyolester (POE) oils available in the compressor.
It is remarked that both refrigerants are nontoxic; R1234yf is mildly flammable,
while R134a is non-flammable as classified by ASHRAE. Some other specifications
of the tested refrigerants are given in Table 9.1 [15, 16].

9.3 Experimental Setup

The experimental setup was constructed as schematically shown in Fig. 9.1. There
was a piston-type compressor with 1 HP designed for R134a, thermostatic expansion
valve, air-to-air evaporator, and air-to-air condenser in the system.

The evaporator was inside an insulated cooled space in which temperature and
heat loads were adjusted. The electrical resistances were available in the cooled
space in order to provide a heat load equal to the cooling load of control volume (i.e.,
cooled space).The electrical resistances were controlled through a Variac, and,
hence, the evaporation temperature was continuously kept at 0 �C. The condenser
was placed inside an insulated channel to obtain required ambient conditions. The
electrical resistances at air-inlet side of the insulated channel provided constant
temperature of airflow over the condenser. Another Variac was present in the system
for regulating the ambient temperature (Ta) by the electrical resistances at the
condenser inlet. Two different Ta values were considered as 20 and 40 �C in the
experimental work. The mass flow rate and electrical consumption of the compressor
were measured with a Coriolis mass flow meter and wattmeter, respectively. The
thermocouples and pressure sensors were installed at both inlet and exit sides of
basic components of the system which were condenser, thermostatic expansion
valve (TEV) evaporator, and compressor as shown in Figs. 9.1 and 9.2.

Before charging of the refrigerant, the system was purged by means of a vacuum
pump. Subsequently, refrigerant charging was accomplished using a digital scale.
The amounts of R134a and R1234yf charged into the system were 1700 g and
1650 g, respectively. The uncertainties of measuring instruments utilized in exper-
iments were presented in the paper by Devecioğlu and Oruç [17].

Table 9.1 Characteristics of the studied refrigerants

Boiling
temperature at
100 kPa (�C)

Critical
temperature
(�C)

Critical
pressure
(kPa)

Temperature
glide (�C)

Flammable
rating GWP

R134a �26.07 101 20 40 40 40

R1234yf �29.45 94.7 72 97 97 97
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9.4 Energy and Exergy Analysis

The cooling capacity, Qe, was evaluated as

Qe ¼ _m hev, out � hev, inð Þ ð9:1Þ
where _m is the mass flow rate and hev,out and hev,in are enthalpies at the exit and inlet
of evaporator, respectively. REFPROP [18] was referred to obtain enthalpy values
corresponding to the measured temperature and pressure data.

The system attained a steady-state regime when the temperature of air flowing
over condenser was reached to a specified value. This case was checked and
confirmed by a digital manifold. The coefficient of performance (COP) of the system
was determined as [19]

COP ¼ Qe

Wcomp
ð9:2Þ

Fig. 9.1 Schematic representation of experimental setup
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where Qe is computed by Eq. (9.1) andWcomp is the power consumed by compressor
which was digitally measured using a wattmeter. The temperature and pressure data
was obtained by means of a data acquisition card, and it was recorded by a software
installed to the computer.

Exergy is a significant and useful thermodynamic parameter for having knowl-
edge on the total irreversibility amount regarding the basic components of refriger-
ation cycle. The exergy destruction in each system component can be calculated as

Exdes, comp ¼ _mT0 sout, comp � sin, comp
� � ð9:3Þ

Exdes, ev ¼ T0 _m sout, ev � sin, evð Þ � Qe

TL

� �
ð9:4Þ

Fig. 9.2 A view of the
experimental setup
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Exdes, con ¼ T0 _m sout, con � sin, conð Þ þ Qcon

TH

� �
ð9:5Þ

Exdes,TEV ¼ _mT0 sout,TEV � sin,TEVð Þ ð9:6Þ

Extotal ¼ Exdes, comp þ Exdes, ev þ Exdes, con þ Exdes,TEV ð9:7Þ
where Exdes,comp, Exdes,ev, Exdes,con, and Exdes,TEV are the exergy destructions in
compressor, evaporator, condenser, and TEV, respectively, while Extotalis the total
exergy destruction in kW that developed through the mentioned components. TH is
high temperature assumed to be equal to T0 ¼ 298 K which is the reference
temperature, and TL is temperature of the refrigerated medium (i.e., low temperature)
in Kelvin. Qcon is heat rejection by condenser in kW. In Eqs. (9.3–9.7), sout and sin
are the entropy magnitudes in kJ/kg�K at the exit and inlet of the system components,
respectively. Furthermore, the overall exergetic efficiency of the system, ηex, can be
computed as [20]

ηex ¼ 1� Extotal
Wcomp

ð9:8Þ

9.5 Results and Discussion

The cooling capacity, Qe, determined by Eq. (9.1) is a significant parameter in
refrigeration and air-conditioning systems. The dependence of Qe on ambient tem-
perature, Ta, is shown in Fig. 9.3 for the investigated refrigerants. It is obvious that
Qe decreases for both refrigerants with Ta. Additionally, R134a has a greater amount
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R134a R1234yfFig. 9.3 The distribution of
cooling capacity depending
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of Qe regardless of Ta. Since Qe is not enough parameter for making general
discussion on the system, the electricity consumption should also be referred.

The power consumption of compressor, Wcomp, at studied Ta cases is considered
in Fig. 9.4. It can be clearly said that higher Ta causes the system to consume much
power. Furthermore, R1234yf seems to have higher Wcomp compared to R134a at
both Ta cases; however, the difference between Wcomp amounts for the tested
refrigerants is not too high. Note that the difference between Wcomp values for
R1234yf and R134a is decreasing as Ta increases. Presumably,Wcomp may be almost
the same for both refrigerants at higher ambient temperatures.

It is well known that neither Qe norWcomp is not a sufficient parameter in order to
evaluate a refrigeration system. The most important reference is the coefficient of
performance, COP, as found by Eq. (9.2). The measured Qe and Wcomp as indicated
in Figs. 9.3 and 9.4, respectively, are utilized for calculating COP. Hence, the
obtained results are presented in Fig. 9.5 which may be evaluated as a combination
of Figs. 9.3 and 9.4. First of all, COP of R134a is greater than that of R1234yf about
by 14.0% and 12.5% at Ta values of 20 and 40�C, respectively. Nevertheless,
R1234yf could be accepted as a reasonable alternative for the refrigeration systems
since COP difference between two studied refrigerants is not too high as discussed.
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Meanwhile, COP is substantially affected by Ta which causes an evident decrease in
system’s performance such that increasing Ta from 20 to 40�C, a reduction in COP
about by 45% occurs for both refrigerants.

The compressor discharge pressure, Pd, is a useful indication for the suitability of
using a new refrigerant in a refrigeration system. The relationship between Pd and Ta
is demonstrated in Fig. 9.6. The greater Ta causes Pd to increase considerably for the
refrigerants. Although Pd is slightly greater for R1234yf case, it can be seen in
Fig. 9.6 that Pd values are nearly the same independent of refrigerant type. Since Pd

magnitudes are very similar for both refrigerants, R1234yf can be safely used in the
refrigeration systems designed and manufactured for R134a without implementing
any constructional modification.

The variation of exergetic efficiency computed by Eq. (9.8), ηex, with studied
refrigerants at different Ta cases is plotted in Fig. 9.7. Obviously ηex is bigger for
R134a at a given Ta which means that higher total exergy destruction develops for
R1234yf case. For instance, ηex is reduced about by 25% as a result of using R1234yf
instead of R134a at 20�C. Furthermore, the increase in Ta (i.e., from 20�C to 40�C)
leads to substantial reduction in ηex nearly by 44% for both refrigerants.

The mass flow rate of refrigerants _m and discharge temperature of compressor Td
have been varied in the experiments depending on ambient temperature, Ta, as given
in Table 9.2. Obviously, higher Ta causes _m and Td to increase for both refrigerants.
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The experimental information for some thermodynamic properties of the refrig-
eration cycle is presented in Table 9.3. Note that points 1–4 in Table 9.3 can be seen
in Fig. 9.8.

Table 9.2 The data on ambient temperature, mass flow rate of refrigerants, and compressor
discharge temperature

Parameter R134a R1234yf

Ta (�C) 20 40 20 40

_m (g/s) 11.5 13.4 14 16

Td (�C) 82 110 72 97

Table 9.3 Thermodynamic properties corresponding to the points in refrigeration cycle shown in
Fig. 9.8

Refrigerant Ta (�C) Point P (kPa) T (�C) h (kJ/kg) s (kJ/kg�K)
R134a 20 1 292 0 398.63 1.727

2 890 35 466.98 1.863

3 890 32 244.62 1.153

4 292 244.62 1.163

40 1 292 0 398.63 1.727

2 1422 53 489.12 1.889

3 1422 50.7 272.68 1.240

4 292 272.68 1.266

R1234yf 20 1 315 0 363.31 1.598

2 945 37 425.17 1.728

3 945 33.6 245.62 1.155

4 315 245.62 1.167

40 1 315 0 363.31 1.598

2 1434 54 446.47 1.761

3 1434 51.9 272.71 1.240

4 315 272.71 1.266

Fig. 9.8 The schematic
representation of
refrigeration cycle
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9.6 Conclusions

The results of this study indicated that COP values are close to each other for R134a
and R1234yf refrigerants. Therefore, R1234yf, which yields with a diminished COP,
may be utilized for the refrigerating systems operating with R134a without carrying
out any constructional modification. However, it may be suggested that increasing
surfaces of evaporator and condenser as well as selecting a compressor with higher
capacity should compensate the decrease of COP. It is important also to note that Pd

values for both refrigerants were nearly the same. This points out that R1234yf is a
suitable refrigerant as a substitute for R134a and it can be safely used in the systems
operating with R134a. The behavior of ηex was found to be similar to that of COP,
namely, ηex is reduced when R1234yf was used. Thereby, the exergetic efficiency of
R134a was determined to be higher in comparison with R1234yf for the same
experimental conditions.

Nomenclature

COP Coefficient of performance
Ex Exergy, W
Extotal Total destroyed exergy in system, W
GWP Global warming potential
h Enthalpy, kJ/kg
_m Mass flow rate of refrigerant, kg/s
Pd Pressure at compressor exit, kPa
Qe Cooling capacity, W
Qcon Heat rejection of condenser, W
s Entropy, kJ/kg�K
Ta Ambient temperature, �C
T0 Reference temperature, K
TH High temperature, K
TL Low temperature, K
Wcomp Power consumption of system, W
ηEx Exergetic efficiency

Subscripts

comp Compressor
con Condenser
des Destruction
ev Evaporator
in Inlet
out Exit
TEV Thermostatic expansion valve
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Chapter 10
A Design Approach for Cooling Gas
Turbine Intake Air with Solar-Assisted
Absorption Cooling Cycle

Umit Unver, Gokçen Ozkara, and Elif Merve Bahar

10.1 Introduction

The main reason for and the biggest actor in Turkey’s current account deficit is its
importing of energy. For this reason, all imported power should be consumed with
maximum benefit. Increasing the benefit ratio both in industry and in households can
be made possible by utilizing energy-saving alternatives. In terms of energy pro-
duction, the production per unit energy source should be increased. In this chapter,
an alternative for decreasing the fuel source per unit energy production by increasing
the thermal efficiency was studied. Thus, the aim was to contribute to decrease the
importing of energy, as well as to avoid the negative effects of power production on
both the environment and the economy.

There are satisfactory amount of studies in the literature about increasing the
efficiencies of gas turbine power plants [1–3]. An aircraft gas turbine splitted into
parts and performed an exergy analysis for each part of the cycle. The unavoidable
exergy destruction rate was given as 93.55% and concluded that the system has low
potential of improvement. It was stated that 81.83% of the exergy destruction is
endogenous and that causes a weak relationship between the cycle components
[4]. Another study performed an exergy analysis on a gas turbine cycle and indicated
that the exergy destruction costs more than capital investment costs. It is said that the
pressure ratio, isentropic efficiency of the compressor and gas turbine, may augment
the performance of the cycle [5]. However, to change the pressure ratio of an existing
gas turbine compressor requires a redesign in the compressor construction, which
means replacing the gas turbine with a new one. Ahmadi and Dincer analyzed large-
scale gas turbine cycle. They have developed software to investigate the effect of gas
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turbine parameters like isentropic efficiency of the compressor and gas turbine,
turbine inlet temperature, and air preheater temperature on the cycle performance
[6]. Similarly, the gas turbine parameters to achieve more effective and efficient
cycle were investigated in [7]. The study mainly focuses onto the effect of compres-
sion ratio on the performance of the cycle, and this paper also provides insight into
the design stage of the gas turbine like in [5]. Energy and exergy analyses were
performed to evaluate the effect of supplementary firing of a gas turbine performance
considering economical and environmental aspects [8]. The assessment of the
energy efficiency of the combined-cycle gas turbines at various modes was studied
in [9]. The effect of the raised inlet temperature on the performances of a gas turbine
cogeneration system was investigated in [10]. Some researchers focused on the
various methods to improve the efficiency of cogeneration systems, namely,
conducted eight different ways of boosting the system performance [11–14].

Gas turbines are constant volumetric flow machines, and their performance is
highly affected by the environmental conditions [15–18]. This leads researches to
the inlet air cooling of gas turbine cycles. Over the past few decades, different inlet
air cooling systems for gas turbine cycles have been proposed [19, 20]. The previous
studies concluded that the spray coolers are useful for hot and dry climates and the
coil cooling negatively affects the overall system performance [21]. Another cooling
system that is thermal energy storage system was investigated but not proposed for
intake air cooling of gas turbines by Zurigat et al. [22] for the climate of the
considered location. Years later Saghafifar and Gadalla introduced an innovative
cooling system that is Maisotsenko to be utilized instead of evaporative coolers
[20]. The authors compared seven different cooling techniques and stated that the
most economic was the direct evaporative cooling. Another comparison considered
wetted-media evaporative cooling, high-pressure fogging, absorption chiller
cooling, refrigerative cooling, and thermal energy storage. The conclusion of the
study was the best way for gas turbine inlet air cooling is refrigerative cooling with
chilled water of ice thermal storage [23].

Some researches are focused on the absorption cooling systems because of their
low operating costs [24]. In 1996 Najjar studied on a NH3-H2O absorption cooling
system for gas turbine inlet air cooling and reported that the intake air cooling with
absorption cooling system boosted the power output by 21% and thermal efficiency
by 38% [25]. Nineteen years later, 9–15% efficiency augmentation by utilizing an
inlet air cooling system composed of a humidifier and absorption cooling system was
reported [26]. An applicability method for gas-steam combined cycles introduced
and advised to utilize the absorption cooling systems for To > 25 �C and RH > 0.4
zones [27]. A study about LiBr-H2O absorption cooling system was conducted, and
each 10 �C decrease of inlet air increases the power production between 6% and
12% [28].

This chapter is aimed at designing an absorption cooling system for a gas turbine
cycle located in Bursa, Turkey, and contributing to the present literature both in
terms of investigation of increasing the gas turbine cycle efficiency by the absorption
cooling system and by utilizing renewable resources in the absorption cooling
system. The ground source heat exchangers were designed within the absorption
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cooling system, and the soil was assumed to be the cold reservoir. It was assumed
that the exchanger cycles of the condenser and absorber redirect the heat to the cold
reservoir through a small circulation pump.

The COP of the cooling system was calculated to be 0.75, which coincides with
the findings given in the previous studies [29]. However, in experimental studies the
COP of the absorption cooling systems is given to be about 0.35 [30]. Another
finding of this chapter is the boosted energy (BE) amount. COP is a powerful
comparison tool that is widely used in the literature. It comprises of _Q evap and
_Q gen as well as pump powers. However, the heat sources used in the generator,
condenser, and absorber of absorption cycle are renewable. Because of this, com-
paring the cooling systems with these thermal powers is not explanatory. The target
function is to achieve an approximation to the enhanced useful work (Δ _W u) of the
gas turbine. Thus, the utilization factor (UF number) is introduced as an evaluation
parameter which takes bothΔ _W u and total consumed power (∑P) into account. The
utilization of UF in order to evaluate the absorption cooling system is proposed in
order to achieve more convenient results.

10.2 Material and Method

10.2.1 Bursa Ovaakça Power Plant

The Bursa Ovaakça power plant was set up by TEAS (the Turkish Electricity
Production Company) in 1999. Its overall capacity in terms of electric output is
1400 MW (@iso conditions). There are 700-MW-powered twin blocks within the
plant. Each block has its own heat recovery steam generator (HRSG). Two sets of
gas turbines are assembled to one HRSG as part of a triple-pressure steam turbine
cycle. There are a total of four gas turbine cycles as well as two steam turbine cycles
in the plant. In the scope of this chapter, the gas turbines have been taken into
consideration, with the rest of the plant being excluded from the scope.

10.2.2 Absorption Cooling System

There are many fluid pairs used in the absorption cooling cycles. The most fre-
quently used coolants are LiBr-H2O and NH3-H2O [31]. In the study, a NH3-H2O
coolant pair was preferred because of its ease of production, high latent heat, low
condenser pressure/temperature, and low cost [32, 33].
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10.2.3 Thermal Analysis

There are numerous studies that are mentioning the principles of absorption cooling
systems. The procedure used in this chapter is detailed in [34]. An air coil was added
in front of the air inlet in order to cool the inlet air of the gas turbine cycle (Fig. 10.1).
The total cooling load of the coil can be calculated by

_Q ac ¼ _m air: _C p,air T20 � T19ð Þ ð10:1aÞ
or with constant Cp approach

_Q ac ¼ _m w,ac h18 � h17ð Þ ð10:1bÞ
The mass flow rate of the coolant in the closed loop of the air coil can be

calculated by:

_m w,ac ¼ _m air: Cp,air T20 � T19ð Þ
h18 � h17ð Þ ð10:2Þ

The mass flow rate of the coolant in the closed loop of the condenser can be
calculated by:

_m w,con ¼
_Q con

Cp,w T21 � T22ð Þ ð10:3Þ

The mass flow rate of the coolant in the closed loop of the absorber can be
calculated by:

Fig. 10.1 Schematic illustration of an absorption cooling system for gas turbine inlet air cooling

128 U. Unver et al.



_m w,abs ¼
_Q abs

Cp,w T15 � T16ð Þ ð10:4Þ

The circulating pump power used in the condenser, absorber, and air coil can be
calculated by:

Wp ¼ ρ:g:Q:Hm ð10:5Þ
whereby ρ is the density of the fluid in (kg/m3), g is the gravitational force in (m/s2),
Q is the volumetric flow rate in (m3/s), and Hm is the manometric head in (m). The
useful power that can be obtained from a solar collector can be calculated by:

_Q u

nsc
¼ Asc:I:ηsc ð10:6Þ

whereby ηsc is the number of solar collector, I is the collected thermal solar power,
Asc is the area of the solar collector in (m2), and ηsc is the efficiency of the solar
collector that is given by the manufacturer. The useful power (Ti), alongside the inlet
temperature ( _W u@i), can be calculated by:

_W u@i ¼ PR: _W iso ð10:7Þ
whereby _W iso is the 237 MWe electric power produced by one gas turbine in the
power plant. _W u@i accounts for the power production in MWs vs. inlet air temper-
ature, and PR is the power ratio introduced in [18] according to the following
equation:

PR ¼ 6:897622928:10�6:T2
0 � 2:3465207:10�3:T0 þ 0:48593 ð10:8Þ

whereby T0 is the atmospheric temperature that can be accepted as the actual gas
turbine inlet air temperature. Now, the boosted energy production done by cooling
the intake air from 36 �C to 26 �C can be calculated by:

Δ _W u ¼ _W u@26 � _W u@36 ð10:9Þ
And the utilization factor can be calculated by:

UF ¼ Δ _W uP
P

ð10:10Þ

whereby ∑P is the total pumping power of the absorption system including the
closed loops at the air coil, condenser, generator, absorber, and exchangers.
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10.3 Results and Discussion

In this chapter, a NH3-H2O absorption cooling system was designed in order to cool
the inlet air of Bursa-Ovaakça combined-cycle power plants’ gas turbine at 10 �C
increments. Thermodynamic analysis had been performed via basic mass and energy
balance equations in order to evaluate the cooling performance of the system. The
enthalpy, mass flow rate, concentration of each flow, heat capacities, and the
coefficient of the performance of the system were calculated. The operating condi-
tions of the system are given in Table 10.1.

The thermodynamic properties of ammonium and ammonium-water solution for
each flow, including the operating conditions of the system, are detailed in
Table 10.2. The temperature of the ammonium that leaves the generator had
decreased to 63.8 �C in exchanger 1. The temperature of the solution leaving the
absorber at flow no 8 had increased to 22.63 �C. The temperature of the ammonium
leaving the condenser at flow no 3 had increased to 5.21 �C, while at flow no 6, the
temperature of the ammonium had increased to 8.9 �C. In the exchanger 1, it was
seen that the temperature of the rich solution had increased to 14.7 �C, while the
temperature of the poor solution had decreased to 42.4 �C. At flow no 1, the mass
flow rate of the ammonium is less than the rich solution. Thus, the temperature of the
ammonium had increased more than the temperature of the rich solution.

The temperature difference between the solution and cooling water affects the
heat transfer area [32]. The evaporator, condenser, and absorber were selected as the
plate-type heat exchanger. The reasons behind selecting these include high

Table 10.1 Operating temperatures

Op. no Operating point Unit Magnitude

1 Generator temperature (�C) 90

5 Water temperature at the collector inlet (�C) 60

24 Water temperature at the collector exit (�C) 110

8 Absorber temperature (�C) 20

15 Water temperature at the absorber exit (�C) 25

16 Water temperature at the absorber inlet (�C) 15

3 Condenser temperature (�C) 20

22 Water temperature at the condenser exit (�C) 25

21 Water temperature at the condenser inlet (�C) 15

6 Evaporator temperature (�C) 10

17 Water temperature at the evaporator exit (�C) 12

18 Water temperature at the evaporator inlet (�C) 17

19 Air temperature at air coil inlet (�C) 36

20 Air temperature at air coil exit (�C) 26

Solution heat exchanger 1 effectiveness (%) 90

Exchanger 2 effectiveness (%) 90

Exchanger 3 effectiveness (%) 90

Pump (%) 85
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efficiency, low cost, and the special designs of these exchangers that facilitate split
and turbulent flow [35]. Some other characteristics of the cooling system are as
follows:

The hot flow through the condenser is the high-pressure ammonium vapor in the
coolant side, whereas the cold flow is water that redirects the heat from condenser to
the ground in a closed loop. The cooling water leaves the condenser at 25 �C and
enters at 15 �C. Water is also used for cooling the absorber with a similar closed-loop
system. The exchangers of the closed loops of both the condenser and the absorber
cooling cycles are buried underground. The head (Hm) is designed at 5 m for the
closed condenser and absorber loops.

The solvent in the absorber is cooled with serpentines that are also buried beneath
the ground. In order to maintain 20 �C at the absorber, the cooling water leaves the
absorber at 25 �C outside of the cooling system, discharges the heat to the soil, and
then reenters the absorber at 15 �C.

The evaporator temperature is selected as 10 �C at the coolant side because of
problems relating to iciness. The working fluid that cools the water of the air coil in

Table 10.2 Results of the thermodynamic analysis of the absorption cooling system

Flow no Material T (�C) P (kPa) X (%) h (kJ/kg) m (kg/s)

1 A 90.00 857.22 100.00 1650.09 5.11

2 A 26.17 857.22 100.00 1480.36 5.11

3 A 20.00 857.22 100.00 274.1 5.11

4 A 14.79 857.22 100.00 249.13 5.11

5 A 10.00 614.95 100.00 249.13 5.11

6 A V 10.00 614.95 100.00 1453.3 5.11

7 A V 18.87 614.95 100.00 1478.27 5.11

8 RS 20.00 614.95 75.13 �78.85 8.07

9 RS 42.63 614.95 75.13 28.44 8.07

10 RS 42.71 857.22 75.13 28.85 8.07

11 RS 57.39 857.22 75.13 100.65 8.07

12 PS 90.00 857.22 32.40 178.93 2.96

13 PS 47.56 857.22 32.40 �16.24 2.96

14 PS 47.56 614.95 32.40 �16.24 2.96

15 Water 25 1.7057 – 62.982 10

16 Water 15 3.1698 – 104.83 10

17 Water 12 1.42 – 50.41 179.95

18 Water 20 2.34 – 83.92 179.95

19 Air 36 101.5 – 309.25 650

20 Air 26 98 – 298.20 650

21 Water 25 3.1698 – 104.83 5

22 Water 15 1.7057 – 62.982 5

23 Water 60 19.947 – 251.18 8.45

24 Water 110 143.38 – 461.42 8.45

A ammonium, AV ammonium vapor, RS rich solution, PS poor solution

10 A Design Approach for Cooling Gas Turbine Intake Air with Solar. . . 131



the coolant side (flow no 18 and 19) leaves the evaporator at 12 �C and reenters at
20 �C.

The system performance and the thermal capacities of the system components, as
calculated through the analysis, are presented in Table 10.3. The highest thermal
capacity belongs to generator and absorber, followed by condenser and evaporator.
Between the heat exchangers, the highest thermal capacity belongs to the first
exchanger, followed by the third and the second exchanges. The heat transfer in
the first exchanger occurs between the rich and poor solutions. In the second
exchanger, the solution temperature is heated by superheated vapor leaving the
absorber. In the third exchanger, the working fluid cools by itself after leaving the
evaporator. The reduction of the NH3 temperature decreases the enthalpy and
increases the enthalpy difference at both the inlet and outlet of the first exchanger.
Hence, the cooling capacity of the system increases. The heat transfer in the first
exchanger is high because the mass flow rate of the rich solution is greater than the
ammonium mass flow rate.

The COP is the rate of cooling performance to the energy consumption. The COP
of the system was calculated as 0.755, meaning that the system consumed more
energy than the cooling. The effectiveness of the exchangers and generator affects
the COP directly, as mentioned by [36]. The COP result is nearly twice as the
experimental studies and more than 0.42 that is given in the literature [37] for a solar-
assisted absorption chiller and close with the COP given in [2] that is between 0.6
and 0.7.

Noting that the solar energy reaches peak capacity during the summer season,
obtaining the required energy from solar energy for cooling is a suitable option for
reducing the negative effects of greenhouse gases as well as for reducing costs by
boosting the efficiency of the electricity production. The solar collector selected was
the Baymak Apollo XL for obtaining the required energy for the generator. The
temperature of the water was calculated to be 60 �C at the inlet and 110 �C at the
outlet of the collectors. In order to obtain the required heat for the 12,877-kW-
powered absorption cooling system, the following configurations were considered:

(i) All collectors were parallel assembled.
(ii) Two collectors were grouped with serial assembly, with the groups being

assembled.

Table 10.3 Thermal
capacities of the system
components and the
coefficient of performance

Thermal capacity (kW)

_Q gen 12877.19

_Q abs 12865.49

_Q cond 6163.74

_Q evap 6153.06

_Q exc1 917.07

_Q exc2 127.59

_Q exc3 867.29

COP 0.76
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(iii) Three collectors were grouped with serial assembly, with the groups being
parallel assembled.

(iv) Four collectors were grouped with serial assembly, with the groups being
parallel assembled.

The mass flow rates, the total collector amount, the investment cost, the required
area for the collectors, and the pump power were given in Table 10.4 according to
each assumption.

For the first (all parallel) assumption, the pump power is lower, whereas the
collector number, area, and collector cost are higher among other assumptions. For
the third assumption, the mass flow rate is four times higher than that of the first
assumption. The higher mass flow rate results at pumping power that is nine times
higher but involves a lower area requirement. For the 2-serial in one group assump-
tion, the number of collectors and the required area are greater than the third
assumption. Therefore, the most appropriate assumption is the third one according
to the number of collectors as well as the required area.

The useful power of this particular plant is 198 MW, when the atmospheric
temperature is 36 �C, and 217 MW when it is 26 �C [18]. That means the boosted
energy (BE) will approximately be 19.42 MW when the inlet air temperature of the
system is cooled down to 10 �C. The 10% of power augmentation agrees with
[38]. In Table 10.5, the power augmentations alongside the power consumption of
the system are given.

Table 10.4 Solar system results with respect to serial group numbers

Mass flow
rate (kg/s)

Total collector
number

Collector
cost ($)

Required area for
collectors (m2)

Pump
power (kW)

All
parallel

2.04 13,457 2,663,558 74,282 68

2-serial 5.41 11,008 2,178,824 60,764 280

3-serial 8.45 10,562 2,090,547 58,302 645

4-serial 11.03 10,788 2,135,378 59,552 1184

Table 10.5 Power of pumps,
BE, and UF (kW)

Pumps Power

Wp1 0.735

Wp2 26.48

Wp3 1.47

Wp4 5.22

Wp5 645

Total power of pumps 678.90

Boosted energy 19,420

Utilization factor 28.61
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10.4 Conclusion

In this chapter, the ground source heat exchangers and solar-assisted absorption
cooling system were designed for the gas turbines of Bursa’s Ovaakça power plant.
The cooling capacity of the absorption cooling system was calculated to be
6.15 MW, while the corresponding solar thermal power generator power was
calculated to be 12.9 MW. With the purposed system, a power augmentation of up
to 1.94 MW/�C was calculated. In order to achieve this power augmentation, a pump
power consumption of 0.68 MW was calculated. The utilization factor of the
proposed absorption cooling system was calculated to be 28.61 MWs, and net
power benefit was calculated to be 18.74 MWs. We recommend that future studies
be done that further investigate the utilization of heat pumps in place of heat
exchangers.

Nomenclature

A Area (m2)
ARS Absorption refrigerator system
BE Boosted energy
COP Coefficient of performance
C ̇_p Specific heat capacity (kJ/kgK)
f Circulation ratio
g Gravity (m/s2)
GT Gas turbine
h Enthalpy (kJ/kg)
I Incident beam on solar collector
m ̇ Mass flow rate (kg/s)
N Collector number
P Pressure (kPa)
P_t Total power of collectors
Q ̇ Heat transfer (kW)
q ̇ Heat transfer (kJ/kg)
Q ̇_v Capacity (m3/s)
T Temperature ()
UF Utilization factor
X Ammonium-water concentration (%)
W ̇_useful Useful energy (MW)
W ̇_iso Total useful power at ISO condition
Wp Pump power (kW)

Greek Symbols

ρ Density (kg/m3)
ƞ Efficiency
ν Specific volume (m3/kg)
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Subscripts

Abs Absorber
Ac Air coil
Col Collector
Con Condenser
Evap Evaporator
Gen Generator
P Pump
Sc Solar collector
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Chapter 11
Assessment of Energy and Environmental
Performance of Low-Charge Multiplex
Refrigeration System

Enver Yalcin, M. Ziya Sogut, and T. Hikmet Karakoc

11.1 Introduction

One of the domains having intensive energy demand in supermarkets is refrigeration
applications. Primarily, example of these refrigeration applications is preserving of
perishable foods (e.g., dairy, deli, meat, fish, and vegetables) stored as frozen or
cooled in display or storage units. Energy consumption for refrigeration in super-
market is almost half of total store energy consumption. In refrigeration processes,
compressors defined as one of the main core components consume approximately
30–35% of energy, and the other users of energy are fans and lighting. Approxi-
mately 15–20% of total energy consumption of the supermarket is consumed to
prevent sweating in display cases [1].

In general, R-404a is preferred as refrigerant in supermarket refrigeration systems
used in direct expansion (D4) valve. Several parameters such as high energy
consumption and excess refrigerant charge because of long liquid line and height
refrigerant leakage rate affect adversely on environmental impact assessment. Now-
adays, several new systems such as distributed, secondary loop, multiplex direct
expansion (D4) system, low-charge multi-compressor (LCMRS), and advanced self-
contained refrigeration systems (WLSC) are used. LCMRS and WLSC refrigeration
plants stand out among these systems [2]. A traditional multi-compressor supermar-
ket refrigeration system with thermostatic expansion valve (T4V) operates in a static
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suction pressure. An electronic expansion valve (EEV) can be used in order to
operate at lower condensation pressures and increase the liquid line efficiency. For
the refrigerant control in supermarket, if a control valve is preferred in LCMRSs
considering bypass, the refrigerant liquid charge in display case evaporators can be
limited. In this application, bypassed liquid refrigerant is expanded and then evap-
orated by means of heat exchange with vapor refrigerant in the other side of
exchanger. Vapor is piped to the suction collector and returns to the condenser for
recompression. Thus, the charging need for considered conventional multiplex
systems can be reduced approximately 30% [1]. Thanks to this application, the
refrigerant charge need of traditional multiplex system reduces severely. In the
cabinets, the circulating water usage instead of refrigerant is an effective application
in terms of reducing refrigerant charge amount [3]. On the other hand, TEWI of
WLSC is 3% less than LCMRS, whereas its annual energy consumption is about
20% more than LCMRS [1].

Evaluation of energy efficiency for a refrigeration system is carried out based on
coefficient of performance (COP). This parameter provides a quantitative assessment
on energy usage. However, it is not sufficient for evaluation of environmental
impacts caused by systems and ineffectiveness caused by irreversibility. The exergy
analysis stands out as a measure of irreversibility related with energy flow rate in
thermodynamic processes. Exergy, defined as maximum work that can be obtained
in environment conditions taken as reference, is a measure of quality of mass and
energy rates for thermodynamic processes [4, 5]. It is important to understand exergy
and information that may be related to productivity for scientists and engineers who
are working on environmental impact and sustainable energy systems. It is observed
that similar studies for cooling systems and applications [6–8]. Today, cooling
systems are produced by about 60–70 million and hundreds of millions of coolers,
and air conditioning units are working. This demand and accordingly their effects on
climate change will be increased continuously. Since the early 1990s, the factors
such as the increase of ozone depletion in the stratosphere, reduction of energy
consumption in refrigeration, and air conditioning technology due to effects of
greenhouse gas emissions stand out the choice of more environmentally friendly
refrigerants [9]. In recent years, TEWI is the most effective method used to deter-
mine the effects of refrigerant emissions. TEWI that described both the direct
emissions of refrigerants and the indirect emissions resulting from energy consump-
tion by refrigeration system is very important criteria [10].

As different from literature, in this study, environmental impacts of LCMRSs in
supermarkets were examined according to different refrigerants by exergetic
approach. COP and exergetic performance of LCMRS investigated separately
according to refrigerants R-404A, R-507, R-407C, and R-152a are taken as refer-
ence. Then, effects of CO2 emissions are calculated separately for each refrigerant by
TEWI taken as reference. For this purpose, firstly, refrigeration systems used in
supermarkets were described briefly, and LCMRSs were detailed. The exergy
concept in section three, methodology of TEWI concept and formulas in fourth
section, findings and analysis of the results obtained in the system were given in
section five. Then, the specific results and recommendations were given in
conclusion.
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11.2 Refrigeration Systems for Supermarkets

Various cooling systems with many subsystems working in different temperature
ranges are used for food storage in supermarkets. In these systems, especially
product type, storage volumes, type of refrigerant, and refrigerant cooling capacity
should be considered as preference parameters. The energy-consuming activities for
a supermarket are refrigeration, air conditioning, heating and lighting, etc. While
annual energy consumption of a supermarket is approximately 2 million kWh, this
value of gross market or hypermarket is around 3 million kWh. Energy consumption
of refrigeration applications is approximately 45–60% of total energy consumption
in a supermarket [11]. As the top of preferred traditional supermarket refrigeration
applications, refrigeration system with multi-compressors and direct expansion
(D4) is observed. In these systems working based on principle of traditional
vapor-compressed refrigeration cycle in which refrigerant absorbs heat from the
cold reservoir by evaporation in the evaporator and rejects it to the hot reservoir by
condensation in condenser, refrigeration of 3–4 kW/kW energy consumption can be
obtained based on COP. In supermarket, display cases with evaporators and storage
areas are located generally close to each other. There is a machine room at which
main core elements like compressor, condenser, and a large amount of pipelines
needed to connect components of each other. In the multiplex D4 systems, refriger-
ant charge amount is about 4–5 kg per kW of refrigeration capacity. The use of long
pipeline and numerous fittings reveals tremendous refrigerant leakage in refrigerat-
ing systems. While this annual leak rate is about 30% of the total amount in the old
system, it is about 15% for new systems [12]. Because of the reasons such as effect
of refrigerants on global warming potential (GWP), leak rates up to 30% for these
systems applied in large areas and complex structures, and problems that occur in the
control systems, more effective systems have begun to develop instead of
low-efficient D4 refrigeration systems. These systems are:

– Secondary loop systems, separate from primary circuit, that operate between the
central chiller and cabinets are secondary circuit. The secondary fluid is chilled by
chillers, and refrigeration of cabinet occurs depending on refrigeration effect. In
these systems, two separate circuits are used for low and medium temperatures.
While brine at low temperature is used for frozen foods, chilled brine at medium
temperature is used for cold storage. Two volumes can be controlled by this
application; on the other hand, the investment costs are affected adversely due to
controlling of each volume by different compressor groups. Another approach
developed in secondary loop systems is cascade refrigeration. While propane is
used in the high-temperature stages of these systems, CO2 is used in the
low-temperature ranges. In multistage applications, CO2 is especially preferred
to remove heat from the frozen food cabinets by means of direct expansion
evaporators.

– Distributed systems include many cabinets which are distributed to many places
in the shop and have small compressor racks for each unit. Thus, the long pipeline
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used to connect each cabinet and the main compressor located in a machine room
are eliminated via this application [1].

– Advanced self-contained systems have been developed as low-refrigerant charge
systems. In these systems, display case units contain the compressors and water-
cooled condensers. Heat released from display units is removed out of the
supermarket by a propylene glycol-assisted water loop (for medium-temperature
storage) and potassium format (for low-temperature storages). Airflow used to
cool each display case is cooled by this brine loop without an evaporator [1, 13].

– CO2 secondary loop/cascade system. A couple of propane and CO2 are used as
refrigerant. Because the critical point temperature is low, the CO2 refrigeration
systems must operate at higher temperatures than their critical point values.
Therefore, instead of the condenser in conventional systems, a heat exchanger
called a gas cooler is used in CO2 refrigeration systems. In the system gas cooler,
higher pressure values than the critical point pressure occur (80–120 bar) [14]. A
gas cooler with increased wall thickness due to high pressure is needed. It can be
said that this system is no suitable for warm climate zone yet.

11.2.1 Low-Charge Multi-compressor Refrigeration Systems

Low-charge multi-compressor refrigeration systems operate with low refrigerant
controlled by means of valves by maintaining the critical values of refrigerant
mass flow. Less energy consumption is also provided depending on the level of
refrigerant charge. Another feature of this system is reducing effect of long
connecting lines between the display cases and compressor racks. In these systems,
the pipe length is not a problem [15].

A portion of the bypassed liquid refrigerant from liquid line is evaporated in
discharge manifold connected to compressor outlet, and then it is supplied to the
compressor suction line. So, both the compressor suction temperature and the
condensing pressure of superheated refrigerant vapor in the compressor outlet are
also reduced. In this way, a floating condensation is obtained. By acting together
temperature sensor and control valve, a constant temperature difference between
ambient air and subcooled refrigerant at condenser outlet is maintained as shown in
Fig. 11.1 [16].

Thus, both condenser capacity and cooling effect of evaporator will be increased.
The amount of refrigerant required in the refrigeration system is decreased about
30% in accordance with a traditional multi-compressor refrigeration system. In these
systems, saturated refrigerant temperatures in condensers are decreased about 5 �C
and 15 �C for low-temperature racks and medium-temperature racks,
respectively [1].

In this study, a new approach is recommended which replaces traditional
low-charge multi-compressor refrigeration system. After a portion of the liquid
refrigerant bypassed from liquid line is evaporated in discharge manifold connected
to compressor outlet, a floating evaporation can be obtained by repetitive expanding.
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The temperature and pressure of refrigerant at the compressor outlet can be con-
trolled depending on the mass flow of refrigerant from the bypass line. Based on the
ambient temperature, the floating condensation application also decreases energy
consumption by reducing the condenser fan speed. By controlling refrigerant flow in
the evaporator, pipe diameters that are used in the liquid lines can be minimized.
Thus, the amount of refrigerant charge is reduced. System operating schema is given
in Fig. 11.2.

Another approach for low-charge system which is operated depending on a
needed minimum charge for evaporator is a secondary charge control approach,
and schematic diagram is given in Fig. 11.3.

By reducing refrigerant charge, the mixture of saturated liquid and vapor is sent
into the evaporator placed in display cases and the storage volumes. Meanwhile,
refrigerant flow into compressor is controlled by balance and control valves. This
situation, if compared with D4 system, creates a saving of up to 30%. Using of
bypass control valve in the system allows operation of compressor at low pressure,
which would provide energy-saving. Condenser fans consume energy so close to the
compressor consumption. Thus, the development of the fan control strategy is also
important. For this purpose, the use of variable speed fans stands out. In addition, hot
water which is obtained by a heat exchanger can be used for different purposes such
as air conditioning systems [15].

The analytical performance of this new approach is examined based on the first
and second law analysis of the thermodynamics analysis, and exergy concept is
given below.

Fig. 11.1 Floating condensing temperature. (Modified from [16])
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11.3 Exergy Concept

As a measure of equipment’s working efficiencies in refrigeration systems, coeffi-
cient of performance (COP) is defined as the heat of absorbing from the cooled
environment is divided by compressor’s work. This definition is expressed as
efficiency for the first law of thermodynamics. COP is

Fig. 11.2 Modified low-charge multi-compressor refrigeration system. (a) Operating schema. (b)
Second approach. (Modified from Baxter [1])
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COP ¼
_Q evap

_W comp
ð11:1Þ

[17]. _Q evap and _W comp indicate the heat absorbed from the cooled area and the
compressor power input, respectively. Cooling machines are one of the thermody-
namics machines, and vapor-compression refrigeration cycle is working system used
commonly. The compressor power input for this cycle is expressed as follows:

_W comp ¼ _Q cond � _Q evap ð11:2Þ
_Q cond is heat rejection to environment by means of condenser. A basic vapor-
compression refrigeration system has four major thermal processes. These are (1–2)
compression, (2–3) desuperheating-condensation-subcooling, (3–4) expansion, and
(4–1) evaporation-superheating. Accordingly, the energy balances for each equip-
ment of the system are as follows (theoretically). For compressor:

_W comp ¼ _m : h2 � h1ð Þ ð11:3Þ
where _m is mass flow rate of refrigerant; h is enthalpy; and _W comp is compressor
power input.

For condenser and evaporator:

_Q cond ¼ _m : h2 � h3ð Þ ð11:4aÞ
_Q evap ¼ _m : h1 � h4ð Þ ð11:4bÞ

For expansion valve, inlet and outlet enthalpies aren’t changed. Therefore, energy
balance equation is

h3 ¼ h4 ð11:5Þ
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The ability of the real work of a refrigeration machine is defined by the concept of
exergy according to the second law of thermodynamics. Exergy efficiency is defined
as actual COP divided by reversible COPrev. The COPrev of a refrigeration cycle
operating between temperature limits of TL and TH is based on the Carnot refrig-
eration cycle. COPrev is

COPrev ¼ 1
TH
TL

� 1 ð11:6Þ

[18]. TH is outdoor temperature (high temperature), and TL is temperature of cold
environment where heat is absorbed. Exergy efficiency is

ηII ¼
COP
COPrev

ð11:7Þ

If Eqs. (11.1) and (11.3) are combined,

ηII ¼
Qevap

TH
TL

� Qevap

_W comp
ð11:8Þ

[17, 19].

11.4 TEWI Concept

Effects of emissions caused by refrigerants have been discussed in many ways,
especially with the increasing environmental threats. Montreal Protocol process
including the initial evaluation, effect of greenhouse gas emissions, and global
warming potential of synthetic refrigerants on the atmosphere is discussed in many
ways. Later, in 1990 the London Conference, to reduce the global warming impact
of refrigerants depending on the effect of COPs in the system, a process that aimed
usage of the low global warming potential refrigerants instead of ozone depletion
potential refrigerants, was discussed. Meanwhile, the global warming potential of
the refrigerants in the cooling system was also questioned. In the Copenhagen
Meeting that followed this meeting, a concept for evaluating the total global
warming potential caused by the cooling system was presented. In this concept,
CO2 emission effects depending on the global warming potential of refrigerant and
CO2 emission effects caused by energy supplied from power plant that burns fossil
fuel for cooling system were evaluated. Then, this assessment was defined as total
equivalent warming impact (TEWI) developed by Oak Ridge National
Laboratory [2].

TEWI concept has been developed as sum of global warming effects of CO2

emissions that resulted from refrigerant emissions (direct effect) and emitted into the
atmosphere depending on energy used by a system during its life cycle (indirect
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effect). In contrast to the life cycle climate performance (LCCP), including emis-
sions from production processes of cooling systems and greenhouse gas emissions
emitted depending on energy consumption for its production, TEWI includes emis-
sions from system during its working process [10]. The TEWI value as defined in EN
378:2000 is a suitable method of evaluating for refrigerants. This parameter is an
international method that can be used to directly compare the relative effect of
different systems. The height of the TEWI indicates the weakness of the system
with environmental aspects. TEWI is

TEWI ¼ GWP:L:n½ � þ 1� αrecovery
� �þ

þ n:Eannul:β½ � kgCO2ð Þ
ð11:9Þ

where GWP is total global warming potential; L is leakage rate; n is system operating
life (year); m is refrigerant charge (kg); α-recovery is recovery/recycling factor from
0 to 1; Eannual is energy consumption per year (kWh); and β is indirect emission
factor (kg CO2/kWh) [20].The global warming effects of different substances are
compared with an index used for CO2 emission known as the GWP. The GWP of a
substance is defined as the global warming impact due to the emission of 1 kg of that
substance is divided by the global warming impact of 1 kg of CO2. The GWP values
applied relate to a time horizon of 100 or 500 years [21]. Whole of the climatic
effects caused by cooling processes is the sum of direct and indirect greenhouse gas
emissions. Direct effect includes emissions of refrigerant due to maintenance, repair,
and leakage effects (losses during its life cycle). Indirect effect includes CO2

emissions, which are emitted depending on the electrical energy supplied from a
power plant to operate the system [22]. In the TEWI analysis, the emission per unit
produced energy is a parameter taken into account in the calculation of the indirect
effects of TEWI. In calculation of the indirect effects, the effect values of CO2

emissions per unit of energy are considered different in the world. In this study,
0.47 kg CO2/kWh that is adopted in North America, Europe, and Japan has been
recognized as the CO2 emission.

11.5 Results and Discussion

When examples of low-charge application are examined, a cooling capacity of up to
about 100 kW and a refrigerant charge of almost 40 kg are observed. In this system,
2.77 kg refrigerant charge per kW cooling load is used. In study, this value has been
an accepted reference, and direct expansion (D4) systems have been made a com-
parative analysis for per unit cooling capacity. Besides, COP and exergetic analyses
were examined using Eqs. (11.1–11.8) for R-404A and R-507 refrigerants and
R-152a and R-407C refrigerants investigated as alternative in the adiabatic condi-
tions at �15/46 �C temperature limits. In evaporating temperature ranges between
�15 �C and 5 �C, the COP and exergetic performance are calculated separately.
COP distributions of the refrigerants are given in Fig. 11.3.
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COP advantages of R-404A and R-507 refrigerants, which are intensively used in
the cooling sector, have been determined 10.4% and 9.47%, respectively. Charac-
teristics of the alternative refrigerants showed close feature for both systems. For
R-407C and R-152A refrigerants, advantages of low-charge system were calculated
11.2% and 0.7%, respectively. In low-charge system, average COPs for R-404A,
R-507, R-407C, and R-152a were found 3.098, 3.078, 3.194, and 3.396, respec-
tively. In the analysis, the effects of alternative gases have been seen to be highly
effective compared to current gases. Similar analyses are studied according to the
compressor power consumption, and results of analysis are shown in Fig. 11.4.

The compressor energy consumption shows similar characteristics to the COP
distribution. Accordingly, compressor power consumption advantages of the
low-charge system for R-404A, R507, R-152a, and R-407C are 10.43%, 11.63%,
1.08%, and 2.38%, respectively. Compressor power consumption in low-charge
applications is range of 2.76 kW to 3026 kW per kW of cooling. The advantages
of R-407C and R-152a among these refrigerants in comparison with R-404A are
8.31% and 2.46%, respectively. Identification of real irreversibility of the system at
low-charge applications is expressed with exergy analysis. With this perspective,
comparative exergy analysis of low-charge and D4 systems has been shown in
Fig. 11.5.

Exergy efficiency for such thermal processes is important for identification of
irreversibility and determination of potential improvements in systems. Exergy
efficiency of low-charge system is found in the range of 0.8% and 9.90% to be
better than D4 systems based on refrigerant types. In this analysis, it is seen that
refrigerant choice is also the effect on the system performance in comparison with
other systems. Indeed, while exergy efficiency of R-404A is 56.23%, average exergy
efficiencies of refrigerants R-407C and R-152a, proposed as an alternative, are
57.85% and 61.50%. When these refrigerants are compared with the current refrig-
erants, while refrigerants R407C and R-152a have better performance 3.53% and
10.05% in comparison with R-507, they have better performances 2.88% and 9.37%
in comparison with R-404A, respectively.
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In the early 1990s, the effects of global warming of refrigerants used in air
conditioning and refrigeration applications have been found to be quite high due
to their ozone depletion and global warming potentials. Firstly, for decreasing of this
effect and usage and sale of hydrochlorofluorocarbons (HCFCs) and chlorofluoro-
carbons (CFCs) instead of the commonly used refrigerants, e.g., ammonia, in the
1930s, the cooling systems are limited by the Montreal Protocol and the European
Council Directive (3093/94) (Horst, 2000). Hydrofluorocarbons (HFCs) and
R-134a, R-404A, R-507, R-407C, and R-410A which are mixtures of HFCs began
to be used widely as alternatives for HCFCs and CFCs in the supermarket refriger-
ation applications. Although these refrigerants have low ODP, a high GWP stands
out as a significant problem in terms of the environmental impact [4]. The environ-
mental features of the proposed alternative refrigerants and the refrigerants used in
the low-charge system are given in Table 11.1.

Recycling factor for environmental parameters assumed the lowest value is 0.5,
and the highest is 0.95. The leakage rate for low-charge system seems as the lowest
15% and the highest 30% in literature. Analysis was performed considering mini-
mum and maximum leakage rate. 8600 operating hours per year for emissions is
taken as reference. CO2 equivalent emission potentials of low-charge system are
evaluated separately, and the results are given in Table 11.2.

In TEWI analysis, the lowest and the highest emission potentials of R-404A are
202.3 tonCO2/year and 226.5 tonCO2/year, respectively. The emission potential of

0.45
0.47
0.49
0.51
0.53
0.55
0.57
0.59
0.61
0.63
0.65

-15 -10 -5 0 5 Avg -15 -10 -5 0 5 Avg

Ex
er

gy
 e

ffi
ci

en
cy

D4 Low charge

Evaporator Temperatures °C

R-404A R-507C R-407C R-152a

Fig. 11.5 Exergy efficiencies based on refrigerants

Table 11.1 Environmental features of refrigerants

Refrigerant R-404A R-507 R-407C R-152a

ODP 0 0 0 0

GWP 3900 4000 1530 140

Atmospheric life (year) 16 – 29 29
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R-507 is higher than from R-404. However, emissions of R-407C and R-152a as an
alternative refrigerant are the lowest 187.3 tonCO2/year and 168.2 tonCO2/year and
the highest 198.7 tonCO2/year and 169.2 tonCO2/year, respectively.

11.6 Conclusions

In this study, COPs and exergy efficiencies for low-charge cooling systems and D4
systems were comparatively examined considering an analytic study. Besides, these
analyses were repeated for each different refrigerant. Then, the potentials of envi-
ronmental effect for each refrigerant are calculated according to the TEWI values.
The results obtained from these analyses are shown as follows:

(a) While COP of R-404A is 3.098, R-407C and R-152a were found 3.194 and
3.396, respectively.

(b) While irreversibility rate for R-404A was 57.85%, they were found 56.23% and
61.50% for R-407C and R-152a, respectively.

(c) Compressor power inputs for R-407C and R-152a are lower 8.31% and 2.46% in
comparison with R-404A.

(d) When equivalent emission potential of CO2 is examined, the emission potentials
of proposed refrigerants as an alternative are lowest. When R-404A is taken as
reference, emissions of R-407C and R-152a as an alternative refrigerant are the
lowest 187.3 tonCO2/year and 168.2 tonCO2/year and the highest 198.7
tonCO2/year and 169.2 tonCO2/year, respectively.

Results from investigations regarding low-charge multiplex refrigeration systems
and the others provide crucial information about energy demand and amount of
refrigerant charge supermarkets in the future. These results can be guide about the
size of TEWI values of refrigerants used in cooling systems based on this energy
demand.

This study revealed that low-charge system has the lower energy consumption.
Besides such potential impacts, the refrigerant selection based on exergetic approach
is very important parameter in terms of energy consumption. In other words, not

Table 11.2 TEWI values of refrigerants

Refrigerant

System

Low charge D4 system Advantage of CO2

kg/CO2 year kg/CO2 year kg/CO2 year

Min Max Min Max

R-404A 202300.8 226506.3 221338.6 245544.1 19037.82

R-507 203513.9 228016.4 224855.6 249358.1 21341.76

R-407C 187304.4 198664.7 191548.5 202908.8 4244.1

R-152a 168189.3 169228.8 170008.2 171047.7 1818.9
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only insufficient of the COP concept but also the requirement of exergy analysis to
determine irreversibility rate is revealed. New-generation refrigerants can be evalu-
ated further.

Nomenclature

Eannual Energy consumption (kWh/year)
GWP Total global warming potential
L Leakage rate
h Enthalpy (kJ/kg)
_m Mass flow rate of refrigerant/refrigerant charge (kg/s)
n System operating life (year)
TH Outdoor temperature (K)
TL Temperature of cold environment where heat is absorbed (K)
_Q evap Heat absorbed from the cooled area (kW)
_Q cond Heat rejection to environment by means of condenser (kW)
_W comp Compressor power input (kW)
α Recovery/recycling factor
β Indirect emission factor (kg CO2/kWh)
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Chapter 12
Aerodynamic Design of a Twin-Entry
Radial-Inflow Turbine Impeller: A
Numerical and Experimental Investigation

Siavash Vaezi, Misagh Irandoost Shahrestani, and Farshad Ravosh

12.1 Introduction

Radial-inflow turbines have a specific role in the industry. Their applications are
mostly considered when the need for power generation in a small space matters.
Radial turbine is one of the main components of turbochargers which increases the
power-to-weight ratio and efficiency of engines. Utilization of the twin-entry radial-
inflow turbine in a turbocharger allows the use of pulse energy of the output exhaust
gas of an engine’s cylinders. Therefore, the design knowledge and analysis of these
turbines are an essential need for the industry.

The design of a radial turbine’s impeller can generally be carried out in two
different ways, direct and indirect method. In direct method the designer obtains the
geometry of the impeller by using parameters like inlet total pressure and tempera-
ture and other geometrical constraints. Afterwards, the geometry is analyzed and
modified until the desired performance is achieved. The possibility to control the
geometrical constraints is one of the advantages of this method. In indirect method,
the designer starts with preliminary geometry, and some modifications are applied
by analysis of the flow field and this process is repeated until the optimum geometry
is obtained. The radial turbine studies include 1D modeling as well as 2D and 3D
numerical simulations. One-dimensional modeling is the most appropriate method
for performance prediction in the primary steps of designing due to high computa-
tional cost of 2D and 3D methods. Futral and Wasserbauer [1] studied a radial
turbine which was used as powers generation in NASA’s spatial system.
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Wasserbauer and Glassman [2] estimated the off-design performance of radial-
inflow turbine by FORTRAN program. Wallace et al. [3] used one-dimensional
modeling to predict the performance of radial turbine. The design of radial turbine
has been described by Rohlik [4] and Benson [5]. Whitfield [6] considered the
non-dimensional design of radial turbine. The goal of his method was to reduce
the inlet and outlet Mach number of impeller in order to minimize the loss. Zangeneh
[7] performed three-dimensional design of a radial turbine by using indirect method.
He achieved the three-dimensional shape of the blade by determining the average
tangential component of velocity and solving three-dimensional equations of sub-
sonic compressible flow. Studies on 1D design of radial turbines was also conducted
by Ebaid et al. [8]. Moustapha et al. [9] presented an integrated method for a radial
turbine’s design. In this method the designer chooses the flow coefficient and stage-
loading coefficient in the desired range, and the design point for optimum efficiency
will be achieved by changing these parameters successively. Xuwen Qiu et al. [10]
presented a mean line method for modeling a radial turbine with variable area nozzle.

The purpose of this research is aerodynamic design of the main part of the radial
turbine, i.e., the impeller. In this chapter, three targets are followed. The first is to
initially present a method for designing twin-entry radial turbine impeller based on
the direct method. The second goal is to conduct an experimental study on radial
turbine in Sharif University of Technology turbocharger lab to obtain the perfor-
mance curves of the turbine. The third goal is to use 1D modeling method to predict
the performance of turbine with designed and the existing impeller.

12.2 Preliminary Design

Preliminary design which is called mean line design is based on the assumption that
there is a mean streamline running through the machine, and the conditions on this
streamline are representative of the stations being considered [11]. The objective of
mean line analysis is not to reveal the full details of the flow state and velocity
through the machine [9]. In most of the 1D design methods, a lot of assumptions are
considered. It is obvious that the lesser the assumptions are, the more accurate the
properties of flow field are predicted and can affect the final geometry of the blade. In
this research, it has been tried to use less assumptions and primary data. The design

primary data include T0i , _m, P0i ,
Poi

Pso
, ηt�s, nS. Furthermore, the designer needs some

geometrical constrains such as rh
rs
, or blade angle at inlet or outlet.

In this research two primary assumptions are considered: (1) at impeller’s inlet,
the blade is radial which means that the blade angle at inlet is equal to zero; therefore,
the incidence angle is equal to flow relative angle. (2) At outlet there is no swirl. This
assumption prevents efficiency decrement due to the swirl at the outlet [12]. It is
worth noting that these assumptions are considered at design point and might not be
established in off-design points. Impeller is the most important part of a radial-inflow
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turbine, and most of the losses are related to impellers. In the following, the
impeller’s losses and the experimental model for them will be considered.

12.2.1 Incidence

Flow usually enters the impeller with nonzero incidence angle, but experimental
results show that in short distances from the impeller’s entrance, the flow obey the
impeller’s geometry as well [13]. If the incidence angle differs from the optimum
incidence angle, significant loss happens in a small area which is called incidence
area. The target of incidence model is to determine the optimum incidence angle and
entropy increment due to the incidence loss. For achieving the incidence loss, the
NASA incidence model, which was presented by [14], was used. In this model it is
assumed that kinetic energy related to the relative tangential component velocity is
converted to the internal energy of the fluid. According to the Eq. (12.1), the
incidence loss is obtained by:

Δqin ¼ 0:5
wi sin βi � βi, opt

�� ��� �
Ui

" #2
ð12:1Þ

It is suggested that if the |βi,opt � βi| is greater than π
4; Eq. (12.2) can be used for

incidence loss [15]:

Δqin ¼ 0:5W2
i 0:5þ βi � βi,opt

�� ��� π
4

� �
ð12:2Þ

12.2.2 Friction

These kinds of losses are due to the fiction between flow and walls. Furthermore,
secondary flows are made due to the curved pass, and they cause loss through the
impeller. Friction loss and loss due to the curved pass are considered together, and
they are achieved with one correlation [13].

Δq f¼
4C f

W i
a01

� �2
þ Wo

a01

� �2� �

4 DH
LH

� �
Ui
a0i

� �2 ð12:3Þ
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12.2.3 Blade Loading

Loading loss is one of the most important losses in impellers and is representative of
the ability of the blade in obtaining energy from the flow. This kind of loss is due to
the difference between loading force of the fluid on the blade and the force related to
the distribution of the static pressure [16].

Δqbl ¼
2 Cθi

Ui

� �2
ZbLR

ð12:4Þ

12.2.4 Clearance

Because of the clearance between blade and shroud, flow moves from pressure side
to suction side and causes some loss which is called tip-leakage loss, and it is
accounted by this correlation [13].

Δqcl ¼ 0:4
ecl
b2

	 

Cθi

ui

	 
2

ð12:5Þ

ecl ¼ 0:008
bi
ri

ð12:6Þ

12.2.5 Exit Loss

This loss is due to the nonexistence of diffuser in outlet [17].

Δqex ¼ 0:5
Co

Ui

	 
2

ð12:7Þ

Finally, with regard to relations (12.1), (12.2), (12.3), (12.4), (12.5), (12.6), and
(12.7), the sum of the impeller’s losses (Δqth) is carried out, and impeller’s efficiency
can be accounted by relation (12.8):

ηRC ¼ Δqth
Δqth þ Δqtot

ð12:8Þ

Δqtot ¼
Cθi

Ui
ð12:9Þ
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12.2.6 Preliminary Design Algorithm

The target of this design is to achieve the geometry of a blade which has the same
dimension with the blade used in experimental studies. The process of the design is
in such a way that at first, the designer chooses the inlet data such as inlet total
pressure and temperature, mass flow rate, and outlet static pressure and then the
outlet hub radius to inlet radius ratio, and outlet shroud radius to inlet radius are
chosen according to proportions used in existing blade. In design, the ratio rh5/r4 and
rs5/r4 rs5=r4 are considered 0.38 and 0.89, respectively. Then the amount of total
efficiency to static efficiency is estimated. The amounts of absolute and relative flow
angle as well as the optimum number of the blades are determined with regard to the
relation (12.10), (12.11), and (12.12) which were presented by Rohlik [12] and
Glassman [13] to minimize the incidence loss. According to these values and gas
dynamic relations, the properties of the flow as well as velocity triangle in inlet and
outlet are carried out. In this step the designer can obtain the impeller’s losses, and
the efficiency of the impeller and turbine can be calculated according to the losses,
and it can be compared with estimated efficiency. If these two efficiencies are equal,
then the process of design is stopped, and the results are written; otherwise, esti-
mated efficiency is corrected according to the calculated efficiency, and the process
is repeated until the value of efficiency with considering losses gets close to the ideal
efficiency. In this method, it has been tried to use the lowest possible inlet data;
therefore, the method used has high flexibility. The algorithm used for preliminary
design can be seen in Fig. 12.1.

αi ¼ 90� 10:8þ 14:2n2S
� � ð12:10Þ

cos 2 αið Þ ¼ 0:63π
2Zb

ð12:11Þ

cos βið Þ ¼ 1� 0:63π
Zb

ð12:12Þ

12.3 Experimental Facility

The test facility of Sharif University turbocharger lab is shown in Fig. 12.2. In this
laboratory, compressed air is used in order to investigate and simulate the turbine’s
performance. Compressed air is supplied by five screw compressors and then stored
in reservoirs. The pressure of the reservoirs changes from 6 to 7 bar. Then a control
valve (number 1) adjusts its pressure and mass flow rate, and an orifice plate is used
to measure the flow rate of the fluid. Air enters the turbine by two adjustable ducts
and control valve numbers 3 and 4. In the entrance of the turbine, total temperature
and pressure as well as static pressure are measured by J-type thermocouple and a
pitot tube, respectively.
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Pressure- and temperature-measuring devices are embedded in outlet as well. Air
is expanded after passing through the turbine and drives its blades and the shaft as
well. It should be noted that the optical tachometer is used for measuring the
rotational speed of the shaft.

Fig. 12.1 Algorithm for
preliminary design
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12.4 1D Modeling in Full Admission Condition

There are two different operating conditions in twin-entry radial turbine, full and
partial admission. In full admission the total pressure is equal on both two turbine’s
entrance, but in partial admission, the total pressure is not equal. In this research the
full admission is just considered, so it can be concluded that the inlet flow rate is
equal on both turbine’s entrance.

In step by step analyzing for 1D modeling, turbine is considered as separated
channels. In this method as the inlet flow conditions in each section’s entrance and
the geometry of flow path are specified, the flow condition can be carried out in the
outlet by using experimental relations for energy losses. Then these outlet conditions
are used as inlet conditions for the next part. This process is repeated until the flow is
solved in the whole turbine. These paths include entrance channel (0–1), volute
including hub-side channel and shroud-side channel (1–2), interspace (2–3), inci-
dence area (3–4), and the impeller (4–5). General Eq. (12.13) for twin entry turbine
is a dimensionless mass flow rate equation which must be solved for each channel
that combines the continuity equation, energy equation, and entropy [13]. In
Eq. (12.13), σ is the energy loss coefficient which is achieved from Eq. (12.14):

_m

ffiffiffi
R

γ

r
Ae

ffiffiffiffiffiffiffiffi
T 0
0is

P0
0is

s !Mrs ffiffiffiffiffiffiffiffi
T 0
0ih

P0
0ih

s !Mrh

¼ σ cos βeð ÞM0
e

� 1þ γ�1
2 M0

e2
� � γþ1

2 1�γð Þ � 1� U2
i �U2

e

2CpT 0
0i2

	 
Mrs

1� U2
i �U2

e

2CpT 0
0i2

	 
Mrh
" # γþ1

2 1�γð Þ

,

Mrs ¼ _m s

_m s þ _m h
, Mrh ¼ _m h

_m s þ _m h

ð12:13Þ

σ ¼ e�
Δs
R ¼ 1� γ� 1

γRT 0
0e
U2

t
1
2
Δq

	 
 γ
γ�1

ð12:14Þ

Δq ¼ h00e � h00es
U2

t

ð12:15Þ

12.4.1 Stationary Channel

In turbine, stationary channel includes entrance, volute, and interspace. In stationary
channel loss coefficient is equal to outlet-to-inlet total pressure ratio. In entrance
section loss coefficient and outlet angle are 1 and 0, respectively, due to short
distances. For the volute, the method presented by [18] is used. In the volute and
entrance sections, Eq. (12.13) is solved for both shroud side and hub side separately,
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but in the interspace section, due to mixing of two flows, the impact of two streams
on each other must be considered. In this section, the friction loss and the effect of
wake made by the separator wall are considered separately. For friction loss numer-
ical method presented by [19] is used. In this method continuity and momentum
equation in both radial and tangential direction, energy equation, and gas equation of
state are solved, and then loss coefficient and outlet angle are obtained. To take the
losses of the separator wall into account, a sequence is used. By considering the
average of the inlet conditions and solving continuity, momentum, and energy
equation, the outlet condition is achieved [20]. Then wake loss coefficient is
obtained, and the total loss coefficient is calculated with regarding to the relation
(12.16).

σ2�3 ¼ σfriction
ffiffiffiffiffiffiffiffiffiffi
σwake

p ð12:16Þ

12.4.2 Moving Channel

Moving channel includes incidence area and impeller. The incidence area is consid-
ered as hypothetical duct that is placed immediately upstream of the impeller and
downstream of the interspace. The target of modeling of this section is to achieve the
optimum incidence angle and its losses. Equation (12.13) must be solved separately
for shroud side and hub side in this area. For the impeller, the dimensionless flow
rate equation is solved with regard to the relations presented in part (II). In the
impeller section, the only unknown parameters are loss coefficient and Mach number
since the outlet angle is the known geometrical parameter.

12.4.3 1D Modeling Algorithm

The algorithm used in this case is as follows: at first the geometry data of turbine,
inlet total pressure and temperature of each entrance, and outlet static pressure are
entered in the 1D code, and a value for the mass flow is guessed. Then the
Eq. (12.13) is solved for each channel, and the outlet calculated conditions are
considered as the inlet condition for next channel. The method of solving
Eq. (12.13) is that if the loss coefficient and outlet angle are unknown, an initial
guess is considered for them, and the equations for Mach number and outlet flow
conditions are solved, and then the guessed parameters are corrected if needed till
achieving Mach number convergence. The solution of this equation is kept on till the
end of the turbine. Then the calculated static pressure is compared with the pressure
used as the input data. If the difference between these two values is less than the
considered error, the results are written; otherwise the above process is repeated until
the static pressure is converged. 1D modeling algorithm is seen in Fig. 12.3.

160 S. Vaezi et al.



12.5 Detailed Design

After achieving the primary dimensions of the blade in preliminary design, it is
needed to determine the profiles of hub and shroud that is done in detailed design.
The detailed design includes two stages. First, the primary curves of the hub and
shroud are shaped, and then with the use of Bezier polynomial curve, profiles will be
shaped accurately.

There are several methods for drawing of curves; one of these methods is Bezier
polynomial. The reason for choosing this method is having high accuracy and high
flexibility in drawing of curves. In this research for plotting curves, seven reference
points were used; therefore, the accuracy is equal to six orders. For choosing
reference points, at first the primary curves of hub and shroud and the blade angle

Fig. 12.3 1D modeling algorithm
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distribution are achieved, and then reference points are chosen on each curve, and the
final shape of the blade is carried out.

12.5.1 The Primary Curve of Hub and Shroud

The impeller hub contour is constructed to minimize passage curvature effects by
using the largest circular arc that is compatible with the rotor dimensions obtained
from the rotor sizing. The radius of this arc depends on the blade’s dimension that is
carried out with regard to the below relations [12]:

Rc ¼ LR if LR þ rh5 < r4 ð12:17Þ
RC ¼ r4 � rh5 if LR þ rh5 > r4 ð12:18Þ

Figure 12.4 shows the primary hub when the inlet radius is bigger than the sum of
the hub radius in outlet and the length of the blade. For primary contour of the shroud
curve, the power profiles are used according to Eq. (12.19). The order of this curve
can be from 2 to 9, but the fact that which power must be chosen depends on which n
the Am area is made of connecting the middle point of tow contours, is equal the
average of the inlet and outlet area.

r ¼ rs5 þ r4 � rs5ð Þξn, ξ ¼ z� z5
LR � b4

ð12:19Þ

LR b4

A4

Am

A5

rs5

rh5

r4

b4
-Fig. 12.4 Primary curve of

hub and shroud
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12.5.2 Camber Line Along Hub and Shroud

In radial-inflow turbine which works in high-rotational speeds, using of radial blade
for removing bending tension that is made of centrifugal forces is common [12]. The
radial blade is defined by the following equation:

∂θ
∂r

¼ 0 ð12:20Þ

According to the Eq. (12.20), the θ distribution can be applied only on one of the
profiles. Furthermore, θ is constant for each value of z from Zs to Zh. In this case the
shroud profile is chosen, and since the blade angle is considered zero in inlet, the
Eqs. (12.21), (12.22), (12.23), and (12.24) are used [12].

θ mð Þ ¼ Amþ Bm2 þ Cm3 ð12:21Þ
A ¼ cot β5s

r53
ð12:22Þ

B ¼ 1

m2
4

� cot β5s
r5s

� �
ð12:23Þ

C ¼ � B

2m4
ð12:24Þ

In the above equations, m4 is the total meriodional length of shroud profile. In
order to obtain cot β3s in above equations, it is assumed that there is no swirl in
outlet. Therefore, Cθ is equal to zero and cm is constant from hub to shroud.

rm tan βm ¼ r5s tan β5s ¼ r5h tan β5h ð12:25Þ
In Eq. (12.25) rm and βm are average radius and blade angle, respectively, which

are calculated from the preliminary design. To plot the camber line of the hub side,
Eq. (12.21) is used and since θ is constant from Zs to Zh, numerical interpolation of θ
can be used as a function of z. With known values of θ, the blade angle is calculated
according to the following equation [12]:

cot β ¼ r
∂θ
∂m

ð12:26Þ

Now by using seven reference points on each curve, the final hub and shroud
profiles and blade angle distribution are calculated.
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12.6 Results

In Table 12.1 the input data for the design code is shown. Some of data are obtained
from test results of Sharif University Gas turbine lab. The value for efficiency is the
initial estimation modified in code procedure, and the chosen value for specific
velocity is considered based on the reference [12]. In Table 12.2 the geometrical
dimensions of the designed turbine impeller and the comparison with the existing
impeller can be seen. According to this table there is good agreement between the
dimensions of two impellers, and there is only a slight difference between the width of
the blade at the entrance and the length of the blade. Another difference is the number
of the blades. According to [13] the optimum incidence, the angle depends on the
number of the blades, and because of this, to minimize the incidence loss in design
point, the Glassman’s method is used in this research, and this causes difference in the
number of blades. In the following sections, the effect of blade number increment is
investigated. In Table 12.3 the performance of the turbine in design point is shown. It
is obvious that most of the parameters are in the ideal range. In Table 12.4 the
components of velocity triangle at inlet and outlet are shown. According to this
table, the incidence angle at inlet is about �30

�
which is ideal. Furthermore, the

outlet absolute angle is equal to zero which means there is no swirl in exit.
The diagram of efficiency and mass parameter in terms of pressure ratio based on

the modeling and experimental results for 40,000, 50,000, and 60,000 rpm are seen
in Figs. 12.5 and 12.6. According to Fig. 12.5, for a constant rotational speed, the
efficiency increases by enhancing the pressure ratio and decreases after reaching to
its maximum value. In low-pressure ratios, the incidence loss is great, but as it gets
close to the optimum value, a decrement in the loss is seen. Over the optimum area,

Table 12.1 Input data for
design code

Parameter Value

_m 0.13

POIN 1.57

TOIN 1000

Pexit 0.94

ηt � s 0.8

rs3/r2 0.89

rh3/r2 0.38

ns 0.57

Table 12.2 Dimensions
of designed impeller
and comparison with existing
impeller

Designed Existing

r2 37 37

rs3 32.9 32.9

rh3 14 14

b2 14.2 14

LR 28.3 28.5

Z 14 10
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the incidence loss increases once again. Another point which is seen in this figure is a
decrement of maximum value of efficiency by increasing the rotational speed. This
can be due to the increment of incidence, friction, and blade-loading losses in higher
rotational speed. According to Fig. 12.6, mass parameter increases by pressure ratio
increment, and the curve tends to the constant mass parameter condition asymptot-
ically. The mass parameter increment due to the pressure ratio increment in a
constant rotational speed indicates that the absorbed energy from the fluid is
enhanced.

Table 12.3 Turbine’s
performance in design point

Parameter Value Ideal range

ψ 0.86 0.9–1

∅ 0.27 0.2–0.3

U2/Cs 0.67 0.6–0.7

Rn 0.58 0.45–0.65

ηR 0.81

ηt 0.78
_W (KW) 13.85

Table 12.4 Velocity triangle
at inlet and outlet

Parameter Inlet Outlet

Blade angle 352.235 (m/s) 223.67

Absolute velocity 313.738 (m/s) 94.09

Relative velocity 97.11(m/s) 242.62

Absolute flow angle 74.58 (deg) 0

Relative flow angle �30.83 (deg) �62.65
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At the other side, the mass parameter decreases in higher rotational speeds in a
constant pressure ratio. This can be attributed to the increment of centrifugal forces
due to the rotational speed increment which is a counterpoise against the inlet mass
flow. The comparison between experimental and modeling results shows that by
increasing the rotational speed, the discrepancy decreases. The maximum differ-
ence in efficiency and mass parameter is in 40,000 rpm and equals to 4% and 5%,
respectively. This can be due to the fact that the flow field is three-dimensional,
viscous, and complicated. Therefore, the 1D modeling method cannot present the
perfect and exact solution. In Figs. 12.7 and 12.8, the performance comparison
between turbine with existing impeller and turbine with designed impeller is
performed. As can be seen, the turbine with designed impeller has higher efficiency
compared to the turbine with existing impeller. The reason for efficiency increment
in turbine compared to the existing impeller can be due to the increment in number
of blades, which leads to lower blade loading according to Chen et al. [20].
However, the increment in number of blades can decrease mass flow rate in a
constant pressure ratio. The maximum difference for efficiency is 3.6% in
40,000 rpm, and this difference decreases to 1.8% in 60,000 rpm that can be due
to friction and blade-loading losses that are under the influence of blade number
and rotational speed. The designed impeller with more blade number is more
affected by mentioned losses that can decrease efficiency difference in higher
rotational speeds. In mass parameter diagram, the turbine with designed impeller
has lower mass parameter values, which can be due to more blade number, and
therefore, blockage is more in this turbine. The maximum difference is 0.36 in
60,000 rpm.

In Figs. 12.9 and 12.10, the results of impeller design with hub and shroud curves,
the blade distribution, and their comparison with existing impeller are illustrated.
According to Fig. 12.9, it is seen that the final curves which are made of Bezier
polynomial just pass the first and end points. There are slight differences between
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existing and designed curves. The maximum difference is related to the entrance
area, so that unlike the designed impeller in the existing one, the hub profile has
tangency to the vertical axis. In Fig. 12.10 the blade angle distribution in terms of
non-dimensional meridional distance is depicted. According to this figure, the blade
angle at the entrance is equal to zero, and it is clear that the two impellers are slightly
different.
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12.7 Conclusion

In this research, one- and three-dimensional aerodynamic design of radial-inflow
turbine are conducted based on the direct method and design codes. The main
conclusions are:

• The main target of this research is to present a method for twin-entry radial
turbine impeller design in a way that the performance parameters of turbine at
design point be ideal.

• The only shortcoming of design code is the prediction of blade numbers inaccu-
rately. It is worth noting that this weakness is due to the utilization of conven-
tional relations for minimizing the incidence loss.
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• Using 1D and 3D design code with minimum inlet data for aerodynamic design of
turbine in a way that it has the ability to design the existing impeller effectively.

• Utilization of one-dimensional code in order to predict the performance of turbine
with both designed and existing impeller that has been validated with experimen-
tal test results of Garrett turbocharger model GT-4082.

Nomenclature

a Speed of sound (m/s)
b Inlet width of blade (mm)
c Absolute velocity (m/s)
D Diameter (mm)
h Enthalpy (kJ/Kg)
L Length of blade (mm)
m Meridional distance (mm)
n Specific speed
p Pressure (bar)
q Enthalpy (KJ/Kg-K)
T Temperature (K)
R, r Radius (mm)
s Entropy
u Blade speed (m/s)
w Relative speed (m/s)
Z Axial coordinate (mm)
z Number of blade

Greek Letters

η Efficiency
α Absolute angle
β Relative flow angle, blade angle
θ Camber angle
σ Loss coefficient
ψ Blade-loading coefficient
∅ Flow coefficient

Superscripts

. Rate of a parameter

Subscripts

b Blade
cl Clearance
H Hydraulic
h Hub
I, in Inlet
m Meridional component
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o Outlet
R Rotor
S Specific (specific speed)
s Shroud and isentropic process
θ Tangentional component
0 Stagnation parameter
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Chapter 13
Combustion and Emission Characteristics
of Wood Pyrolysis Oil and N-Butanol-
Blended Fuel in a Diesel Engine

Seokhwan Lee, Yongrae Kim, and Kernyong Kang

13.1 Introduction

In recent years, replacement of petroleum-based fuels has attracted due to global
warming, depletion of natural sources, and environmental pollution. A viable
method of overcoming these global problems is the use of alternative fuels, in
particular those derived from biomass. There are many technologies that convert
biomasses to gaseous or liquid fuels. Among them, fast pyrolysis processing is a
promising technology that converts wood to a liquid fuel called wood pyrolysis oil
(WPO) or bio-oil (BO) [1, 2]. In countries with abundant sources of wood, there has
been considerable research into the power generation application of WPO in cogen-
eration power plants or gas turbines [3, 4]. Furthermore, some research groups are
trying to assess the feasibility of WPO as a fuel for stationary diesel engines, and the
combustion and emission characteristics of WPO and diesel have been compared
[5–9]. It has been reported that WPO mixed with a cetane enhancement showed a
comparable combustion performance to that of diesel, while a 30% WPO-diesel
emulsified fuel showed decreased emission of NOx in a diesel engine [7, 8]. How-
ever, the application of WPO to conventional diesel engines is highly constrained
because of its poor fuel properties and the negative impact it has on the fuel supply
system in a short period of time [8–10].

The fuel properties of WPO are highly dependent on the process and the type of
biomass used in its production. However, WPO usually contains 18–30% water and
has higher oxygen content than fossil fuel. Due to these different properties, diesel
and WPO have different fuel spray atomization levels, ignition temperatures, com-
bustion characteristics, and exhaust emission characteristics. WPO does not usually
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produce self-ignition in conventional diesel engines due to a lower cetane number
(~5–25). Since the oxygen content of WPO is between 42–50%, it has a calorific
value approximately 1/3 to that of fossil fuels. The viscosity of WPO, which depends
on the source material and production process, is between that of heavy fuel oil
(HFO) and conventional light diesel fuel. Due to the high acidity (pH of 2–3) and the
high water content of WPO, long-term operation could lead to corrosion of the
injection system, if the system is made from conventional materials. The tar in WPO
becomes a gum-like material through polymerization, which occurs at room tem-
perature over time. Polymer, tar, solid particles, and other substances can therefore
accumulate in the injection system [1, 2, 10, 11].

The most widely used approach to improve the fuel qualities of WPO for stable
combustion within a conventional diesel is to blend the WPO with other hydrocar-
bon fuels that have a higher cetane number [7, 8, 12]. However, WPO and fossil
fuels are not usually blended because of their different polarities, which results in
phase separation. Therefore, a cumbersome emulsification process is needed to mix
the WPO and fossil fuels with appropriate surfactants. The emulsification process
has additional time and financial costs, and clogging of the fuel supply system can
still occur due to the polymer, tar, and solid particles in WPO-fossil fuel emulsions
[7, 13, 14]. Polymerization of WPO can be prevented by diluting WPO in alcohol
fuels like ethanol, methanol, or butanol. Mixing with alcohol fuels confers the added
benefit of significantly improving the storage and handling properties of WPO
[15, 16]. However, WPO-alcohol-blended fuel still does not result in self-ignition;
hence, additional cetane enhancements or an additional flame source are required to
initiate combustion in the blended fuel [17–19].

In this study, we use WPO mixed with an alcohol fuel and cetane enhancements.
The WPO-alcohol-blended fuel has auto-ignitability, which can be produced by
simple mixing of the WPO, alcohol fuel, and cetane enhancements. Among the
alcohol fuels, n-butanol was selected as the main component of the blended fuel in
this study. N-butanol has a viscosity of 3.6 cSt and can effectively lower the
viscosity of the blended fuel to a suitable level for direct application in a conven-
tional diesel engine. Furthermore, as an organic solvent, n-butanol dissolves solid
particles present in the WPO and suppresses the polymerization of tar. Additionally,
WPO can be blended easily with n-butanol, with no phase separation. The higher
cetane number (17–25) of n-butanol compared to other alcohol fuels such as ethanol
and methanol results in better auto-ignitability in diesel engines. It has also been
reported that n-butanol can simultaneously lower soot and NOx emissions in diesel
engines by lowering the in-cylinder equivalence ratio due to the fuel-bound oxygen
and the in-cylinder temperature due to the higher heat of vaporization [20, 21]. Poly-
ethylene glycol 400 (PEG 400) and 2-ethylhexyl nitrate (2-EHN) were used as
cetane enhancements to improve the auto-ignitability of the blended fuel. Available
commercial ignition improvers are expensive and are normally mixed directly into
alcohol fuels. Due to the high price of 2-EHN, other cetane enhancements are
required. Dissolved polyethylene glycol has been used in Scania and Volvo engines
[22]. Therefore, in this study PEG 400 was selected as the main cetane enhancement
and 2-EHN as a supplementary enhancement.
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When using WPO diluted with n-butanol, it was found that clogging and poly-
merization still occurred in the fuel supply system in a diesel engine equipped with
an electronically controlled common rail fuel injection system. Therefore, all engine
experiments were performed on an indirect injection (IDI) diesel generator equipped
with a mechanical fuel injection system that was less sensitive to sediments. The
blending strategy enabled the use of WPO in a WPO-butanol blended fuel, with a
maximum WPO content of 40 wt%, to supply an electrical load range of 0–7.7 kWe.
The combustion and emission characteristics of an IDI diesel generator operated
with diesel and WPO-butanol blended fuel were experimentally investigated. Addi-
tionally, on-road tractor tests were carried out to investigate the feasibility of using a
WPO in a real-world driving situation.

13.2 Experimental Facility

13.2.1 Test Fuel

A tilted slide reactor with a 15.5 kg/h pyrolysis capacity was developed at our
institute; using this reactor, fast pyrolysis of lignocellulosic biomass was carried
out to obtain WPO [23]. The maximum yield was calculated as the ratio between the
collected WPO and supplied biomass weights and was almost 65%. The fuel
properties of diesel, WPO, and n-butanol, as determined by the Korea Petroleum
Quality & Distribution Authority, are provided in Table 13.1. According to the data
acquired, it can be seen that WPO possesses a lower heating value (LHV),
corresponding to 1/3 that of diesel, in turn signifying that the energy density of
WPO is only 1/3 that of diesel. Additionally, due to the 33% water content of WPO,
it is unsuitable for independent use as a fuel for conventional engines.

To prevent polymerization and lower the viscosity of WPO, n-butanol and two
cetane enhancements (PEG 400 and 2-EHN) were blended to ensure stable auto-
ignitability in a diesel engine. The base fuel was produced by blending n-butanol,

Table 13.1 Fuel properties of WPO (wood pyrolysis oil), n-butanol, cetane enhancements, and
diesel

WPO n-butanol PEG400 2-EHN Diesel

Viscosity (cSt at 40 �C) 9.5 3.6 40.4 1.3 2.7

LHV (MJ/kg) 15.9 33.1 23.2 27.6 42.6

Water content (%) 33.6 – 0.3 <0.1 –

C (wt%) 41.0 64.8 52.2 54.9 86.1

H (wt%) 10.1 13.6 9.2 9.7 13.9

O (wt%) 48.8 21.6 38.6 27.4 –

Density (kg/m3) 1193.5 810.0 1128.0 960.0 821.0

Cetane number 5–25 17 N/A N/A 52.6

N/A : not available
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PEG 400, and 2-EHN at a ratio of 70:25:5 by weight. Additionally, 500 ppm of
lubricant (Lubrizol Corp.) was added to the blended fuel to avoid mechanical wear in
the fuel supply system. The WPO was added to the base fuel in ratios of 10–40 wt%
at intervals of 10 wt%. As the proportion of WPO increased, that of n-butanol
decreased. The combustion and emission results from diesel fuel were used as a
comparison.

13.2.2 Engine Test Procedure

All engine bench experiments were performed on a four-stroke IDI diesel generator
equipped with a mechanical fuel supply system. Because the char from WPO can
accumulate in the fuel injection system, a mechanical fuel supply system was
adopted instead of a common-rail injection system, which is sensitive to sediment.
A schematic diagram of the experimental setup and summary of the generator engine
features are provided in Fig. 13.1a and Table 13.2, respectively. To analyze the
combustion characteristics, a pressure transducer (6052C; Kistler) and an adapter
(6542Q27; Kistler) were installed at the cylinder glow plug and set to measure the
cylinder pressure at every 1 degree of crank angle by synchronizing to the signal
from the encoder. A flow meter (Meriam Inst. Co.) was installed on the upper side of
the intake reservoir to measure the mass flow of intake air. The air/fuel ratio was
measured using a lambda meter (LA4; ETAS) connected to a wide-band O2 sensor.
The amount of fuel was gauged with a balance. For the analysis of gaseous emission,
an exhaust gas analyzer (AMA i-60; AVL) was used to measure the total hydrocar-
bon (THC; detection limit: 5000 ppm), carbon monoxide (CO; detection limit:
50,000 ppm), and nitrogen oxides (NOx; detection limit: 5000 ppm) emissions; an
aerosol monitor (Dusttrak DRX 8533; TSI) and opacimeter (AVL) were used to
measure the particulate matter (PM) mass. The particle number concentrations and
number size distributions of engine particle emissions were measured using a Fast
Mobility Particle Sizer (FMPS; TSI). The FMPS is based on an electric aerosol
spectrometer and measures particle sizes from 5.6 to 560 nm with a sizing resolution
of 32 channels. TheFMPS canmeasure particle size distributions at a frequency of 1Hz.

The experiments were conducted at an engine speed of 3600 rpm with different
generator output powers (0–7.7 kWe). To protect the fuel supply system from
damage, the engine was first started using diesel for 10 min; after the experiment,
the blended fuel without WPO was introduced, in order to dissolve and rinse out
solidified materials left inside the fuel supply system.

The vehicle test was conducted in actual on-road driving conditions using a diesel
tractor equipped with a mechanical fuel supply system to investigate the applicabil-
ity of WPO to a vehicle. The on-road tractor tests presented more severe experi-
mental conditions than the engine bench test; therefore, less WPO was added to the
base fuel in ratios of 5–15 wt% at intervals of 5 wt%. The experiments were carried
out at engine speeds of 2300 and 3000 rpm while traveling on the same 5 km route.
A photo of the on-road tractor test setup and summary of tractor engine features are
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provided in Fig. 13.1b and Table 13.2, respectively. For the analysis of gaseous
emissions, a portable exhaust gas analyzer (DELTA 1600-V; MRU) was used to
measure the THC (detection limit: 2000 ppm), CO (detection limit: 4000 ppm or
10%), carbon dioxide (CO2; detection limit: 20%), and NOx (detection limit:
NO ¼ 4000 ppm, NO2 ¼ 1000 ppm) emissions; an aerosol monitor (Dusttrak
DRX 8533; TSI) was used to measure the PM mass. The particle number

Fig. 13.1 (a) Schematic diagram of engine bench setup (left), (b) photo of on-road tractor test setup
(right)
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concentrations of engine particle emissions were measured using the FMPS (TSI).
Since THC, CO, and CO2 were measured using an NDIR bench, and NOx was
measured using an electrochemical cell, the measuring accuracy of the MRU
instrument cannot be guaranteed. Therefore, the portable exhaust gas analyzer was
calibrated with a high-precision gas analyzer (AMA i-60; AVL). The values of CO,
CO2, and NOx from the MRU instrument were highly correlated with those of the
AVL instrument; however, for THC the correlation between the MRU and AVL was
very poor. In this study, we only monitored the CO, CO2, and NOx values from the
MRU gas analyzer.

13.3 Results and Discussion

13.3.1 Combustion Stability and Efficiency

Figure 13.2a shows the combustion stability of each fuel in terms of the coefficient of
variation in the indicated mean effective pressure (COVIMEP). Generally, 5%
COVIMEP is considered the threshold for determining combustion stability. The
COVIMEP was less than 5% for all of the fuels tested under the whole range of
generator outputs, which indicates highly stable combustion. As the generator output
increases, the combustion stability also increases, while the COVIMEP value
decreases and the COVIMEP of the blended fuels becomes comparable to that of
diesel.

The indicated fuel conversion efficiency (IFCE) results are shown in
Fig. 13.2b. The IFCE can be calculated from the ratio of work done in a cycle to
the total energy input. It was found that the IFCE of the 10 wt% WPO-blended fuel
was comparable to that of diesel. However, the blended fuels with more than 20 wt%
WPO content showed lower efficiency than diesel. As the WPO content increased,
the injection period was lengthened, and the ignition delay became longer due to the
lower cetane number; consequently, the efficiency was lowered. In the case of the
blended fuel with 50 wt% WPO, we found that the combustion was very unstable
due to the severe ignition delay.

Table 13.2 Test engine specifications

Parameters

Test engine

Diesel generator Tractor

Cylinders 2 3

Displacement 794 cm3 761 cm3

Bore stroke 80 mm � 79 mm 67 mm � 71 mm

Compression ratio 23 23.5

Engine rated output 12.5 kW/3000 rpm 13.4 kW/3200 rpm

Generator rated output 8.5 kWe/3600 rpm –
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Fig. 13.2 (a) Combustion stability in terms of COVIMEP with various test fuels as a function of
generator output (left), (b) indicated fuel conversion efficiency with various test fuels as a function
of generator output (right)
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13.3.2 Engine-Out Exhaust Gas Emission

Engine-out exhaust indicating specific THC, CO, and NOx were measured at all
generator output loads as shown in Fig. 13.3. It was observed that the ISHC
decreased as the generator output increased for all test fuels. At low-engine loads,
the pressure and temperature in the combustion chamber were suboptimal; therefore,
the ignition delay and amount of unburned fuel increased due to the low auto-
ignitibility. The THC levels of the blended fuel, with the exception of 40 wt%
WPO fuel, were comparable to those of diesel. A lower-energy density than diesel
leads to a higher input blended fuel mass, which in turn leads to increased wall
wetting on the piston surface compared to diesel fuel. This is compensated for by the
higher oxygen content in the blended fuels, which help to combust the unburned fuel
in the combustion chamber and consequently shows comparable ISHC levels to that
of diesel. The blended fuel with 40 wt% WPO content had a significantly longer
ignition delay, which contributed to its higher ISHC emissions.

ISCO emissions are strongly affected by fuel atomization characteristics. The fuel
components of WPO-blended fuels (except 2-EHN) have higher viscosities than that
of diesel and show higher ISCO emissions due to poor fuel atomization. For
WPO-blended fuels, as the WPO with a high viscosity replaces n-butanol with a
relatively low viscosity, the ISCO emissions increase according to WPO content
under low load. The ISCO of diesel and the blended fuels tended to drastically
increase under low-load conditions of less than 2 kWe output. This is because under
low-load conditions, the in-cylinder pressures and temperatures are low, and thus,
incomplete combustion occurred due to the low auto-ignitibility, which conse-
quently increased the ISCO.

Generally, the formation mechanisms of NOx are strongly dependent on the peak
combustion temperature, local oxygen concentrations (thermal NOx), oxidation of
intermediate combustion products (such as hydrogen cyanide (HCN), nitrogen (N),
and nitrogen oxide (NO)) (prompt NOx), and fuel-bound nitrogen (FBN) in the fuel
(fuel NOx) [24]. The NOx emissions of the blended fuels were higher than diesel and
increased with WPO content. The formation of NOx emissions was strongly depen-
dent on the in-cylinder peak temperature and oxygen concentration. It is known that
the additional fuel-bound oxygen from the oxygenated fuels brings more zones near
to stoichiometric conditions and little to the lean; these conditions favor NOx
formation [24]. Additional oxygen availability results in a more complete combus-
tion of the fuel air mixture and increases the amount of burned gas, which tends to be
converted into more NOx in the high-temperature regions during combustion.
Although the high water content of WPO suppresses NOx formation by both
lowering the in-cylinder temperature and increasing the specific heat capacity of
the fuel-air mixture, fuel-bound oxygen is believed to have a greater influence on
NOx formation than the water content in the WPO.
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Fig. 13.3 (a) Indicated
specific THC emissions with
various test fuels (upper
left), (b) indicated specific
CO emissions with various
test fuels (upper right), (c)
indicated specific NOx
emissions with various test
fuels (bottom left)
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13.3.3 Particulate Matter (PM) Emissions

Figure 13.4a shows the PM mass concentrations measured by the aerosol monitor.
Diesel particulate matter (DPM) consists principally of combustion-generated car-
bonaceous material (soot) in which some organic compounds have been absorbed.
Unsaturated hydrocarbons, such as polycyclic aromatic hydrocarbons (PAHs) and

Fig. 13.4 (a) Particulate matter (PM) mass with various test fuels according to generator outputs
(left), (b) particle number size distributions with various test fuels at generator output 7.7 kWe

(right)
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acetylene, are the most likely precursors of soot particles [24]. In the case of diesel,
PM mass tends to increase with generator output because the volume for fuel-rich
regions increases with the amount of fuel injected, which increases with engine load.
This results in high PM mass emissions due to worsening air-fuel mixing in the
combustion chamber. However, for blended fuels, the PMmass observed was almost
zero for the entire generator output range. This may be attributed to the high oxygen
content species in the n-butanol and WPO. As stated above, PAHs and acetylene are
the most likely precursors of soot particles. Thus, the presence of oxygen atoms in the
fuel creates a locally lean fuel-air mixture environment and helps the hydrocarbons to
oxidize during the combustion process. It has also been reported that carbon atoms
bonded to oxygen atoms in oxygenated fuels do not take part in soot formation [25].

Figure 13.4b shows particle number-size distributions obtained at a generator
output of 7.7 kWe for an engine speed of 3600 rpm. For blended fuels, most particles
were concentrated in nuclei mode with a particle diameter below 50 nm; particles in
this nuclei mode showed higher concentrations than in diesel. However, diesel
showed higher concentrations in the accumulation mode (50–1000 nm) where
most of the particle mass was concentrated due to agglomerated large soot particles;
therefore, a significantly higher PM mass was observed as shown in Fig. 13.2. The
existence of WPO in the blended fuel significantly increased the particle concentra-
tions in nuclei mode due to the abundant oxygen content in the WPO.

Diesel fuel consists of macromolecular carbon-to-carbon or carbon-to-hydrogen
bonds that are likely to form large-scale soot particles during the combustion
process. In blended fuels, some oxygen atoms exist between the carbon-to-carbon
or carbon-to-hydrogen bonds because the WPO and the n-butanol have high oxygen
content. Due to the presence of these oxygen atoms, carbon atoms in the blended
fuels are easier to oxidize into gas phase CO or CO2 compared to diesel, or they are
transformed into smaller soot particles. Tan et al. (2009) reported that oxygen atoms
break the carbonaceous fine-size particles (<2.5 μm) into ultrafine (<0.1 μm) or
nanoscale particles, thereby increasing the number of nuclei mode particles
[26]. Lapuerta et al. (2002) reported that fuel-bound oxygen in oxygenated fuels
improved combustion in fuel-rich diffusion flame regions in the combustion cham-
ber and promoted oxidation of the already formed soot [27].

13.3.4 On-Road Tractor Test

The base fuel for the on-road tractor test was produced by blending n-butanol, PEG
400, and 2-EHN at a ratio of 65:30:5 by weight, which was different from the engine
bench test to ensure stable combustion. The n-butanol was substituted with WPO in
ratios of 5–15 wt% at intervals of 5 wt%. The experiments were carried out at engine
speeds of 2300 and 3000 rpm while traveling on the same route (approximately 5 km
in distance). Although all experiments were conducted on the same route, the test
time, average speed, and actual traveling distance were slightly different in each test
due to traffic. Table 13.3 shows a summary of the on-road tractor test results. At
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engine speeds of 2300 and 3000 rpm, the average speeds of each test were recorded
at about 7.7–8.0 and 9.1–10.0 km/h.

Figure 13.5 shows the CO, CO2, NOx, PN, and PM emissions with various test
fuels at an engine speed of 2300 rpm. The CO emissions of the blended fuels were
comparable or slightly increased compared to diesel, as the WPO content was
increased. These results are consistent with the engine bench test results, as shown
in Fig. 13.3. The blended fuel showed slightly less CO2 emission than the diesel due

Fig. 13.5 CO, CO2, NOx, PN, and PM emissions with various test fuels at an engine speed of
2300 rpm
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to lower carbon content in the fuel. However, the NOx level of the blended fuel was
lower than that of diesel; this result was inconsistent with the engine bench test
result. The blended fuel showed higher particle number and lower PM mass com-
pared to diesel due to the high oxygen content of the WPO and n-butanol, which was
consistent with the engine bench test results.

Figure 13.6 shows CO, CO2, NOx, PN, and PM emissions with various test fuels
at an engine speed of 3000 rpm. The blended fuels showed comparable or slightly

Fig. 13.6 CO, CO2, NOx, PN, and PM emissions with various test fuels at an engine speed of
3000 rpm
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lower CO emission than diesel, which was inconsistent with the previous test results
of 2300 rpm. The blended fuels also showed slightly lower CO2 emission than diesel
for an engine speed of 3000 rpm. The NOx level of the blended fuels was compa-
rable to that of diesel. The blended fuel also showed a slightly lower PM mass
compared to diesel; however the PN also decreased according to WPO content,
which was inconsistent with the test results of 2300 rpm. During the on-road test, the
engine ran quite smoothly, and no significant change in performance or emissions
was observed. Therefore, we conclude that the diesel tractor equipped with the
mechanical fuel supply system can operate on the road without any malfunction
when operated with a blended fuel with 15 wt%WPO content. However, a long-term
operation on-road test, such as a few hundred hours, should be conducted to
guarantee the stable usage of WPO-butanol-blended fuels in a diesel tractor.

13.4 Conclusion

A WPO-butanol-blended fuel was examined as an alternative fuel to conventional
diesel. By selecting correct portions of WPO-butanol-cetane enhancements, the fuel
properties were improved, particularly the energy density, viscosity, and auto-
ignitability. In an IDI diesel generator, the performance and emission characteristics
were measured and the following conclusions were reached:

• The combustion stability in terms of COVIMEP was less than 5% for diesel and the
blended fuels for a range of generator outputs, which indicates highly stable
combustion.

• The IFCE of the blended fuel with a WPO content of less than 10 wt% was
comparable to that of diesel. However, the blended fuel with a WPO content of
more than 20 wt% showed lower efficiency than diesel.

• Higher levels of THC and CO were observed for the blended fuels compared to
those of diesel. Although the blended fuels have higher oxygen content, the
longer ignition delay and high viscosity of the blended fuels contributes to larger
THC and CO emissions.

• Although the high water content of the WPO suppresses the NOx formation by
both lowering the in-cylinder temperature and increasing the specific heat capac-
ity of the fuel-air mixture, fuel-bound oxygen is believed to have a greater
influence on NOx formation than the water content in the WPO.

• For the blended fuel, the PM mass observed was almost zero over the entire
generator output range. This may be attributed to the high oxygen content species
in the n-butanol and WPO.

• At higher engine loads, most particles produced by the blended fuels were
concentrated in nuclei mode; the particles in nuclei mode showed higher concen-
trations than in diesel. However, diesel produced higher concentrations in the
accumulation mode where most of the particle mass was concentrated due to large
agglomerated soot particles.
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• The on-road tractor test showed that a diesel tractor equipped with a mechanical
fuel supply system can operate on the road without any malfunction in the engine
system, even when operated with a blended fuel containing 15 wt% WPO.
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Chapter 14
Thermal Modelling of a Plate-Type Heat
Exchanger-Based Biomass-Fired
Regenerative Organic Rankine Cycle

Ozum Calli, Can Ozgur Colpan, and Huseyin Gunerhan

14.1 Introduction

Organic Rankine cycle (ORC) technology, which is similar to steam Rankine cycle
technology, provides converting heat into electricity. The organic Rankine cycle
(ORC) applies the principle of the steam Rankine cycle but uses organic working
fluids having a lower boiling point and a higher vapour pressure (e.g. R134a,
R245fa, R123, and hydrocarbons such as isopentane and isooctane), instead of
steam. Thus this kind of fluids enables using low-temperature heat sources to
produce electricity [1]. There are various types of energy sources that can be used
as a heat source in an ORC system such as geothermal, solar, waste heat from
industry, and biomass.

Organic Rankine cycle was investigated in terms of many parameters in the
studies found in the literature. The most investigated parameter is the working
fluid, and the most preferred fluid is R134a [2–5]. On the other hand, the selection
of the most suitable working fluid depends on the operating conditions of the cycle.
Lakew et. al. investigated different working fluids for power production at different
operating conditions and heat sources with different temperatures for a subcritical
Rankine cycle [6]. Their studies showed that R227ea gives the highest power for a
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heat source temperature range of 80–160 �C and R245fa produces the highest power
in the range of 160–200 �C.

Biomass-fired ORC systems can efficiently convert the chemical energy of
biomass into electricity. Biomass is an important renewable energy source, available
nearly everywhere, and has advantages in terms of continuity, while solar and wind
are intermittent. There are a few studies on the biomass-fired ORC in the literature.
Huang et al. [7] investigated regenerative and non-regenerative biomass-fired ORC
with dry and wet working fluids and found that the highest electric power was
obtained for the regenerative system with methylcyclohexane applied as the “dry”
working fluid.

Assessment of different configurations of ORC and system components is
another research area. There are few studies on the performance or design analysis
of the heat exchangers in ORC systems. In general, plate or shell and tube heat
exchanger is investigated in different ORC systems in the literature [8–12]. For
instance [13] modelled an ORC system to compare plate heat exchanger and shell
and tube heat exchanger using Python Software. The results show that ORC with
plate heat exchangers performs better than ORCs with shell and tube heat
exchangers. But the disadvantage of plate heat exchangers is that the geometry of
both sides is the same, which can result in an inefficient heat exchange when the two
fluid streams require different channel geometries [14]. Walvaren et. al. has also a
study on the optimum configuration of the shell and tube heat exchangers for ORC
and found that 30� tube configuration is optimal for single-phase heat exchangers
and 60� tube configuration is optimal for two-phase heat exchangers.

The aim of this paper is to analyse the energetic and exergetic performances of a
regenerative biomass-fired ORC.

14.2 System Description

14.2.1 Plate Heat Exchanger Modelling

A detailed geometry of the brazed plate is shown in Fig. 14.1. Plate heat exchanger
consists many plates joining to each other.

To design a plate heat exchanger, calculations for the total heat transfer area of the
plate heat exchanger must be applied. Some parameters used in these calculations are
important.

Surface enlargement factor is defined as [15]:

Φ ¼ A1

A1p
ð14:1Þ

where A1 is the developed area of the plate and A1p is the projected plate area. A1p is
calculated from Eqs. (14.2), (14.3), and (14.4):

A1p ¼ Lp � Lw ð14:2Þ

190 O. Calli et al.



Lp ¼ Lv � Dp ð14:3Þ

Lw ¼ Lh þ Dp ð14:4Þ
Mean channel spacing can be defined as:

b ¼ p� t ð14:5Þ
p ¼ LC � N t ð14:6Þ

Dp

Lw

a

b
Developed Dimension

Protracted Dimension

t

b p

Corrugation Pitch Pc

Lh

Pc

L P L v

β

Fig. 14.1 (a) Plate
geometry in a heat
exchanger and (b)
corrugation dimensions
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where p is the plate pitch or outside depth of the corrugated plate and t is the plate
thickness.

The number of efficient plate means the number of the total plates except the end
plates of the plate heat exchanger which are located on the front side and back side:

Ne ¼ N t � 2 ð14:7Þ
Channel flow area is defined as:

Ac ¼ b � Lw ð14:8Þ
• Single-phase heat transfer and pressure drop

It may be possible that some of these correlations could be used for plates of
different manufacturers as long as the geometric parameters are incorporated as
defined in the specific correlation; for quick calculations, the correlations are
recommended; and for more elaborate calculations:

Nu ¼ Ch � Ren � Pr1=3 ð14:9Þ
Friction factor is defined as:

f ¼ Kp=Re
m ð14:10Þ

Kp, m, and n values are selected with respect to β for determining Nusselt number.

• Two-phase heat transfer and pressure drop

For the two-phase evaporation, the convective heat transfer correlations of Han
et al. are implemented:

Nu ¼ G1,e � Reeq
� �G2,e � Boeq

� �0:3 � Pr0:4 ð14:11Þ
Coefficients Reeq and Boeq can be defined as:

Reeq ¼ Geq � Dh
μ1

ð14:12Þ

Beq ¼ _q

Geq � h fg
ð14:13Þ

Reynolds number can be defined as:

Reh ¼ Gch � Dh,hð Þ=μh ð14:14Þ
Channel mass velocity is shown in Eq. (14.15):
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Gc ¼ _m ch=Ac ð14:15Þ
where _m ch is channel mass flow rate and Ac is flow channel area.

Port mass velocity is shown in Eq. (14.16):

Gp ¼ _m = π � Dp
2=4

� �� � ð14:16Þ
Pressure drop in the port ducts is shown in Eq. (14.17):

ΔPp ¼ 1:4 � Np � Gp2

2 � ρ
� �

ð14:17Þ

Frictional pressure drop is shown in Eq. (14.18)∶

ΔPc ¼ 4 � f � Leff � Np

� �
=Dh

� � � Gc2

2 � ρ
� �

ð14:18Þ
Leff ¼ Lv

Total pressure drop is defined as:

ΔPtotal ¼ ΔPcþ ΔPp ð14:19Þ

14.2.2 ε-NTU Method

In the ε-NTU method, the heat transfer rate from the hot fluid to the cold fluid in the
exchanger is expressed as:

_Q ¼ ε � Cmin � Th, in � Tc, inð Þ ¼ ε � Cmin � ΔTmax ð14:20Þ
where ε is the heat exchanger effectiveness, Cmin is the minimum of Cph and Cpc,
and Tmax ¼ (Th, in � Tc, in) is the fluid inlet temperature difference. The heat
exchanger effectiveness ε is nondimensional, and it can be shown that in general it
is dependent on the number of transfer units NTU, the heat capacity rate ratio C*,
and the flow arrangement for a direct transfer type heat exchanger [15].

Effectiveness ε is a measure of thermal performance of a heat exchanger. It is
defined for a given heat exchanger of any flow arrangement as a ratio of the actual
heat transfer rate from the hot fluid to the cold fluid to the maximum possible heat
transfer rate:

ε ¼
_Q

_Q max

ð14:21Þ
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ε ¼ 1� exp �NTUð Þ � 1� C∗ð Þ
1� C∗ � exp �NTU � 1� C∗ð Þð Þ ð14:22Þ

where C∗is the rate of the fluid flowing in the heat exchanger which has the
minimum specific heat capacity to the maximum one:

C∗ ¼ Cpmin=Cpmax ð14:23Þ
The number of transfer units NTU is defined as a ratio of the overall thermal

conductance to the smaller heat capacity rate:

ε ¼ U � Að Þ=Cmin ð14:24Þ
NTU designates the nondimensional heat transfer size or thermal size of the

exchanger, and therefore it is a design parameter. NTU provides a compound
measure of the heat exchanger size through the product of heat transfer surface
area A and the overall heat transfer coefficient U.

In this study, plate heat exchanger is investigated in detail. Those plate heat
exchangers are used as an evaporator in regenerative biomass-fired ORC system
which is shown in Fig. 14.2. Energy and exergy analyses are applied to this system,
and some parameters are investigated.

Fig. 14.2 Schematic diagram of a regenerative biomass-fired ORC system
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14.3 Mathematical Model

Energy and exergy analyses, which are discussed in the following subsections, are
composed of the mathematical model of the biomass-fired ORC system. For solving
these equations, a commercially available software Engineering Equation Solver
(EES) is used.

14.3.1 Energy Analysis

Energy balance for steady-state control volumes can be defined as follows:

_Q cv � _W cv ¼
X

_n o � �hþ v2

2
þ g:z

� �
o

�
X

_n i � �hþ v2

2
þ g:z

� �
i

ð14:25Þ

where _Q cv and _W cv are the net heat transfer input and the net power output of the
control volume, respectively, and _n i and _n o are the molar flow rate of the working
fluid at the inlet and outlet of the control volume, respectively. In this study molar
unit system is selected for convenience as some of the modelling equations are
written as a function of the molar compositions of the chemical species. v, g, and
z denote the velocity, gravitational acceleration, and elevation according to a refer-
ence point, respectively.

In the burner, biomass combustion process occurs. Air and biomass fuel react,
and combustion gases are released to atmosphere. The chemical reaction for the
combustion of biomass, which mainly consists of C, H, and O atoms, can be shown
as follows:

CxHyOz þ λ � γð Þ O2 þ 3:76 N2ð Þ ! x CO2 þ y=2ð Þ H2Oþ α � γð ÞO2

þ 3:76 � λ � γð ÞN2 ð14:26Þ
In this equation, λ and α denote the theoretical air and excess air coefficient,

respectively. γ is the stoichiometric air coefficient for the complete burning reaction
of CxHyOzwhen there is no excess air. The relation between the excess air coefficient
and the theoretical air can be shown as:

α ¼ λ� 1 ¼ λþ 2z� 4x� y

4γ
ð14:27Þ

Energy balance for the burner can be shown as:

_n air � �hair þ _n biomass � �hbiomass ¼ _n excessgases � �hexcessgases þ _n biomassfluid

� ��houtlet � �hinlet
� ð14:28Þ

Energy balance around the control volume enclosing the heat exchanger that
connects the biomass side with the ORC is:
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_n biomassfluid �
�
�h1 � �h2

� ¼ _n ORCfluid ∙
�
�h4 � �h3

� ð14:29Þ
Energy balance for the regenerator can be written in a similar way using

Eq. (14.30). Using the energy balance for the condenser, heat transfer rate from
the condenser to the cooling water can be shown as follows:

_Q condenser ¼ _n ORCfluid ∙
�
�h6 � �h7

� ¼ _n cw ∙
�
�h10 � �h9

� ð14:30Þ

_W turbine ¼ ηs, t
�
�h4 � �h5, s

� ð14:31Þ

_W pump ¼
�
�h8, s � �h7

�
ηs,p

¼ υ7 P8 � P7ð Þ
ηs,p

ð14:32Þ

14.3.2 Exergy Analysis

Exergy analysis is a helpful tool in the assessment of performance of thermal energy
systems. The exergy method can help in using energy resources more efficiently.
Exergy analysis is generally used to quantify the magnitudes of the irreversibilities in
the thermal energy systems. Exergy balance, which is derived combining the energy
and entropy balances, is applied to the components of the system to find the exergy
flow rates at each state and the exergy destruction of each component. Exergy
destruction can also be regarded the potential work lost due to irreversibilities. At
the steady-state conditions, the exergy destruction rate of a control volume can be
found applying the exergy balance for a control volume, as follows:

_Exd ¼
X

1� T0

T j

� �
� _Q j � _W cv þ

X�
_n � ex�i �

X�
_n � ex�o ð14:33Þ

where _n ,T j, T0, _Q , _Ex , and _Ex d are the molar flow rate, temperature of the boundary
where heat transfer occurs, temperature of the environment, heat transfer rate
between control volume and the environment, exergy flow rate, and rate of exergy
destruction.

The summation of the exergy destruction rate of the each component is called the
total exergy destruction of the system. The contribution of the exergy destruction of
each component in the total exergy destruction rate can be found by calculating the
exergy destruction ratio as follows:

y1, i ¼
_Ex d, i

_Ex d, total
ð14:34Þ

where _Ex d, i and _Ex d, total denote the exergy destruction rate of the component i and
the total exergy destruction of the system.
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Alternatively, the exergy destruction rate of a component can be compared to the
chemical exergy rate of the fuel [16], which is taken as biomass for this study:

y2, i ¼
_Ex d, i

_Ex biomass
ð14:35Þ

where _Ex biomass and _Ex d, i denote the exergy flow rate of the fuel and exergy
destruction rate of the component i, respectively.

The exergy includes the physical and chemical exergy, if the kinetic and potential
exergies are neglected:

ex ¼ exch þ exph ð14:36Þ
where exph is the specific physical exergy and exch is the specific chemical exergy at a
given state. In general, if the chemical composition of a substance does not change at
the inlets or exits of a control volume, the chemical exergy is not needed to be
calculated to find the exergy destruction in that control volume. For the system
studied, chemical exergy is included in the calculations only in the burner because
chemical reaction takes place in the combustion process.

Physical flow exergy rate at a given state is defined as:

exph ¼ �
�h� �h0

�� T0
�
�s� �s0

� ð14:37Þ
where �h and �s denote specific enthalpy in molar basis and specific entropy in molar
basis. �s0 and �h0 denote specific enthalpy and specific entropy in molar basis for the
dead state which defines conditions of the reference environment.

The specific chemical exergy of an ideal gas mixture is defined as:

exch ¼
X

exo
ch þ

X
�R � To � ln xi ð14:38Þ

Here, xi is the mole fraction of species i, and exo
ch is the standard specific

chemical exergy (in molar basis) at the reference temperature and pressure.
The chemical exergy of biomass can be defined as [17]:

_Ex biomass ¼ β � � _n biomass �
�
LHVbiomass þ w � �hfg

� ð14:39Þ

β ¼ 1:044þ 0:016 � H
C

� �� 0:3493 � O
C

� � � 1þ 0:0531 � H
C

� �� �� �
1� 0:4124 � O

C

� �� � ð14:40Þ

where _n biomass is the molar flow rate of the biomass, w is the percentage of the
moisture in the biomass, �hfg is the molar-specific enthalpy of vaporization of water,
and LHVbiomass is the molar lower heating value of the biomass. C, H, O, and S
denote the dry-biomass weight percentages of carbon, oxygen, hydrogen, and
sulphur.
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14.3.3 Performance Assessment Parameters

As a result of the energy analysis of the integrated system, the heat input to the
burner and ORC, the net power output of the system, the heat transferred to ORC,
and the electrical efficiency of the ORC and the entire system can be found using
Eqs. (14.41), (14.42), (14.43), and (14.44), respectively:

_Q burner ¼ _n biomass � LHVbiomass ð14:41Þ
_W net ¼ _W turbine � _W pump ð14:42Þ

_Q ORC, in ¼ _n ORC, fluid �
�
�h4 � �h3

� ¼ _n bio, fluid �
�
�h1 � �h2

� ð14:43Þ

ηel,ORC ¼
_W net

_Q ORC, in
ð14:44Þ

where _n ORC, fluid and _n bio, fluid denote working fluid circulating throughout the ORC
and the fluid providing the heat transfer from biomass side to ORC.

The lower heating value of the biomass can be calculated knowing the higher
heating value of the biomass, as shown in Eq. (14.45):

LHVbiomass ¼ HHVbiomass � �hfg ð14:45Þ
According to Dulong’s formula (Cho et al., 1995), the higher heating value of the

biomass is a function of the dry-biomass weight percentages of carbon, oxygen,
hydrogen, and sulphur, as shown in Eq. (14.46):

HHVbiomass ¼ 338:3 � C þ 1442 � H � O

8

� �
þ 94:2 ð14:46Þ

The exergy efficiency is defined as the ratio of the ratio of desired exergy outputs
to exergy inputs expended to generate these outputs.

An exergy efficiency is defined differently in each component due to having
different working principles.

For pump:

ηex, pump ¼
ex8 � ex7

win
ð14:47Þ

For turbine:

ηex, tur ¼
wout

ex4 � ex5
ð14:48Þ

For heat exchanger:

ηex,HX ¼ _n ORC, fluid �
�
ex4 � ex3

�
_n bio, fluid �

�
ex1 � ex2

� ð14:49Þ
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For regenerator:

ηex, reg ¼
�
ex3 � ex8

�
�
ex5 � ex6

� ð14:50Þ

For the ORC and entire system, exergy efficiencies can be found using
Eqs. (14.51) and (14.52), respectively:

ηex, system ¼
_W net

_Ex biomass
ð14:51Þ

ηex,ORC ¼
_W net

_n ORC, fluid �
�
ex1 � ex2

� ð14:52Þ

14.4 Results and Discussion

14.4.1 Effect of the Number of Plates

The number of plates is an important parameter of a heat exchanger. As shown in
Fig. 14.3, plate number is associated directly with heat transfer rate, so it affects
directly many variables such as electrical efficiency and exergy efficiency of both the
system and the heat exchanger. For instance, an increase of number of plates pro-
vides an increase of the heat transfer rate. This causes electrical efficiency of the
ORC to drop. Because in this case, the net output power does not change with
respect to the number of plates. Also exergy efficiency does not change because of
the fact that fuel exergy does not change. However heat exchanger exergy efficiency
increases because specific exergy of the state 3 (inlet of the working fluid stream) and
state 1 (outlet of the fluid stream transferring heat) decreases. While a number of the
plates change from 11 to 19, temperature drop of the state 3 and 1 causes specific
enthalpy drop of these states, so the heat transfer to ORC increases. Change of the
number of the plates does not affect turbine power generation or pump power
consumption, so net output power rate does not change.

14.4.2 Effect of Working Fluid Type

In this ORC system, four different working fluids are investigated in terms of both
energy and exergy analyses. In Fig. 14.4, it’s clearly seen that most amount of net
power is gained when R134a is used as a working fluid in system and also most
amount of heat transferred to the cycle occurs with this type working fluid. Also
shown in Fig. 14.4a, ORC electrical efficiency is the highest when R134a is used.
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Fig. 14.3 Change of the (a)
efficiency, (b) temperature,
and (c) efficiency by the
number of plates
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Fig. 14.4 Change of the (a)
efficiency, (b) temperature,
and (c) efficiency by the
number of plates
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Despite the most amount of heat and power produced, the ratio between these two
parameter is highest for R134a. However, R134a performs lower heat exchanger
exergy efficiency. Because of the high amount of heat transfer occurring, the most
irreversibility occurs; thus the exergy efficiency decreases. When R245fa is used as
the working fluid, the heat exchanger performs the highest exergy efficiency.

14.5 Conclusions

In this study plate, heat exchanger is investigated in detail in terms of heat transfer
rate with respect to plate geometry. Then, this plate heat exchanger is used as an
evaporator of the biomass-fired ORC system and energy and exergy analysis applied
to the entire system. The main conclusions derived from this study are:

• R134a yields the highest electrical and exergy efficiency although the most
amount of heat is transferred to the ORC occurs with this case. More net power
output is acquired with using this working fluid.

• A number of plates increase the heat transfer but decrease the ORC electrical
efficiency.

• Heat exchanger exergy efficiency is the highest performance with R245fa
beacuse of the spesific enthalpy difference between state 3 and 4 increase dra-
matically while between the state 1 and 2 does not change.

• With increase of the number of plates, decrease of the outlet temperature of the
working fluid is more than inlet temperature of the fluid transferred heat because
spesific of the fluid transferred heat is higer than the working fluid’s.
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Chapter 15
Development of Cooling Performance
of Clinker Cooler Process Based on Energy
Audit

Mohammadreza Emami, Kevser Dincer, M. Ziya Söğüt,
and T. Hikmet Karakoç

15.1 Introduction

Cement production is fundamentally an energy-intensive and extreme heat-
demanding process which is a significant contributor to climate change and envi-
ronmental imbalances. Furthermore, it requires vast amount of nonrenewable
resources like raw materials and fossil fuels. Approximately 5–6% of total global
carbon dioxide emissions and greenhouse gases originate from cement production
[16]. Cement production will always cause carbon dioxide and other pollutant
emissions as its chemistry of the process cannot be changed; but many scientific
studies and researches are being carried out to develop sustainability of cement.

Up to now, many possible ways to reduce energy consumption and correspond-
ingly emissions have been investigated which are the key constituents of sustain-
ability. In this regard, clinker cooling department which is one of the most important
parts of cement production line plays a significant role. Consequently, cooler
performance necessitates comprehensive studies, analyses, and controls to contrib-
ute to saving energy.

Clinker nodules are formed at the entrance to the hottest part of the kiln and
subsequently fall into the cooler with approximately 1400–1450 �C temperature. To
maintain a required phase composition, the clinker should be introduced to rapid
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quenching effects for improving clinker quality. Therefore, for proper cooling
(below 200 �C), there should be an efficient heat exchange between clinker and air
which is produced by cooler fans. This is, in addition, maintaining high rate recovery
of heat to secondary air, tertiary air, and the related process requirement. All these
functions must be accomplished efficiently and simultaneously in modern clinker
coolers which are designed by different cooler manufacturers. Today any design
project would include some of the following provisions which conducts the design
and selection of a clinker cooler: low capital cost, optimum cooling rate for good
quality of clinker, low clinker outlet temperature, minimum possible impact upon the
environment, high heat recovery, low power consumption, low wear and mainte-
nance cost, and reliable to operate. Having maintained these requirements causes
minimal downtime and easiness of control and provides a steady flow of combustion
air at an unchanging temperature to the kiln and calciner accordingly. For having a
desirable performance of a clinker cooler, any designer looks at these criteria and
tries to optimize the design. Also some activities can be considered to develop cooler
performance while it is already installed and operating. Based on energy audit and
performance tests of clinker cooler, any plant can make necessary decisions to
optimize its own clinker cooler performance.

From the viewpoint of energy-/fuel-saving and maintenance issues, the cement
manufacturers always desire to get their cooling system checked and evaluated based
on the measurements through an audit operation. The development of clinker cooler
performance by energy audit which is the topic of this study comprises comprehen-
sive measurements and analyses, taking into account the plant’s previous regular
records of some important values. After getting evaluated of the measurements, the
bottlenecks of cooling can be easily recognized from aspects of process or mechan-
ical issues.

With regard to energy consumption in cement plants, some important studies
have been carried out based on energy and efficiency analyses which were mainly
about the kiln system. Shaleen et al. [17] carried out a research on energy balance in
a cement plant located in India with a production capacity of 1MT per year. The
study had shown about 35% of the input energy loss through waste heat streams. By
using a waste heat recovery system, it was estimated that about 4.4 MW of electricity
could be regenerated. Camdali et al. [4] performed an energy and exergy analysis for
a rotary burner with precalciner in a cement plant located in Turkey using actual
operational data. In this case study, it is found that the energy and exergy efficiency
values were 85% and 64%, respectively, for rotary burner. Engin and Ari [7] carried
out an energy audit analysis for a 600 TPD rotary kiln system of a cement plant
located in Turkey. They concluded that about 40% of the total input energy was lost
through hot flue gas (19.15%), through cooler exhaust (5.61%), and by kiln shell
(15.11%). For partially recovering these lost energies, a waste heat recovery system
was recommended to be established which could recover 1 MW energy. Sogut et al.
[18] studied heat recovery from rotary kiln for a cement plant in Turkey. Approx-
imately, 5% of the waste heat could be reused by this system which was used in the
neighboring installations; so the local coal and natural gas consumption could be
decreased by 51.55% and 62.62%, respectively.
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This study includes a methodology pertaining to energy saving in cooling
process. The main objective of this study is to emphasize the importance of clinker
cooler regarding the energy consumption and recovery. This paper evaluates the
system gains and losses to estimate overall efficiency. Furthermore, it submits a
reusable template for routine auditing of all cooling systems and the feasible
optimizations in the cooler system to save energy and power.

15.2 Cement Production and Cooling Progress

Cement is an inorganic material with hydraulic behavior properties which has made
it one of the most usable construction ingredients. In the cement manufacturing
process, basically a mixture of calcareous and siliceous with some other oxides like
alumina (Al2O3) and iron oxide (Fe2O3) is heated and burned to their clinkering
temperature. The resulting material is a hard nodule called clinker which is subse-
quently ground to find the desired fineness and mixed with some additives to form
cement powder. Cement manufacturing process comprises the main stages as mining
and quarrying of raw materials, preparation of raw materials which includes raw
material homogenizing and grinding, clinkering or burning of raw material to form
clinker, and finally grinding of clinker and mixing with additives [11].

At the first step, a combination of raw ingredients must be selected to maintain
desired chemical composition in the clinker to be produced. The most common raw
materials required for an appropriate chemical composition are limestone, chalk, and
clay [7]. Limestone as a sedimentary rock composes mainly the minerals which are
different crystal forms of calcium carbonate (CaCO3). As a calcareous source,
limestone provides the necessary calcium oxide for clinker making, while some of
the other materials, like clay, chalk, shale, etc., furnish the siliceous ingredients,
aluminum and iron oxides, which are required for the production process [8]. The
calcareous and siliceous constituents ensure the main strength of the cement, while
the iron compounds reduce the reaction temperature and determine the cement
characteristic gray color. The ingredients are quarried, crushed, and transported to
a wide area to be blended and homogenized. For getting a uniform kiln feed, the
homogenized mixed material must be ground into fine particles. The amount of
resulting clinker cannot be at the same quantity of raw mix. For production of 1 tone
clinker, an amount of 1.5–1.7 tons of raw mix shall be burned which indicates the
clinker factor. The electricity consumption for raw mix grinding varies between
25 and 30 kWh/tone of cement depending on the type of mill [8].

Once the raw materials have been ground and homogenized, they are fed into kiln
to be subjected to a desired heat under which the clinkering reactions are taken place.
The kiln feed is burned at high temperature (typically 1450 �C). Prior to this, the kiln
feed enters the preheater from the top cyclone to be preheated and precalcined. At a
temperature between 900 and 1000 �C, the calcination of the materials starts as the
following reaction [8]:
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CaCO3 þ heat ! CaOþ CO2 ð15:1Þ
The raw mix comes downward through the cyclones by swirling motions until

entering the kiln. On the reverse direction, the kiln hot gases get drawn by ID fan
upward to the top cyclones of preheater. Consequently, the raw mix is preheated by
having an intimate contact with kiln hot gases. As a result of cyclonic motions of hot
gases and raw mix, preheater acts as a heat exchanger. A modern pyroprocessing
system normally has a special-designed vessel called precalciner in the bottom
stages of preheater building to substantially calcinate the kiln feed before getting
fed into the kiln. This crucial phase relieves kiln remarkably since the main part of
calcination is already fulfilled and the kiln feed needs only a partial calcination and
then sintering for completing the clinkering process. The combustion air for burning
fuel in the precalciner is provided by hot gases from clinker cooler region which pass
through the tertiary air duct. Typically, 60% of the total fuel is burnt in the calciner,
and over 90% of the raw meal is calcined before it reaches the rotary kiln section.
The efficiency of calciner depends on uniform airflow and uniform diffusion of fuel
and raw meal in the air [12]. Inside the rotary kiln, the clinkerization process is
accomplished while the temperature rises. Clinkerization is carried out at
1300–1450 �C, where the material is partially in liquid phase and sticky so that
clinker nodules can be developed. Formation of alite takes place at this step. Alite is
one of the most important fractions of the clinker as this determines the hardening
property of the cement. Along with alite, the Portland cement clinker can mainly
contain the following mineral phases (Table 15.1).

The above components can be derived from the chemical analysis denoted by
Bogue [3] as a potential composition. The most commonly used cement in general
construction is nominally containing 50% C3S, 25% C2S, 12% C3A, 8% C4AF, and
5% gypsum. This is the typical composition of ASTM Type I cement. There are also
other types of cement such as Type II, III, IV, and V cements with remarkable
differences in composition and special utilization fields [2]. In addition to these,
Portland cement clinker contains approximately the following chemical constituents
[6] (Table 15.2).

Once the clinker is formed in the rotary kiln, the melted material must be cooled
rapidly to maintain product quality. After getting cooled, the clinker now can be
safely handled to be stocked in clinker silos. At the final stage, the cooled clinker is
ground to find acceptable Blaine. Here the ground clinker is mixed with a minor
quantity of gypsum to accomplish the final product cement. Gypsum as an additive
reacts with the C3A (tricalcium aluminate) phase in the clinker and performs as a set

Table 15.1 Main compounds of Portland cement [6]

Compound Chemical formula Common formula

Tricalcium silicate (alite) 3 CaO. SiO2 C3S

Dicalcium silicate 2 CaO. SiO2 C2S

Tricalcium aluminate 3 CaO. Al2O3 C3A

Tetracalcium aluminoferrite 4 CaO. Al2O3. Fe2O3 C4AF
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controller. Furthermore, it can ensure the desirable strength in concrete in case of
getting used in a correct dosage [19]. The clinker cooler can perform as a heat
exchanger. A modern cooler must maintain the process internal recuperation by heat
transfer from hot clinker to the cooling air. It is extremely important to pay attention
to controlling the clinker cooler functions owing to the fact that the cooler affects
burning process functions in the kiln system and consequently the quality of the
clinker. For this reason, all controls should be applied in order to ensure low
temperature in discharge clinker, low temperature at exhaust air, high secondary
and tertiary air temperatures, slightly negative pressure at kiln hood, desirable
cooling air distribution, and proper bed height for free passage of air in each location
of the bed [14].

15.3 Theoretical Analyses

As explained above, the cooler efficiency plays a key role in reduction of energy
consumption in a cement plant providing that an optimization on the values of cooler
operating parameters is accomplished. The major aim of energy audit is to provide a
detailed analysis of energy consumption by variant components and to submit the
useful information required for determining the possible opportunities of energy
conservation. This study describes an audit operation of clinker cooler in a cement
plant located in Turkey which is executed by the first author. The plant nominal
production capacity was 2500 TPD (maximum 2900 TPD) having a five-stage
cyclone preheater kiln with precalciner.

During the audit, the kiln was running in a stable state. A mixture of 90% petcock
and 10% steam coal (with the net calorific values of 35,161 kJ/kg and 31,100 kJ/kg,
respectively) was used in the kiln main burner and calciner burners as heat source.
Sixty-one percent of the mixed fuel was getting used in the calciner, and the rest
(39%) was burnt in the kiln main burner.

Table 15.2 Approx.
percentage of chemical
constituents in Portland
cement [6]

Constituent Percentage (%)

SiO2 16–26

Al2O3 4–8

Fe2O3 2–5

Mn2O3 0–3

TiO2 0–0.5

CaO 58–67

MgO 1–5

K2O + Na2O 0–1

SO3 0.1–2.5

P2O5 0–1.5
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In this study, the mass and energy flows are analyzed considering the instanta-
neous specific heat capacity of any material going into and leaving the control
volume which is defined for the candidate cooler [5]. The complete energy losses
are calculated using the first law of thermodynamics. To get a better picture of the
analysis, the cooler system considered for the energy audit is schematically shown in
Fig. 15.1 as a control volume.

To provide a baseline for evaluating the losses, all process item measurements
were performed at site including flows, temperatures, pressures, and gas analyses as
shown in the tables below. In the first step, the cooling fan parameters were
measured (Tables 15.3 and 15.4). The total cooling air impelled into the cooler by
five fans was found as 4057 m3/min. For calculating total fan efficiencies (Eq. 15.2),
the actual power consumption of each fan was measured directly from the related
electrical panel:

η fan ¼
_V m3=sð Þ ∙ΔPt mmWGð Þ

Pw kWð Þ � 1000
ð15:2Þ

Fig. 15.1 Energy and mass flows going into and leaving cooler control volume

Table 15.3 Cooling fan flow
rates

Fan no. Flow rate (m3/min) Flow rate (kg/kg.cl)

Fan-1 574 0.281

Fan-2 936 0.458

Fan-3 762 0.372

Fan-4 904 0.442

Fan-5 881 0.431

Total 4057 1.984
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The fan results were inserted into the balance table (Table 15.5) together with the
other collected or measured data.

All fans were running on more than 90% of their full capacities. Indeed, there is
no possibility to measure secondary airflow rate; so it should be calculated theoret-
ically. For this purpose, all required components must have been measured like
primary airflow rate and temperature, the stoichiometric combustion air required to
burn the fuel inside kiln, the relative humidity of air and fuel, stoichiometric flue
gases that resulted from combustion, the residual hot meal decarbonation, the
calcination degree, and oxygen and carbon monoxide quantities at the kiln inlet.
Besides, an important amount of false air was detected by making an inspection over
the kiln outlet sealing. It was calculated as 0.007 Nm3/kg.cl which could adversely
affect the secondary air temperature and flow rate (about 12.14 kJ/kg.cl heat loss).
The secondary air flow rate was typically defined as 0.385 kg/kg.cl using the below
function:

_V sa ¼ _V comb air þ _V kex � _V pr tr � _V false air ð15:3Þ
The input and output energies were calculated using the equations mentioned in

Table 15.5 based on 0 �C and ambient temperature. In addition, a Sankey diagram
was prepared using the calculated data which is illustrated in Fig. 15.2. The
mathematical formulation for energy analysis is shown below [5, 6].

X
_E in ¼

X
_E out ð15:4Þ

where;

X
_E in ¼ _Q ci þ _Q cd þ _Q ca þ Pmech þ _Q iw ð15:5ÞX

E˙
out ¼ Q˙

sa þ Q˙
sad þ Q˙

tad1 þ Q˙
ta2 þ Q˙

ta1 þ Q˙
tad2 þ Q˙

ha þ Q˙
had

þ Q˙
WHR þ Q˙

WHRd þ Q˙
cex þ Q˙

co þ Q˙
rad�conv: þ H˙

w ð15:6Þ
The total input energy based on 0 ̊C and ambient temperature references were

1746.4 kJ/kg.cl and 1692.6 kJ/kg.cl, respectively. The same quantities were bal-
anced for output as well in this method by balancing one of the items which might be
difficult or impossible to be measured. Here, the temperature of secondary air was
balanced since it was impossible to be measured individually or the measurement
could be imprecise.

Table 15.4 Cooling fan
power consumption and
efficiency

Fan no. Power consumption (kW) Total efficiency

Fan-1 160.0 0.64

Fan-2 224.0 0.80

Fan-3 149.4 0.86

Fan-4 128.7 0.91

Fan-5 149.3 0.66

Total 811.3
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The same procedure was applied for mass balance [5]:
X

_m in ¼
X

_m out ð15:7Þ

where

X
_m in ¼ _m ci þ _m cd þ _m ca þ _m iw ð15:8ÞX

_E out ¼ _m sa þ _m sad þ _m ta1 þ _m tad1 þ _m ta2 þ _m tad2 þ _m ha þ _m had

þ _mWHR þ _mWHRd þ _m cex þ _m co þ _m w ð15:9Þ
The plant didn’t have water injection and WHR system. Moreover, there were no

more than one tertiary air duct, and the damper on the coal mill hot air duct was
closed as was often the case before. The equation can be split to gas and solid phase
mass balances as below:

_m ci þ _m cd ¼ _m sad þ _m tad1 þ _m co ð15:10Þ
_m ca ¼ _m sa þ _m ta1 þ _m cex ð15:11Þ

The last two equations are equal to 1.050 kg/kg.cl and 1.984 kg/kg.cl,
respectively.

It should be paid more attention that the cooler excess air measurement cannot be
performed precisely because of the serious false air arising from crusher side and
expansion joints. Hence, it was preferred to find out the excess air by calculating
secondary air and measuring the other components. The total loss of cooler is the
sum of the heat and enthalpy flows that are released by the cooler into the atmo-
sphere. In this context, the total loss can be defined as below (reference temperature
is 0 �C):

Fig. 15.2 Cooler input/output energies (Sankey diagram)
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_E loss ¼ _Q co þ _Q cex þ _Q ha þ _Q had þ _Q rad conv ð15:12Þ
The quantity of total loss was found as 629.0 kJ/kg.cl.
Cooler losses are usually calculated according to the rules specified by the

German makers association VDZ, which use ambient temperature as the reference.
For calculating the recuperation efficiency, VDZ assumes a clinker temperature of
1450 �C and inconsiderable dust circulation between kiln and cooler which can have
a huge influence on the actual cooler loss. The VDZ cooler loss (known as Actual
Loss) was calculated as 595.86 kJ/kg.cl by the following formula:

_E loss VDZ ¼ _Q co þ _Q cex þ _QWHR þ _QWHRd þ _Q ha þ _Q had þ _Q rad conv

þ _H w � _Q iw ð15:13Þ
The cooler efficiency according to the definition of VDZ was calculated as 62.5%

using the following general formula [6]:

ηVDZ ¼
_Q ci � _E loss VDZ

_Q ci

ð15:14Þ

To estimate the recovered energy efficiency (secondary and tertiary airs including
dust), the following equation is used which gives 64.9% and 65.7% recovered
energy based on reference temperature of 0 �C and ambient temperature, respec-
tively [1]:

ηrecovery ¼
Q˙

R

Q˙
ci þ Q˙

cid þ Q˙
ca

ð15:15Þ

Both recuperation and actual efficiencies are directly affected by the amount of
cooler losses. As it is evident, the lower the heat loss in the clinker, exhaust air,
radiation, and convection, the higher the amount of heat recuperation in the second-
ary air and tertiary air and, accordingly, the higher the thermal efficiency of the
cooler.

The actual loss was actually being taken place in the cooler candidate to audit. But
there are some factors in pyro system which could affect this, like primary air,
including fuel transport air, kiln excess air, and false air entering at the kiln through
the outlet seal between the kiln tube and kiln hood and through the gaps on the kiln
hood. These factors are not related to cooler but increase the actual loss of cooler and
reduce the recuperation efficiency. Considering these, we can define a new value to
characterize the heat recuperation ability of a cooler and find a way to compare
coolers in different kiln systems. This is realized by ignoring the abovementioned
factors, meanwhile maintaining a standard rate of combustion air by recuperated air
from cooler which is 1.15 kg.air/kg.cl [9]. This value comes from the empirical value
for minimum combustion air per 1000 kcal lower (net) heat value of a fuel (1.41 for
petcock), fuel NCV, and fuel to clinker ratio. The actual loss at this recuperation air
indicates the standard cooler loss which is independent of kiln system. The standard
loss of the candidate cooler has been calculated as 519.16 kJ/kg.cl.
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15.4 Results and Discussions

The detailed analyses in this study define the characteristics of the cooler which help
us to judge the cooler and make the necessary decisions to conserve energy and
increase the production. The total recuperation air, entering the kiln for getting used
in better combustion, is found as 0.792 Nm3/kg.cl. By applying the total amount of
recuperation air together with cooler efficiency as 62.5% in the following assessment
diagram shown in Fig. 15.3, it can be estimated that the existing cooler is not an
advanced cooler [10]. To establish a desirable cooler, it’s essential that the new
cooler must have at least 73% efficiency to produce the same recuperation air.
Furthermore, in a modern cooler the cooling air produced by cooling fans should
be more than 2 Nm3/kg.cl which is defined as installed specific cooling air [10]. The
total cooling air volume, however, was 1.540 Nm3/kg.cl despite all fans were
running on more than 90% of their full capacities having no margin to meet the
probable overloads. On discharge side of the cooler, the clinker outlet temperature
was very higher than the standard amount published by modern cooler manufac-
turers as 65 �C + ambient temperature. In addition to this, a huge amount of energy
was being lost by the exhaust air with 470 �C temperature.

In conclusion, the standard loss of cooler should be dropped to about 418.68 kJ/
kg.cl, and the total power consumption of cooling fans is recommended to decrease
from 6.61 kWh/kg.cl to maximum rate of 5.5 kWh/kg.cl. These figures are
recommended by the manufacturers in order to make big profit.

Fig. 15.3 Cooler efficiency versus recuperation air [15]
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15.5 Conclusions

The performance test of cooler is normally executed in the plants having a cooler
with old technology. This kind of coolers normally doesn’t meet the state-of-the-art
technology requirements especially in the regions having serious energy issues. In
this regard, a proper analysis from technical and financial point of view can be
accomplished to meet the manufacturers’ satisfactions, in order to conserve the
energy and maintain sustainability of cement industry. By establishing a modern
cooler, 100.48 kJ/kg.cl will be saved according to the following equation. This
amount comes from subtraction of the candidate cooler standard loss from that of
a modern one:

E˙
saved ¼ E˙

st:loss�1 � E˙
st:loss�2

kJ
kg:cl

� �
ð15:16Þ

where

_E saved : energy saved
_E st:loss�1 : standard loss of existing cooler
_E st:loss�2 : standard loss of modern cooler

Also, as per the experiences, by renewing the fans approximately 1 kWh/t.cl can
be saved. By taking into account the daily rate of production as 2900 TPD, the
approximate amount of annual savable energy and power consumption shall be
9.6 � 1010 kJ and 957,000 kW, respectively. By estimating a new cooler price and
fuel and power prices as 1,250,000€, 98 €/t, and 0.05 €/kWh, respectively, the total
annual profit amount shall be about 320,000 € with 4 years payback time. This is not
including the kiln halt intervals which lead to huge financial losses.

Nomenclature

Ac Cooler surface area (m2)
CP. cl Specific heat of clinker (kJ/kg. �C)
CP. air Specific heat of air (kJ/kg. �C)
CP. w Specific heat of water (kJ/kg. �C)
_m ci Inlet clinker mass flow (kg/s)
_m cd Inlet clinker dust mass flow (kg/s)
_m ca Cooling air mass flow (kg/s)
_m iw Injected water mass flow (kg/s)
_m sa Secondary air mass flow (kg/s)
_m sad Mass flow secondary air dust (kg/s)
_m ta1/ _m ta2 Tertiary air 1 and 2 mass flow (kg/s)
_m tad1/ _m tad2 Mass flow of tertiary air 1 and 2 dust (kg/s)
_m ha Mass flow of hot air going to coal mill (kg/s)
_m had Mass flow of hot air dust going to coal mill (kg/s)
_mWHR Mass flow of air going to WHR (kg/s)
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_mWHRd Mass flow of air dust going to WHR (kg/s)
_m cex Mass flow of cooler excess air (kg/s)
_m co Mass flow of outlet clinker (kg/s)
Pmech Mechanical performance (kW)
_Q ci Inlet clinker heat transfer rate (kJ/s)
_Q cd Inlet clinker dust heat transfer rate (kJ/s)
_Q ca Cooling air sensible heat transfer rate (kJ/s)
_Q iw Injected water heat transfer rate (kJ/s)
_Q sa Secondary air heat transfer rate (kJ/s)
_Q sad Heat transfer rate of secondary air dust (kJ/s)
_Q ta1= _Q ta2 Tertiary 1 and 2 air heat transfer rate (kJ/s)
_Q tad1= _Q tad2 Heat transfer rate of tertiary 1 and 2 air dust (kJ/s)
_Q ha Heat transfer rate of hot air going to coal mill (kJ/s)
_Q had Heat transfer rate of hot air dust going to coal mill (kJ/s)
_QWHR Heat transfer rate of air going to WHR (kJ/s)
_QWHRd Heat transfer rate of air dust going WHR (kJ/s)
_Q cex Heat loss rate by cooler excess air (kJ/s)
_Q co Heat loss rate by outlet clinker (kJ/s)
_Q R Recuperation air energy flow (kJ/s)
_Q rad_conv Combined radiation and convection heat transfer rate (kJ/s)
Tamb Ambient temperature (�C or K)
Tcl Inlet clinker temperature (�C or K)
Tca Cooling air temperature (�C or K)
Tsa Secondary air temperature (�C or K)
Tta1/Tta2 Tertiary air 1 and 2 temperature (�C or K)
Tha Temperature of hot air going to coal mill (�C or K)
TWHR Temperature of hot air going to WHR (�C or K)
Tcex Temperature of cooler excess air (�C or K)
Tco Outlet clinker temperature (�C or K)
Ts Cooler surface temperature (�C or K)
T1 Surrounding temperature (�C or K)
_V sa Secondary air volume flow (m3/s)
_V comb_air Combustion air volume flow (m3/s)
_V kex Kiln excess air volume flow (m3/s)
_V prtr Primary air and fuel transport air volume flow (m3/s)
_V false_air False air volume flow (m3/s)
hcomb Combined heat transfer coefficient
ε Emissivity
σ Stefan-Boltzmann constant ¼ 5.670 � 10�8 (W/m2.K4)
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Chapter 16
Energy Efficiency of a Special Squirrel Cage
Induction Motor

Mine Sertsöz and Mehmet Kurban

16.1 Introduction

Preventing losses from electric motors as much as possible is a significant impor-
tance in terms of energy efficiency. Even if energy is produced efficiently, if this is
wasted in preventable losses, you have not gained any efficiency.

Two productivity analyses come to mind in terms of productivity. These are
analyses of energy and exergy. According to the first law of thermodynamics, the
amount of energy entering a system is equal to the amount of total energy which
results as work or loss from the system. The analysis based on the first law of
thermodynamics to see how the energy entering a system is distributed is called
“energy analysis.”

In this analysis, the input of 100 units of input energy is calculated, and it is
possible to make a comment about whether the system works efficiently. Based on
the results of these analyzes, further comments can be made as to where improve-
ments can be made in the system [1].

The second law of thermodynamics is used to explain the concepts of entropy and
exergy. Entropy is defined as the irregularity of a system. The more irregularity in a
system, the higher the entropy of the system. Heat is a phenomenon that increases the
entropy of the system, that is, as the heat increases, entropy increases. It would not be
incorrect to say that entropy increases in parallel with the increasing global warming
in the world [2].
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The second law of thermodynamics is used to explain “exergy analysis.” Exergy
is defined as the usability and how usable the energy is [3]. Since the energy
efficiency of electric motors is equal to the exergy analysis, also the exergy analysis
calculation is also not performed.

Within this scope, in this article, firstly the losses of electric motors will be
mentioned, then the efficiency analysis tests will be explained, then the experiments
which are made in this study will be presented, and the results will be interpreted.
Lastly, some solutions will be proposed concerning how induction motor efficiency
can be improved in the future.

16.2 Motor Losses

It is possible to divide losses in asynchronous motors into three groups.

16.2.1 Iron Losses

This refers to the hysteresis and eddy losses occurring in the stator and rotor sheets.
These losses are directly proportionate to the magnetic induction and frequency.
While stator iron losses do not change, as the stator frequency is constant, the rotor
iron losses change by rotor frequency. However, in empty and loaded operation, the
rotor frequency is low enough to be negligible. For this reason, rotor iron losses are
very low and may be ignored. Therefore it can be said that the iron losses of an
asynchronous motor are equal to the stator iron losses. As the stator frequency is
constant, iron losses are constant for all loads.

16.2.2 Friction and Wind Losses

Though normally it changes by the rated speed, this change generally is ignored.
Friction and wind losses are found from the open-circuit heat which run alongside
iron losses. Iron losses and wind and friction losses are the constant losses.

16.2.3 Copper Losses

These are the losses caused by the ohmic resistance of the stator and rotor in
asynchronous motors. Given that these losses change by the square of the current,
we can understand that they are parallel with the charge. We can obtain this
information from the short-circuit test of the motor.
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16.3 Motor Efficiency Tests

The efficiency of electric motors can be measured directly or indirectly. Experimen-
tal methods are generally more precise; however, they are not widely used due to the
establishment and operation costs of test laboratories.

16.3.1 Direct Methods

(IEEE 112-B, CSA-390) The efficiency of electric motors can be measured by using
directly the following equation:

Efficiency% ¼ Mechanical Output Power
Electrical Input Power

� 100 ð16:1Þ

For this reason, both mechanical output power and electrical input power need to
be measured. Electric input power can be measured precisely with medium price
equipment that is easy to set up. Mechanical output power can be defined as the
multiplication of the torque and angular velocity. While it is possible to obtain an
accurate result with a relatively easy procedure that requires cheap equipment for the
speed measurement (�1 RPM), the torque measurement requires a more detailed
setting up and more expensive equipment. The torque measurement generally
requires a connection to a dynamometer which is equipped with an accurate torque
converter that allows the generation of a variable charge that can control the motor.
In North America, test methods depending on the direct measurement of efficiency
are commonly used. The Institute of Electrical and Electronic Engineers (IEEE)
Standard 112 is a standard adopted both by the National Electric Manufacturers
Association (NEMA Standard MG-1) and the USMinistry of Energy. In Canada, the
Canadian Standards Association (CSA) Standard 390 follows a procedure that is
very similar to the IEEE Standard 112.

This tool is thought to be expensive, as maintenance and calibration are needed,
and then the need to interrupt the operation of the motor in order to be able to take
measurements increases the accuracy of the prognosis of the estimation method.

16.3.2 Indirect Methods

In order to avoid the complexity and expensive costs of the (IEC 34-2, JEC 37)
torque measurements, a motor’s efficiency can be calculated by the following
equation:
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Efficiency% ¼ Electrical Inp:Power � Lossesð Þ
Electrical Input Power

� 100 ð16:2Þ

This calculation requires the measurements of the motor’s losses. Most of the
motor’s losses (copper, iron, mechanical) can be measured quite precisely. However,
the remaining losses (stray charge losses) cannot be measured exactly. In indirect
efficiency test methods, the stray charge losses at full charge are considered as equal
to 0.5% of the input power at full charge, as recommended by the International
Electrotechnical Commission (IEC) 34-2 standard. These hypotheses do not take
into account the stray charge losses particularly in small motors. Not to take into
account the stray charge losses is a failure in energy efficiency calculations. The
failure in 60 Hz systems is more than in 50 Hz systems. The failure is much more in
Japanese Standard JEC 37, because the stray charge losses are completely ignored in
the indirect measurement.

In a comparison between IEC 34-2 and IEEE 112-B, from the direct and indirect
methods, the result is as follows: (Table 16.1)

Because IEEE 112 is a direct method, the efficiency results can be measured with
greater precision. IEEE 112 includes 11 different efficiency tests, namely,
Methods A, B, B1, C, E, E1, F, F1, C/F, E/F, and E1/F1. These methods are briefly
given below (IEEE-112: test procedure for polyphase induction motors and gener-
ators (2015)):

1st Method A: By using input-output
2nd Method B: By using input-output and the indirect measurements of the stray loss

and by separating losses
3rd Method B1: By using input-output and the indirect measurements of the stray

loss and a default temperature by separating losses
4th Method C: By using input-output and the indirect measurements of the stray loss

by separating losses of the equivalent machines
5th Method E: By separating the losses and using the electric power measurement

under the charge and direct measurement of the stray loss
6th Method E1: By separating the losses and using the electric power measurement

under the charge and supposed measurement of the stray loss

Table 16.1 A comparison between IEC34-2 and IEEE112-B

Measurement type

IEC 34-2 IEEE 112-B

Sum of losses Direct

Core loss with voltage drop measurement No Yes

Leakage load loss by regression analysis No Yes

Corrected winding losses temperature for stator and rotor No Yes

A thermal balance in certain load No Yes

Balance of no-load losses No Yes

Dynamometer torque correction No Yes
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7th Method F: By using the direct measurement of the stray loss and using the
equivalent circuit

8th Method F1: By using the supposed measurement of the stray loss and using the
equivalent circuit

9th Method C/F: By using an equivalent circuit that is calibrated to the C charge
point of each method and using the indirect measurement of the stray loss

10th Method E/F: By using an equivalent circuit that is calibrated to the E charge
point of each method and using the direct measurement of the stray loss

11th Method E1/F1: By using an equivalent circuit that is calibrated to the E charge
point of each method and using the assumption of the stray loss

However, while the electrical measurement is a simple procedure, the torque
measurement required for measuring the mechanical power at output is costly and
has a complicated structure. Therefore, the efficiency calculation is made according
to IEC60349-2 rotating electrical machines for rail and road vehicles in Tülomsaş. In
IEC60349-2 the efficiency measurement is based on the same principle as IEC 34-2.

16.3.3 Estimation Methods

In addition to the direct and indirect energy efficiency test methods described above,
there are also predictive energy efficiency calculations. The underlying reason for
the development of estimation methods is to be able to calculate efficiency without
stopping the work. However, especially in IEEE-B, if the process is to be done
experimentally, there is a need for speed and torque to be measured. There are many
efficiency estimates for motors that are currently operating in business. These are slip
[4, 5], current [6], equivalent circuit [7–10], and air gap torque [11–16].

Another classification is as follows:

1. Slip method
2. Current method
3. Circuit equation method [17]
4. Separation of losses method [18]
5. Air gap torque (AGT) (NAGT) method [7]
6. Optimization-based methods [5, 19–28]

These are based on direct and indirect methods except for the optimization-based
methods. Optimization-based methods for estimating efficiency under real industrial
conditions are a good alternative, because there is no need for the experiment.
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16.4 Experimental Facility

A squirrel cage induction motor, which is being used in the Marmaray project, is
utilized in the experiments. (Marmaray project is one of the biggest projects to solve
the public transportation in Istanbul. With this project, an uninterrupted above-
ground metro line of 76.3 km (47.4 mil) will be constructed from Halkali on the
European side to Gebze on the Asian side that will be modern, high capacity, fast,
and integrated with the other transportation systems)

The plate values of the motor used in this test are as follows (Table 16.2):
If we assume that the rotor and stator copper and core losses are negligible as a

result of this test [30], it is possible to find the losses as a result of turning.
If we assume that core losses are negligible as a result of this test [30], it is

possible to find the losses as a result of stator and rotor copper.

Leakage Load Losses ¼ 0, 05� Input power in full load ð16:3Þ

Efficiency%

¼ Input power in full load� Copper Lossesþ Friction=Wind Lossesþ Leakage Load Lossesð Þð Þ
Input power in full load

ð16:4Þ

Efficiency% ¼ Input power in full load� Copper Lossesþ Friction=Wind Lossesð Þð Þ
Input power in full load

ð16:5Þ
Core losses are negligible in both equations. Equation 16.2 is an energy efficiency

calculation according to IEC 34-2, and Eq. 16.3 is an energy efficiency calculation
according to TS EN 60349-2.

Table 16.2 Motor plate values

Type Three-phase four-pole squirrel cage asynchronous motor

Continuous nominal power 200 kW, 1370 V, 106A, 75 Hz, 2200 rpm

One hour nominal power 220 kW, 1370 V, 117A, 75 Hz, 2200 rpm

Insulation class Class 200

Cooling Self-cooled

Dielectric test voltage 4600 V

Maximum service speed 3822 rpm

Weight 640 kg � 5%

Gear ratio 7.0
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Leakage Load Losses ¼ 200 � 0, 05 ¼ 10 kW (Eq. 16.3).
Input power in full load ¼ 200 kW.
Efficiency% ¼ 200�25:4ð Þ

200 � 100 ¼ 87:3% IEC 34� 2ð Þ (Eq. 16.4).
Losses % ¼ 100 % � 87.3 % ¼ 12.7 % (IEC 34 � 2).
Efficiency% ¼ 200�15:4ð Þ

200 � 100 ¼ 92:3% TS EN 60349� 2ð Þ (Eq. 16.5)
Losses % ¼ 100 % � 92.3 % ¼ 7.7 % (TS EN 60349 � 2)

In order to be able to accept the motor, the company Rotem stated that the
efficiency test was successful according to the specification. It is stated in this
specification the efficiency test [31] should be made according to TS EN 60349-2,
and the maximum loss value should be 9.2%. Lost value was found to be 7.7%
according to TS EN 60349-2 in the experiment. This means that the engine being
tested can be used in the Marmaray project. However, the efficiency was calculated
according to IEC 34-2, another productivity standard, and the loss was found to be
12.7%.

The test units which were used for this study are shown in Figs. 16.1, 16.2, and
16.3. The results shown in Tables 16.3 and 16.4 above were obtained from exper-
iments on these test units.

Fig. 16.1 Load and test motor
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Fig. 16.2 Motor control unit

Fig. 16.3 Control panel
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16.5 Conclusions

In order to measure the efficiency experimentally, the motor must be stopped. When
the cost and difficulty aspects of this are considered, the easiest approach is to
determine the efficiency by estimation methods rather than experimental methods.
There are many efficiency estimation methods for the motors that are already being
used in the industry. These are shift, current, equivalent circuit, and air space torque.

In this experiment the efficiency was found to be 92% according to standard
IEC60349-2. The experiment indicated that stator and rotor impedance causes
8.4 kW loss and turning losses were 7 kW. As can be understood from the results
for this machine, the copper loss is more than the loss from turning. We also know
that copper losses are directly related to temperature, if it is not considered in the
design phase of the machine. For this reason, the operating temperature of the motor
is quite important when losses occur. In order to prevent this loss, avoiding the
overloading of the engine and preventing the copper losses due to the temperature
contribute to productivity. However, in the standard TSE 60349-2, since the dc test is
not performed, the stator resistance and also the stator loss are not known. If the
quantities of these two (stator and rotor) losses were known, productivity studies
could be improved. For a more detailed study, in future work, the IEEE 112-B1
standard will be applied to this motor. All the losses can be known in the IEEE-112B
standard. A comparison can then be made between an indirect and direct method
according to efficiency value and losses.
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Chapter 17
Multi-criteria Method and Its Application
for Compressed Air Energy Storage in Salt
Domes

M. Cruz Castañeda, Carlos Laín, Juan Pous, and Bernardo Llamas

17.1 Introduction

The fight against climate change requires harnessing novel technologies to decrease
CO2 emissions. Renewable energy must be among the main strategies for complying
with the COP-21 agreements. Energy storage technologies will play a crucial role in
increasing both the efficiency, as well as the availability, of this kind of energy
source [1]. Moreover, energy storage technologies will help reduce the supply risk of
the electric power system, by overcoming the uncertainty of renewable energy
generation.

There are only two alternatives of energy storage technologies with an installed
capacity of over 100 MW: compressed air energy storage (CAES) and pumped
hydroelectric storage (PHS). The investment cost (CAPEX) according to energy
capacity and the maintenance and operating cost (OPEX) are higher than pumped
hydroelectric technology. Moreover, compressed air energy storage (hereinafter
“CAES”) enables the efficient and cost-effective storage of large amounts of energy
[2]. Consequently, CAES is the only possibility.

There are several geological structures that can be used as CAES; however, the
development of CAES in salt domes is one of the intermediate solutions, given that it
reduces the exploration risk, while the cost associated with its development is not
high and it is cheaper than making a cavity in a rock formation. Moreover, it is the
geological structure most suited to make a cavity; in addition, it offers a reasonable
geographical distribution and a nearby site with wind farms [3].

Nevertheless, the cost associated with underground exploration, as the risk
inherent to mining exploration, means that it is advisable to establish a detailed
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schedule to select and characterize structures to minimize the aforementioned risk
[4]. In accordance with the purpose of selecting the best geological structure for a
CAES from among the alternatives considered, multi-criteria algorithms make it
possible to establish a hierarchy of the alternatives to be studied and to objectively
identify those structures with the greatest potential.

Notable among the procedures and mathematical algorithms is the analytical
hierarchy process (hereinafter “AHP”) method, devised by Thomas L. Saaty in the
1970s. This methodology has the advantage of being simple and clear [5]. The AHP
breaks down the main problem into a hierarchical structure, enabling a detailed and
thorough analysis to be carried out of the criteria levels considered, in such a way as
to construct a breakdown structure to select salt domes.

Accordingly, a structure hierarchization method that makes possible to objec-
tively establish the areas with the greatest potential for CAES is presented, not only
taking technical aspects into account, but socio-economic ones also [6]. The spec-
ifying of the selection algorithm for structures in saline formations makes possible to
establish a selection and classification of these structures for a particular purpose:
reducing the exploration risk related to underground structures and applying this
methodology in potential CAES locations in Europe or any other region around the
world. In this case, the study was focused on the Basque-Cantabrian basin (Spain).

In the Basque-Cantabrian basin, it is possible to identify up to 11 diapiric
structures, surfacing and with sufficient depth to develop a CAES. These peculiar
characteristics allow to consider new research topics (Fig. 17.1): establish a new
definition of energy storage capacity, considering not only the storage of compressed
air at great depth, but also the definition of mini-CAES with storage capacity power
in the range 10–100 MW, shallow structure and less expensive than the conventional
CAES. Moreover, the mini-CAES will be defined in accordance with the renewable
capacity of the surrounding area.

This research will contribute to implement CAES technology, which would be a
milestone in the field of renewable energies. The communication will include

Fig. 17.1 The schematics of mini-CAES concept
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technical description of the novel mini-CAES concept and its application to a
specific region in Spain.

17.2 Materials and Methods

17.2.1 Favourable Site in Which to Develop CAES

The Basque-Cantabrian basin [7] is located in the northern edge of the Iberian
Peninsula, at the western end of the Pyrenees mountain range, and covers a surface
area of 25,000 km2 (Fig. 17.2). Diapiric structures of Triassic saline materials
(Keuper) in the Basque-Cantabrian basin are characteristics of the evolution of a
basin with deep saline levels, affected first by a tensional period and later by a
compressional period [8]. Some of these diapiric characteristics have surfaced, and
others are recognized through geophysics. In the north of the Basque-Cantabrian

Fig. 17.2 The Basque-Cantabrian basin (11 structures)
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basin, diapirs tend to present highly evolved chimney shapes, which narrow at depth
due to the lack of salinity and greater sedimentary load [9].

The 11 subsurface structures are shown in Fig. 17.2. These possibilities are
located in the Basque-Cantabrian basin (Spain), and the most distinguishing feature
is that they are shallower and with sufficient depth to develop a CAES technology:
Rosio, Villasana de Mena, Orduña, Murguía, Añana, Maestu, Estella, Alloz, Oro,
Arteta and Anoz salt domes.

17.2.2 Hierarchy and Selection Methodology

In this section, the evaluation and multi-criteria decision methods are described
according to a set of possibilities with various simultaneous target functions, a
decision agent and consistent and rational evaluation procedures [10]. Notable
among the procedures and mathematical algorithms is the AHP method, devised
by Thomas L. Saaty, 1977. The AHP breaks down the main problem into a
hierarchical structure, enabling a detailed and thorough analysis to be carried out
of the criteria levels considered. The breakdown in Fig. 17.3 was made considering

Fig. 17.3 Structure developed. Highlighted are the criteria with a scientific and mathematical scale
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only one topic: selecting salt domes to develop an energy storage facility (CAES). It
shows various criteria levels. For example, the first level is considered to describe
technical and socio-economic criteria.

This structure was made considering various criteria levels. Each criterion con-
verges into a node that it is measurable and quantifiable. According to the figure, the
criteria that have an assessment value are highlighted. This structure allows devel-
oping a scientific scale and their transformation into a mathematical scale. The
assessment of each alternative is based on the AHP methodology:

A1 ¼
Xn

i¼1
Wi � Vi ð17:1Þ

where the hierarchy of alternatives (A) is established by allocating weightings (W ) to
each criterion and the values (V ) for each criterion in each alternative under
evaluation by using Eq. (17.1).

17.2.3 Geographic Information System

Geographic information systems (GIS) have become a basic tool for managing
geotagged information [11]. A GIS project called GIS-CAES was developed to
demonstrate all the information described in the breakdown structure (previous
section). The choice of a GIS software package was based on the preferences,
functional requirements or training of this research. The open-source gvSIG®
programme was used, whose integration into the underground research flow is in
line with the requirements. Indeed, as it is open source, it allows the code to be
developed, and the functionalities of the original package to be customized [12].

17.3 Results and Discussion

The solution to the problem posed in the selection of structures for underground
energy storage, following AHP methodology, allows the problem to be broken down
into a series of criteria (Fig. 17.3), of which many are geotagged.

17.3.1 Socio-Economic Criteria

According to the structure developed to select and rank the most favourable struc-
ture, the next sub-criteria respond with the second level in the socio-economic
criteria: the energy criterion (Fig. 17.4) considered wind farms and their installation
capacity as well as the transmission grid. Two areas were established around each of
the 11 structures: the first with 5 km radius and the second with a 10 km radius.
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The special protection area criterion (Fig. 17.5) is broken down into populated
areas and environmental protection areas. Studing the population criterion, we
considered a protection area with a radius of 10 and 20 km. In this area the possibility
of developing a CAES technology is potentially dangerous. Considering environ-
mental protection areas, it has been considered SAC (Special Areas of Conservation)
and special areas of conservation for birds, both included in the NATURA 2000
NETWORK. In addition, natural parks are included based in the Law 30/2014. All
of the subsurface structures around these environmental protection areas will be
more difficult to explore and operate.

The available preliminary information criterion (Fig. 17.6) is described as the
availability of information on the undersoil which is considered to be particularly
relevant:

(i) Geophysics, as an indirect measurement and structural definition tool. Specifi-
cally, the existence of refraction seismic data and gravimetry.

(ii) Surveys performing direct measurements of the target formations (Keuper
formation).

According to criteria description [13–15], a summary has been included in
Table 17.1. The scientific scale has been described and their translation into the
mathematical scale (1–9 values). Most suitable values in each criterion were
assigned as the highest mathematical value.

Fig. 17.4 Application of the “energy” section criterion
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Fig. 17.6 Application of the “available preliminary information” criterion

Fig. 17.5 Application of the “special protection areas” criterion
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17.3.2 Technical Criteria

According to the structure developed to select and rank the most favourable struc-
ture, Table 17.2 summarized the sub-criteria respond with the second level in the
technical criteria. Also, the evaluation of both scientific and mathematical scales is
developed.

17.3.3 Weight Assessment

The assignment of weights begins with a pairwise comparison of the criteria and
sub-criteria Eq. (17.2). The eigenvalues are used as determination of the value of
prioritization of each of the criteria.

Table 17.1 Evaluation of the quantifiable criteria within the first level “socio-economic” criterion

Criteria and
sub-criteria

Mathematical scale (AHP) ! Values

1 3 5 7 9

Energy

Power gen-
eration/source
(km)

>10 <10 <5
<50 MW

<5
>50 MW

0

Transmis-
sion lines/
electricity
transport

>10 5–10 0–5
Distribution
grid

0–5
Transport grid

0

Special protection areas

Protected
natural areas

Natural
park

LIC/ZEPA None

Population
(km)/
inhabitant

<20
>200,000

<20
100,000–
200,000

20–30
>200,000

20–30
100,000–
200,000

>30

Available information

Wells None Few data related
to the saline for-
mation (shallow
wells)

Few data
related to the
saline for-
mations
(shallow
wells)

Digital and
enough data
related to the
saline forma-
tion (shallow
wells)

Digital and
enough data
related to the
saline forma-
tion(deep
wells)

Geophysics

Gravimetry None Few surveys. It
is possible to
make an inter-
pretation based
on adjacent
regions

Detail data
and enough
deep. Gen-
eral or shal-
low data

Digital regional
data (GIS).
Considering
outcrop and
gravimetry
analysis

Digital
regional data
(GIS). Con-
sidering seis-
mic and
outcrop
analysis

Seismic
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A ¼

1 a12 . . . a1n
1
a12

1 . . . a2n

1
a13

1
a23

. . . 1

2
6664

3
7775 ð17:2Þ

The calculation of the weight for each criterion will be obtained by Eq. (17.3),
where the judgement of value and hierarchy is assigned to the maximum eigenvalue
of matrix A (Eq. 17.2).

Wi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiYn

j¼1
aij

n

r
ð17:3Þ

Considering AHP methodology, different matrixes were used to calculate each
criterion (Table 17.3).

Table 17.2 Evaluation of the quantifiable criteria within the first level “technical” criterion

Criteria and sub-criteria

Mathematical scale (AHP) ! Values

1 3 5

Geomechanical

Structure Abandoned
mines

Deep aquifer Saline formation

Elastoplastic behaviour creep
test (h)

<10 10–60 >60

Young module 18 22 21

Temperature gradient (�C) Warm basin
>35

25–35 Cold basin <25

Deep (m) <400
and > 1200

800–1000 400–800

Geology

Permeability (m2) <10–24 10–22 10–18

Diameter of the cavity (m) <30 30–80 >80

Diameter cavity/thickness
dome

<3 3–5 >5

Mineralogy and impurity
content

>30% 20–30% <20%

Cavity construction

Cavity shape Other Spherical Ellipsoidal

Brine management Sea disposal Injection in shallow
formations

Use in local
industries

Fresh water (m3) 0.4 � 106 0.7 � 106 106
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17.3.4 Alternatives

Once the weights and values have been defined, it is possible to establish a
calculation and assessment of the 11 alternatives described in the previous section.
AHP methodology helps decision-makers to hierarchy the alternatives under inves-
tigation (preliminary phase in any subsurface exploration).

In this study, 11 domes saline in Basque-Cantabrian basin was studied
(Table 17.4). As it is shown, Añana is the most promising structure to develop
next research studies (outcrop analysis and geophysics and wells reinterpretation).

The Añana salt dome is located in the southern part of the Basque-Cantabrian
basin (Spain) (Fig. 17.6). As reservoir this study evaluated an outcrop diapiric
structure belonging to Triassic Muschelkalk and Keuper facies. The evolution of
the saline structure was greater in the Basque-Cantabrian basin, where the sedimen-
tary load and rotational slippage of listric faults were greater.

As a result, diapirs tend to present highly evolved chimney shapes, which narrow
at depth due to lack of salinity and greater sedimentary load. Due to the presence of
two wells and seismic profile, the ascent of Triassic materials can be confirmed
through more than 5000 metres. Their lithostratigraphic characteristics allow differ-
ent levels to be distinguished, comprising different coloured shales, insertions of
evaporates (halite, gypsum) and basic igneous rocks (ophites) which are frequently
included, and, in the upper part of the unit, dolomites.

Tables 17.5 and 17.6 summarized the socio-economic and technical criteria
description and their evaluation. The scientific scale has been described and their

Table 17.3 Weights for each criterion: (a) socio-economical and (b) technical criterion

Table 17.4 Site selection and classification of the 11 alternatives under consideration

Alternatives Añana Mena Rosio Murguia Orduña Estella Oro Anoz Arteta Maestu Alloz

Total 7.11 6.88 6.58 6.24 6.09 6.06 6.01 5.81 5.79 5.64 5.63
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translation into the mathematical scale. Most suitable values in each criterion were
assigned as the highest mathematical value.

As a result, Añana salt dome was evaluated, and its characteristics are suitable for
the original goal (CAES facility) [6]. The structure examined in this chapter presents
a distinguishing feature compared with the CAES plants currently in operation: there
is a surfacing diapiritic structure, which makes technical research easier, and offers
excellent usability potential.

Indeed, the study and development of a CAES facility in surfacing structures,
such as this considered here, will enable the target depth of the structure to be
modulated, which will be directly related to the maximum working pressure and,
therefore, with energy storage; conversely, smaller depth will reduce the costs linked
to building the cavern. These peculiar characteristics allow considering a new
definition of CAES: mini-CAES technology with storage capacity power in the
range 10–100 MW, shallow structure and less expensive than the
conventional CAES.

Table 17.5 Añana salt dome: evaluation of socio-economic parameters, using AHP algorithm

Criteria and
subcrieria

Mathematical scale (AHP) ! Values

1 3 5 7 9

Energy

Power
generation/
source (km)

>10 <10 <5
<50MW

<5
>50MW

0

Transmis-
sion lines/
Electricity
transport

>10 5–10 0–5
Distribution
grid

0–5
Transport grid

0

Special protection areas

Protected
natural areas

Natural
park

LIC/ZEPA None

Population
(km)/
inhabitant

<20
>200.000

<20
100.000–
200.000

20–30
>200.000

20–30
100.000–
200.000

>30

Available information

Wells None Few data related
to the saline
formation
(shallow wells)

Few data
related to the
saline
formations
(shallow
wells)

Digital and
enough data
related to the
saline forma-
tion (shallow
wells)

Digital and
enough data
related to the
saline forma-
tion (deep
wells)

Geophysics

Gravimetry None Few surveys. It
is possible to
make an
interpretation
based on
adjacent regions

Detail data
and enough
deep.
General or
shallow data

Digital regional
data (GIS).
Considering
outcrop and
gravimetry
analysis

Digital
regional data
(GIS).
Considering
seismic and
outcrop
analysis

Seismic
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17.4 Conclusions

The development of renewable energies will increase interest in energy storage, in
order to boost the availability factor, management of surplus energy and peak
demand. In this case, to store large amounts of energy, CAES technology is
considered to be the most suitable option, along with the related developments that
might be implemented, such as the joint use of heat storage systems for usage in the
subsequent preheating phase, so as to achieve an isothermal process and therefore
enhance the efficiency of the process. However, the cost associated with under-
ground exploration, as the risk inherent to mining exploration, means that it is
advisable to establish a detailed schedule to select and characterize structures to
minimize the aforementioned risk. In accordance with the purpose of selecting the
best geological structure for a CAES from among the alternatives considered, multi-
criteria algorithms make it possible to establish a hierarchy of the alternatives to be
studied and to objectively identify those structures with the greatest potential.

Accordingly, a structure hierarchization method that makes possible to objec-
tively establish the areas with the greatest potential for CAES is presented, not only
taking technical aspects into account, but socio-economic ones also. The specifying
of the selection algorithm for structures in saline formations makes possible to

Table 17.6 Añana salt dome: evaluation of technical parameters, using AHP algorithm

Criteria and subcrieria

Mathematical scale (AHP) ! Values

1 3 5

Geomechanical

Structure Abandoned
mines

Deep aquifer Saline formation

Elastoplastic behaviour
Creep test (h)

<10 10–60 >60

Young Module 18 22 21

Temperature gradient (ºC) Warm
basin >35

25–35 Cold basin <25

Deep (m) <400
and >1200

800–1000 400–800

Geology

Permeability (m2) <10–24 10–22 10–18

Diameter of the cavity (m) <30 30–80 >80

Diameter cavity/thickness
dome

<3 3–5 >5

Mineralogy and impurity
content

>30% 20–30% <20%

Cavity construction

Cavity shape Other Spherical Ellipsoidal

Brine managment Sea disposal Injection in shallow
formations

Use in local
industries

Fresh water (m3) 0.4 � 106 0.7 � 106 106
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establish a selection and classification of these structures for a particular purpose:
reducing the exploration risk related to underground structures and applying this
methodology in potential CAES locations in Europe or any other region around the
world. In this case, the study was focused on the Basque-Cantabrian basin (Spain).
This research will contribute to implement CAES technology, which would be a
milestone in the field of renewable energies. The communication will include
technical description of the novel mini-CAES concept and its application to a
specific region in Spain.
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Chapter 18
4-E Analysis and Optimization of a 660 MW
Supercritical Combined Rankine-Kalina
Cycle Coal-Fired Thermal Power Plant
for Condenser Waste Heat Recovery

Goutam Khankari and Sujit Karmakar

18.1 Introduction

To meet the growing energy demand, use of fossil fuels, more specifically coal for
power generation, is increased day by day, and about 70% of the total power is
generated from coal-fired thermal power plants in India [1]. Depletion of natural
resources and its detrimental effect on environment put the energy researchers to a
great challenge at present. Migrating to higher steam parameters to supercritical
(SupC)-based and ultra-supercritical (USC)-based thermal power plants are under
either in operation or in the state of development to cope with the huge energy
demand. The steam parameters for a 660 MW SupC thermal power plants are
242.20 bar/537 �C/565 �C and the same for a 430 MW USC power plants are
350 bar/700 �C/720 �C [2]. About 50–60% of total input energy is lost in condenser
and carried away by the cooling water system [3]. Utilization of waste energy from
such plants can be used for additional power generation. Turbo-generator (TG) cycle
efficiency of steam power plant improves by reducing the heat rejection temperature
at the condenser resulting in the reduction of condenser heat. Modern coal-fired
steam power plant is designed to run the plant efficiently at an optimum condenser
back pressure of 0.103 bar (absolute) and the corresponding saturation temperature
is about 46.39 �C. Plant cannot be run below this operating condition due to increase
in exit loss and poor dryness fraction at later stages of LP turbine. By considering
this matter in view, the latent heat of steam exhausted from steam turbines can be
utilized for additional electric power generation by integrating Kalina cycle system
11 (KCS11) at condenser side where ammonia-water mixture is used as a working
fluid for the bottoming cycle.
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Last few decades, various combined cycle systems have been proposed by several
researchers to improve the system performance by using different thermodynamic
cycles [4–7]. Ozdil et al. [8] have shown the performance variation of evaporator by
varying water phase quality and drawn a relation in between pinch point and its
exergy efficiency. As Organic Rankine Cycle (ORC) has poor overall efficiency than
the Kalina cycle [9], Kalina cycle can be used for efficient power generation from
low-graded waste heat [10]. El-Sayed et al. [11] have shown that the Kalina cycle
can attain higher thermal efficiency over Rankine cycle based on energy and exergy
analysis under same thermal boundary conditions. In literature, several researchers
have analysed the thermodynamic performance of thermal power plants based on
energy and exergy analysis [12–14]. Khankari and Karmakar [13] have shown an
approach for additional power generation from mill rejection using Kalina cycle.

To the best of authors’ knowledge, there is hardly any research work carried out
towards reducing the heat rejection temperature at condenser directly or indirectly
for efficiency improvement of coal-fired steam power plants. In the present study, an
effort has been made by replacing the main plant condenser by the evaporator of
KCS11 and its shell side design value (TTD: 6 �C) is maintained same as the main
plant condenser. The KCS11 is used as a bottoming power cycle for condensing the
exhausted steam of the main steam power plant and the heat is utilized to produce
ammonia-water vapour mixture resulting in additional electric power generation.
Thermodynamic performance analysis based on 4-E (Energy, Exergy, Environment
and Economic) of a standalone 660 MW SupC coal-fired steam power plant and
KCS11 integrated combined cycle thermal power plant is carried out at different
operating conditions. Both the plants are modelled by using a flow sheet computer
program ‘Cycle-Tempo’ [15].

18.2 System Description

Figure 18.1 shows the process flow path of a standalone 660 MW SupC coal-fired
steam power plant which is operated at drum pressure and steam temperature of
about 242.20 bar and 537 �C, respectively. It comprises of coal-fired boiler, one
high-pressure turbine (HPT), one double-flow intermediate pressure turbine (IPT),
two double-flow low-pressure turbines (LPTs), water-cooled condenser, condensate
extraction pump (CEP), four low-pressure heaters (LPHs), deaerator, turbine-driven
boiler feed pump (TDBFP), three high-pressure heaters (HPHs), forced draft
(FD) fan and induced draft (ID) fan. Figure 18.2 also shows the flow diagram of
660 MW combined Rankine-Kalina cycle coal-fired thermal power plant. The
conventional water-cooled condenser is replaced by KCS11 for condensing the
steam exiting from steam turbine and resulting in additional power generation
[12]. The KCS11 consists of various components like evaporator, separator, binary
mixture vapour turbine, condenser, feed pump and feed heater. Evaporator is a shell
and tube type heat exchanger where phase change of the working fluid occurs at
different quality at its outlet by exchanging heat with the low-quality steam
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Fig. 18.1 Schematic diagram of 660MW SupC coal-fired thermal power plant

Fig. 18.2 Schematic diagram of 660MW SupC combined Rankine-Kalina cycle thermal power
plant
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exhausted from low-pressure steam turbines. Saturated vapour binary mixture from
the separator is supplied to the binary mixture turbine for expansion and it is
condensed in the condenser of KCS11 by cooling water flow. Saturated hot liquid
binary mixture from separator is used as extraction fluid for NH3-H2O mixture
heating and its drip is discharged into the condenser. Liquid ammonia-water binary
mixture is again fed to the evaporator by running feed pump after heating in the feed
heater. The generator is directly coupled with the turbine shaft of KCS11 for electric
power generation.

18.3 Methodology

Thermodynamic performance analysis of 660 MW SupC coal-fired steam power
plant and KCS11 integrated 660 MW combined cycle SupC thermal power plant are
done based on energy and exergy analysis under steady-state condition by thermo-
dynamic modelling using a computer flow sheet computer program ‘Cycle-Tempo’
[15]. The required input parameters at different plant-operating conditions of equip-
ments and process path are specified like pressure, temperature, fuel quality and the
efficiencies of the pumps, fans and turbines. Steady flow equation for open system
based on conservation of mass and energy can be written as follows:

Mass balance:

X
_m in ¼

X
_m out ð18:1Þ

Energy balance:

X
_m in hin þ _Q k ¼

X
_m outhout þ _W ð18:2Þ

where _m is mass flow rate, h is specific enthalpy and _Q k is heat transfer rate to the
system at temperature Tk.

Exergy balance:

X
_m in εx in þ _Q k 1� T0

TK

� �
¼

X
_m out εx out þ _W þ Ex˙D ð18:3Þ

where _Ex D ¼ T0 _S gen and εx ¼ εph + εch.
_Ex D indicates the exergy destruction in the system and subscript ‘0’ indicates the

environment condition of the system. εx indicates the specific exergy of energy
carrier. For steam cycle analysis, only physical exergy (εph) is considered, but for
KCS11 analysis, physical and chemical exergy (εch) are both considered [16]. These
are calculated as follows:

εph ¼ ½ðh�h0Þ�T0ðs� s0Þ� ð18:4Þ
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εch ¼ y εch,NH3 þ 1� yð Þεch,H2O½ � ð18:5Þ
where y indicates the ammonia mass fraction in ammonia-water binary mixture.
Fluid properties are calculated based on different thermodynamic relations and
empirical correlations [13]. Thermodynamic relations are based on Gibbs free
energy concept of pure substance.

Specific exergy of coal is calculated on the basis of the following formula [17].

εcoal ¼ ð0:9775LHVcoal þ 2:416Þ � ð0:0065LHVcoal þ 0:054Þ ð18:6Þ

18.3.1 Assumptions

The following assumptions have been made for the thermodynamic study of both
plants:

(i) Ambient pressure (P0) and temperature (T0) of environment are 1.013 bar
and 25 �C, respectively.

(ii) The chemical compositions of atmospheric air (in mole %) are Ar 0.90%,
CO2 0.03%, H2O 1.88%, O2 20.56 % and N2 76.61%, and the relative
humidity (RH) of the ambient air is 60%.

(iii) Lower heating value (LHV) of coal is 15,234 kJ/kg.
(iv) Excess air of 20% is supplied for complete combustion.
(v) Isentropic efficiencies of both fans and pumps are considered as 85%.
(vi) CW pressure and temperature at condenser inlet are taken as 2 bar and 25 �C,

respectively.
(vii) TTD of the KCS11 evaporator is considered as 6 �C which is same as

standalone plant condenser for maintaining the design parameters in the
steam power cycle ( T sat:condensate

0:103bar ¼ 46 �C and Tcwi/l ¼ 30 �C with temper-
ature rise of 10 �C [17]).

(viii) The terminal temperature difference of all low-pressure heaters (LPH) and
high-pressure heaters (HPH) in steam power cycle are considered as
3 �C [17].

(ix) Generator efficiency is taken as 98.7% [17].
(x) Dry saturated vapour at turbine inlet and saturated liquid for feed heating are

considered.
(xi) Suitable LMTD value for the condenser and feed heater of the KCS11 are

assumed based on optimum heat transfer area of the equipments and kept
constant throughout the analysis.
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18.3.2 Performance Analysis of the Plant

Net combined cycle power plant energy efficiency:

ηcomb:
plant ¼

_W TG
mp þ _W TG

KCS11 � _p comb:
aux:

Energy supplied by coal
ð18:7Þ

_p comb:
aux: indicates the auxiliary power consumption for combined power plant (2.93%

of rated load).

Energy supplied by coal ¼ _m coalLHV ð18:8Þ
Net combined power plant exergy efficiency:

ψcomb:
plant ¼

_W TG
mp þ _W TG

KCS11 � _p comb:
aux:

Exergy supplied by coal
ð18:9Þ

Energy supplied by coal ¼ _m coal εcoal ð18:10Þ
The CO2 emission is calculated by the following equation on the basis of used

coal analysis which is given in Table 18.1.

COemission
2 ¼

_m consumption
coal %C�%Ash 0:80%UCFA

100 þ 0:20%UCBA
100

� �h i

100
ð18:11Þ

18.3.3 Performance Analysis of Combined Rankine-Kalina
Cycle System

Net energy efficiency of combined Rankine-Kalina cycle system

ηnet
comb:cycle ¼

_W comb:
net

_E comb:
int:

ð18:12Þ

_W net
comb:cycle ¼ _W TG

mp þ _W TG
kcs11 � _W CEP � _W FP

kcs11 ð18:13Þ

Table 18.1 Ultimate analysis of coal as per as-received basis (% of weight)

Ultimate analysis of coal Unburnt carbon

C (%) H2 (%) O2 (%) N2 (%) S (%) TM (%) Ash (%) BA (%) FA (%)

34.46 2.43 6.97 0.69 0.45 12.00 43.00 2.50 1.50
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_E comb:
int: ¼ _m shs � _m e

f h
e
f þ _m r hh � hcð Þ ð18:14Þ

where _W FP
kcs11 indicates power consumed by feed pump of KCS11 and _E comb:

int:
indicates energy input rate to combined plant TG cycle.

E rej
comb: ¼ _m cw

kcs11 hcwoutkcs11 � hcw in
kcs11

� � ð18:15Þ
Net exergy efficiency of combined cycle system:

ψnet
comb:cycle ¼

_W comb:
net

_Ex comb:
int:

ð18:16Þ

Ex
˙ comb:

int: ¼ _m sεs � _m e
f ε

e
f þ _m r εh � εcð Þ ð18:17Þ

Ex
˙ rej

comb: ¼ _m cw
kcs11 εcwoutkcs11 � εcw in

kcs11

� � ð18:18Þ

18.3.3.1 Relative Energy/Exergy (Ren / Rex) Index

The performance of the power cycle based on all equipments used or on individual
equipment basis with respect to the TG output can be assessed for comparative
purpose at different plant-operating conditions by formulating a relative energy/
exergy index which is defined as

Rrej:
en ¼

_E rej

_W TG
plant

;Rrej:
ex ¼

_Ex rej

_W TG
plant

This is very much important for taking crucial decision for the CW pump in or out
of operation during seasonal variation for getting significant efficiency improvement
with marginal increase in auxiliary power consumption [18].

18.3.4 Performance Analysis of KCS11

Net energy efficiency of KCS11:

ηnet
kcs11 ¼

�
_W TG
kcs11 � _W FP

kcs11 � _W CWP
kcs11

�
_E in
kcs11

ð18:19Þ

_W TG
kcs11 indicates TG output of KCS11.

_W CWP
kcs11 indicates power consumed by condenser cooling water pump of KCS11.

Energy input rate into the Kalina cycle system is calculated by Eq. (18.20).
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_E in
kcs11 ¼ _m LPT exhaust

s hLPT exhaust
s þ _m TDBFP exhaust

s hTDBFP exhaust
s

þ _m LPH
drip hLPH

drip � _m CEP suction
condensate hCEP suction

condensate ð18:20Þ

Energy rejection rate from the Kalina cycle system is calculated by Eq. (18.21).

E rej
kcs11 ¼ _m cw

kcs11 hcwoutkcs11 � hcw in
kcs11

� � ð18:21Þ
Net exergy efficiency of Kalina cycle system 11 (KCS11):

ψnet
kcs11 ¼

_W net
kcs11

_Ex in
kcs11

ð18:22Þ

Exergy input rate to the Kalina cycle is calculated by Eq. (18.23).

Ex
˙ in

kcs11 ¼ _m LPT exhaust
s εLPT exhaust

s þ _m TDBFP exhaust
s εTDBFP exhaust

s

þ _m LPH
drip εLPHdrip � _m CEP suction

condensate εCEP suction
condensate ð18:23Þ

Exergy rejection rate from the Kalina cycle is calculated by the following
equation:

Exrej
kcs11 ¼ _m cw

kcs11 Ecwout
kcs11 � Ecw in

kcs11

� � ð18:24Þ
The vapour fraction (DF) after the evaporator of the ammonia-water mixture or

separator inlet is determined as follows [19]:

DF ¼ _m sep:o=l
sat:v

_m sep:i=l
mix:

¼ ysep:i=lmix: � ysep:o=lsat:l

ysep:o=lsat:v � ysep:o=lsat:l

ð18:25Þ

18.4 Results and Discussion

18.4.1 Energetic and Exergetic Performance Analysis
of the Plants

Thermodynamic performance analysis and comparison of both the standalone and
combined cycle plants are done by using simulated operating data as shown in
Table 18.2, based on energy and exergy analysis at full load. From Tables 18.3 and
18.4, it is observed that maximum energy and exergy losses take place in the
condenser and boiler for the standalone SupC thermal power plant accounting
about 50.055% and 53.692% of total input, respectively. Similar results are also
observed for the combined cycle SupC power plant. By integrating KCS11 as a
bottoming cycle with main steam power plant at condenser side, condenser energy
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and exergy losses are decreased by 0.773% point and 0.418% point, respectively. As
a result, plant net energy and exergy efficiencies are increased by 0.543% point and
0.472% point, respectively. From Table 18.5, it is also studied that energy and
exergy efficiencies of power cycle (TG) of combined Rankine-Kalina cycle power
plant are improved over standalone power plant due to less relative energy rejection
and exergy destruction in TG cycle compared to standalone power plant. This is
caused due to reduction in specific steam consumption for generating same power as
additional electric power comes from condenser waste heat.

18.4.2 Effect of Part-Load Operation on the Plant
Performance

Plant performance analyses are studied at different part-load conditions (60%, 80%
and 100% of rated load condition) at constant pressure control mode of operation.
From Fig. 18.3, it is observed that combined plant energy and exergy efficiencies are
higher than the main standalone power plant at all part-load conditions. It is also

Table 18.3 Energy balance at 100% of rated load

Energy balance at 100% of rated load

Components Standalone steam power plant Combined cycle power plant

Power plant gross efficiency (%) 41.550 42.296

Condenser loss (%) 50.055 49.282

Heat rejected through stack (%) 6.125 6.125

Heat rejected in bottom ash (%) 0.857 0.857

Other losses (by difference) (%) 1.412 1.440

Table 18.4 Exergy balance at 100% of rated load

Exergy balance at 100% of rated load

Components Standalone steam power plant Combined cycle power plant

Power plant gross efficiency (%) 36.590 37.242

Condenser loss (%) 0.728 0.310

Turbine losses (%) 3.722 3.867

Heaters losses (%) 0.884 0.892

Boiler loss (%) 53.692 53.732

Others losses (by difference) (%) 4.384 3.958

Table 18.5 Energetic and exergetic analysis at full load

Power plant

100% of rated

Rint
en Rrej

en Rint
ex Rrej

ex Rdest
ex ηTG (%) ΨTG (%)

Combined cycle power plant 2.363 1.265 1.293 0.009 0.284 42.313 77.310

Standalone steam power plant 2.398 1.303 1.313 0.022 0.291 41.693 76.177
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observed that the rate of improvement of energy and exergy efficiencies is more at
low load (below the 80% of rated load) due to higher rate of efficiency improvement
in TG cycle or power cycle (Fig. 18.4). Moreover, at a lower part-load operation, the

Fig. 18.3 Effect of load variation on plant performance

Fig. 18.4 Effect of load variation on cycle efficiencies
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effect of throttling in control valves is more, which reduces towards higher part-load
operation. As a result, relative exergy destruction and relative energy rejection are
more at lower part load and decrease at higher part load and the same is shown in
Table 18.6. Figures 18.3 and 18.4 also show that the rate of change of exergy
efficiency of combined cycle power plant is more than the rate of change of energy
efficiency and the rate of change of both the efficiencies reduces with increase in load
condition. However, the rate of decrease in the improvement of energy efficiency is
more than the exergy efficiency for both the plants at higher load condition.

18.4.3 Effect of Condenser Back Pressure on the Combined
Cycle Power Plant Performance

From Fig. 18.5 and Table 18.7, it is concluded that energy and exergy efficiencies of
power cycle (TG) increase with the decrease in condenser back pressure, resulting in
an increase in the plant efficiency. Decreasing condenser back pressure increases the
KCS11 output, resulting in an improvement of the cycle efficiencies. Table 18.7
shows that the relative energy and exergy input increase with the decrease in

Table 18.6 Thermodynamic analysis at different part load

% of load

660MW main steam power plant 660MW combined cycle power plant

Rint
en Rrej

en Rint
ex Rrej

ex Rdest
ex Rint

en Rrej
en Rint

ex Rrej
ex Rdest

ex

100 2.398 1.303 1.313 0.022 0.291 2.363 1.265 1.293 0.009 0.284

80 2.455 1.342 1.344 0.022 0.322 2.420 1.304 1.325 0.009 0.315

60 2.560 1.415 1.401 0.023 0.378 2.524 1.375 1.381 0.010 0.372

Fig. 18.5 Effect of condenser back pressure on KCS11 and combined cycle plant performances
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condenser back pressure causing higher energy output from power cycle as there is
no such significant change in relative energy rejection and relative exergy destruc-
tion at all condenser back pressure. From Fig. 18.6, it is also observed that the
change in the increasing slope of enthalpy drop is higher than the decreasing slope of
vapour mass flow rate at lower condenser back pressure, resulting in an increase of
the KCS11 output. Gain in net output by lowering the condenser pressure also
decreases due to an increase in CW flow rate at condenser. To avoid high cost and
robust condenser design for getting marginal efficiency improvement, the optimum
condenser pressure of 9.75 bar is considered for the present study.

18.4.4 Effect of Ammonia Mass Fraction Variation
on KCS11 and Model Validation

The effect of ammonia mass fraction (0.80, 0.85 and 0.90) variation in KCS11 is
shown in Table 18.8 and Fig. 18.7. Table 18.8 shows that the energy and exergy
efficiencies of KCS11 decrease with a decrease in ammonia mass fraction. Lower

Fig. 18.6 Effect of condenser back pressure on the performance of KCS11turbine

Table 18.7 Effect of condenser back pressure on cycle performance

660MW combined cycle Supc thermal power plant

Condenser back pressure (bar) Rint
en Rrej

en Rint
ex Rrej

ex Rdest
ex ΨTG (%) ηTG (%)

9.75 2.365 1.266 1.294 0.009 0.285 77.317 42.318

9.80 2.363 1.265 1.293 0.009 0.284 77.310 42.313

9.85 2.362 1.264 1.293 0.009 0.284 77.303 42.310

9.90 2.361 1.264 1.292 0.009 0.284 77.285 42.300
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ammonia mass fraction has higher saturation temperature of the binary mixture for a
particular operating pressure, resulting in the decrease of vapour mass flow rate
through the binary mixture turbine, and the same is shown in Fig. 18.7. Moreover,
the KCS11 output decreases with a decrease in ammonia mass fraction. Both the
relative energy rejection and relative exergy destruction increase with the decrease in
ammonia mass fraction. Simulation results are validated with existing literature at
full load with ammonia mass fraction of 0.90 and the result is well matched with the
published paper [12]. Trend of the thermal efficiency curve at different ammonia
mass fraction (at 0.80, 0.85 and 0.90) is closely matched with the published research
paper at higher operating pressure (above 40 bar).

18.4.5 Effect of Evaporator Shell Pressure (Steam Turbine
Back Pressure) on the Combined Cycle Power Plant
Performance

The effect of evaporator shell pressure (absolute) variations is studied for optimizing
the combined cycle plant performance. The results are given in Fig. 18.8 and

Fig. 18.7 Effect of ammonia mass fraction variation on KCS 11 performance

Table 18.8 Thermodynamic analysis of KCS11 at different ammonia mass fraction

Ammonia mas
fraction Rint

en Rrej
en Rint

ex Rrej
ex Rdest

ex ηKCS11 (%) ΨKCS11 (%)

0.90 76.309 105.525 3.636 0.753 1.883 1.310 27.506

0.85 179.096 110.221 4.390 0.786 2.604 0.558 22.779

0.80 259.218 112.456 4.700 0.802 2.898 0.386 21.275
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Table 18.9. From Fig. 18.8, it is observed that net plant energy and exergy efficien-
cies increase with the decrease in evaporator shell pressure, and below the shell
pressure of 0.103 bar (absolute), efficiency starts decreasing. The variation in net
plant efficiencies are found due to variations in net cycle energy and exergy
efficiencies at different shell pressure as shown in Table 18.9. Moreover, from
Table 18.9, it is observed that the less relative energy rejection and relative exergy
destruction of the combined power cycle are found at a shell pressure of 0.103 bar
compared to other shell pressures. Higher specific steam consumption causes higher
relative energy and exergy input into the power cycle at a shell pressure above or
below 0.103 bar. At very low shell pressure (i.e. steam turbine exhaust pressure), the
exit loss of the steam turbine found more. On the other hand, at very high shell
pressure, the enthalpy drop of the steam power cycle reduces. As a result, the specific
steam consumption for both the cases are increased. As the efficiency of the steam
power cycle is higher than the KCS11 in the combined cycle power plant, the
maximum energy conversion takes place in the steam power cycle rather than Kalina
cycle to maximize the combined cycle performance. Hence, the evaporator shell
pressure of 0.103 bar is considered to be the optimum one for the performance
improvement.

Fig. 18.8 Evaporator shell pressure vs. plant efficiencies

Table 18.9 Energy and exergy analysis at different evaporator shell pressure of the combined
cycle power plant

660MW combined Rankine-Kalina
Cycle Power Plant 100% of rated

Evaporator shell (steam turbine
exhaust) Pressure (bar) Rint

en Rrej
en Rint

ex Rrej
ex

Rdest

ex ΨTG ηTG
0.083 2.416 2.848 1.322 0.006 0.316 75.636 41.397

0.103 2.362 1.247 1.293 0.008 0.285 77.363 42.343

0.123 2.390 1.254 1.308 0.013 0.295 76.461 41.849
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18.4.6 Environmental Impact of 660 MW Combined Cycle
SupC Coal-Fired Thermal Power Plant

Coal-fired thermal power plant is the major emitter of different pollutants like CO2,
SOx, NOx and other suspended particulate matter (SPM), out of which CO2 is the
major greenhouse gas responsible for global warming. Figure 18.9 shows that the net
energy efficiency improvement of combined cycle plant over standalone power plant
increases with higher part load and the maximum improvement is observed as
0.543% point at full-load condition. This improvement reduces the specific coal
consumption rate and about 2.53 tons of CO2 emission can be reduced per hour at
full load.

18.4.7 Economic Analysis

Techno-commercial feasibility study of the proposed combined cycle power plant is
done through economic comparison based on levelized cost of electricity (LCoE)
generation and cost of saved fuel [17]. Capital costs of the standalone steam power
plant and KCS11 are assumed as INR 50,000/� per kW [17] and INR 62,000/� per
kWh [20], respectively. Economic analyses of the plants are made by considering the
plant capacity factor of 90%, discount rate of 12%, fixed O&M cost of 15% of total
capital cost and fuel cost (i.e. coal) of INR 0.75 per kg, and the values of different
economic parameters are shown in Table 18.10. The LCoE generation and simple
payback period (SPP) of the 660 MW combined cycle SupC power plant are,
respectively, about INR 1.919/� per kWh and 4.021 years which are marginally

Fig. 18.9 Effect of KCS11 integration for condenser waste heat recovery on CO2 emission
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higher than the standalone 660 MW SupC coal-fired steam power plant. The cost of
implementation of KCS11 technology is about INR 0.122/� per kg of fuel saved
which is about 6.15 times lower than the fuel cost. Hence, this may be one of the
power generation technologies for energy efficient, environment friendly, and eco-
nomically viable power generation.

Table 18.10 Economic comparison of standalone power plant and combined cycle power plant

Description Unit
660MW Main
steam power plant

660MW Combined
cycle power plant

Capital cost (CC) INR/kW 50000.000 50222.000

Life of the power plant (n) Year 20.000 20.000

Discount rate (d) fraction 0.120 0.120

Capital recovery factor (RFC) fraction 0.134 0.134

Annualized capital cost (CCA) INR/kW 6693.939 6723.660

Plant capacity factor (PCF) fraction 0.900 0.900

Auxiliary power consumption (Paux) fraction 0.075 0.079

Net energy generated annualy (Pnet) kWh/kW 7290.335 7262.741

Fixed capital cost per unit (FCc) INR/kWh 0.918 0.926

Fixed O&M cost (FOM) INR/kW 1004.091 1008.549

Fixed O&M cost per unit(FCO&M) INR/kWh 0.138 0.139

Fuel Cost (Cfuel) INR/kg 0.750 0.750

Lower heating value of fuel (LHV) kJ/kg 17162.600 17162.600

Net heat rate(NHR) kJ/kWh 10555.614 10409.852

Fuel cost per unit (FCfuel) INR/kWh 0.461 0.455

variable O&M cost per unit (FCVOM) INR/kWh 0.200 0.200

Total variable cost per unit (CV) INR/kWh 0.661 0.655

Annualized cost of electricity gener-
ation (ACOE)

INR/kWh 1.717 1.720

Excalation rate (fuel/O&M- fixed
and variable) (e)

fraction 0.031 0.031

Equiavalent discount rate with esca-
lation (d')

fraction 0.087 0.087

Levelizing factor (LF) fraction 1.251 1.251

Levelized fuel and O&M cost(CL) INR/kWh 1.000 0.993

Levelized cost of electricity genera-
tion (LCOE)

INR/kWh 1.918 1.919

Simple payback period (SPP) Year 3.994 4.021

Additional cost for KCS11
integration

INR/kWh – 0.001

Energy saved for KCSI 1 integration kJ/kWh – 145.762

Cost of saved energy INR/kJ – 0.00001

Cost of Saved fuel INR/kg – 0.122
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18.4.8 Conclusions

The following are some of the major conclusions that could be drawn from the
present study:

• Maximum energy and exergy losses take place in the condenser and boiler of the
standalone 660 MW SupC thermal power plant which is about 50.055% and
53.692% of total input, respectively. Integration of KCS11 at condenser side
decreases the condenser energy and exergy losses by about 0.773 and 0.418%
points, respectively, resulting in the improvement of plant energy and exergy
efficiency by about 0.543 and 0.472% points, respectively. The CO2 emission can
be reduced by 2.53 tons per hour by this novel approach at full load.

• More relative energy rejection and relative exergy destruction cause less plant
efficiency at part-load condition.

• The optimum condenser back pressure and evaporator shell pressure of the
combined cycle power plant are about 9.75 bar and 0.103 bar (absolute), respec-
tively, for maximizing the plant performance.

• The levelized cost of electricity (LCoE) generation and simple payback period
(SPP) of the proposed combined cycle plant are about INR 1.919 per kWh and
4.021 years, respectively.

• The cost of saved fuel for KCS11 integration of the combined cycle power plant
is about INR 0.122 per kg of fuel, which is about 6.15 times lower than the
fuel cost.

Nomenclature

_E Energy rate (kW)
_Ex D Exergy destruction rate (kW)

ε Specific exergy (kJ/kg K)
h Specific enthalpy (kJ/kg)
LHV Lower heating value (kJ/kg)
LP Low pressure
_m Mass flow rate (kg/s)
P Pressure (bar)
_P Power consumption rate (kW)
R Relative energy/exergy ratio
S Specific entropy (kJ/kg K)
T Absolute temperature (K)
_W Rate of work (kW)
η Energy efficiency (%)
ψ Exergy efficiency (%)

Superscript

Comb. Combined power plant
evp Evaporator
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e Economizer inlet
FP Feed pump
i/o Inlet/outlet
sat. l Saturated liquid state

Subscript

c Cold reheat
en Energy
ex Exergy
f Feed water flow
h Hot reheat
int. Input of TG cycle
kct Kalina cycle turbine
mix. Ammonia-water binary mixture
mpcw Cooling water of main plant condenser
mp Main plant
s Main steam
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Chapter 19
Computational Study on the Design
for Fluid Flow in High Angular Velocity
Screw Pumps

Jaison Philip, Abhilash Suryan, T. V. Sanand, and P. Unnikrishnan Nair

19.1 Introduction

A screw pump is a typical rotary pump which pumps the fluid in axial direction.
Screw pumps are widely used for various applications including pumping lubricat-
ing oil, petroleum products, dilute acids and alkalis in chemical engineering. It is
very simple to construct, thus making it ideal for applications where a lot of
complexities are involved. The screw pump has two parts, a hub (rotor with helical
channels) and a shroud (stator) which covers the hub so as to contain the flow driven
by the hub. The shroud can be profiled, thereby creating cavities which adds to
pumping efficiency. Likewise, different types of screw pumps with different profiles
can be used such as labyrinth screw pumps, twin-screw pumps, etc. These pumps
can work at a very wide range of angular velocities, especially at higher angular
velocities which have not been pondered much. But working at higher angular
velocities may increase cavitation risks. Cavitation can cause several negative effects
such as vibrations, performance losses, erosion and structural damage. These effects
make cavitation an important issue in turbomachinery design and operation, which
should be controlled or at least well understood.
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Cavitation is the phenomena by which vapour or gas cavities form within a given
liquid, which is driven by pressure change alone. Cavitation occurs at a given
temperature Twhenever the pressure p in the liquid becomes lower than the saturated
vapour pressure Pv(T ), namely, P(T )� Pv(T ). This phenomenon can be observed in
various engineering systems, ranging from hydraulic machinery to turbo pumps for
space applications.

Numerous studies have been conducted on cavitating behaviour of pumps. Works
have been done as early as 1917 when Lord Rayleigh [1] studied the collapse of
bubbles and derived an expression for the pressure in the interior of the fluid during
tile collapse. In 1949, Plesset [2] studied the dynamics of cavitation bubbles and
used the equation derived by Rayleigh to derive an expression explaining the
behaviour of cavitation bubbles. Chen et al. [3] developed a non-linear numerical
model to explain the non-equilibrium effects in cavitation flows. They modified the
Rayleigh-Plesset equation to incorporate non-equilibrium effects. Ahuja et al. [4]
simulated cavitation behaviour over a cylindrical head form and a NACA66 hydro-
foil using CFD. They included a source term in order to indicate phase change when
liquid pressure drops below its saturation value. Athavale et al. [5] using CFD solved
Rayleigh-Plesset equation on three different turbomachines and found out that the
presence of non-condensible gases reduced the pump head as well as the extent of
cavitation. Bakir et al. [6] and Coutier-Delgosha et al. [7] did a detailed numerical
study on the cavitating behaviour on turbo-pump inducers having similar geometry
to a screw pump. They observed that for high flow rate where the blockage occurs,
the model underpredicts the head drop location. Thus, the cavitation model itself
requires careful testing for the determination of empirical constants relevant to the
flow conditions. Their model is useful in the design of hydraulic machines operating
under conditions where large vapour cavities are present.

Numerous works have been done on the field of screw pump numerical modelling
and analysis as well. Campbell et al. [8] studied the drag flow in the screw pump at
low RPM experimentally by rotating the barrel and screw separately. They proposed
an expression connecting the flow rate, rotational velocity and a constant based on
the screw helix geometry. Li and Hsieh [9] developed an analytical model for a
screw pump which pumps highly viscous fluids and provided a more detailed
prediction. Main assumption was that all inertial terms can be neglected since they
are inconsequential compared to the viscous terms. Alves et al. [10] further devel-
oped this analytical model by studying the flow inside the screw pump with a low
viscous fluid. They used this analytical model to predict the flow for a screw pump
supplying oil into reciprocating compressors [11]. Numerous studies are conducted
on labyrinth screw pumps. In 2010 a CFD analysis on triangular thread labyrinth
screw pumps was done by Ma and Wang [12] explaining how the screw pump
behaves under varying diametric clearances. They concluded that fitting clearances
have no effect on drag on the rotor and hence have no effect on the pump. Based on
Prandtl’s mixing length theory, they also developed a mathematical model for
modelling two-dimensional Reynolds stress equations for screw pump
applications [13].
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Though cavitation studies have been done in the case of inducers, the case of a
screw pump was not discussed much as most screw pumps on literature had a
working angular velocity less than 3000. Jaison et al. has reported numerical studies
on screw pumps with high angular velocities [14, 15]. Present study is an extension
of that work; a cavitation study is done in order to predict the behaviour of cavitation
of screw pumps under high angular velocities.

19.2 CFD Modelling

Three screw pumps were modelled in order to study cavitation and the NPSH
required for each pump. Case 1 has a plain shroud and a 12TS (thread start) hub,
Case 2 is the combination of 12TS shroud with 6TS hub, and Case 3 is the
combination of a 12TS shroud with 12TS hub (Fig. 19.1). Internal threads are
given in order to guide the fluid more efficiently.

Threads used in all these pumps are all trapezoidal threads. All the threads are
right-handed threads with a lead of 72 mm. Diameter of hub shaft is 69 mm with
threads on top of it. Internal diameter of the shroud is taken as 73 mm as no
diametrical clearance is modelled. As for the shroud with internal threads, maximum
diameter is taken as 77 mm. In all these cases, the thread shape is kept constant with
a height of 2 mm and cross-sectional base width of 2.5 mm. Included angle of the
thread is taken as 30�. Cross-sectional view of the thread is illustrated in Fig. 19.2.

Fig. 19.1 Cut section of
screw pump with 12TS
shroud and 12TS hub

19 Computational Study on the Design for Fluid Flow in High Angular. . . 269



Total axial length of the pump is 34 mm. Fluid domain of the pump according to the
above geometry was made with buffer zones to capture entry and exit phenomena
(Fig. 19.3). Water at 25 �C is used as simulating fluid for this analysis.

19.3 Numerical Scheme

Because of the complexity of the geometry, unstructured tetrahedral elements are
used to mesh the groove of the hub and shroud with number of prism layers not less
than 28. Local y + on the walls of hub and shroud is less than 2 for SST k-ω
turbulence model. The resulting grid size was 14 million elements to 20 million
elements depending on the geometry which are independent. Inlet pressure is
specified at the inlet boundary, and mass flow rate is specified at the outlet. The
screws of the hub are maintained in rotating frame, and the shroud wall is maintained
as stationary wall. Screw is rotated about the z-axis at a constant rotating speed of
19,000 RPM in such a way that it pushes the fluid in the positive z-axis direction.
Working fluid is water with constant properties. The model selected is MRF model,
and the continuity and momentum equations are discretized by the higher-order
discretization and solved by the pressure-velocity coupled algorithm. Since the fluid

h

w

30°

Fig. 19.2 Cross-sectional
view of screw thread

Fig. 19.3 Fluid section
modelled including inlet and
exit buffer zones for screw
pump with plain shroud and
a 12 TS hub
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flow in screw pump is turbulent with high Reynolds number, of the order of
105, SST k-ω turbulence model is used. The model can capture the flow under
adverse pressure gradient and has given better results for similar problems [5]. For
modelling cavitation, Rayleigh-Plesset equation was used. Homogeneous mixture
model was used in the present analysis. Inlet pressure was gradually decreased
keeping the rotational speed and mass flow rate constant, in order to plot the drop
curve and to calculate NPSH required for each screw pump. Saturation pressure of
the working fluid is taken as 3169 Pa.

19.4 Governing Equations

Governing equations used in present study [16] are:
Continuity equation
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The two equations of the turbulence model [17] are

ρ:
∂ u jk
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A cavitation model has been implemented based on the first-order approximation

of Rayleigh-Plesset equation (RPE) [16] to estimate the rate of vapour production in
order to make the calculation faster. For a vapour bubble nucleated in a surrounding
liquid, the dynamic growth of bubble can be described as

dRB

dt
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
3
pv � p

ρ f

s
ð19:7Þ

The interphase mass transfer rate per unit volume is considered as a source term
and is plugged into the continuity equation, where

ρ ¼ α f ρ f þ αgρg ð19:8Þ

and the source term can be derived [18] as;

mfg ¼ F
3rnuc 1� rg
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ð19:9Þ

19.5 Results and Discussion

Cavitation study was carried out for three screw pumps (Cases 1, 2, 3). The results
are discussed below.

Drop curve is plotted in order to find the NPSH required for a pump. Drop curve
is plotted by varying the inlet pressure and plotting the pressure rise in the y-axis.
The drop curve of case 1 is shown in Fig. 19.4. We can observe that when the inlet
pressure is reduced, the pressure rise remains constant for up to a point, and then it
suddenly falls. This is due to the formation of cavitation bubbles at the inlet of the
pump blades. Vapour bubbles are formed when the local pressure at the pump inlet
blades is less than the saturation pressure of the working fluid (water). Figures 19.5
and 19.6 show the vapour fraction when the inlet pressure is 0.75 MPa and
0.45 MPa, respectively.

When the inlet pressure is 0.75 MPa, small bubbles are created at the trailing edge
of the rotor blades. At 0.45 MPa, a large quantity of bubbles are formed, thus
blocking the inlet. This is why we see a head drop. Here to find of the NPSH
required, the pressure rise and inlet pressure is plotted as head rather than pressure.
We can observe that the head rise drops when NPSH at inlet is at 90 m. NPSH
required is taken as the NPSH at inlet corresponding to 3% drop in pump head rise.
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Here the 3% drop of head rise corresponds to a NPSH of 73 m. Therefore 73 m is the
NPSH required of the Case 1.

Figure 19.7 shows the drop curve plotted for the Case 2. In this case, the NPSH
corresponding to 3% of head rise occurs at the inlet NPSH of 24 m. Figures 19.8 and
19.9 show the vapour fraction at inlet pressure 0.5 MPa and 0.2 MPa.

Fig. 19.4 Drop curve for
the Case 1

Fig. 19.5 Vapour fraction contour of Case 1 at inlet pressure 0.75 MPa
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Figure 19.10 shows the drop curve plotted for the Case 3. In this case, the NPSH
corresponding to 3% of head rise occurs at the inlet NPSH of 63 m. Figures 19.11
and 19.12 show the vapour fraction contour of Case 3 at 0.6 MPa and 0.3 MPa. This
difference of NPSH required Cases 2 and 3 compared to case 1 even though the

Fig. 19.6 Vapour fraction contour of Case 1 at inlet pressure 0.45 MPa

Fig. 19.7 Drop curve for the Case 2
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Fig. 19.8 Vapour fraction contour of Case 2 at inlet pressure 0.5 MPa

Fig. 19.9 Vapour fraction contour of Case 2 at inlet pressure 0.2 MPa
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number of threads associated with the pump increased can be attributed to the
increase in pump cross-sectional area.

Figure 19.13 shows the cross-sectional areas of the three cases under consider-
ation. Since Case 2 has the largest cross-sectional area, even though the inlet area
gets blocked, there is enough space left for the flow to flow. This may be the reason
so as to why the Case 2 has such low NPSH required. The effect of increase in

Fig. 19.10 Drop curve for
the Case 3

Fig. 19.11 Vapour fraction contour of Case 3 at inlet pressure 0.6 MPa
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Fig. 19.12 Vapour fraction contour of Case 3 at inlet pressure 0.3 MPa

Fig. 19.13 Cross-sectional areas of Cases 1, 2 and 3. (i) Case 1 cross-sectional area 2.9� 10-4 m2,
(ii) Case 2 cross-sectional area 6.7 � 10�4 m2 and (iii) Case 3 cross-sectional area 5.9 � 10�4 m2
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number of blades associated with the pump is counteracted by the increase in area.
Thus NPSH required goes down. Which means this pump can perform at low head
requirement applications compared to the other cases.

The cross-sectional area of the Case 3 is approximately twice that of the Case
1. But Case 3 also has twice the number of threads associated with it than Case
1. This can be the reason why the NPSH required of Cases 1 and 3 are comparable.
But still the NPSH required of Case 3 is less. This can be due to the fact that half the
threads associated with the Case 3 are stationary but in the case of Case 1, all threads
are rotating.

19.6 Conclusions

In the present analysis, three screw pumps at high angular velocity were analysed for
cavitation, and NPSH required was found out for each pump. Results were obtained
for models with no diametrical clearance which is a hypothetical situation. When
diametrical clearance is added, the NPSH required will get reduced in proportion to
the clearance.

The following are the conclusions obtained in the present analysis:

(i) Cavitation depends on the number of blades associated with pump and the
cross-sectional area of the pump.

(ii) If the pump has relatively low cross-sectional area, when bubbles are formed at
the inlet of the pump, it will cause blockage in the flow through the pump, and
the pump will fail to generate the required head rise.

(iii) This blocking at the inlet due to bubble formation increases NPSH required.

Nomenclature

De Hydraulic diameter of the screw channel (m)
F Empirical constant
h Height of the screw thread (m)
k Turbulent kinetic energy
mfg Interphase mass transfer rate per unit volume
p,pv Pressure and saturation vapour pressure of the fluid (Pa)
r Average radius of the fluid domain (m)
rg Volume fraction
RB Bubble radius (m)
Re Reynolds number, (ρ � Vavg � De)/μ
u Velocity in x direction (m/s)
v Velocity in y direction (m/s)
Vavg Average velocity of the fluid in the screw channel

v
v Velocity vector
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w Velocity in z direction (m/s)
W Cross-sectional base width of the screw thread

Greek Letters

αf, αg Volume fraction of fluid and vapour
β, β* Turbulence model constants
ε Turbulence dissipation rate
μ Dynamic viscosity of the simulating fluid (kg/m/s)
ρf, ρg, ρ Density of the simulating fluid, vapour and average density (kg/m3)
σ Turbulence model constants
ω Specific dissipation rate
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Chapter 20
An Integrated Fuzzy Multi-criteria
Approach for Evaluation of Energy
Resources: A Case Study of Turkey

Hasan Hüseyin Turan, Umit Unver, and Hikmet Erbıyık

20.1 Introduction

The new energy technologies are far from maturity to meet increasing energy
demand, which feeds worries over energy supply security. The International Energy
Agency (IEA) (2008) reported that the primary energy demand of the world will
increase by 47.5% between 2009 and 2035, and it will reach to 16.8 billion tons of
equivalent petroleum (TEP) in 2035, compared to 2009, which is about 12 billion
TEP [1]. Evidently, developing conventional and nonconventional energy sources
and conversion technologies is inevitable [2].

Selection of the appropriate type through numerous energy alternatives is a
laborious job with multi-scenarios. Thus, a systematic approach is needed in energy
investment planning. The goal of this chapter is to help decision-makers for man-
aging energy sources effectively by evaluating energy investment policies. The rest
of the chapter is organized as follows. In Sect. 20.2, multi-criteria decision-making
applications in literature related to energy investment planning are discussed. The
proposed solution methodology and the case study are presented in Sect. 20.3.
Section 20.4 includes the post-optimality analysis, and recommendations for future
studies are summarized in Sect. 20.5.
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20.2 Literature Review

Energy planning by utilizing multi-criteria analysis has attracted the attention of
decision-makers and researchers. Multi-criteria decision-making (MCDM) is a
robust operational decision-making approach under high uncertainty, intersecting
objective functions, multiple interests, and multiple perspective conditions. Due to
this capability of MCDM, there exist several MCDM applications related to energy
investment planning and management of energy sources. The remainder of this
section presents a brief review of existing literature about energy planning in
which various MCDM techniques are employed.

Becali et al. [3] apply ELECTRE III for allocation of renewable resources for
different regions. Another renewable focused application via MCDM for local
purposes in Kirklees in Yorkshire, UK, was presented in [4]. The application of
participatory multi-criteria evaluation (MCE) to UK energy policy as a tool for
structuring the deliberative process was analyzed by Stagl [5]. The prospects for
the exploitation of the Kyoto Protocol’s Clean Development Mechanism (CDM) in
Greece by PROMETHEE method was investigated in [6].

Kowalski [7] performed a participatory multi-criteria analysis (PMCA) of renew-
able energy for Austria. In the paper, 17 sustainability criterions were examined for
five renewable scenarios until 2020. Begic and Afgan [8] evaluated energy power
systems for Bosnia and Herzegovina via a multi-criteria sustainability assessment
framework. Aragones et al. [9] applied analytic network process (ANP) to the
selection of photovoltaic (PV) solar power projects. San [10] used VIKOR method
for selection of appropriate energy project for Spain. Cavallaro and Ciraolo [11]
proposed a multi-criteria method to support the feasibility analysis of installing
alternative wind energy turbine configurations in a site in Italy. An applicable
group decision-making framework with the multi-criteria analysis in renewable
energy projects, utilizing the PROMETHEE II outranking method described in
[12]. A MCDM technique with modified fuzzy TOPSIS methodology for the
selection of the best energy technology alternatives was applied in [13]. Kaya and
Kahraman [14] considered the determination of the best renewable energy alterna-
tive as well as selection among alternative energy production sites for Istanbul by
using an integrated VIKOR-AHP methodology. Fuzzy analytic hierarchy process
(AHP) and fuzzy axiomatic design are used to make a decision to select the best
renewable energy for Turkey [15].

20.3 Proposed Method and Application

In this chapter, fuzzy set theory, which is first introduced by [16], is used and adapted
to overcome the difficulty of inexplicit information for multi-criteria decision-mak-
ing methods. In this direction, AHP is used as a MCDM technique together with
fuzzy logic for decision formulation. One of the methods that is used to fuzzify AHP
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is fuzzy logarithmic least squares method (FLLSM). It is a constrained nonlinear
optimization model which has been developed to solve the triangular fuzzy compar-
ison matrix [17]. A modified fuzzy LLSM to eliminate the drawbacks in deriving
fuzzy weights by adjusting the normalization of local fuzzy weights and the model’s
constraints was proposed in [18]. For this reason, in the paper, modified fuzzy
logarithmic least squares method (FLLSM), which is proposed by Wang [18], is
used to develop a fuzzy-based system for energy investment selection.

The flow of the proposed methodology is presented in Fig. 20.1. The first step of
the algorithm is to define evaluation attributes and to establish a hierarchical
framework. In the second step, the pair-wise comparison matrices are set up for
each factor. Next, the priority vectors are obtained. The local and global fuzzy
weights are calculated by employing modified FLLSM in step 4. At the final step,
alternatives are ranked by using the sign distance method.

Fig. 20.1 Application flow for energy investment alternative selection
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20.3.1 Step 1: Define the Evaluation Attributes Used to Select
and Evaluate the Most Appropriate Energy Alternative
for Turkey, and Establish a Hierarchical Framework

This chapter employs the Delphi method to determine selection criteria and
sub-criteria through anonymous experts with interviews and surveys. The Delphi
method that we used gathers and analyzes the relevant findings of various experts of
relevant study and provides written communication and discussions to the concerned
parties. By this way, various experts on the subject will be able to exchange their
experience, skills, and competencies until they come together on an expected
consensus [19]. The Delphi method has five main procedures: (1) selection of
anonymous experts, (2) conduction of the first step survey, (3) conduction of the
second step survey with a questionnaire, (4) conduction of the third step survey with
a questionnaire, and (5) integration of the anonymous experts’ opinions to find a
consensus. In most cases, steps 3 and 4 are repeated until the consensus is achieved
on a particular subject. For this reason, several decision-makers are selected from
different areas and backgrounds. Finally, results of the literature review and expert
interviews are used to identify and synthesize all common views expressed in the
surveys. The energy investment selection attributes and hierarchical framework
which reveals from Delphi method are presented in Fig. 20.2.

Fig. 20.2 Hierarchical structure to select the most appropriate energy investment alternative
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20.3.2 Step 2: Define Energy Alternatives to Select
and Establish Pair-Wise Comparison Matrixes

The proposed main investment selection procedure is demonstrated with seven
alternatives such as hydropower, solar, wind, coal (fossil), petroleum, natural gas,
and nuclear energy for Turkey. The fuzzy set theory is presented first by [16] to
investigate and solve the uncertainty cases since they have the ambiguity and
vagueness.

A unique advantage of the fuzzy set theory is its capability of handling imprecise
data. At the same time, the theory allows the mathematical operations to be conveyed
into the fuzzy domain. A fuzzy set consists of a cluster of objects in continual grades
of membership. That kind of a set is defined by a membership function, which
assigns to each object a degree of membership valuating between zero and one. In
Fig. 20.3, a triangular fuzzy number (TFN) is depicted and a triangular fuzzy number
usually defined as (l, m, u). The parameters of l, m, u in the definition define the
smallest possible value, the most promising value, and the largest possible value in
sequential order that describe an event of fuzzy where lij � mij � uij and lij, mij, uij
2 [1/10, 1] [ [1, 10]. Since each number in the pair-wise comparison matrix
represents the subjective opinion of decision-makers and is an ambiguous concept,
fuzzy numbers work best to consolidate fragmented expert opinions [20]. A set of
group triangular fuzzy pair-wise comparison matrixes are set up to compare each
alternative with respect to each sub-criteria, each sub-criteria with respect to
corresponding upper level criteria, and each decision factor with respect to the
main goal, namely, selecting most appropriate energy alternative. To set up group
triangular fuzzy pair-wise comparison matrixes, three anonymous experts who
joined interviews for Delphi method are chosen among previously mentioned
decision-makers in step 1. A group triangular fuzzy comparison matrix is expressed
as follows:

Fig. 20.3 Triangular fuzzy
membership function
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where ~a ijk ¼ lijk;mijk; uijk
� �

are triangular fuzzy judgments with
~a ijk ¼ ~a �1

ijk
1=uijk ;

1=mijk ;
1=lijk Þð for i, j ¼ 1, . . ., n, i 6¼ j, k ¼ 1, . . ., δij and δij ¼ δji. If

δij¼ 0, then there is no judgment that has been made about ~a ij, which is denoted as
“�.”

Table 20.1 represents pair-wise comparison matrix for social factors via
interviewing with energy experts.

20.3.3 Step 3: Derive Priorities of Group Triangular Fuzzy
Comparison Matrixes via Modified FLLSM

In this subsection, previously formed fuzzy group triangular comparison matrixes
are used as input for modified FLLSM to calculate priorities. Modified FLLSM is a
constrained nonlinear optimization model with linear constraints and can be solved
without difficulty by professional optimization software packages such as
MATLAB. In this research, algebraic modeling language AMPL is used; and as a
solver option, open-source code IPOPT is chosen to solve all given nonlinear
models. The optimum solution to the model directly forms normalized fuzzy weights

Table 20.1 Pair-wise comparison matrix for social factors

Creating job opportunities Social acceptance

Creating job opportunities (1, 1, 1) 6; 8; 10ð Þ
4; 6; 8ð Þ
4; 6; 8ð Þ

8<
:

9=
;
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10
;
1
8
;
1
6

� �
1
8
;
1
6
;
1
4
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;
1
6
;
1
4
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~w i ¼ wL
i ;w

M
i ;wU

i

� �
, i ¼ 1,. . ., n. Furthermore, detailed discussion of this method-

ology can be found in [18]. Modified FLLSM is formulated as follows:

Min J ¼ Pn
i¼1

Pn
j¼1 j6¼1

Pδij
k¼1 lnwL

i � lnwU
j � lnaL

ijk

� �2
�

þ lnwM
i � lnwM

j � lnaM
ijk

� �2
þ lnwU

i � lnwL
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ð20:1Þ
subject to : wL

i þ
Xn

j¼1 j 6¼1

wU
j � 1, i ¼ 1, . . . , n

wU
i þ

Xn
j¼1 j6¼1

wL
j � 1, i ¼ 1, . . . , n

Pn
i¼1 w

M
i ¼ 1

Xn
i¼1

wL
i þ wU

j

� �
¼ 2

wU
i � wM

i � wL
i , i ¼ 1, . . . , n

wL
i � 0, i ¼ 1, . . . , n

ð20:2Þ

Priority vectors, which are obtained by employing modified FLLSM, for seven
energy alternatives with respect to sustainability criteria, are given in Table 20.2.

20.3.4 Step 4: Calculate Local and Global Fuzzy Weights by
Employing Modified FLLSM

Global fuzzy weights can be obtained by solving two linear programming models
and an equation for each decision alternative Ak(k ¼ 1,. .., K):

Table 20.2 Priority vectors for energy alternatives with respect to sustainability

Energy alternatives Priority vector modified FLLSM

Hydropower energy (0.1226, 0.1448, 0.1726)

Solar energy (0.0901, 0.1034, 0.1195)

Wind energy (0.0861, 0.0989, 0.1156)

Fossil (coal) energy (0.0889, 0.1072, 0.1289)

Natural gas energy (0.0949, 0.1149, 0.1381)

Nuclear energy (0.2416, 0.3069, 0.3653)

Petroleum energy (0.1040, 0.1234, 0.1452)
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is the normalized triangular fuzzy weight of

criterion j (j ¼ 1, . . ., m), and wL
kj;w

M
kj ;w

U
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� �
is the normalized triangular fuzzy

weight of alternative Ak with respect to criterion j (k ¼ 1, ..., K; j ¼ 1, ..., m).
Computed local weights of seven energy alternatives with respect to social factors
are illustrated in Table 20.3. Furthermore, calculated global weights are also
presented in Table 20.4.

20.3.5 Step 5: Rank Energy Alternatives by Using Sign
Distance Method

In this step global weights, which are fuzzy triangular numbers, of each energy
investment alternative are ordered by using sign distance method. To rank fuzzy

Table 20.3 Local weights with respect to social factors

Job opportunities Social acceptance Local weights

Weight (0.6125, 0.5360,
0.4639)

(0.5360, 0.4640,
0.3874)

Hydropower
energy

(0.0672, 0.0565,
0.0497)

(0.2070, 0.1784,
0.1498)

(0.0885, 0.1131,
0.1422)

Solar energy (0.0303, 0.0255,
0.0235)

(0.2198, 0.1951,
0.1714)

(0.0808, 0.1042,
0.1319)

Wind energy (0.0388, 0.0334,
0.0311)

(0.2751, 0.2520,
0.2246)

(0.1061, 0.1348,
0.1655)

Fossil (coal)
energy

(0.2307, 0.2024,
0.1747)

(0.0935, 0.0802,
0.0687)

(0.1179, 0.1457,
0.1775)

Natural gas energy (0.3147, 0.2788,
0.2369)

(0.1644, 0.1434,
0.1221)

(0.1754, 0.2160,
0.2565)

Nuclear energy (0.1140, 0.0955,
0.0813)

(0.0423, 0.0357,
0.0315)

(0.0546, 0.0678,
0.0862)

Petroleum energy (0.3431, 0.3079,
0.2640)

(0.1281, 0.1152,
0.1015)

(0.1769, 0.2185,
0.2598)
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numbers, several different strategies were used. Each of these techniques has been
shown to produce nonintuitive results in some instances.

In this chapter, to cope with the weaknesses of the previous techniques, sign
distance approach was used [21]. This method is based on a modification of the
distance. The trapezoidal fuzzy number u¼ (x0, y0, σ, β)with two defuzzifiers x0 and
y0, left fuzziness σ > 0, and the right fuzziness β > 0 is a fuzzy set where the
membership function is as:

u xð Þ ¼

1
σ
x� x0 þ σð Þ if x0 � σ � x � x0

1 if x2 x0; y0½ �
1
β
y0 � xþ βð Þ if y0 � σ � x � y0 þ β

0 otherwise

8>>>>><
>>>>>:

ð20:6Þ

and its parametric for

u rð Þ ¼ x0 � σ þ σr, �u rð Þ ¼ y0 þ β � βr ð20:7Þ
For arbitrary fuzzy numbers u ¼ (u, ū) and v ¼ (v, �v), the function

Dp u; vð Þ ¼
Z 1

0
u rð Þ � v rð ÞjPdr þ

Z 1

0
�u rð Þ � �v rð Þj jPdr

����
	1=P

, p � 1ð Þ
"

ð20:8Þ

is the distance between u and v. If u0 is considered as fuzzy origin, then left fuzziness
σ and right fuzziness β become 0. As a consequence:

Dp u; u0ð Þ ¼
Z 1

0
u rð ÞjPdr þ

Z 1

0
�u rð Þj jPdr

���� ð20:9Þ

Finally, sign distance is defined as follows:

dp u; u0ð Þ ¼ γ uð Þ Dp u; u0ð Þ ð20:10Þ
where

γ uð Þ ¼
1 if sign

R 1
0

�
uþ �u

�
rð Þdr � 0

�1 if sign
R 1
0

�
uþ �u

�
rð Þdr < 0

8<
: ð20:11Þ

As a conclusion, for any two trapezoidal fuzzy numbers u and v E E (E stands the
set of fuzzy numbers), it is defined the ranking of u and v by the dp on E as follows:

dp u; u0ð Þ > dp v; u0ð Þ if and only if u � v,
dp u; u0ð Þ < dp v; u0ð Þ if and only if u � v, ð20:12Þ
dp u; u0ð Þ ¼ dp v; u0ð Þ if and only if u 	 v
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Table 20.5 summarizes calculated sign distances ( p ¼ 2) for each energy
alternatives and presents their ranking. Based on Table 20.5, the “nuclear energy,”
which dp (u, u0) value is the greatest, is determined as the best investment alternative
for Turkey. The ranking of energy investment alternative is evaluated as follows:
nuclear energy, hydropower energy, petroleum energy, natural gas energy, fossil
(coal) energy, solar energy, and wind energy.

20.4 Sensitivity Analysis

Due to dynamic nature of the decision environment in the real-life situation, it is
essential to equip the proposed model with the capability to distinguish changes in
the problem parameters. Therefore, an essential step in many applications of
FMCDM is to perform a sensitivity analysis on the weight of the decision factors.
In this section of the proposed methodology, different scenarios are tested by
changing the weights of five primary factors and calculating global weights of
alternatives to analyze the performance of each energy alternatives in non-static
settings.

The idea of sensitivity analysis is to exchange each criterion’s weight with
another criterion’s weight, so ten different calculations are formed. Sign distance
values (dp) are calculated for each exchange and different names are given for each
exchange. For example, d12 means criterion 1 (technological)’s and criterion 2 (envi-
ronmental)’s weights have changed, and d34 means criterion 3 (social)’s and crite-
rion 4 (economical)’s weights have changed. Figure 20.4 summarizes new dp values
of the alternatives on the graph. Also, Table 20.6 presents new dp values. Fig. 20.4
and Table 20.6 show that nuclear energy is the best alternative in all of the cases
considered. In the scenario d23, when weights of environmental and social factors
change, hydropower, natural gas, and petroleum investment options become very
competitive rivals for nuclear energy.

Table 20.5 Sign distance values and rankings of energy alternatives

Alternative Sign distance value Rank

Hydropower energy 0.1875 2

Solar energy 0.1361 6

Wind energy 0.1297 7

Fossil (coal) energy 0.1378 5

Natural gas energy 0.1476 4

Nuclear energy 0.3913 1

Petroleum energy 0.1603 3
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20.5 Conclusions

Today, increase in the population and dependency on depleting fossil fuels neces-
sitates the utilization of alternative sources carefully and wisely. Therefore, to
investigate the best energy investment alternative for countries becomes a difficult
task for policy- and decision-makers. Selecting the best from various energy invest-
ment alternatives requires that different groups of decision-makers become involved
in the process. In that sense, taking into consideration social, economic, technolog-
ical, and environmental factors in decision-making makes the process somewhat
complicating.

Fig. 20.4 Ranking of alternatives under different scenarios

Table 20.6 New sign distance values after sensitivity analysis

Hydropower Solar Wind Fossil Natural gas Nuclear Petroleum

d12 0.2299 0.1828 0.1856 0.1174 0.1481 0.2920 0.1345

d13 0.1881 0.1362 0.1302 0.1371 0.1467 0.3926 0.1590

d14 0.1875 0.1361 0.1297 0.1378 0.1476 0.3913 0.1603

d15 0.1812 0.1463 0.1429 0.1337 0.1548 0.3642 0.1641

d23 0.1918 0.1395 0.1550 0.1493 0.1995 0.2339 0.1987

d24 0.2504 0.1341 0.1343 0.1161 0.1760 0.3256 0.1568

d25 0.2354 0.1418 0.1356 0.1242 0.1270 0.3916 0.1305

d34 0.1885 0.1354 0.1293 0.1371 0.1472 0.3934 0.1596

d35 0.1722 0.1344 0.1343 0.1455 0.1678 0.3522 0.1803

d36 0.1868 0.1329 0.1288 0.1376 0.1624 0.3731 0.1700
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In this chapter, for evaluation of energy alternatives and selecting the best case,
Delphi integrated fuzzy multi-criteria decision-making methodology is utilized.
Following this approach, the chapter is finalized with sensitivity analysis. Analysis
results indicated that among the suggested energy alternatives, nuclear energy
appeared as the most feasible and appropriate solution. The results also showed
that hydropower is the second best alternative after nuclear power. Having a higher
rank through other renewables agrees with Atilgan and Azapagic [22]. Hydropower
is a domestic energy resource and existing hydropower potential has not been fully
exploited. Unexpectedly, wind energy and solar power have received lower ranks
compared to other alternatives. There is still a long way to go because the existing
infrastructures, legal arrangements, and incentive schemes are not yet sufficient
enough to support the massive quantities of solar and wind energy investments.
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Chapter 21
Impact Assessment of Sustainable Mobility
in Touristic Cities of Europe: The CIVITAS
DESTINATIONS Approach on Energy,
Environment and Economy

Stavroula Tournaki, Eleni Farmaki, and Theocharis Tsoutsos

21.1 Introduction

The International Energy Agency estimates that 28% of global primary energy
consumption and around 25% of CO2 emissions can be attributed exclusively to
the transport sector [1]. Meanwhile, the European transport sector contributes to
nearly one-third of the CO2 emissions, and despite the economic downturn, the
ongoing vehicle technology and the promotion of clean fuels, transport is the only
major sector with an increased rate of emissions over the last decade [2]. Road
transport accounts for approximately 73% of the total transport greenhouse gas
(GHG) emissions in the EU and nearly two-thirds of road transport emissions
originate from light-duty vehicles, while the remaining one-third originates from
heavy-duty vehicles [3]. Besides the extensive GHG emissions and impact on
climate change, transport is also responsible for the emissions of noxious air
pollutants which are proven to have serious implications for human health [4]. Thou-
sands of deaths annually can be attributed to road transport-related air pollution,
almost equivalent to the deaths from road accidents [5], highlighting further the need
for action.

According to the European Commission [6], the EU needs to reduce the GHG
emissions by 40% below 1990 levels by 2030 and by 80–95% by 2050. Transport
will contribute to the goals by reducing its GHG emissions below 1990 levels by
60% by 2050 [7]. In order to achieve these goals, the European Commission has set
as a priority pillar the reduction of energy consumption in the transportation sector,
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which is set in national/regional and European environmental policies and is
reflected in the Paris Agreement on climate change commitments [8].

Cities hold a key part in achieving these goals since they attract the biggest part of
the population and drive economic growth, but they can also drive the change
towards sustainability. Many metropolitan or fast-growing cities are focusing on
more green spaces, better environmental quality, innovative energy-efficient tech-
nologies, clean transportation and increased quality of life [9]. While embracing the
vision towards sustainable urban development, urban planners and public authorities
realise the key role of the transportation sector and acknowledge the potential for
significant social, environmental and economic benefits towards sustainability [10].

The CIVITAS DESTINATIONS is one of the CIVITAS demonstration projects
funded by the European Commission within the framework of the Horizon 2020
programme. It is the first one to take into account the connection of mobility and
tourism, aiming to provide mutually reinforcing innovative mobility solutions for
residents and tourists and to improve the urban environment at six demonstration
areas. It will now provide a refined assessment framework in order to evaluate the
impacts of the mobility measures in touristic island cities.

The scope of this study is to present an environmental assessment framework,
which is developed to evaluate the impacts of proposed measures at city, region and
project level. More specifically, it outlines the case of the Rethymno, one of the
project demonstration areas which will adopt a set of innovative mobility solutions.
Rethymno’s case is used to demonstrate the environmental assessment framework
by indicating the suitable evaluation indicators according to the specific measures
under implementation, in terms of energy and sustainability.

21.2 Demonstration Area

21.2.1 Description of Rethymno Municipality

Rethymno municipality is located in Southern Greece, in the island of Crete
(Fig. 21.1). It was established in 2011 by the unification of four pre-existing
municipalities, covering an area of 397,48 km2. The city of Rethymno is the
municipality’s seat and the 3rd largest city of Crete. During the last decade, the
population increased by 17% and currently reached a total of 55.525 inhabitants,
while 32.468 inhabitants live in Rethymno city. The rest of the population lives in
surrounding settlements, daily commuting from and to the city. Tourism contributes
significantly to the growth of the local economy. Rethymno’s central location,
numerous archaeological sites, historic monuments, spectacular beaches, traditional
villages, cultural events and famous gastronomy construct a very appealing touristic
destination, which attracts more than 1 million visitors and accommodates more than
half a million tourists annually.

Rethymno has a strong vision towards sustainability and is a member of the
Covenant of Mayors’ initiative since 2011. Sustainable mobility is one of the main
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priorities of the municipal Sustainable Energy Action Plan (SEAP), which has been
approved by the EU and is currently in the implementation phase.

The Rethymno’s SEAP included the most recent data regarding the city’s energy
profile. To provide an overview of the transport sector, the energy consumption and
the corresponding CO2 emissions per vehicle type of the municipal transportation
system are presented in Table 21.1. According to SEAP, the annual energy con-
sumption and CO2 emissions of the municipal vehicle fleet correspond to 3,4 GWh
and 884 tons CO2, respectively [11]. However, the energy use of the SEAP transport
sector does not take into account the private vehicle fleet due to the unavailability of
data; thus, the consumption appears to be lower than the actual.

The public transport and mobility services of the municipality have to cope with a
significant additional load of commuters during the 7-month touristic period. From

Fig. 21.1 The location of the municipality of Rethymno within Greece

Table 21.1 Fuel, energy use and CO2 emissions of the municipal fleet (2012)

Type of vehicle Main type of fuel Energy use (MWh) CO2 emissions (tons)

Vehicles Diesel gasoline (unleaded) 3.134,09 810,73

Motor wheeled Diesel 276,63 71,65

Non-motor wheeled Diesel 9,02 2,34

Total – 3.419,74 884,82
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April to October, the municipality population is dramatically enlarged, while almost
a million visitors stay or pass through the municipality annually. The identified
mobility patterns of residents and tourists are very similar since both groups strongly
prefer private vehicles over alternative mobility modes for their daily trips. Public
buses are mostly preferred by specific population groups, while bicycle use is
slightly increasing lately, due to the enlargement of the existing city’s bicycle path
network. During the peak season, the public buses are not able to cover the extended
transportation needs, while the insufficient links between public transport services
with the main attractions and the cycling and walking networks make alternative
transport modes less appealing for tourists and citizens. Under these circumstances,
private vehicles became the dominant option for convenient transportation.

The intense use of cars and the significant tourist influx result in many problems
in the city’s traffic. Especially in the peak season, the city’s transportation is
characterised by heavy congestion, lack of parking spaces, noise pollution, increased
energy consumption and air pollution. Rethymno aims to address the local needs and
mobility-related problems and to upgrade specific transportation services. The city’s
priorities also include the enhancement of citizen involvement, behavioural change,
environmental and economic development, energy use, social cohesion, health and
safety and land use.

21.2.2 Sustainable Mobility Measures in the City
of Rethymno

In the frame of the CIVITAS DESTINATIONS, Rethymno municipality has
planned to upgrade its SUMP integrating the interregional mobility and the tourist
needs, including the implementation of a set of tailored mobility measures.

The demonstration measures are briefly presented below:

• M1: Sustainable Urban Mobility Plan (SUMP) Integrating Tourist Mobility.
Rethymno will revise the existing SUMP in order to combine the needs of visitors
and residents alike and to address the transportation problems and the impact of
tourist inflow on the transport infrastructure within the prefecture area. To
successfully set a strong strategy for the demonstration measures and future
planning, a SUMP observatory will be operated to monitor the social, economic
and environmental aspects of local mobility.

• M2: Smart systems for urban planners, PT operators and users. This measure
involves the operation of IT systems/smart applications and an online platform to
monitor the mobility services and analyses mobility patterns, traffic load, PT use,
the user’s feedback and environmental indicators. The analysis of data will be
used for the improvement of transportation services.

• M3: Active, healthy and inclusive mobility for all. This action will expand the
city’s cycling networks, reallocate road space, efficiently link PT transportation
with cycling and walking and promote the “car-free life” lifestyle. To further
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increase accessibility, Rethymno will improve the infrastructure, equipment and
transport services for disabled people.

• M4: Mobility plan for schools/University. This measure will address the traffic
congestion surrounding schools and increase safety by creating efficient mobility
plans for schools and the University and improved PT routes and infrastructure.
Awareness campaigns targeting younger citizens will reinforce the modal shift
towards alternative mobility.

• M5: Uptake of electric vehicles by fleet operators. Rethymno plans to install the
first EV charging points to introduce infrastructure for electric mobility. The
measure will give incentives to fleet operators in order to propel demand for
EVs and reduce pollution.

• M6: Building a sharing mobility culture. It consists of actions to drive
behavioural change of citizens towards sharing mobility modes, aiming to take
unnecessary car journeys off the road by reducing single occupancy vehicles. The
development of a web-based platform to facilitate sharing of means and the
optimisation of the existing bike-sharing system and infrastructure are foreseen.

• M7: Sustainable Urban Logistics Plan (SULP). This measure will establish a
unified freight delivery system in the historic centre and will develop a Freight
Logistics Plan with an emphasis on logistics management in key areas. The
optimised freight distribution will decrease traffic congestion, noise and air
pollution.

• M8: Cooperative mobility on a UCO-to-biodiesel transformation chain. This
measure aims to set up a business model to operate locally the UCO-to-biodiesel
chain. It includes expansion of the existing UCO collection network with smart
containers, a demonstration project with an urban waste collection truck running
on UCO biodiesel and the engagement of the HORECA industry and citizens to
increase UCO collection.

• M9: New products and services combining tourism and mobility. Rethymno will
develop an online platform for promoting sustainable mobility plans and launch a
sustainable mobility information hub to promote alternative mobility modes to
visitors, aiming to achieve a modal shift towards cycling, walking and PT.

• M10: Introducing electric vehicles for PT. Rethymno will introduce clean vehi-
cles in the municipal fleet, through the launch of the first electric car in the public
fleet and the first electric mini bus to serve a new route of high touristic interest.
This measure will decrease private car circulation and reduce pollutant emissions
and noise.

• M11: Improved PT for tourists and citizens. The measure includes the upgrade of
PT services with rescheduled PT plans, the operation of new PT routes, “smart”
bus stops and attractive info packages. By improving the PT services, Rethymno
aims to increase PT users, avoid increased circulation of rental cars during the
peak months and reduce air pollution
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21.3 Environmental Assessment of CIVITAS Projects

Many urban areas hesitate to implement innovative solutions because of the limited
information available on their effectiveness and due to insufficient expertise and
guidance for a successful implementation. As a result, transport-related problems are
conserved, while new technologies and emerging solutions are not taken up at the
necessary scale. Acknowledging this challenge, the CIVITAS initiative incorporated
the impact evaluation of the demonstrated measures during the implementation
process into the core of CIVITAS objectives. One of the key priorities is to establish
and to apply an efficient methodological framework to assess the impacts and
processes of all CIVITAS demonstration actions.

Over the years, the evaluation framework is constantly improved, in order to
correspond efficiently to the different needs and objectives of the demonstration
projects and to be applicable in all involved cities. The first project to compile the
evaluation framework was CIVITAS METEOR in 2002, and since then, the projects
GUARD, POINTER and WIKI undertook the further elaboration of the framework.
This work continues in the frame of the CIVITAS SATELLITE, which is currently
developing the CIVITAS impact and process evaluation framework aiming to
provide an optimised evaluation framework to be applied to future CIVITAS2020
projects. The framework aspires for the efficient and consistent evaluation of
economic, societal and environmental impacts of different mobility demonstration
measures. Thus, SATELLITE works for the definition of appropriate monitoring
indicators and scenarios and the development of practical guidelines to be adjusted
accordingly by the demonstration projects.

An important element of the framework in terms of environment, energy and
economy is the identification of the appropriate indicators to clearly monitor the
impact of the implemented measures and to provide significant insights regarding the
effectiveness of the measures under the various implementation conditions. Within
this scope, TUC introduced also new indicators to properly evaluate the demonstra-
tion measures, taking into account the new technologies involved and the tourism-
related approach.

The framework is formulated with simplicity, in order to provide an extensive set
of indicators to the sites, but also to allow the Local Evaluation Managers to select
the most suitable indicators for their case, according to the local strategy. These
indicators are not uniquely connected to a specific measure, but they reflect the
overall DESTINATIONS project implementation, and they help to get the baseline
and the environmental implications of the various measures in the city. The broader
list of indicators is provided along with structured guidelines for data collection and
calculation tools, so common measurement and monitoring methods are adopted by
all demonstration sites. This approach will allow a valid comparison not only
between measures but also between cities and finally provide a consistent analysis
in project level. Figure 21.2 presents the steps taken for the environmental assess-
ment framework development.
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21.4 Refined Environmental Assessment Framework

The CIVITAS DESTINATIONS assessment methodology integrates the approach
of CIVITAS SATELLITE and forms a measure based evaluation process, in order to
evaluate the individual impact of each measure.

All the measures are going to be evaluated within the project. The methodology is
formulated with simplicity to allow local managers without a technical background
to apply the framework to their city’s measures and to facilitate the future dissem-
ination of outcomes and lessons learned to other European cities with urban mobility
challenges.

The first step of the framework process is to define examined scenarios. The ex
ante and ex post evaluations are essential for the assessment of the indicators before
and after the implementation of measures in order to track the progress. In addition, a
business as usual scenario will be estimated to identify the actual impact of the
measure, by excluding the possible effects of external factors. Calculating and
assessing the evolution of the impacts will define the elements that affect the
environmental outcome of the measures. The second step is the refinement of
indicators and the development of a framework that corresponds completely to the
specific DESTINATIONS measures.

Fig. 21.2 Development steps of the environmental assessment framework
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The indicators forming the environmental assessment framework are presented in
Table 21.2, by source.

21.4.1 Calculation Tools and Guidelines

The following section provides the calculation tools and data collection guidelines
for the indicators.

Vehicle fuel efficiency is defined as the energy consumption per unit of transport
activity, and, thus, every mode of transport has specific energy efficiency, according
to vehicle type and fuel type. The formula to calculate measure-related vehicle fuel
efficiency is presented below.

FE ¼
P j

j¼1

Pm
m¼1 B jm � Cijm � Dm

� �� �
P j

j¼1

Pm
m¼1 B jm

� �� � ð21:1Þ

where:

FE: Vehicle fuel efficiency (MJ/km)
B: Total vehicle-kilometres driven by vehicle category j using fuel m (km)
C: Fuel consumption rate of vehicle category j using fuel m (g/km)
D: Energy density of fuel m (MJ/g)

Table 21.2 DESTINATIONS environmental assessment indicators

Environmental indicator Units Source

CO2 emissions t/a saved emissions of CO2 g/vkm SATELLITE

CO emissions t/a saved emissions of CO g/vkm SATELLITE

NOx emissions t/a saved emissions of NOx g/vkm SATELLITE

VOC emissions t/a saved emissions of HC g/vkm TUC

Particulate matter
emissions

t/a saved emissions of air particulates g/vkm SATELLITE

CO2 levels g/m3, total and per resident % drop compared to 1990
level

TUC

CO levels g/m3, total and per resident SATELLITE

NOx levels g/m3, total and per resident SATELLITE

VOC levels g/m3, total and per resident TUC

Particulate matter levels μg/m3, total and per resident SATELLITE

Noise perception % of people troubled by transport noise SATELLITE

Vehicle fuel efficiency MJ/km, fuel used per vkm, per vehicle type (annual
average)

SATELLITE

Fuel mix % of fuel used by vehicle type SATELLITE

Used cooking oil
collection

UCO litres collected per capita annually TUC
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Vehicle fuel efficiency calculation involves a variety of vehicles and fuel types
and that can be challenging. Data should be obtained from fleet operators.

Fuel mix per vehicle type represents the share (%) of transport fuel for each type
of fuel for every vehicle during the examined period. The calculation can be made
per vehicle type. The calculation will be made for the PT, but it can also extend to
private vehicles. In the case of PT, the PT operator should be advised to keep a
record of fuel volume consumed and vkm.

Emissions of CO2, CO, NOx, VOC and PM indicators correspond to emissions
saved (avoided) in tonnes and will be derived according to each measure separately.
Saved emissions are calculated by the following formula:

Ai ¼
X j

j¼0

Xm

m¼0
B jm � Cijm � Djm � 10�9
� �� �

ð21:2Þ

where

A: Total emissions of pollutant i saved (tonnes)
B: Total vehicle-kilometres avoided of vehicle category j using fuel m (km)
C: Pollutant i emission factor for vehicle category j using fuel m (g/kg fuel)
D: Fuel consumption rate of vehicle category j using fuel m (g/km)

Pollutant i correspond to CO2 or CO or NOx or particulate matter (PM) or volatile
organic compounds (VOC). The factor 10–9 is used to convert grams of fuel
consumption to kg and grams of pollutant emissions saved to tons. The calculation
requires the exact vkm avoided by the implementation of the measure and the
appropriate emission factors for each vehicle category. The framework provides a
set of the required emission factors per vehicle category [12], but the local manager
can also use alternative emission factors if considered more appropriate.

Additionally, in each city, monitoring stations with integrated sensors will be
used for the measurements of CO2, CO, NOx, VOC and PM levels. The measure-
ments will be continual and will correspond to real-time values for one or multiple
air pollutants.

The noise perception indicator will be monitored by questionnaire surveys that
will follow a certain structure. The assessment will be based on levels of satisfaction
and will include both daytime and night-time conditions. In addition to the surveys,
the local manager can also install an inexpensive sound sensor in the monitoring
stations that will monitor the noise levels.

The “used cooking oil (UCO) collection” indicator presents the progress of the
collected UCO in litres per resident annually in the measure demonstration area. A
UCO collection system was already demonstrated by TUC and Rethymno munici-
pality during the RecOil initiative [13], and now the existing infrastructure will be
expanded to increase further the UCO collection.
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21.4.2 Implementation in Measure, City and Project Level

In order to properly present the impact evaluation per measure, the city of Rethymno
is demonstrated as an example. For each one of the measures described in the
previous section, a set of environmental indicators has been attributed. Tables 21.3
and 21.4 present each measure with the selected indicators, in terms of energy and
environmental pollution.

To achieve a full evaluation of the measures involving the UCO-to-biodiesel chain
(M8) and the operation of the electric bus (M11), TUC plans to perform a life cycle
assessment (LCA) analysis following a “from-cradle-to-grave” life cycle approach [14].

According to the environmental assessment framework, in each demonstration
site, a local evaluation manager is designated and responsible for guiding the rest of
the project members of the site for the environmental assessment. The local evalu-
ation manager will collect the environmental indicator data every month manually.

Table 21.3 Environment related indicators per measure for Rethymno

Measures CO2 CO NOx HC PM

M1 ✓ ✓ ✓ ✓ ✓

M2

M3a ✓ ✓ ✓ ✓ ✓

M4a

M5a ✓ ✓ ✓ ✓ ✓

M6a ✓ ✓ ✓ ✓ ✓

M7 ✓ ✓ ✓ ✓ ✓

M8a ✓ ✓ ✓ ✓ ✓

M9a ✓ ✓ ✓ ✓ ✓

M10a ✓ ✓ ✓ ✓ ✓

M11a ✓ ✓ ✓ ✓ ✓
aThese measures use only emission indicators

Table 21.4 Noise and energy related indicators per measure for Rethymno

Measures Noise level Vehicle fuel efficiency Fuel mix UCO collection

M1 ✓

M2

M3

M4

M5 ✓ ✓

M6

M7 ✓ ✓

M8 ✓ ✓ ✓

M9

M10 ✓ ✓

M11
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Although CIVITAS SATELLITE suggests data collection to be conducted once per
year, DESTINATIONS requires, when possible, a more consistent data collection in
a monthly base, in order to present the differences between the peak and off-peak
season and provide a clear insight into mobility and environmental problems caused
to the city of Rethymno.

The framework can be implemented in city or project level by some indicators
that provide an overview of the progress of the measures in the area. A city and
project level report, including the measure and project related data, will be compiled
to present the progress of the measures and the overall impact assessment at the end
of the project. The evaluation reports are substantial for the dissemination of results
and lessons learned at European and at international level. By the completion of
impact evaluation for each measure, the most effective and viable measures
implemented will emerge. The city can request for measure upscaling, including
further recommendations for the full implementation throughout the city and esti-
mations regarding the potential impacts. The insights of such estimation will be
essential, not only for the demonstration area, in our case Rethymno, but also for
similar European cities that could exploit these findings when they prepare or
implement similar measures.

21.4.3 Barriers and Drivers

The implementation of the proposed environmental assessment framework is devel-
oped to provide a comprehensive and thorough method for the evaluation of targeted
mobility measures within the CIVITAS DESTINATIONS project. However, this
approach encloses barriers that may discourage the cities during the evaluation
process, but also strong drivers that result in multiple benefits.

One of the main barriers concerns the availability of the required data. Lack of
data can result to a deficient baseline and undermine the comparison between the
examined scenarios and the evaluation of the actual impacts. The solution, in this
case, would be the preparation of the site in advance, through the installation of
appropriate monitoring systems to collect data, not only as proposed by the guide-
lines but also for data that are essential for later calculations and currently are not
recorded. As a result, the city will start building a more consistent database.

Another potential barrier that could also lead to insufficient data would be the lack
of cooperation with external parties, such as the fleet operators. It is crucial for cities
to engage the specific stakeholders at an early stage, by sharing their vision and goals
and facilitating further cooperation.

Lack of expertise or experience of the local managers could be another possible
barrier. The detailed guidelines that will be distributed before the implementation of
the measures aim to prevent any difficulties during the calculations and data collec-
tion process and also increase the capacity of the local managers.

In certain cases, the impact assessment per measure may prove more challenging;
however, if the cities engage completely, they will gain a high-value database,
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engagement of relevant stakeholders and increased expertise and capacity. Obvi-
ously, all these elements are a great advantage in shaping future policies.

21.5 Conclusions

The DESTINATIONS project demonstrates a set of mobility solutions, combining
newly emerging technologies and policy-based and soft measures with a strong
replication potential to address the needs of citizens and visitors in six urban tourist
areas. The evaluation of the measures’ effectiveness is strongly integrated into the
core of the project. Under this scope, a common impact assessment framework is
developed based on the CIVITAS SATELLITE approach and adapted accordingly
to the DESTINATIONS measures. In this study, the refined framework is presented
with the addition of new monitoring indicators, along with practical guidance on
calculation tools and data collection. The proposed framework provides the grounds
to create a comprehensive assessment process that accounts for the mobility solu-
tions that are common to all the demonstration areas. The impact evaluation is based
on “before-and-after” scenarios to conduct comparisons and a common structure for
surveys and other measurements required for data collection.

Amongst the identified barriers for the implementation of the framework, data
unavailability appears to be the dominant one and restrict the cities from compiling a
comparable baseline, but it can be overcome by installing the appropriate equipment
and engaging in the process stakeholders that are essential for data collection.

In this study, Rethymno is used as an example for the implementation of the
proposed framework, demonstrating the selection of the appropriate indicators per
measure. The evaluation framework provides a flexible approach to cities in order to
select and assess impact indicators and evaluate single actions that could define
future policies. Through CIVITAS DESTINATIONS, Rethymno is expecting very
promising outcomes after the implementation of the measures, in terms of air
pollution and energy consumption, while in addition to the environmental goals,
the overall ambition of Rethymno is to achieve a behavioural change of citizens and
involved stakeholders, to improve the municipality image and functionality, to
demonstrate innovative mobility solutions and to become a lighthouse example for
other cities in Greece and Europe.

Nomenclature

CO2 Carbon dioxide
CO Carbon monoxide
EPRS European Parliamentary Research Service
EU European Union
GHGs Greenhouse gas emissions
LCA Life cycle assessment
NOx Nitrogen oxides
PM Particulate matter
PT Public transport
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SEAP Sustainable Energy Action Plan
SULP Sustainable Urban Logistics Plan
SUMP Sustainable Urban Mobility Plan
TUC Technical University of Crete
UCO Used cooking oil
VOC Volatile organic compounds
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Chapter 22
The Impact of Developed Energy Efficiency
Model on Vessel Valuation

Murat Koray, M. Ziya Sogut, Murat Pasa Uysal, and T. Hikmet Karakoc

22.1 Introduction

The total GDP (gross domestic product) of the world in 2017 is about 77.988 trillion
dollars [1]. Under normal conditions, 90% of these goods are transported by
maritime trade [2]. Compared to other transportation practices, it can be said that
the sector has an environmentalist structure with the emission effects per tonnage,
according to environmental criteria. Within these effects, ships are also required to
be examined in terms of environmental factors due to effective pollutants such as
pollutants from physical wastes, chemicals, cleaning and lubrication functions. In
this respect, it has developed studies for taking national and international measures
based on the efficient use of energy in the sector and providing of environmental
awareness [3]. For example, the International Maritime Organization (IMO) has
highlighted a global approach based on the industry as a whole, for efficient use of
energy and reduction of emissions. In this context, it has been planned to develop the
applications of carbon footprint in the sector. However, national or international
limitations, especially in global assessment and planning, have put a lot of strain on
practice. Despite all these problems, the IMO continued to work on sustainable
energy efficiency policies for this sector. The Energy Efficiency Design Index
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(EEDI), the Energy Efficiency Operational Index (EEOI) and the Ship Energy
Efficiency Management Plan (SEEMP) have been developed within the scope of
standard works [4].

In addition to these studies, IMO has also improved in recent years on market-
based measures (MBMs) based on the marine industry. In these studies, EEDI has
defined a technical regulation aimed at reducing CO2 emissions in the sector, taking
into account the limitations set by the Marine Environmental Protection Committee
(MEPC). Despite that, SEEMP is a plan based on the specifically improved defini-
tions for shipowners. However, the most important point of this plan is to be
mandatory of institutional energy management. In addition, SEEMP is compliant
with the environmental management system (EMS) under ISO 14001 and is also
directly associated with the ship’s safety management system (SMS), which is
implemented in ships. In this respect, it is aimed at the creation of an effective
management chain of the energy system in ships with a rather complex structure
[5]. However, all these developed indexes and plans should be regarded as results in
a structural integrity. The important question is how the compatibility and manage-
ment of these structures should be done. In other words, how these structures,
especially those described in energy consumption or energy business plans, will be
controlled by a sustainable model or programme [6] has developed a framework for
energy-saving solutions. In this context, Energy Efficiency Design Index (EEDI) not
only supports motor technologies but also supports alternative fuel usage and puts
forward speed factor in design. Especially, dual fuel engine technologies have been
evaluated instead of alternative fuel engine technologies in motor technologies.
Along with these, many studies based on energy efficiency, low emission and
sustainability can be seen in the literature [7]. However, all these studies do not
provide enough information on an energy manageable architecture, especially for
container ships. However, in ship management with many entrances, the entire
process is directly related to energy and its management. One of the most important
solutions for possible problems in decision-making process is to have an efficient
and applicable energy management infrastructure. In this regard, this study presents
an improved model for efficient sustainable energy management using information
technologies in ships.

22.2 Modelling and Methods of Sustainable Energy
Management of Ships

22.2.1 Information Systems for Sustainable Energy
Management

Modern IS applications are basically shaped through an information system, and the
application area allows for modelling for all structures from small to large. ISs are
basically based on a process and have five components: data, hardware, software,
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human and process. The structural features of information technology (IT) include
hardware, software and telecommunications directly (Watson 2007; David 2014).
The concepts of IT and IS are very confusing. IT stores and processes information
for a process. IS is the formation of a holistic, collaborative system in which ITs,
based on defined organizational or individual goals, are managed by a software. In
other words, IS uses IT when it performs its functions [8].

A sustainable information system is expected to (i) comply with the environment
and be capable of managing, (ii) be compatible with layers related to the data stream
and (iii) be able to process data and take the implementation of the process man-
agement and efficiency into account [9]. Nowadays, ship transportation, which is
developing rapidly, is a sector that uses technology effectively. In this context,
although the vessels have different functions according to their intended use, the
ISs have achieved a versatile use structure. ISs are basically composed of sensor
network, communication network and display network. The ships need efficient
energy management for their operational needs. For this reason, the modelling of
energy management in ships is under the influence of sustainable ISs.

Ships are defined as complex constructions designed for different purposes.
Energy systems of vessels are composed of many components and subsystems. In
general, systems that require power and heat-source energy consume different
energy sources to meet their needs. Energy requirements are determined in accor-
dance with the environmental factors and legal arrangements on the routes of the
ships. In this context, energy consumption of vessels is a dynamic rather than a static
one. In demand management, it can be said that it requires a very complex and
dynamic system structure within the scope of energy control and management. Basic
components in a complex system analysis include the formation of multiple sections
or units, connections and relationships, linearities or differences and occurrences
[10]. Two approaches to complex structures are evaluated. One of these approaches
is the local processing of each unit or part, and the other is the whole processing of all
components or connections. In ships, energy systems can be assessed by a central-
ized management structure related to one another.

In this context, the management of the ship’s energy systems can be achieved
through the holistic control of all components or structures. In this case, the main
components and related concepts in ship operations should be examined. In the
literature, these constructions, which are defined as conceptual maps, describe
system components, concepts and relations with each other [11]. Conceptual maps
can be seen as an effective method in the research process. It provides a graphical
presentation of all the components that are particularly interested in the problem or
process being examined. It shows how these relationships and concepts have a
network structure or how relations and concepts can be managed. Energy compo-
nents of ships provide identification of the focus processes. When the energy system
components of ships are examined, they can be defined by many components or
relationships. In the energy management system, their structural relations and effects
should be shaped as a structural model. In this study, conceptual models related to
the energy systems of vessels and their operational relations are defined as given in
Fig. 22.1.
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The vessels are depending on multiple input and very complex energy systems.
Effective energy management in such dispersed and complex structures requires a
methodological approach. This method will ensure that all components that use
energy for integrated control of the energy in ships and energy flow forms are
handled in a process [12]. The energy management information system (EMIS) as
a structural feature must be available for all relevant elements and be able to instantly
assess performance, to manage it and to provide decision support for processes. In
this study, the development of a sustainable energy information management model
for container vessels engaged in international transport is primarily planned,
although energy-related system components vary according to the ship’s model.
However, they are assessed by the provisions of the territorial waters of the country
where they have passed or are in accordance with international ship operating
legislation at sea. For this reason, process management can be considered as quite
complex systems [13]. The first step in creating a system model for ships is the
creation of the energy system components to be managed and to prepare the flow
charts.

Vessels are power cycling machines as energy systems. They are systems that
operate with diesel or gas turbine engines, working with petroleum-derived fuels
such as diesel, gas or fuel oil. In addition to propelling power to move the ship, the
electricity and heat energy consumed on board are also managed together with this
system. Energy conversion systems are very varied depending on the needs of the
energy plant. The cost of primary fossil-based energy consumption can also be seen
as the basic energy cost of the ship [14]. In container ships, the energy system flow
starts with the engine. In ships, many energy conversion processes such as power,
drive, manoeuvre, heat generation, cooling, cargo transportation and storage, which
define energy consumption, are the elements to be managed.

EMIS defines a holistic approach to management of complex energy consump-
tion networks for multi-source and multi-consumption facilities such as ships.
Energy management and information systems (EMIS) are software tools that store,
analyse and display energy use or ship data. This is the EMIS activity; it depends on
the characteristics of the building components in ships, the types of energy and
usage, the definition of the criteria and consumption capacities, the effectiveness of
the systems to monitor and control these consumptions, the storage volumes to
which the data of the systems and analyses are collected and the operators and
experts that can govern this integrity. As an administrative organization, an EMP is a
collection of training and awareness, policy and strategy, EMIS, audits and analyses,
project development and implementation phases [15].

22.3 Method

The creation of architectural infrastructure in information technologies for ships has
been considered as a scientific research topic. This focuses on research methodolo-
gies, action research (AR) and design science research (DSR). These research
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approaches are mainly based on an innovative approach to real problems [16]. These
two approaches proposed in complex system solutions have a structure
complementing and reinforcing each other. The operation can be basically defined
by two loops. These are Cycle 1, where the architectural model is defined, and Cycle
2, where the energy performance is defined by sampling. Each cycle refers to the
DSR activities defined in the design/build, evaluation and reflection processes. The
theoretical process required to extract the information infrastructure and architectural
template of the ship will be evaluated directly on the basis of ontological structure,
energy management and information technologies and information systems. Indi-
rectly, all these structures can be expressed in the AR and DSR paradigms, including
a known solution directly in energy management processes or shaping solutions with
a new problem [17].

22.3.1 Formulation of the Problem

The current business conditions of the ships, integrated modelling in energy systems,
technological analysis, architecture-based integrated management programme and
sustainable productivity evaluations in energy processes are not sufficient and
widespread. In addition, energy management and productivity have not been used
as a factor in ship valuation processes, which have gained value in the sector in
recent years. In this context, this study, which we have considered as a sectoral
benefit, has been defined as follows in order to shape a sustainable energy manage-
ment architecture:

• The business processes, valuation criteria, applications, system components,
substructures and optimizations for efficient energy management system and
system efficiency in ships.

• It is defined as the realization of continuous system of control and analytical
knowledge system for sustainable management processes.

22.3.2 Formulation of the Problem

Based on AR and DSR activities, a methodological infrastructure has been evaluated
for the architectural structure targeted to be developed. In this context, the system
design steps are given in Fig. 22.2.

Knowledge Base
and Theory

Describing
Architecture

policy and Vision

Defining Baseline
to target

Architecture
Descriptions

Creating and
Finalizing the
Architecture

Evaluating the
Architecture

Fig. 22.2 Research methodology for information architecture
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22.3.3 Architectural Knowledge Base and Theory

The research structure is related to many repetitive processes. In this case, Open
Group Architecture Framework (TOGAF) will be used as an effective tool for topic
and repetitive processes [18]. Architectural development method (ADM), which is
used as a general method in the development of architectural infrastructure, which is
prominent in the study, is adapted to the needs in a structure compatible with DSR.

22.3.4 Describing Architecture Policy and Vision

In the formation of the ADM in particular, it is necessary to consider this as a
process. In this context, we first assessed the feasibility of an energy management
system and the suitability of these system components in ship systems.

22.3.5 Defining Basic and Target Architectural Definitions

The definition of target architecture defines the navigation processes of vessels,
climatic data, policies, targets, legislation and limitations, scope and limits, energy
flow patterns and transformations, system components, usage and requirement
capacities, operation programmes, maintenance plans and personnel information
and competences. In addition, productivity, cost-efficiency and environmental
boundary conditions have also been evaluated in terms of system or business. The
programme is structured as a process that evaluates the data flow in an integrated
manner with all components.

22.3.6 Architectural Creation and Conclusion

In an information system architecture based on ship energy systems, priorities, scope
and limits are important inputs. Greenhouse gas emission control, as defined by
IMO’s energy management systems, can be seen as an important target for combat-
ing climate change [19]. Based on this criterion, ship management architecture has
been shaped.

In this respect, the basic architectural process is described as follows: infrastruc-
ture layer, legislation, protocols and limits, EMIS applications, analyses and data
layer, EMIS process and control layer, uses and roles. In this study, the architectural
structure of the enterprise is defined by considering the energy flow process of a
container ship system. A sustainable management model is based on the defined
architectural structure. Open Group Architecture Framework (TOGAF v.9.1) has
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been combined with ontological design, development and evaluation principles to
provide guidance and principles. Furthermore, EA development steps that are
compatible with the ADM, AR and DSR methods are described. As shown in
Fig. 22.3, the process, application and data layers of the infrastructure layers
constitute the main components of the EA.

22.4 Value Effect of Green Ship

There are different kinds of value approaches to estimate the real or personal value of
properties including vessels. These are generally named such as cost, comparative
sales and income approaches. Appraisers or valuers consider market value, dividend
value, expectation value, replacement value, utility value, liquidation value or value
in respect of ships.

Time element has also remarkable importance to estimate the values of ships for
credit purposes, hull insurance, collision recovery, salvage and general average,
limitation and liability and other aspects on them. However, no one is applicable
for vessel’s value completely by oneself. All of these approaches should be consid-
ered all together. In that reason, individual appraisal companies’ estimations will be
relative and variable.

Relative valuations can be misleading for strategic decisions of companies, credit
approvals of banks, risk assessments of insurance companies, buyers or sellers, etc.
if it cannot be admitted under a certain discipline. Additionally, companies or
institutions spend much time, money and resource to collect data related with
shipping market and compare the market value of ships within limited data. How-
ever, exponential growth in data volume and variety has important impact on
financial services firms in order to make accurate predictions on long-term asset
value of ships, big data should be aggregated to unified platforms, and then decision
support tools should be improved. There are a lot of industrial innovations to meet
the needs of marine environment protection. However, new technologies do not
provide cost-effective solutions to meet the requirements. For example, the Interna-
tional Convention for the Control and Management of Ships’ Ballast Water and
Sediments (the Convention) will enter into force on 08 September 2017. Therefore,
making a modernization to current ships is very expensive. It is expressed by experts
in various symposia that the cost of modernization can be about $ 1 million for a
ship. For this reason, the shipowners will have to choose one of the options to get out
of service, laid up or operate without profit.

In this study, it is aimed to use information technology in order to reduce the
misuse of the ship by the ship’s personnel. Thus, it is evaluated that operational
support in port, inland waters, passageways and open seas can be provided in
different operational modes of ships without making modifications, modernizations
or major expenses. It is possible to say that the operational expenditures can be
reduced naturally if the unnecessary energy consumption on the ships is reduced to a
minimum using IT systems. A commonly accepted calculation model for
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Fig. 22.3 An enterprise architecture for cargo ship
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determining the value of vessels is the Hamburg Ship Evaluation Standards
(HSESs). HSESs have been set as a practical approach to assessing vessel. In the
view of Hamburg Shipbrokers’ Association, through long-term asset value (LTAV)
formula, the LTAV of a vessel is determined on the grounds of its long-term earning
potential, using a present value and discounted cash flow (DCF) method, respec-
tively, customized to account for the requirements of vessel valuation. Long-term
asset formula (22.1) retrieved from Hamburg Shipbrokers’ Association –VHSS,
2009 [20], is as follows:

LTAV ¼
XT

t¼1

Ct � Btð Þ
1þ ið Þt þ RWt

1þ ið ÞT
 !

ð22:1Þ

where Ct is the charter income; C1, current Net-TC rate in running year; C2-T,
average Net-TC rate of the past 8–10 years (if possible, otherwise shorter); Bt,
average OPEX of the last 8–10 years (if possible, otherwise shorter) (OPEX:
operating costs); i, discount rate; t, period; t1, current year; t2-T, period end, average
10-year charter rate); T, remaining period until age 20/25; and RWT, residual value
(based on LDT, average USD scrap price/ldt and multiple) (ldt in long tons;
1 t ¼ 0.9842 lt). When LTAV formula is examined, it is seen that operational
expenditures are one of the most important factors affecting ship evaluation.
According to the TC rate equivalent of the vessels, the relationship between the
freight charge and OPEX determines the profit or loss situation of the vessels. For
example, if the operating cost of the ship is $ 6000 per day and that ship earns $ 8000
a day, it means the day is profitable. However, if it stays below $ 6000, it means that
the ship is operating at a loss. Because of the frequent changes in the ship’s personnel
who come from different nations and the different technical characteristics of each
ship, it is not always possible to use ships taking into consideration energy effi-
ciency. For example, it may not always be possible to determine the most suitable
route to the currents and winds in bad weather conditions. Factors such as high-speed
usage for ship’s arrival to ports on time and to avoid damaging the burden increase
the energy consumption. However, altering route 2 degrees can provide significant
savings for a ship that will pass 1000 nautical miles. In that reason, average OPEX of
the last 8–10 years can be minimized using IT systems.

22.5 Results and Discussions

This study includes an operational architecture to provide efficient and manageable
energy, especially for cargo ships. In this context, the architectural infrastructure
given above includes a green ship feature and the management layers and compo-
nents of the ship. The five layers described above work in a hierarchical structure.
The process management of information technology involves a multi-faceted and
multilayered structure. In these structures, the process management of the combina-
tions that will occur on each different input is difficult due to the manual conditions.
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Ships are not structures that can be interfered with in the course of navigation. For
this reason, manual processes can lead to control problems and significant energy
losses in processes. In this way, the architectural infrastructure will allow each
defined energy system component to be operated at the desired load values or
depending on the defined scenario. Cargo vessels are mostly systems in which the
main engines are diesel engines. In these systems, the efficiency loads depend on the
operating conditions, but the thermal efficiency is 20–60%, depending on the first
law of thermodynamics. This change may vary according to the operating condi-
tions, load, environment and marine conditions. In all these inputs, the optimization
of the engine speed and the generated power can only be controlled by an operating
programme. This can be seen by a diesel engine analysis. In the study, power, speed
and fuel relations of a diesel engine load distribution were investigated. In Fig. 22.4
the motor speed and power relation is investigated.

The engine produces a minimum power of 17.2 kW and a maximum power of
589.6 kW at speeds ranging from 850 rpm to 2225 rpm. It is certain that power
generation directly affects fuel consumption in engines. The motor fuel consumption
for these load distributions is examined, and the distributions are given in Fig. 22.5.

Considering the limit conditions of the engine, minimum 153,5 gr/min and
maximum 2457,2 gr/min have been realized. There is a similarity between engine
power consumption and fuel consumption. However, when this similarity is evalu-
ated over speed, significant differences in fuel consumption are noticeable. This was
evaluated at a range of 1601 rpm with 1000 rpm and is given in Fig. 22.6. Engine
speed changes directly affect fuel consumption with generated power. In this
consumption, there are significant changes in the intervention of the decision-makers
in speed change.
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As a matter of fact, it seems that fuel change is not equal in every 100 unit change.
Also, energy efficiency in the speed preference shows a 25% change in optimization.

In this way, the process must be evaluated for each speed change. The power and
speed relationship of the fuel can be seen in Fig. 22.7.

There is only one cost effect of fuel consumption. At the same time, environ-
mental impact is also important. For this reason, it is ensured that all parameters
together with the data flow in this architecture can be checked together in a
continuous manner. Continuous decision support will be provided especially in
process management.
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22.6 Conclusions

The maritime industry is a sector that has made important decisions in the fight
against global warming and climate change in recent years. The main actor of energy
consumption in this sector is the ships, and the energy systems of the ships have a
very complex structure. As aforementioned before in this study, in these systems
where many entrances are present, efficient energy management is provided by an
integrated information technology. The management of such information technolo-
gies is provided by an architectural structure. The energy management information
system defined in the study will directly contribute to the provision of IMO standards
defined for the green ship. This study is based on a scientifically based study of the
energy systems of a cargo ship. The study is also exemplified for speed, power and
fuel relations for a diesel engine. Vessels are a platform that is influenced by many
international legislation and standards. Along with this information management, an
integrated management infrastructure and decision support elements are presented in
this direction. OPEX costs will be reduced because the ships with information
systems will provide decision support to reduce energy consumption to a minimum,
which will contribute positively to the increase in long-term ship values.
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Chapter 23
Criteria and Indicators for the Development
of Sustainable Tourist Sites

Silvia Arias

23.1 Introduction

It is public knowledge that in Mexico there is a growth of energy consumption for
environmental conditioning (climate and light) of homes, which has a very important
impact on the economy of the users. This impact of the energy sector drives away
new investment and emphasizes the dependence on the use of nonrenewable fossil
fuels, as well as the environmental impact that this entails.

One of the most important elements that determine the levels of comfort and
energy consumption in dwellings is available to natural climatic factors and its
surround. Rules in our country, the housing for the most unprotected sector, are
designed and built according to the cost of construction and not based on operating
costs. This is evident in the majority of new buildings, which reflect high energy
consumption and serious environmental comfort issues, problems that can be solved
through proper application of a methodology adequate bioclimatic design, unless
this generates a significant impact on the cost of the building.

Under this theme, research proposed has its antecedents in the work of linking the
University of Guadalajara that has been carrying the guild of construction through
the college of architects in the state of Jalisco. Since 1998 different approaches have
been applied for municipalities related to the metropolita area of Guadalajara, being
muncipalitiy of Zapopan. Interest related to the retool of the construction regulations
was expressed on the first working meetings, concludding that to carry out the
relevant environmental recommendations it is necessary to analyze both the condi-
tions physical, as social study area.
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Although the regulation that controls the activities of building remains in force
today, variations of which has undergone have been diverse, although it should be
noted that such changes are more administrative aspects, as well as the expert
functions of the construction.

23.2 Justification

For the demographic transition in the year 2030, the population of Mexico will be
nearly 130 million inhabitants, for which Mexico must reach 100% of sewage
treatment rate and promote their reuse for agriculture and industry and even for
consumption.

Between 2007 and 2030, the number of cities will grow 40% by what not it can
continue facing a loss of more than a third of the water in the public networks or not
follow without retrieving it and reusing it. By the year 2030, for example, they
should build as many homes as that have been built throughout the twentieth century
in the country, if you want truly to meet the population growth and the demand for
Mexicans.

The long-term vision announced by the Presidency of the Republic in the
program Mexico 2030 will be built through the formulation of proposals on five
axes: respect for the rule of law and public safety, competitive economy and creation
of jobs, equal opportunities, sustainable development, and being democratic.

The ten most important developers in Mexico built 25–45% of the housing
market. Larger developers built more than 15,000 annual housing units. Due to the
limited availability of reserves, developers have their own reservation to be used in
2–5 years.

The new housing developments are adapted to styles of living of its residents, as
well as new family structures and forms of work. Owning one’s own space is
increasingly important, and cities are faced with the challenge of providing the
opportunity for such demands.

So far, the full response was not provided to these demands, and as a result have
cities that grow without control, badly used land and avenues and congested streets.

The construction of a million average homes per year will require:

– A net density of 50 homes per hectare, without services
– An approximate area of 40,000 hectares of land
– Wastewater treatment ¼ 1343 million pesos
– Hydraulic infrastructure ¼ 10,000 million pesos
– Drainage infrastructure ¼ 9000 million pesos
– Electrical infrastructure ¼ 3500 million pesos
– 28 billion pesos annually to provide infrastructure services to housing that is built

from 2007 [1]
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23.3 Objective

Promote the implementation of the concepts and criteria of sustainability in activities
related to the construction of housing at the regional level, seeking to adapt the
technical and administrative processes in response to the different physical and
environmental requirements in the area west of Mexico. Similarly, reference indexes
of quality and approval to the standards laid down in international standards,
engaging for this purpose both academics and students, as well as other actors
related to the construction industry.

23.3.1 Scientific Impact

Housing and sustainable development in Mexico. Buildings and dwellings have an
important impact on the environment and on the health of the people.

Environmental quality associated with the comfort of humans to the sustainable
development of natural resources; applied to architecture, this concept implies the
incorporation of new demands on all of the constructive process of a dwelling,
changing customs of developers and users.

To support the above which is required to make reference to the “scope and
challenges in housing,” the Presidency of the Republic has established five aspects
which are planned to guide national housing policy:

– Eminently social nature of homeownership programs.
– Promote quality housing.
– Make efforts with the different actors and institutions of housing.
– Provide greater opportunities for families.
– Creation of infrastructure throughout the country.

The Presidency of the Republic has established as a goal the creation of a wider
infrastructure of housing in the country, which requires the construction of a million
average homes per year. To give recommendations to develop sustainable housing, it
is necessary to formulate the following criteria as instruments of environmental
policy, in accordance to state environmental laws:

Approaches to urban development. The care that must exist between green areas
and buildings intended for room, services, and general activities. The conservation
of forested areas, fertile, avoiding their urban neighborhood. Limitations to create
residential areas around industrial centers.

Criteria in the field of housing. The use of devices and systems for saving water,
uptake, storage, and utilization of rainwater, as well as the treatment and recycling of
these. The optimum utilization of solar energy, both for heating and lighting.

The incorporation in the planning, design, and construction elements and archi-
tectural and aesthetic criteria that harmonize with the environment, giving priority to
the use of local materials and respect for cultural traditions. Designs that facilitate
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natural ventilation. The use of construction materials that cause the lowest environ-
mental impact.

As a result, it is possible to carry out some future actions that would be feasible to
consider as a continuation of this project:

– Recommended technology alternatives for sustainable housing.
– Carry out measurements and monitoring designs and technologies incorporated

into the housing.
– Analyze a study cost-benefit of alternative products and technologies.
– Promote the regulation and evaluation of sustainable housing.
– Make references to the draft of NOM-020-ENER, energy efficiency in buildings,

envelope of residential buildings.
– Generate indicators functioning as baseline to generate policies, standards, and

regulations to be included in the regulations.
– Establish a system of analysis to evaluate and qualify the technical aspects of

sustainable projects.
– Encourage financial mechanisms that allow you to solve the above cost, which

today involves the incorporation of ecological technologies in sustainable hous-
ing, in reference to the applied in other countries with the addition of calls “green
mortgages.”

– Promote the dissemination and training for the implementation of environmental
technologies in sustainable housing.

– Establish programs related to sustainability at the national level.

23.3.2 Technological Impact

To influence both community of academics and professionals aims to use and
disseminate computer programs and utilities existing which serve as a tool for the
builders, which contain processed environmental data that serve as parameters to
achieve sustainable designs.

Through technical recommendations the lead developers and homebuilders could
ensure energy saving measures, i.e. rational use of water and solid waste treatment.
Test mechanisms that encourage the different agents involved in this issue, espe-
cially the builders and users to ensure that dwellings contain sustainability criteria
that promote a better quality of life and the natural environment.

Also, take advantage of existing programs of the government sector, to incorpo-
rate technological elements of energy saving in housing [2].
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23.3.3 Social Impact

It is necessary to have an impact on users through the adaptation of existing building
regulations to the characteristics and focal points demanded by the architectural
spaces in terms of savings and energy efficiency and solid waste management, as
well as of the rational use of water, in the process of achieving sustainable social and
economic development. This is through greater involvement of users themselves,
academics involved, as well as the building professionals, developing guidelines and
criteria for the use of environmental technologies as an alternative to traditional
systems of housing and the elements.

The results of the research project aimed to promote the participation of public
and private institutions such as:

CONAVI, FIDE, INFONAVIT, FOVISSSTE, federal mortgage society,
FONHAPO, banks, suppliers and equipment manufacturers, agencies and national
chambers (CMIC and the CANADEVI), colleges of architects, engineers, institu-
tions of higher education, developers, and homebuilders.

23.3.4 Economic Impact

Through the proposed regulations, there arises the feasibility of achieving environ-
mental conditions in the initial stage of architectural projects developing lower cost
of the habitability of these looking for savings in electric power and water supply.
These regulations are intended to establish the appropriate parameters to achieve
environmentally appropriate designs which generate quality for the users of the same
spaces seeking to influence at the same time economic and social conditions in the
region.

Similarly, it intends, through the conduct of the research project, to analyze the
feasibility of carrying out programs on a large scale and identify sources of funding
for their development.

Analyze the possibility of certifying so-called carbon credits (reduction of emis-
sions of CO2 in the atmosphere) as a result of the saving of electricity to run a
program on a large scale in this area. For example, the feasibility of which could be
considered the rightful claimant (for public financing) that you purchase a house
with ecological criteria in which larger financing amounts are available. The increase
in funding that families would have for purchasing homes with efficient systems
would get financing, which in practical terms can be translated into a greater area of
the housing.
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23.3.5 Environmental Impact

Development of the reseach project proposal was focused to regulate actions in
different stages of constructions to be able to reduce as much as possible
enviromental impact related to the construction activities.

This comes as a result of analyzing the urgent need that is in Mexico to develop
low-income housing but at the same time produce such housing to improve the
quality of life of the population. Therefore, these proposals intended to promote the
environmental conditions in the architectural spaces, ways of improving the housing
and working conditions of the users at three specific points: energy efficiency
(reduction of CO2 emissions), recycling of water, and solid waste treatment.

23.4 Methodology

23.4.1 Exam Obtaining Technical Information

The methodological strategy that will determine the follow-up of the project is part
of essential considerations such as analyzing the qualitative and quantitative aspects
of the rules and regulations of existing buildings. On the other hand physical, social
data as well as consideration of the existing infrastructure should be taken as the key
parameters related to the possible levels of the sustainability in housing. General
basic information are population-based data, the physical and social environment,
and the existing infrastructure.

A. Existing rules and regulations. Consult and analyze the rules and/or regulations
affecting the levels of sustainability of dwellings. In the same way, analyze the
“building of housing code” and the “criteria and indicators for sustainable
development” proposed by the National Housing Commission [3].

B. Demographic data to analyze the energy consumption of the users of dwellings.
C. Physical data of the study site, to analyze the temperature, relative humidity,

winds, rainfall, and solar radiation, in order to determine the climate behavior of
the region.

D. The urban landscape. Aspects of the existing natural resources as a type of
vegetation, the urban image.

E. Solid waste, sewage, and gray water.
F. Bioclimatic design. Analyze the factors for thermal comfort. Light and sound

dwellings.
G. Levels of energy consumption. Energy audit of the consumption averages.
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23.4.2 Interpretation of Data: Description of Concepts
of Sustainability

A. Determining the levels of sustainability of dwellings.
2.2 Establish statistics of energy consumption of the population in the study area.

B. Establish physical and social parameters to develop criteria and indicators of
sustainability.

C. Develop urban sustainability levels and identify the impacts on the natural
environment.

D. The capacity of reinstatement of waste through separation of garbage, compost,
etc. In addition to the transfer to the immediate environment and in surrounding
areas to the region.

E. Determination of bioclimatic architectural space; aimed at obtaining sustainable
housing design-specific indicators and criteria.

F. Develop energy audit model, based on the obtaining of the aspects of energy
saving, in the development of sustainable housing, the study area.

23.4.3 Synthesis: Measurement of Levels of Sustainability

The levels of sustainability are developed through the proposed three categories of
use as a control’s appearance in each standard or regulation of existing buildings,
related either to urban or architectural, level as a proposal of quantitative aspects:

A. By means of the accomplishment of a calculation
B. Making measurements in the same project
C. By default (maximum or minimum) values

This is also valid for the other proposals for regulations, although, depending on
the complexity of the architectural element, the levels could be combined.

Proposal of Criteria of Sustainability for Housing
Estimations of the aspects quantitative rules and regulations of construction will

take place through the opening of spaces for reflection and participation for the
various actors involved, designers and builders, researchers, municipalities, and end
users, and are intended to the stages of analysis, data processing, and policy pro-
posals that are grouped into five major aspects:

A. Location, densification of the soil, verticality, and services

I. Integrity and proximity to urban sprawl
II. Connectivity and mobility
III. Infrastructure
IV. The land use and housing density
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B. Efficient use of energy

I. Gas
II. Electric power
III. Thermal envelope
IV. Passive systems
IV. a. Urban design
IV. b. Architectural design

C. Efficient use of water

I. Availability of water in the whole
II. Water supply in the housing
III. Wastewater
IV. Rainwater
V. Post sale service

D. Adequate management of solid waste

I. In the process of construction
II. Housing
III. Assembly
IV. Green areas

23.5 Strategies for Action

To suit each one of the aspects, technical, legal, and administrative processes in
response to the different requirements of the main climates of the region required the
application of the proposed methodology, through the following progress:

A. The participation of local actors (public and private) construction guild repre-
sentatives, representatives of municipal institutions, as well as the users of the
buildings in the analysis of current regulatory processes, as well as its possible
environmental adaptation

B. The formulation of recommendations of environmental readjustment to the
relevant authorities and to encourage the participation of actors involved in the
building process

C. Processing of data. Development of reports, databases, indexes of quality, and
mental maps of synthesis

Development of Evaluation
Weighting of the qualitative and quantitative aspects:

A. Development of policy proposals
B. Strategies and recommendations for adaptation of the physical and social pro-

cesses in response to the different requirements of the main climates of the
region
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Expected Results

– Training of human resources. Training and dissemination among construction
professionals, real estate promoters, and community in general

– Catalogue of criteria and indicators for livability for the development of sustain-
able housing in the area center-west of Mexico

– Document of diagnosis of the current state of regulation of existing construction.
– Energy audits and water consumption format

5. Comparative matrix of greenhouse gas (GHG) emissions, between a con-
ventional housing and buildings with the implementation of alternative technol-
ogies toward sustainability

– Evaluation of proposals for sustainability, through the establishment of proce-
dures and tools to conduct environmental surveys [4]

Technical Application

Criterion: (A) location, densification of the soil, verticality, and services
Location of the house on the lot.
The buildings of five levels or more above sidewalk level shall conduct a study of

shadows in which to show projections resulting in new construction on grounds and
buildings during various periods of the year.

Indicators

Restrictions regulations, concenring the artificial obstructions (between the build-
ings) should contemplate the sunpaths different seasonal climatic seasons, as well as
adequate conditions of natural lighting, visual and natural ventilation. This section is
directly linked to those relating to separation and the adjacent buildings (Fig. 23.1).

Required Documentation

Architectural project with the study of shadows
Technical documentation: descriptive report, physical schedule
Construction details necessary for the analysis

Proposed Regulations A

Restriction of calculation of which rules you should refer must be directly based on a
study of shadows that determines the separation and the height of the buildings.
Although this is treated in greater detail in the following paragraph, here it intends to
establish guidelines for such a study.

The information required for the elaboration of the mentioned calculation are
shown in the tables of solar tours. The angle of orientation of the buildings with
respect to the angle of azimuth (Z ) and the angle of solar height (H ) is first selected
and will then continue with the following steps (Fig. 23.2):
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Fig. 23.2 Analysis of shadows

Fig. 23.1 Orientation of the urban shape
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1. Draw the east-west axis (in this case) and the angle of azimuth Z.
2. Draw the solar height H with a perpendicular to Z in any part of the line to cut the

line of the angle H, X from which has been mapped the perpendicular, made a
reference to the upper surface with the same distance X and resulting in the D line
which is an elevation of the Sun in relation to the orientation of the building.

3. For the direction of the Sun on the ground, the angle Z+C is used and D to the
elevations, and the shadows are drawn conventionally.

As it is known, this is applicable elsewhere with temperate climate through the
application of the solar tour in hours, days, and months (including climate data) and
which is set in the following manner:

Sen to ¼ cos � sen W � Lð Þ= cos h

where:

L ¼ latitude of the site in degrees
d ¼ solar declination for the day in question, in degrees
W ¼ angle clockwise

For the layout of the diagram of the solar, it is necessary to have the following:

– Latitude of the site (L ). It should always indicate whether concerned latitude is
North or South, and with results measured in degrees.

– Solar declination (d ). Preferably as data from the 21st day of each month.
Included angle between the Tropic (either Cancer or Capricorn) define its obliq-
uity and on the dates of the solstices of winter (December 21) and summer (June
21). On other days the declination value is by using the following expression:

d ¼ 2345� sen 360� 284þ nð Þ=365ð Þ
where n is the number of the day ordinal, i.e., the i for the number 1st. January is one
and the i on December 31 is 365 (Fig. 23.1).

Proposed Regulations B

A proposal of rules for artificial and natural obstructions would be the request of a
study of shadows, and more appropriate even if you develop according to the
requirements of air conditioning of the different orientations. Since solar obstruction
level will be different in the W or SO directions the requirement of direct solar
incidence is necessary to be considered. For a latitude close to the Tropic of Cancer
and a semi-tempered climate, air conditioning requirements vary considerably, since
in temperate months, heating requirements can reach the 490w per m2, and in the hot
months, required ventilation amounts to 2.0 m/sec.

This proposal considering climatic requirements in the different apparent posi-
tions of the Sun (altitude and azimuth) is numerically set in the following tables; the
indicated values assist in the elaboration of the study of shadows to be measured in
the architectural project (Fig. 23.3).
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Fig. 23.3 Solar positions
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The study of the apparent motion of the Sun (altitude and azimuth) sets the angles
of protection necessary to prevent the direct incidence, as well as promote it in hours
and months which may be required to heat. The study of shadows would be applied
in reference to the data shown here, where if you have a building oriented North-
South, it will have its angles of height and azimuth angles, respectively.

Proposed Regulations C

In buildings of four or more levels above the ground level, you must present a study
of shadows where it shows its annual and time impact on adjacent buildings. If these
neighboring buildings affected their “rights to the Sun,” it may restrict the location or
the height of the new building.

I. The percentages of angles of solar projection may not be obstructed in different
axis with respect to the neighboring constructions that are:

Azimuth 48 � 400 North-South axis (12:00 h winter)
East-West axis azimuth 44 � 410 (12:00 h spring)

II. Other guidelines will have to be governed by the average value of the two basic
axes that delimit them.

III. In special circumstances to ensure optimal conditions (weather and lighet) the
architectual features should be applied: patios, fireplaces of Sun, exterior
finishes with indices of reflection for lighting and all passive system that help
environmental comfort.

23.6 Conclusions

In a warm climate, external devices for sun control and incorporated to the building
architectonic design are needed to be installed. The main objective of these elements
is sun penetration restraining. Even if visual penetration is reduced from the interior
(visual opening), admitting just a natural light portion. Undoubtedly horizontal sun
control devices are more effective for South facades in warm climates of latitudes
close to the Tropic of Cancer. Other control device advantages are that it may be
designed to protect and, at the same time, to diffuse sun incidence and introduced
into the building interior. The efficiency of these control devices had been analyzed
in scale models at simulated environment.
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Chapter 24
Energy and Environmental Analysis
of Multi-effect Active Vertical Solar
Desalination Unit for Indian Conditions

K. S. Reddy and H. Sharon

24.1 Introduction

Water plays a major role in industrial and domestic activities. Non-availability of
potable water is a major problem in many parts of the globe, and it could be tackled
by desalination of saline water. Large-scale centralised desalination units consume
large amount of fossil fuel for their operation [1]. Desalination industry also
accounts for pollution and environmental degradation [2]. In remote and arid
regions, small-scale desalination using renewable energy is more viable to tackle
water scarcity. Renewable energy that is much suited for water desalination and
detoxification is solar energy. Solar energy is directly utilised to produce distilled
water in basin-type desalination units, which has been widely studied. The average
distillate yield from simple solar still is around 2–3 L/m2-d [3]. One of the most
interesting types of still considered for desalination of saline water is vertical solar
still, and studies associated with this type of still are found to be scarce in literature.
This type of still receives solar radiation from either east-west or north-south
direction depending on orientation and occupies minimum ground space. Vertical
solar still tested in Bangkok and Egypt produced an distillate yield of 1.0 kg/m2-d
and 3.99 kg/m2-d, respectively [4, 5]. Experiments conducted by Boukar and
Harmim [6] and Boukar and Harmim [7] depict their suitability for desalination.
Multiple effects and evacuation can enhance productivity of vertical solar still.
Under Chennai condition, active multi-effect vertical evacuated solar still produced
a distillate yield of 21.29 kg/m2-d [8]. In this article, environmental benefits and
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economic feasibility of evacuated multiple effect vertical solar still for different
coastal regions of India have been estimated and discussed.

24.2 Evacuated Active Multi-effect Vertical Solar Still:
System Description

The system consists of a number of vertical trays stacked against one another to form
distillation chamber and is shown schematically in Fig. 24.1. The interior surface of
each vertical metallic tray acts as evaporating surface where preheated water from
solar flat plate collector will be uniformly distributed as thin film by lining the

Fig. 24.1 Evacuated active multi-effect vertical solar still [8]
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surface with capillary cloth whose one end is dipped inside feed water distribution
trough. The exterior surface of each metallic tray stacked next to the previous tray
acts as condensing surface where vapours from evaporating surface will be con-
densing and is collected using suitable distillation trough, which are kept at the
bottom of each condensing surface. Each such stacked metallic tray with evaporating
and condensing surface is called as an effect. Feed water storage tank kept integrated
with the last effect acts as the condensing surface for the last effect. Evaporation of
preheated water takes place due to difference in partial pressure of evaporator and
condenser surface. In this setup, latent heat released from each effect is reused in
next effects leading to enhanced evaporation in remaining effects.

24.3 Enviro-Economic Analysis

Enviro-economic analysis plays an important role is assessing the impact of each
technology on environment and financial capability. It paves the way for selection of
suitable technology among available options for the betterment of any nation by
improving its sustainability. Enviro-economic analysis is carried out based on the
literatures [9–11].

24.3.1 Impact of Solar Desalination Unit on Environment

In general, fossil fuel-based energy sources are used for manufacturing and fabrica-
tion of each component of solar desalination unit. Hence, during this process lot of
CO2, SO2 and NO are rejected into atmosphere. Nearly, 1.58 kg of CO2, 0.0114 kg
of SO2 and 0.00464 kg of NO are emitted for every 1.0 kWh of electricity produced
from Indian coal-based power plants [12]. SO2 and NO have huge health impacts
and are responsible for nearly 500 and 120 deaths per year in India [13]. Solar
energy-powered desalination unit can cut off these harmful emissions during their
operation, and it can be quantified by environmental analysis. Energy utilised for
production of solar distillation unit is termed as embodied energy and is estimated by
summation of energy content, obtained by multiplying mass and energy density of
each component associated with the unit [11].

Distillate yield of the unit, converted in terms of energy, is considered as energy
output of the distillation unit, which can be given by:

Eout ¼ My � LH
3600

ð24:1Þ

Energy spent on the unit can be recovered during its operation, and the time taken
to recover the spent energy could be assessed by calculating energy payback time.

EPBT ¼ Ein

Eout
ð24:2Þ
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CO2 emission mitigated can be calculated by:

NCM ¼ Eout � LTð Þ � Einð Þ � 1:58
1000

ð24:3Þ

SO2 emission mitigated can be calculated by:

NSM ¼ Eout � LTð Þ � Einð Þ � 0:0114 ð24:4Þ
NO emission mitigated can be calculated by:

NNM ¼ Eout � LTð Þ � Einð Þ � 0:00464 ð24:5Þ

24.3.2 Economic Analysis of Solar Desalination Unit

From economic analysis, cost of distillate production, production rate per rupee
invested and impact of selling price on payback time can be estimated. Since the unit
is operated under partial vacuum condition, annual operation and maintenance cost
is taken as 20% of the fixed annual cost; salvage value is taken as 20% of
capital cost.

Total annualised cost is given by:

TAC ¼ CC� IR IRþ 1ð ÞLT
1þ IRð ÞLT � 1

" # !
þ 0:15� CC� IR IRþ 1ð ÞLT

1þ IRð ÞLT � 1

" # ! !

� 0:2� CC� IR

1þ IRð ÞLT � 1

" # !

ð24:6Þ
Distillate production cost per litre is given by:

CPL ¼ TAC
My

ð24:7Þ

Production rate per rupee invested:

PRR ¼ My

TAC
ð24:8Þ

Time taken to regain the invested on the unit based on selling price is given by:

np ¼
ln My�Sp

My�Spð Þ� CC�IRð Þ

� �
ln 1þ IRð Þ ð24:9Þ
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Interest rate of 5% based on government banks [9] and lifetime of 20 yr are
considered during the analysis.

Performance ratio of the distillation unit is estimated by [8]:

PR ¼ ΣMd � LH
Qu

ð24:10Þ

24.4 Results and Discussions

In this section, distillate productivity, performance, environmental benefits and
economic feasibility of evacuated multi-effect vertical solar desalination unit for
different coastal regions of India are estimated and reported. The coastal regions
considered for assessing the environmental benefits and economic feasibility of
evacuated multi-effect vertical solar desalination unit are tabulated in Table 24.1,
along with its location and daily average solar radiation intensity.

24.4.1 Distillate Yield and Performance Ratio

Distillate yield and performance ratio of evacuated active multi-effect vertical solar
still for some coastal regions of India are graphically represented in Fig. 24.2. For
east coastal regions, maximum distillate yield was noticed during March to May, and
minimum distillate yield was recorded during December. Distillate yield of
Rameshwaram and Tuticorin was found to be nearly closer to each other due to

Table 24.1 Indian coastal regions – location and daily average solar radiation intensity

Name of the Site Latitude Longitude Average solar radiation intensity (kWh/m2-d)

Port Blair (POB) 11.62� N 92.72� E 4.33

Minicoy (MCY) 8.27� N 73.04� E 5.70

Rameshwaram (RAM) 9.28� N 79.31� E 5.48

Tuticorin (TUT) 8.76� N 78.13� E 5.56

Vizag (VIZ) 17.68� N 83.21� E 5.30

Puri (PUR) 19.81� N 85.83� E 4.97

Kolkata (KOK) 22.57� N 88.36� E 5.12

Mumbai (MUM) 19.07� N 72.87� E 5.42

Karwar (KAR) 14.81� N 74.14� E 5.42

Kochi (KOC) 9.93� N 76.26� E 5.24

Trivandrum (TVM) 8.52� N 76.93� E 5.42

Mandvi (MAN) 22.84� N 69.32� E 4.86

Panaji (PAN) 15.49� N 73.82� E 5.79
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their closer geographical location. Annual average distillate yield of 26.40 and
27.22 kg/m2-d was noticed for Rameshwaram and Tuticorin, respectively. Among
the considered locations in east coast, Kolkata recorded the minimum annual
average distillate yield of 20.39 kg/m2-d. Highest annual average distillate yield of
29.44 kg/m2-d was noticed for Panaji in west coast of India. Distillate yield of
42.45 kg/d was noticed during April for Panaji. Minimum distillate yield was noticed
during July for regions along the west coast of India. Distillate yield and perfor-
mance ratio of the unit for islands is shown in Fig. 24.3. Maximum distillate yield of

Fig. 24.2 Distillate yield and performance ratio for selected (a) west coast and (b) east coast
regions of India
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31.36 and 40.50 kg/m2-d was noticed during the month of March for Port Blair and
Minicoy. Yearly average distillate yield was around 15.70 and 28.12 kg/m2-d for
Port Blair and Minicoy.

Performance ratio of the solar desalination unit was in the range from 2.25 to
5.10, 2.57 to 4.89 and 1.73 to 5.01 for west coast and east coast regions and islands,
respectively. Annual average performance ratio of solar desalination unit in west
coast regions Mumbai, Karwar, Kochi, Trivandrum, Mandvi and Panaji was 3.68,
3.94, 3.86, 4.04, 4.07 and 4.29, respectively. Annual average performance ratio of
solar desalination unit in east coast regions Rameshwaram, Tuticorin,
Vizagapatnam, Puri and Kolkata was 4.05, 4.12, 3.92, 3.56 and 3.48, respectively.
For Port Blair and Minicoy, annual average performance ratio was 2.89 and 4.20,
respectively.

24.4.2 Energy Payback Time and Emission Mitigation
Potential

The energy payback time of proposed solar desalination unit under Indian conditions
is shown in Table. 24.2 Except Port Blair the energy payback time of the desalination
unit for other considered locations was 1.0 yr or below.

Net CO2, SO2 and NO emission mitigated by evacuated active multi-effect
vertical desalination unit for different coastal regions of India is graphically shown
in Fig. 24.4. Net emission mitigated was estimated for a lifetime of 20 yrs and annual
distillate yield for 5 wt% saline feed water. The unit was found to be capable of
mitigating CO2, SO2 and NO emissions in the range of 74.74–137.65 tons,
730.53–989.70 kg and 225.75–404.27 kg, respectively, for considered coastal

Fig. 24.3 Distillate yield and performance ratio for major islands of India
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Table 24.2 Energy payback time of solar desalination for Indian conditions

East coast regions Energy payback time (Yr) West coast regions Energy payback time (Yr)

Rameshwaram 0.8 Trivandrum 0.9

Tuticorin 0.8 Kochi 0.9

Vizagapatnam 0.9 Karwar 0.9

Puri 1.0 Panaji 0.8

Kolkata 1.1 Mumbai 1.0

Port Blair 1.4 Mandvi 0.9

Minicoy 0.8

Fig. 24.4 Net CO2, SO2 and NO emission mitigated by solar distillation unit for (a) east coast and
(b) west coast regions of India
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locations in eastern part of India. Similarly, CO2, SO2 and NO emission mitigation in
the range of 115.01–149.36 tons, 872.07–1073.94 kg and 337.75–438.65 kg, respec-
tively, was noticed for coastal regions in western part of India.

24.4.3 Distillate Production Cost

Cost per litre of distilled water production and production rate per rupee invested for
different locations in east and west coast regions of India are shown in Fig. 24.5.

Fig. 24.5 Cost per litre of distilled water production and production rate per rupee invested on the
unit for (a) east coast and (b) west coast regions of India

24 Energy and Environmental Analysis of Multi-effect Active Vertical. . . 347



The distillate production cost of the unit under the climatic conditions in east coast
was below INR1.5/L. Minimum production cost of INR 0.79/L was noticed for
Tuticorin. Similarly, for west coast regions, production cost of distilled water was
below INR1.0/L, and minimum production cost of INR 0.73/L was noticed for
Panaji. Distillate production cost per litre was within INR 1.0/L for all the considered
locations in west coast of India. For each rupee invested in the unit, distillate quantity
of around 1.26 L and 1.36 L can be produced for climatic conditions of Tuticorin and
Panaji in east and west coast regions, respectively. Distillate production cost of
different desalination units is shown in Table 24.3. Minimum production cost was
recorded for conventional reverse osmosis (RO) plant because of its huge capacity
and matured technology. Evacuated active multi-effect vertical solar desalination
unit has distillate production cost in the range of INR 734.47/m3 (minimum) to INR
1060.46/m3 (maximum).

24.4.4 Finance Payback Period

The role of selling price on finance payback period of solar desalination unit for
different coastal locations in India is tabulated in Table 24.4. For a selling price of
INR1.0/L, payback time was well below the lifetime of the unit for most of the sites
except Port Blair. Payback period was nearly same for most of the sites on east coast
for a selling price of INR 6.0/L or above. In case of west coast, for selling price of
Rs.5.0/L or above payback period remains nearly same. Payback period is below
2.0 yrs for a selling price of INR 6.0/L and INR 7.0/L for west and east coast regions.
Selling price of government-funded commercial RO-based bottled mineral water is
around INR 10.0/L in India. Hence, this system is more viable for all locations on the
coastal regions of India if proper selling price is fixed and marketed. Moreover, it can
be utilised for meeting family freshwater demands in these coastal regions.

Table 24.3 Comparison of distillate production cost of different desalination units [14]

Desalination unit
Cost of distillate production
(INR/m3)

Evacuated active multi-effect vertical solar desalination unit
(minimum yield)

1060.46

Evacuated active multi-effect vertical solar desalination unit
(maximum yield)

734.47

Cascaded vertical double slope still 1205.00

Solar operated MD unit (0.10 m3/d) 1033.00

Conventional RO (few m3/d) 894.00

Conventional MED (<100 m3/d) 482.00

Solar operated MSF unit (1.0 m3/d) 196.00

Conventional MSF unit (528,000 m3/d) 121.00

Conventional RO (60,000 m3/d) 112.00
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24.5 Conclusions

Evacuated active multi-effect vertical solar desalination unit was found to be more
beneficial in terms of yield, emission mitigation and distillate production cost. The
maximum annual average daily distillate yield of 29.43 kg/m2-d was recorded for
Panaji in west coast of India and 27.22 kg/m2-d for Tuticorin in east coast of India.
Annual average performance ratio of 2.89 and 4.29 was noticed under climatic
conditions of Port Blair and Panaji, respectively. In east coast and west coast of
India, the unit can mitigate large quantities of CO2, SO2 and NO emissions for 20-yr
lifetime. Energy payback time of the unit was well below 1.5 yr for all considered
locations. Lowest distillate production cost of 0.79 INR/L and 0.73 INR/L was
noticed for east and west coast region of India. Payback period is below 2.0 yrs
for a selling price of INR 6.0/L and INR 7.0/L for west and east coast regions,
respectively.

Nomenclature

CC Capital cost (INR)
CPL Cost per litre (INR)
Ein Embodied energy (kWh)
Eout Energy content of distillate (kWh)
EPBT Energy payback time (Yr)
IR Interest rate
LH Latent heat (kJ/kg)
LT Lifetime (Yr)

Table 24.4 Finance payback period based on selling price of distillate

Finance payback period (Yr)

Selling price (INR/L) 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0

East coast regions RAM 12.4 5.3 3.4 2.5 2.0 1.6 1.4 1.2 1.1 1.0

TUT 11.8 5.0 3.3 2.4 1.9 1.6 1.3 1.2 1.0 0.9

VIZ 13.6 5.7 3.6 2.7 2.0 1.7 1.5 1.3 1.1 1.0

PUR 16.8 6.7 4.2 3.0 2.4 2.0 1.7 1.5 1.3 1.2

KOK 18.2 7.1 4.5 3.3 2.6 2.1 1.8 1.6 1.4 1.2

POB 31.3 10.2 6.2 4.5 3.5 2.9 2.4 2.1 1.9 1.7

West coast regions TVM 12.8 5.4 3.4 2.5 2.0 1.7 1.4 1.2 1.1 1.0

KOC 14.1 5.9 3.7 2.7 2.1 1.8 1.5 1.3 1.2 1.0

KAR 12.8 5.4 3.4 2.5 2.0 1.6 1.4 1.2 1.1 1.0

PAN 10.7 4.7 3.0 2.2 1.7 1.4 1.2 1.1 0.9 0.9

MUM 15.1 6.2 3.9 2.9 2.3 1.9 1.6 1.4 1.2 1.1

MAN 12.1 5.2 3.3 2.4 1.9 1.6 1.4 1.2 1.0 0.9

MCY 11.4 4.9 3.1 2.3 1.8 1.5 1.3 1.1 0.9 0.9

1 INR ¼ 0.015 USD (2017)
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My Annual average yield (kg/d)
nP Payback period (Yr)
PRR Production rate per rupee invested (L/INR)
Qu Useful heat energy supplied by solar collector (J)
Sp Selling price (INR)
TAC Total annualised cost (INR)
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Chapter 25
Integration of Solar Power Plant to Existing
Network with Adaptive Relay Protection
in the Concept of Smart Grid

Mehmet Tan Turan, Yavuz Ates, and Erdin Gokalp

25.1 Introduction

Nowadays, the popularity of conventional power plants that produce electrical
energy is being replaced by renewable energy power plants which use renewable
energy as the power source. The number of renewable power plants such as wind
turbine plants and solar power plants are being increased as a result of environmental
concerns [1]. Conventional power plants and outdated technology of existing trans-
mission and distribution systems do not meet the requirements of new complex
infrastructure where the complexity is caused by integration of renewable power
plants and their unpredictable energy production values. At this point, realization of
integration of conventional power plants and renewable power plants should be the
first step in order to eliminate this complexity problem. The sequence of integration
studies should include realization of necessary improvements on the grid that
becomes inadequate for the requirements of new-generation power plants, and
improved grid control and protection solutions should be furnished. One of the
major drawbacks for grid control systems is the power production estimation and
power supply continuity of renewable power plants [2]. The wind speed and the
solar radiation estimations are the major criteria for the net and gross power output of
the renewable power plants. For that reason, conventional and renewable power
plants are being operated as parallel, and renewable power plants are coordinated
with conventional power plants through the grid for safe and reliable operation. This
methodology is used for ensuring consumers fed from the grid will be energized in
case of power output decrement from the renewable power plants. The methodology
considers conventional and renewable power plants as the integrated parts of
grid [3].
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The first criterion for integration of a solar power plant to the grid is the
determination of power plant effects on the grid. The existing grid network shall
be examined for necessary connection requirements of solar power plants. The
examination shall include current carrying capacity of connection bus, short circuit
power limitation, voltage level of the bus and system stability studies. The relay
coordination analysis shall be realized before integration of power plant. The
coordination analysis shall cover existing relays and integrated relays of solar
power plant considering different operating conditions and all possible scenarios.
The existing relays of the grid and connection bus shall be considered before
implementation of power plant relay settings along with an extended relay coordi-
nation study including selectivity factor.

The reduction of CO2 emission which is caused by thermal power plants is one of
the major advantages of renewable energy power plants. Pulverized coal power
plants are considered as the reference point for the CO2 emission ratio which varies
between 850 kg/MWh and 950 kg/MWh [4, 5]. In this study, average yearly
production of solar power plant is calculated, and total CO2 emission reduction is
presented along with relevant calculations and protection system design.

One of the major aims of the solar power plant integration is to increase efficiency
of the plant and optimize the power generation of the plant. For that reason, solar
radiation and daylight duration values contain an important effect on plant location
and integration point to the grid. The integration criteria and effects of the integration
were inspected and analysed [6–9]. The solar power plant integration shall include
an optimized production capacity, efficiency and wide operation range for different
scenarios [10]. The short circuit power capacity of the existing system and the effect
of integrated solar power plant which are the major factors for integration shall be
analysed for all possible scenarios. Integrated power plants cause an increment on
the short circuit current during a possible fault event whereas recently added relays
with plant may decrease the fault clearing time [11]. For that reason, all positive and
negative effects of integrated new power plant shall be analysed [12].

In this chapter, the IEEE 9 bus test system is used as the grid model where ETAP
is used as the simulation environment [13]. As the first step, IEEE 9 bus system
model is built and relevant load flow short circuit analysis is realized in order to
observe behaviour of the system. After the first stage, the integration bus for solar
power plant is decided in accordance with optimal connection parameters. The
evaluated structure contains load models designated as critical consumers and
non-critical consumers. A 600 kVA rated solar power plant model is designed for
the purpose of solar power integration and analysis. The solar radiation data of
Yildiz Technical University Davutpasa Campus is implemented to the designed
plant model (latitude ¼ 41.02, longitude ¼ 28.89). The proposed operation philos-
ophy contains parallel operation of the grid and plant along with the island operation
mode. The grid and plant operate in parallel mode during normal operation where the
solar power plant operates in island mode if any fault occurs in relevant buses. The
solar power plant continues to feed isolated critical loads during a possible fault with
the sequentially coordinated relays for different operation scenarios. Different sce-
narios are designed and simulated in ETAP in order to ensure reliability and stability
of the network.
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25.2 System Methodology

In this section, IEEE 9 bus test system is built, and necessary configuration require-
ments are applied to the system in ETAP environment as indicated in Fig. 25.1. The
existing load models, line parameters and connection configurations are not
changed.

The solar power plant is connected to bus 8 of the network through relevant
medium voltage (MV) and low voltage (LV) transformers as indicated in Fig. 25.2.
The integrated section includes solar power plant, MV consumers which are desig-
nated as local consumers for island mode operation of the plant, transformers and
relevant protection equipment.

All necessary protection equipment for plant and 9 bus system are adopted to
network model along with protection methodology since the 9 bus system did not
equipped with any protection equipment at the first stage. The required parameters
for current transformers, relays and circuit breakers are obtained from the necessary
load flow and short circuit calculations.

Fig. 25.1 IEEE 9 bus test system scheme

Fig. 25.2 Solar power plant – grid integration scheme
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The load flow study is realized as the first stage of the study which presents the
maximum and minimum current levels for various scenarios during normal opera-
tion. The obtained values are used to determine minimum operating current of the
relays for coordination and selectivity studies. The minimum and maximum short
circuit current values are calculated to determine pickup current of the relays and
withstand current of protection equipment.

25.2.1 Simulation Parameters

The network and plant models are designed with the combination of transformers,
transmission lines, load models, circuit breakers, generators, relays and photovoltaic
(PV) modules in ETAP environment. The data and parameters of the generators are
indicated in Table 25.1.

The consumers of the grid are modelled as stack loads which are indicated in
Table 25.2.

The simulation test environment is designed in accordance with IEC standards
with 50 Hz frequency and metric system. The circuit breakers and relays of the
network and the plant model are presented in Table 25.3.

The relays and circuit breakers for LV system are chosen as ABB where the MV
system components are chosen Siemens and SEL models. The current transformers
(CTs) are used to generate input signals for relays and circuit breakers. CT ratings are
indicated in Table 25.4.

The set values of relays are chosen in accordance with IEC normal inverse curve
formula. The formula for protection curve selection is given by Eq. (25.1).

t ¼ 0:14= I=IPð Þ0:02 � 1
� �

� TP ð25:1Þ

Table 25.1 Generator model
parameters

ID

Rating % Impedance

MVA kV Xd00 R

G1 247.5 16.5 8.5 0.1

G2 192.0 18.0 10.2 0.1

G3 128.0 13.8 15.4 0.2

Table 25.2 Load model
parameters

ID

Connection Consumption Island mode

Bus ID (MVA) (Y/N)

Load A 5 135.5 N

Load B 6 92.5 N

Load C 8 102.6 N

Load D 10 0.5 Y
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25.2.2 Solar Power Plant Model

The solar power plant model consists of PV panels, PV module and inverter models.
As the first stage of the study, the PV panel shall be modelled. In this study, Kyocera
KD205GX-LPU PV panel is modelled with the parameters indicated in Table 25.5.

The panels shall be connected in parallel and series in order to obtain the PV
module with required power and voltage values. For that reason 153 PV panels are
connected as 9 in series and 17 in parallel, and the PV module is obtained as
indicated in Table 25.6.

The inverters are modelled with the data indicated in Table 25.7 after the PV
module design stage.

The combination of PV module and inverter is used to gain 600 kVA power
output from the solar power plant with the integration of 24 units to plant main bus.
The voltage level of the plant main bus is designed as 400 V. The protection system
of power plant consists of 63 A circuit breakers for main bus connection and 1600 A

Table 25.3 Circuit breaker and relay model parameters [14–19]

CB ID
Current rating
(A) Model Trip unit of CB

Relay
ID Model

CB 3 400 12-3AF-20 – Relay 3 SEL 311 L

CB 4 400 12-3AF-20 – Relay 4 SEL 311 L

CB 5 400 12-3AF-20 – Relay 5 SEL 311 L

CB 6 400 245-3AP1–50 – Relay 6 SEL 311 L

CB 7 400 245-3AP1–50 – Relay 7 SEL 311 L

CB 8 400 245-3AP1–50 – Relay 8 SEL 311 L

CB 2 400 245-3AP1–50 – Relay 9 SEL 311 L

CB LV
1. . .24

63 XT2-L Thermal magnetic – –

CB LV 25 1600 E2B ABB SACE
PR112

– –

Table 25.4 Current transformer parameters

Current transformer ID Circuit breaker ID Relay ID Conversion ratio

CT 2 CB 2 R 2 400/1 A

CT 3 CB 3 R 3 100/1 A

CT 4 CB 4 R 4 100/1 A

CT 5 CB 5 R 5 100/1 A

CT 6 CB 6 R 6 50/1 A

CT 7 CB 7 R 7 150/1 A

CT 8 CB 8 R 8 400/1 A
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main circuit breaker for main transformer connection. The solar power plant model is
indicated in Fig. 25.3.

The indicated solar power plant model in Fig. 4.3 is connected to 9 bus network
through bus 8 which is shown in Fig. 25.4.

The operation philosophy for solar power plant and the network is defined for
three different conditions. The conditions and operation sequence are indicated in
Fig. 25.5.

Table 25.5 PV panel parameters [20]

Panel ID Power (W) Isc (A) Vdc max (V) Power tolerance (%)

KD205GX-LPU 205 8.33 600 5

Table 25.6 PV module
parameters

Number of panels Vdc (V) Pdc (kW) Idc (A)

9 � 11 ¼ 99 244,71 21,238 86,79

Table 25.7 Inverter design parameters

DC power (kW) Voltage (V) Vmax/Vmin FLA (A) Efficiency (%) Imax (%)
23.611 220 %120/%80 107.3 90 150

AC power (kVA) Voltage (V) Pfmax/
Pfmin

FLA (A) PF (%) K factor (%)

25 480 100/80 30.07 85 150

Fig. 25.3 Solar power plant model
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Fig. 25.4 Bus system and solar power plant integration scheme

Fig. 25.5 Network – power plant operation flowchart
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25.3 Test and Results

As the first step of the study, load flow calculations are realized to determine ratings
of circuit breakers, relays, CTs and operating currents of relays for the purpose of
solar power plant integration and selective relay coordination. After the determina-
tion of circuit breaker, relay and CT ratings, the minimum short circuit current values
for whole network is calculated in order to decide minimum trip signal generation
point for relays. The maximum short circuit current is calculated for the worst-case
scenario which is the generators and solar system operating in parallel at full load
with peak solar radiation data. IEC 60909 standards are used as the reference
standard for the short circuit calculations. After the determination of maximum
short circuit currents, the calculations for minimum short circuit current values are
realized. The voltage c factor, reactance tolerance factors and temperature correction
factors were applied as per IEC 60909 standard. The short circuit values used for
relay setting studies are indicated in Table 25.8.

IEC normal inverse curve is not applied to LV CB 1–24 since the LV CBs of the
inverter protection units are rated as 63 A of thermal magnetic type. The pickup
current value for relays is decided in accordance with operating current of the lines
which is calculated with relevant load flow studies. The pickup current values are
indicated in Table 25.9.

The coordination studies are performed in the sequence of relay pickup current
calculation, determination of time interval and time dial setting calculations includ-
ing selective operation criteria. The relay time interval is set as 200 ms to ensure safe
operation of relays in the concept of selectivity. The necessary sequential coordina-
tion functions are determined and applied to relays to avoid any possible power
outage during a possible fault event. The sequential coordination functions are
designed in a way that realizes the self-healing grid concept for the network. The
relay time dial settings are presented in Table 25.10.

The simulation studies are performed as the fault insertions to all buses for all
scenarios on ETAP environment. Short circuit fault simulations are applied and

Table 25.8 Maximum and minimum short circuit values for plant and network

Bus ID Voltage level (kV) Isc max (kA) Isc min (kA)

1 16.5 209.4 190.4

2 18 159.1 144.6

3 13.8 155 140.9

4 230 9.19 8.33

5 230 9.17 8.36

6 230 9.17 8.34

7 230 9.18 8.33

8 230 9.17 8.34

9 230 9.18 8.35

10 6.6 2.62 1.99

PV BUS 0.4 19.41 13.88
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transient response of the system is observed. The predefined sequential coordination
functions are tested to ensure consumers are being fed during a possible fault event
via another possible transmission line. The operation sequence is set to be executed
as indicated in Fig. 25.6.

The short circuit fault location, relay setting and sequential coordination functions
are combined in ETAP environment and simulated. The results of the system
response are presented in Table 25.11.

Three different scenarios are applied to the system to simulate worst-case situa-
tions to test stability and reliability of the system. As the first scenario, solar power
plant and the grid is modelled in parallel operation mode. During a fault at trans-
former side and bus side, system response is observed as indicated in Table 25.11.
The relays which are coordinated with adaptive set values responded to the fault in
259 ms as the maximum fault clearing time.

Table 25.9 Relay pickup current (Ip) values

Trip unit

Scenario 1 Scenario 2 Scenario 3

Nominal
current (A)

Pickup
current (A)

Nominal
current (A)

Pickup
current (A)

Nominal
current (A)

Pickup
current
(A)

R2 173 208 173 208 173.6 208

R3 44.9 54 43.6 52 0 0

R4 43.7 52 43.6 52 43.6 52

R5 24.4 30 0 0 43.6 52

R6 0.7 2.5 0 0 1.3 3

R7 93 111 92.9 110 93.5 112

R8 259 312 259 312 259 312

LV CB
25

740.2 880 719 864 0 0

LV CB
1...0.24

30.84 44.1 29.96 44.1 0 44.1

Table 25.10 Relay time dial (Tp) settings

Trip unit

Scenario 1 Scenario 2 Scenario 3

Time dial setting (Tp) Time dial setting (Tp) Time dial setting (Tp)

R2 0.08 0.08 0.21

R3 0.12 0.08 0.05

R4 0.08 0.05 0.05

R5 0.08 0.05 0.08

R6 0.05 0.08 0.12

R7 0.08 0.08 0.21

R8 0.05 0.05 0.12

LV CB
25

FIXED FIXED FIXED

LV CB 1...0.24 FIXED FIXED FIXED
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The second scenario consists of the transfer of the loads from solar power plant to
grid during a possible fault event on the solar power plant. The system response is
calculated as 671 ms including isolation of fault location and transfer of the loads.
The implemented algorithm realizes the transfer of loads to another source in 671 ms
in a reliable way which includes isolation of fault location, checking of possible
feeders for re-energizing the consumers.

The last scenario examines the transfer of load from grid to solar power plant
during a fault on the grid side. System response for the load transfer took 400 ms
including fault location isolation and energization of consumer from the solar power
plant in accordance with network operation and protection flowcharts.

Fig. 25.6 Protection system flowchart

Table 25.11 System response for short circuit fault

Scen. Fault location
Coordinated
relays Action Time (ms)

1 T5 transformer
MV side

R - 3/4/5 CB-3 OPENCB-LV-25 OPEN 219255

1 Bus 8 R - 2/7/6 CB-6 OPENCB-2 OPENCB-7
OPEN

159174259

3 T4 transformer
HV side

R - 3/4/5/6 CB-6 OPENCB-5 OPENCB-3
CLOSE

99.4159400

2 T5 transformer
MV side

R - 3/4/5 CB-3 OPENCB-LV-25 OPENCB-
5 CLOSE

161255671
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25.4 Conclusions

In this chapter, IEEE 9 bus test system is combined with a solar power plant
including necessary protection functions in self-healing grid concept. The study is
based on adaptive and selective coordination of protection relays considering solar
power plant operation schedule. Necessary algorithms are designed and applied to
the network model in order to handle all possible scenarios as the combination of
solar power plant control and protection system.

The major aim of the study is to obtain reliable protection system that isolates
fault location and uses other possible sources to feed consumers along with integra-
tion of solar power plant. The solar radiation criterion and unexpected power
decrements at solar power plant factors are implemented to protection philosophy.

After the integration of solar power plant to grid, worst-case scenarios are
simulated and system response is observed. According to test results, protection
system operates properly for all scenarios including load transfer from plant to grid
and vice versa. The load transfer system lets the consumers being fed during any
possible fault event from another power source in limitations of solar power plant
generation.

The solar power plant generates 3,06 MWh/day and with the average CO2

emission data total CO2 emission is reduced by 2754 kg/day in normal operation
which is the parallel operation of grid and the solar power plant. The normal
operation philosophy of the network presents advantages of cost reduction and
CO2 emission reduction for the aim of green cities combined with smart protection
systems.

Nomenclature

MV Medium voltage
LV Low voltage
HV High voltage
ms Milliseconds
PV Photovoltaic
CB Circuit breaker
R Protection relay
CT Current transformer
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Chapter 26
Comparison of Acid and Alkaline
Pretreatment Methods for the Bioethanol
Production from Kitchen Waste

Mine Nazan Kerimak Öner

26.1 Introduction

Pretreatment methods can be categorized as mechanical, thermal, chemical, biolog-
ical, or a combination of these methods. Among the widely reported pretreatment
methods tested at the lab scale, only a few mechanical, thermal, and thermochemical
methods have been successfully applied at full scale [4].

Biomass is a renewable resource, which causes problems when it is not used. The
challenge, therefore, is to convert biomass into a resource for energy and other
productive uses. There are advantages in the use of biomass. Biomass is a renewable
resource and has a steady and abundant supply, especially those biomass resources
that are by-products of agricultural activity. Biomass use is carbon neutral, can
displace fossil fuels, and helps reduce greenhouse gas (GHG) emissions, while
closing the carbon cycle loop. As the debate on food versus fuel intensifies, biomass
can provide added income for farmers without compromising the production of main
food and even nonfood crops [9].

Kitchen waste, which is a renewable biomass, is one of the major components of
municipal solid waste, which mainly includes leftover food and vegetable residue
waste generated from the kitchens at various places of food preparation such as
restaurants, cafes, hospitals, hotels, canteens, jails, and picnic spots, as well as from
different food-processing industries. It is highly biodegradable, which has been
found to pose pollution problems during its disposal and treatment. Its biodegrada-
tion is the main source of decay/odor and leachate during collection and transpor-
tation. It is not suitable for landfilling and incineration, because of its rapid
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putrescibility, moisture content, and low heat value. Moreover, these processes do
not accomplish the dual goals of waste reduction and energy production. Further-
more, the valuable energy contained in organic waste is lost to the energy cycle [9].

Many technologies have been developed recently—including physical, chemical,
and biological pretreatments—in order to treat biomass stock. Every treatment has
different effects on the subsequent processing and the yield of the products.
Pretreatment with acid such as sulfuric acid (H2SO4) has been commercially used
to treat biomass such as switchgrass, corn stover, and spruce (softwood). Other acids
such as hydrochloric acid (HCl), phosphoric acid (H3PO4), and nitric acid (HNO3)
can also be applied in a pretreatment process to remove hemicelluloses [7].

This study reviews pretreatment techniques that are thermal, chemical, or a
combination of the two, to enhance the production of fermentable sugars. The effects
of acid and alkaline pretreatment methods are discussed independently and in
thermal combinations. Pretreatment methods are compared in terms of their effi-
ciency in production of reducing sugars. On the basis of the comparison, thermal
pretreatment at low temperatures (<110 �C) and HCl and sodium hydroxide (NaOH)
methods result in a more cost-effective process performance than other pretreatment
methods.

26.2 Materials and Methods

26.2.1 Kitchen Waste Sample Preparation

The kitchen waste (KW) sample was collected from the students’ cafeteria at the
Köseköy Vocational School, Kocaeli University. Plastics, glasses, tissues, and other
inorganic materials were separated out. The remaining organic fractions (consisting
of rice, meats, and vegetables) were ground with water at a 1:1 volume ratio, using a
commercial blender (Waring, Torrington, CT, USA) to ensure liquidity of the
sample. The samples were stored at �20 �C for a maximum of a month prior to
hydrolysis to prevent the degradation of organic matter and formation of organic
acids. The ground sample was dried at 55 �C until it was a fixed mass. Then, the
waste sample was screened to obtain a particle size of <2 mm to be used for the
prehydrolysis treatment. The flow diagram for saccharification of kitchen waste is
shown in Fig. 26.1.

Various methods of prehydrolysis pretreatment were investigated, including
different chemical pretreatments combined with steam and enzyme treatment, and
various combinations of chemicals coupled with microwave treatment. Additionally,
the effects of H2SO4, HCl, and NaOH combined with enzyme/steam treatment (in an
autoclave) were investigated in this research project [13]. However, only the results
of pretreatment with HCl and NaOH at different concentrations, at different temper-
atures, and for different durations are described in this chapter.
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26.2.2 Acid and Alkaline Pretreatments

26.2.2.1 Acid Hydrolysis

The kitchen waste sample was soaked in HCl at different concentrations of 0–5% at a
solid-to-liquid ratio of 10 g in 100 mL. After pretreatment for increasing durations
and at increasing temperatures, both raw and treated kitchen waste were analyzed.
The reducing sugar concentration was assayed by the dinitrosalicylic acid (DNS)
method [8]. The maximized parameter in this study was set to be the amount of
soluble sugars. Three replicates were done for each experiment.

26.2.2.2 Alkaline Hydrolysis

The kitchen waste sample was soaked in NaOH at different concentrations of 0–5%
at a solid-to-liquid ratio of 10 g in 100 mL. After pretreatment for increasing
durations and at increasing temperatures, both raw and treated kitchen waste were
analyzed. The reducing sugar concentration was assayed by the DNS method
[8]. The maximized parameter in this study was set to be the amount of soluble
sugars. Three replicates were done for each experiment.

26.2.3 Analytic Methods

The physicochemical analysis of kitchen waste included determination of pH, total
solids (TS) and total volatile solids (TVS), moisture, ash, and total carbohydrates.
The analyses were based on the standard method [3]. Moisture and ash were

Fermentable Kitchen Waste
(Substrate)

Cutter Mill

Pretreatment (NaOH and HCI at different
concentration, time and temperature)

Reducing Sugar An alysis by DNS Method

Fig. 26.1 Pretreatment of
fermentable kitchen waste
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determined on the basis of the standard method [1, 2]. The remaining percentage was
assumed to be the total carbohydrate content [10]. The total carbohydrate amount
was determined according to the method described by Dubois et al. [5].

26.2.4 Effect of Solid Loading on Hydrolysis Performance

In order to test the effect of solid loading on hydrolysis performance, the best
conditions of the pretreatment hydrolysis method in this work were tested with
different KW loadings: 0.5%, 1%, and 2%. The reducing sugar concentration was
assayed by the DNS method after each experiment [8]. Three replicates were done
for each experiment.

26.3 Results and Discussion

Prior to pretreatment of kitchen waste, a detailed physicochemical characterization
was performed. The main characteristics of the kitchen waste are listed in Table 26.1.

The main characteristic of the sample was its high content of carbohydrates
(>50% of the total composition of the sample) because the kitchen waste was
taken from cafeterias. Thus, this waste was suitable for production of ethanol and
other biofuels. Comparable compositional analyses have previously been reported
by Vavouraki et al. [12] and Thembehurkar and Mhaisalkar [9]. In particular, their
analyses of volatile solids (VS) were in agreement with our measurements, whereas
our total solid value was quite a lot higher than their values. A similar total KW solid
value was also reported by Uncu and Çekmecelioğlu [10]. The chemical
pretreatment of the substrate was aimed at increasing the content of soluble sugars
in the sample in order to facilitate its subsequent biochemical conversion into

Table 26.1 Characteristics of fermentable food waste used in this study

Parameter Valuea (%) [w/w]

Total solids 35.02

Total volatile solidsb 97.00

Moisture 58.18

pH 6.50

Ash 5.20

Total sugarsc 67.20

Soluble sugarsc 32.35
aResults for three replicates
bComposition of food waste per gram of dry mass. The percentages of total and soluble sugars
correspond to the equivalent grams of glucose per 100 g of kitchen waste dry mass
cThe percentages of total and soluble sugars correspond to the equivalent grams of glucose per
100 g of kitchen waste dry mass
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ethanol. Different concentrations of chemical solutions (HCl and NaOH) were tested
at different temperatures and for different durations of contact.

In this study the best results were obtained with HCl pretreatment methods. Acid
pretreatment at 90 �C resulted in high concentrations of soluble sugars. In particular,
chemical pretreatment with 1% HCl for 90 min at 60 �C resulted in a yield of
638.24 mg of carbohydrates per gram of dry sample, which was very close to the
total sample content of carbohydrates (672 mg of carbohydrates per gram of dry
KW). When pretreatment is conducted with a higher percentage of acids at an
elevated temperature (>100 �C), it may lead to negative effects on the sugar content
of samples. This is due to the formation of sugar degradation compounds such as
furfural and 5-hydroxymethyl furfural (5-HMF) [7, 11]. Undesirable formation of
sugar degradation compounds such as furfural, 5-HMF, and other compounds was
avoided by applying mild acid hydrolysis conditions (<100 �C); therefore, measure-
ment of those by-products was omitted in this study [6, 11]. When the glucose
recovery from the dry kitchen wastes was evaluated, the best pretreatment method to
obtain maximum glucose generation was the HCl pretreatment method, but those
findings are not detailed in this chapter; they have been submitted for publication
elsewhere as an original research article.

Besides the HCl pretreatment, which yielded 672 mg of carbohydrates per gram
of dry KW, the second best results were obtained with 3% NaOH pretreatment,
yielding 414.35 mg of carbohydrates per gram of dry sample) (Table 26.2, Figs. 26.2
and 26.3). The effect of the NaOH concentration on the glucose yield in terms of
milligrams of glucose per gram of dry kitchen waste sample is shown in Table 26.2.
The highest glucose yield of 414.35 mg of carbohydrates per gram of dry sample was
achieved after treatment with 3% NaOH at 30 �C for 90 min (Fig. 26.2). This is much
more glucose than that released by 3% NaOH treatment at 60 �C for 90 min
(174.66 mg of carbohydrates per gram of dry sample (Fig. 26.3).

Additionally, detailed information on the soluble sugars obtained, in terms of
glucose recovery percentages, from NaOH pretreatments for 30-, 60-, and 90-min
durations are presented in Table 26.3 and Fig. 26.4.

On the other hand, kitchen waste subjected to pretreatment with 2% H2SO4 was
found to have the lowest glucose recovery, with a value of 14.89% (data not shown).

Table 26.2 Total soluble sugar yields after pretreatment of kitchen wastes with increasing NaOH
concentrations, temperatures, and durations

NaOH concentration

Soluble sugar yield (mg glucose/g dry sample)

30 �C 60 �C
30 min 60 min 90 min 30 min 60 min 90 min

0% 153.16 – 145.04 36.01 – 153.05

1% 205.20 218.02 244.12 115.30 48.62 154.85

2% 180.16 162.14 360.32 72.06 68.43 165.65

3% 216.19 261.23 414.35 61.26 61.26 174.66

4% 126.11 234.21 288.25 57.62 42.31 151.25

5% 144.13 162.14 284.65 46.82 39.61 169.25
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Fig. 26.2 Glucose yield from kitchen waste after NaOH pretreatment at 30 �C

Fig. 26.3 Glucose yield from kitchen waste after NaOH pretreatment at 60 �C

Table 26.3 Glucose recovery from kitchen waste after pretreatment with increasing NaOH
concentrations and durations

NaOH concentration

Glucose recovery (%)

30 min 60 min 90 min

0% 22.79 22.75 21.58

1% 30.53 32.43 36.33

2% 26.80 24.12 53.62

3% 32.16 38.86 61.66

4% 18.76 34.84 42.89

5% 21.42 24.12 42.35
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In order to test the effect of solid loading on hydrolysis performance, the
conditions of the pretreatment hydrolysis methods in this work were tested with
different KW loadings: 0.5%, 1%, and 2%. The best result was achieved with a 2%
solid loading at 100 �C after 120-min incubation in the presence of 2% NaOH. The
effect of solid loading on hydrolysis performance of kitchen waste in the presence of
NaOH at 100 �C after 120-min incubation is shown in Fig. 26.5 and that in the
presence of HCl at 100 �C after 120-min incubation is shown in Fig. 26.6.

Fig. 26.4 Glucose recovery (%) from kitchen waste after pretreatment at 30 �C with increasing
NaOH concentrations and durations

Fig. 26.5 Effects of solid material loading (0.5%, 1%, and 2%) on hydrolysis performance of
kitchen waste at 100 �C with 120-min incubation and pretreatment with increasing NaOH concen-
trations. RS reducing sugars, TC total carbohydrates
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The effect of solid loading on total carbohydrate solubilization into fermentable
sugars was observed using the acid and alkaline conditions described in this chapter.
When half of the solid loading was tested (i.e., 0.5%), no significant increase was
observed, whereas the total carbohydrate and soluble sugar yields remained unaf-
fected (Table 26.4).

26.4 Conclusions

Different pretreatment methods for kitchen waste have been described and widely
studied to improve ethanol production processes. Among the different methods,
chemical, thermochemical, and enzymatic methods, and combinations of them, are
currently the most effective methods and the most promising technologies for
industrial applications. Combinations of different pretreatments have been also
considered and might be interesting to obtain optimal fractionation of the different
components and achieve very high yields.

Fig. 26.6 Effects of solid material loading (0.5%, 1%, and 2%) on hydrolysis performance of
kitchen waste at 100 �C with 120-min incubation and pretreatment with increasing HCl concentra-
tions. RS reducing sugars, TC total carbohydrates

Table 26.4 Effects of solid loading on reducing sugar (RS) and total carbohydrate (TC) content

NaOH concentration

RS and TC content (%)

0.5% solid loading 1.0% solid loading 2.0% solid loading

RS TC RS TC RS TC

1% 240 340 270 364 235 259

2% 368 380 260 350 315 390

3% 280 328 210 305 276 310
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This study investigated the influence of single and combined pretreatments by
acid and alkaline hydrolysis of kitchen waste on fermentable sugar production. The
optimum experimental conditions for single pretreatment were 1% HCl incubation
for 90 min at 60 �C, which produced 638.24 mg of carbohydrates per gram of dry
sample fermentable sugars, and 3% NaOH pretreatment for 90 min at 30 �C, which
produced 414.35 mg of carbohydrates per gram of dry sample fermentable sugars
and 61.66% glucose recovery. The worst pretreatment method was H2SO4

pretreatment, which had the lowest glucose recovery (14.89%). These results indi-
cated that the NaOH pretreatment method can be used for glucose generation in a
saccharification process.

All pretreatment and hydrolysis techniques used for KW are of great importance
for bioconversion of KW to bioproducts. Thus, optimization of hydrolysis tech-
niques may result in both environmental and economic benefits. Hence, this study
investigated the impact of acid and alkaline chemical pretreatment methods on the
hydrolysis of KW to glucose and other fermentable sugars used in bioethanol
production.
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Nomenclature
5-HMF 5-Hydroxymethyl furfural
AACC American Association of Clinical Chemistry
DNS Dinitrosalicylic acid
GHG Greenhouse gas
H3PO4 Phosphoric acid
HCl Hydrochloric acid
HNO3 Nitric acid
H2SO4 Sulfuric acid
KW Kitchen waste
NaOH Sodium hydroxide
RS Reducing sugars
TC Total carbohydrates
TS Total solids
TVS Total volatile solids
VS Volatile solids
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Chapter 27
Investigation of Cultivation andWastewater
Treatment Potential of Microalgae
and Cyanobacteria in Controlled
Environment Minkery Wastewater

Yuchen Ji and Ilhami Yildiz

27.1 Introduction

The mink industry in Nova Scotia began in the 1930s and had grown at a high rate
over the past 20 years. Today, there are around 100 mink farms, employing more
than 1000 workers in Nova Scotia. According to the 2012 Statistics Canada census,
Nova Scotian mink farming accounted for 54.3% of Canada’s total mink production.
Even further, the estimated value of the mink industry in Nova Scotia in 2012 was
$140 million [1]. This number has dropped since then, due to weak demand and a
problematic virus called Aleutian mink disease (AMD) virus. Mink products still
consistently form the largest agricultural export in Nova Scotia. Amid the success of
Nova Scotian mink industry, there are some concerns about the environmental
impact of mink production. The main concerns are feces and urine produced by
the mink. Rough estimates suggest that there are at least 18,000 tons of mink manure
and 16 million liters of urine generated by mink farms in Nova Scotia each year
[2]. Many concerned citizens, academics, and journalists suspect that the impacts of
mink production on adjacent surface waters are detrimental. One report concluded
that multiple instances of eutrophication and algae blooms were related to discharges
from mink farms [3]. As with most agricultural wastewaters, mink discharges have
high concentrations of pollutants, such as ammonium and phosphorus [4]. The
composition of minkery wastewater will invariably have impacts on the local aquatic
ecosystems, thereby damaging vital Nova Scotian resource.

As mentioned above, along with solid wastes, Nova Scotia minkery farms
generate huge amounts of wastewater and continuously ignored the public outcry
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for their environmental impacts. As a consequence of the Fur Industry Act, approved
on January 11, 2013, the industry is now forced to employ different
bioenvironmental technologies for reducing the environmental impacts of its oper-
ations. With the new regulations from this act, mink producers are required to
identify means to reduce pollutants in effluent waters [5]. This new government
regulation of fur industry will have further implications for operational practices in
the future. Minkery wastewater integrated into microalgae and cyanobacteria pro-
duction as a means to reduce effluent water pollutants may provide a service to the
mink industry as it tries to adapt to new regulations. Many studies reported
microalgae and cyanobacteria assimilate multiple nutrients present in waste streams,
which include ammonium, nitrate, nitrite, and phosphorus, and it has even been
found to remove heavy metals along with some toxic organic compounds as well
[6, 7]. It is the characteristic of microalgae and cyanobacteria that make them
obvious candidates for wastewater treatment. Studies on using the microalgae and
cyanobacteria cultivation as a tertiary wastewater treatment process started in the
early 1970s [8]. The initial purpose was to treat the secondary wastewater even
further to mitigate the potential eutrophication of surface water bodies following
discharge [9]. One study even concluded that freshwater microalga Chlorella
pyrenoidosa removed nutrients from settled domestic sewage more efficiently than
activated sludge process did, suggesting that it would be more economical and
desirable to employ microalgae cultivation as the secondary rather than tertiary
treatment process [10].

At present, the large-scale microalgae and cyanobacteria production faces a
number of cost-related bottlenecks [11, 12]. The energy and fertilizer costs of the
large-scale microalgae and cyanobacteria production have been too high to be
economically feasible. Despite the tremendous opportunity and value of the large-
scale microalgae and cyanobacteria production, it is still hampered by the nagging
impediment of reaching economic viability [13]. One study analyzing resource
implications of microalgae and cyanobacteria cultivation concluded that nutrients,
water, carbon, land, and energy were five main factors of reaching microalgae and
cyanobacteria cultivation success [14]. Extensive research has been conducted
exploring using a variety of agricultural wastewaters to offset the financial burden
of nutrient, water, and even carbon supplies. Many researchers have demonstrated
that a number of agricultural wastewaters have potential to be a viable substrate for
microalgae and cyanobacteria cultivation with even improved yields when compared
to other substrates [15–17].

As with most agricultural wastewaters, minkery wastewater has extremely high
concentrations of nutrients including ammonium, phosphorus, and even organic
carbon [4]. While posing some serious environmental problems, minkery wastewa-
ter could potentially be an ideal substrate for the large-scale microalgae and
cyanobacteria production, especially under heterotrophic and mixotrophic condi-
tions. At present, the most common organic carbon source for the large-scale
microalgae and cyanobacteria production is glucose, and it comes at an enormous
expense. Minkery wastewater is extremely rich in organic compounds that could
potentially be an excellent organic carbon alternative for heterotrophic and
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mixotrophic cultivation. Further research is essential because many questions remain
unanswered regarding the suitability of using minkery wastewater as a substrate for
microalgae and cyanobacteria cultivation. Such concerns include investigating the
challenge of introducing a biologically diverse substrate into a pure culture, explor-
ing potential sterilization techniques, quantifying biomass and bioproduct produc-
tivities, identifying nutrient deficiencies (if any) in wastewaters, and quantifying
remediation efficiencies. Effectively answering these questions will provide invalu-
able technical information to microalgae and cyanobacteria industry.

In building upon existing research, this study aimed to assess the viability of
using minkery wastewaters for microalgae and cyanobacteria cultivation, identify
the effect of different cultivation techniques on microalgae and cyanobacteria
cultivation, and quantify remediation efficiencies of wastewater treatment using
microalgae and cyanobacteria. Our findings will provide the framework for future
investigation of using minkery wastewater as a potential resource in Nova Scotia.

27.2 Materials and Methods

27.2.1 Strain and Culture Maintenance

Two strains used in this study, namely, Chlorella vulgaris and Anabaena sp., were
purified and inoculated in 1-L Erlenmeyer flasks at approximately 20 �C and
illuminated with a cool-white fluorescent light (32 W, 6500 K) with a light cycle
of 16-h light and 8-h dark. Both flasks were sealed with a plug, allowing for aseptic
gas exchange, and placed on a mechanical stirrer (HI 190, Hanna Instruments, USA)
with 150-rpm rotation.

Both strains and mediums were purchased from the Canadian Phycological
Culture Centre (CPCC), Department of Biology, University of Waterloo, Ontario,
Canada. Chlorella vulgaris was cultured in a modified Bold’s basal medium, and
Anabaena sp. was cultured in BG-11o medium (modified by J. Acreman). Table 27.1
summarizes the nutrient content of these two mediums.

27.2.2 Pretreatment of Minkery Wastewater

Minkery wastewater (cage-washing wastewater) was collected from the Dalhousie
University’s Fur Animal Research Centre in Bible Hill, Nova Scotia, and all samples
were taken on the same day to ensure homogeneity among samples. Samples were
frozen and then thawed as needed in order to discourage biological activity.

Prior to experiments, the raw minkery wastewater was thoroughly homogenized
and filtered with filter cloth in order to remove all large solid particles. And then, the
minkery wastewater was filtered one more time using 1.5-μm glass microfiber filters
(691, VWR, UK). In this way, all side effects of solid particles and indigenous
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bacteria in minkery wastewater on the cultivation of microalgae and cyanobacteria
were eliminated. After filtration, the minkery wastewater was autoclaved at a
sustained temperature and pressure of 121�C and 15 psi, respectively, for 20 min;
after which, the minkery wastewater was stored at 4�C and prepared for the
experiment.

27.2.3 Experimental Equipment

For each experimental unit, cultures were transferred from the flasks to three
transparent plastic cylinders, which were 2.25-L vertical column controlled envi-
ronment photobioreactors (Aqua Medic GmbH, Plankton Reactor, Bissendorf, Ger-
many) (Fig. 27.1). These three photobioreactors essentially served as a holding tank,
allowing microalgae or cyanobacteria cultivation and wastewater treatment. Three
photobioreactors were employed under three independent cool-white fluorescent
lights (8 W, 6700 K) at 20�C. Each fluorescent light can provide enough light for
photosynthesis to occur. Three independent ambient air pumps (Fusion Quiet Power,
400, Taiwan) were used to continuously agitate the culture in each photobioreactor
in order to keep the microalgae or cyanobacteria culture homogeneous. Moreover,
three independent pH meters (Milwaukee, SMS 122, Romania) controlled and
continuously monitored the pH of microalgae or cyanobacteria cultures.

Table 27.1 Nutrient concentrations of two traditional mediums

Nutrients

Concentration (mg/L)

Bold’s basal medium BG-11o Medium

NaNO3 250 0

MgSO4�7H2O 75 75

CaCl2�2H2O 25 36

K2HPO4 75 30

Na2EDTA�2H2O 10 1

H3BO3 10.91 2.86

MnCl2�4H2O 1.81 1.81

ZnSO4�7H2O 0.222 0.222

Na2MoO4�2H2O 0.390 0.390

CuSO4�5H2O 0.079 0.079

Co(NO3)2�6H2O 0.0494 0.0494

KH2PO4 175 0

KOH 6.2 0

FeSO4�7H2O 4.98 0

NaCl 25 0

Na2CO3 0 20

Ferric ammonium citrate 0 6

Citric acid 0 6
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Once all three photobioreactors were inoculated, the growth period commenced.
Upon analyzing the samples at the end of the growth period, all three
photobioreactors were taken apart and sanitized carefully and put back together for
the proceeding experimental units.

27.2.4 Experimental Design

In this study, for each photobioreactor, exactly 400-mL purified Chlorella vulgaris
or Anabaena sp. inoculum (0.3–0.4 g/L) (20%) and 1600 mL of certain medium
(80%) were inoculated. Each experimental unit was limited to 6 days of cultivation.
A split-split-plot experimental design was used to arrange each experimental unit
accordingly (Table 27.2). The whole plots were strains, the subplots were light
cycles, and the sub-subplots were mediums. In total, the design had 24 different
treatments, and three replications for each treatment were used to ensure effective
integrity of findings. All statistical analyses were performed using a combination of
the Minitab 17 and SAS softwares. As mentioned earlier, strains were Chlorella
vulgaris and Anabaena sp.; light cycles were (1) 6-day continuous light, (2) 48-h
light and 24-h dark, (3) 24-h light and 48-h dark, and (4) 6-day continuous dark; and
mediums were (a) minkery wastewater, (b) traditional mediums (modified Bold’s
basal medium and BG-11o medium) (first control), and (c) distilled water (second
control).

Fig. 27.1 Schematic diagram of the photobioreactor. (Adapted from [18], Fig. 30.7)
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27.2.5 Quantification of Growth Kinetics

Four biomass estimation methods are commonly used to determine biomass gener-
ated in microalgae and cyanobacteria cultivation, including dry weight, optical
density, cell count, and chlorophyll a content. Each method has an ideal sampling
condition with regard to strain selection, culture size, growth medium, and desired
output accuracy and precision.

Dry weight is a simple and intuitive method for biomass estimation. The major
advantages of this method are the useful mass-based units, the simplicity of execu-
tion, and the inclusion of constituents based upon minimum particle size. The
limiting assumption is that all material collected will be the target organism, which
is only applicable in a pure culture. Dry weight of the samples was measured from
the triplicate averages of volatile suspended solids (VSS) obtained by means of
membrane filtration according to the Standard Methods for the Examination of
Water and Wastewater, Method 2540 [19].

Optical density, also known as absorbance or turbidity, is frequently used as a
rapid measurement of biomass in cultures. Using absorbance as an indicator offers
perhaps the simplest and quickest means for quantifying culture productivity. This
method has enormous value because it provides effective noninvasive approxima-
tion of biomass. There are however some major disadvantages of this method,
including not being able to distinguish dead and live cells, and cellular conglomer-
ates can give faulty readings. The optical density of Chlorella vulgariswas measured
by a UV-Vis spectrophotometer (Cole-Parmer, USA) at 684 nm wavelength [20],
with a light path of 10 mm, and the optical density of Anabaena sp. was measured
with a light path of 10 mm at 683 nm [21], using the same UV-Vis
spectrophotometer.

Table 27.2 Split-split-plot experimental design employed in the study

Strains

Chlorella vulgaris Anabaena sp.

Light cycles: 1 2 3 4 1 2 3 4

Mediums a a a a a a a a

b b b b b b b b

c c c c c c c c

Mediums a a a a a a a a

b b b b b b b b

c c c c c c c c

Mediums a a a a a a a a

b b b b b b b b

c c c c c c c c

Whole plots were strains Chlorella vulgaris and Anabaena sp.; subplots (light cycles) were all light
(1), 48-h light þ24-h dark (2), 24-h light þ48-h dark (3), and all dark (4); sub-subplots (mediums)
were minkery wastewater (a), traditional mediums (b), and distilled water (c). Note that the table
does not show any randomization used in the study
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Cell count is another widely used method for estimating biomass through direct
enumeration of the cells in the solution. The manual cell count method offers specific
advantages in observer control and identification of contaminants. It requires an
extensive time commitment and is potentially subjected to observer bias. The Bright-
Line™ hemocytometer was used to count the number of cells under the microscope
(Motic, BA310). The counting method was taken from Standard Methods for the
Examination of Water and Wastewater, Methods 10200E and 10200F [19].

Chlorophyll a is regularly used as an estimator of microalgae and cyanobacteria
biomass. The greatest advantage of this method is that it directly targets plant
biomass. A substantial margin of error exists in the underlying assumption about
the chlorophyll a concentration, because this concentration is highly variable in
microalgae and cyanobacteria cells. Chlorophyll a content of the samples was
measured according to the Standard Methods for the Examination of Water and
Wastewater, Method 150.1 [19].

Overall, methods of optical density and cell count were performed every 12 h,
while dry weight and chlorophyll a content methods were carried out at the begin-
ning and end of each growth period. Once these measurements were taken, biomass
increase in percentage of each growth period was calculated using Eq. 27.1.

Biomass increase ¼ x6 � x0
x0

� �
� 100% ð27:1Þ

where x0 was the measurement at the beginning of each growth period (day 0) and x6
was the measurement at the end (day 6).

27.2.6 Evaluation of Wastewater Treatment

The efficiency of wastewater treatment was evaluated by comparing the selected
nutrients’ contents of wastewater samples before and after microalgae and
cyanobacteria cultivation. All samples were filtered using a Millipore 47 mm vac-
uum filter assembly with a 0.4-μm glass microfiber filter (GB-140, ADVANTEC,
Japan) to remove all microalgae or cyanobacteria cells and other large suspended
solids before analysis. Nutrient removal analysis was performed using Hanna
Multiparameter Photometer (HI 83200, Hanna Instruments) and corresponding
reagents, according to the instruction manual. The tested nutrients were ammonium,
nitrate, nitrite, and phosphorus. Once these measurements were taken, efficiencies of
wastewater treatment were calculated using Eq. 27.2 below:

Nutrient removal ¼ y0 � y6
y0

� �
� 100% ð27:2Þ

where y0 was the nutrient content at the beginning of each growth period (day 0) and
y6 was the content at the end of each growth period (day 6).
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27.3 Results and Discussion

When combined with biofuel production, microalgae species from the genus of
Chlorella were most commonly used due to its high productivity of fatty acids
relevant to transesterification reaction [22]. Anabaena is a genus of filamentous
cyanobacteria known for nitrogen-fixing abilities. They are also one of four genera
of cyanobacteria that produce neurotoxins, which are harmful to local wildlife. Both
Chlorella vulgaris and Anabaena sp. showed potential to simultaneously accumu-
late biomass and treat minkery wastewater. Thereby, Chlorella vulgaris and
Anabaena sp. were selected representing highly valuable and viable microalgae
and cyanobacteria, respectively.

27.3.1 Minkery Wastewater Characteristics

The raw minkery wastewater collected from the Dalhousie Fur Animal Research
Centre had an extremely high concentration of some major plant nutrients, such as
nitrogen and phosphorus. These nutrient concentrations were much higher than what
would normally be needed for microalgae and cyanobacteria cultivation. Therefore,
the dilution of raw minkery wastewater should be employed to provide optimum
nutrient content for microalgae and cyanobacteria cultivation. In our
pre-experimental tests, Chlorella vulgaris and Anabaena sp. were cultivated in
various concentrations of diluted minkery wastewaters, and it demonstrated that
the most advantageous minkery wastewater concentration for microalgae cultivation
ranged from 1% to 3% and the most favorable concentration for cyanobacteria
cultivation was between 0.5% and 1%. As a consequence, all pretreated minkery
wastewaters in this study were diluted with 99% autoclaved distilled water prior to
actual experiment.

The nutrient content of the 1% pretreated minkery wastewater is provided in
Table 27.3. Compared to the traditional mediums mentioned earlier, the character-
istic of the minkery wastewater is different in terms of nitrogen form. In minkery

Table 27.3 Nutrient
concentration of 1% minkery
wastewater

Nutrient Concentration (mg/L)

Alkalinity (CaCO3) 160

Ammonium (NH4
+) 73.27

Calcium (Ca2+) 0

Chemical oxygen demand (COD) 126

Dissolved oxygen (DO) 8.9

Magnesium (Mg2+) 0

Nitrate (NO3
�) 0.1

Nitrite (NO2
�) 0.18

Phosphorus (P) 13.6

Sulfate (SO4
2�) 10.0
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wastewater, about 99% of total nitrogen was in the form of ammonium, which makes
it an excellent growth medium for strains with a high ammonium demand, such as
Chlorella vulgaris and Chlorella sp. [23, 24]. It may however not be an ideal growth
medium for strains with a high demand in nitrate and nitrite, such as cyanobacteria
Anabaena sp. and Anabaena cylindrica [25, 26].

With emerging government regulations [5], the surface and groundwater moni-
toring are required following recommendations from the designated professionals,
and the mink farm owner must sample for total phosphorus, nitrate, and ammonia
concentrations of the surface water and groundwater at the farm. If the water sample
results come back higher than any of the concentrations listed, the owner of that
mink farm may be required to take measures to reduce concentration levels.

Compared to the concentration limits of the surface water and groundwater for
mink farms, the 1% pretreated minkery wastewater used in this study already had a
much lower nitrate concentration. However, the ammonium and total phosphorus
concentrations of the 1% pretreated minkery wastewater were much higher than
those concentration limits. It means that a further wastewater treatment would be
required to reduce ammonium and total phosphorus concentrations of even 1%
pretreated minkery wastewater.

27.3.2 Biomass Accumulation Comparisons

The means of biomass increase in dry weight of Chlorella vulgaris and Anabaena
sp. in various mediums under different light cycles were provided in Table 27.4.

Table 27.4 Means of biomass increase (%) in dry weight of Chlorella vulgaris and Anabaena
sp. in minkery wastewater, traditional mediums, and distilled water under light cycles of 6-day
continuous light, 48-h light and 24-h dark, 24-h light and 48-h dark, and 6-day continuous dark

Chlorella vulgaris Anabaena sp.

No. Light cycle Medium Mean (%) Mean (%)

1 All light MW 834 a 108 hi

2 All light TM 695 b 427 cd

3 All light DW 677 b 201 gh

4 48-h L/24-h D MW 831 a 117 hi

5 48-h L/24-h D TM 529 c 449 cd

6 48-h L/24-h D DW 475 c 201 gh

7 24-h L/48-h D MW 418 cde 86 hi

8 24-h L/48-h D TM 341 def 283 fg

9 24-h L/48-h D DW 301 efg 99 hi

10 All dark MW 83 hi 53 i

11 All dark TM 3 i 13 i

12 All dark DW 4 i 9 i

Means that do not share the same letter are significantly different
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Based on the findings, Chlorella vulgaris achieved the highest biomass increase
in minkery wastewater under the light cycle of 6-day continuous light. This partic-
ular treatment yielded a biomass increase of 834% over the 6-day period, which was
significantly higher than those under any treatment associated with traditional
medium and distilled water.

While Chlorella vulgaris did experience the largest biomass accumulation in
minkery wastewater under light cycle of 6-day continuous light, the Tukey’s test
(with a confidence coefficient of 95%) determined that there was no significant
difference between the mean biomass increase under the light cycles of 6-day
continuous light and 48-h light and 24-h dark. This leads to the conclusion that
both light cycles, 6-day continuous light and 48-h light and 24-h dark cycles, could
be employed for achieving highest biomass cultivation of Chlorella vulgaris in
minkery wastewater; and using 48-h light and 24-h dark instead of 6-day continuous
light has a potential to reduce energy costs of microalgae and cyanobacteria
cultivation.

In contrast, the biomass accumulation of Chlorella vulgaris cultivated in tradi-
tional medium and distilled water was observed to be highly dependent on the light
cycles. Li et al. [27] reported similar finding in the biomass accumulations of
microalgae Chlorella protothecoide and Chlorella kessleri cultured in highly con-
centrated municipal wastewater correlated to the light cycles.

In comparing these experimental results to the minkery wastewater characteris-
tics, these findings could be easily explained. Both traditional mediums and distilled
water used in this study were short of organic carbon (less than 30 mg/L); however,
minkery wastewater contained a certain amount of organic carbon (126 mg/L),
which makes it a better organic carbon substrate for the heterotrophic cultivation
of Chlorella vulgaris. The only deficiency of minkery wastewater used in this study
was that its content of organic carbon was too low to support a 6-day heterotrophic
cultivation due to the dilution of minkery wastewater before the experiment. As a
consequence, although mean biomass increase of Chlorella vulgaris under the light
cycle of 6-day continuous dark in minkery wastewater was higher than those in
traditional medium and distilled water under the same heterotrophic condition, the
Tukey’s test did not determine that there was a statistically significant difference
between these findings.

In comparing the mean biomass increase in minkery wastewater between Chlo-
rella vulgaris and Anabaena sp. across each of the light cycles, it was found that
there was no significant difference for the 6-day continuous dark. There was,
however, a significant difference for the rest of light cycles. Chlorella vulgaris
showed a much better adaptation than Anabaena sp. in minkery wastewater because
the mean biomass increase of Anabaena sp. was significantly lower than those of
Chlorella vulgaris. The growth characteristics of Anabaena sp. in BG-11o medium
were significantly better than those in minkery wastewater. Oliveira et al. [25]
reported that Anabaena sp. has a high demand in nitrate. Insufficient nitrate of
minkery wastewater made the minkery wastewater an inappropriate substrate for
Anabaena sp. cultivation.
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27.3.3 Nutrient Removal Comparisons

The means of total nitrogen removal from various mediums via cultivation of
Chlorella vulgaris and Anabaena sp. under different light cycles were provided in
Table 27.5.

In comparing the total nitrogen removal from minkery wastewater between
Chlorella vulgaris and Anabaena sp. across each of the light cycles, it was found
that Chlorella vulgaris has higher potential than Anabaena sp. to treat minkery
wastewater and accumulate highly valuable biomass simultaneously. The total
nitrogen removal from minkery wastewater via cultivation of Chlorella vulgaris
was significantly higher than that of Anabaena sp. under three of the four light
cycles, including 6-day continuous light, 48-h light and 24-h dark, and 24-h light and
48-h dark.

The highest total nitrogen removal from minkery wastewater in this study was
achieved through the cultivation of Chlorella vulgaris under light cycle of 6-day
continuous light. This particular treatment achieved a nitrogen removal of 96.2%
over the 6-day growth period, and the Tukey’s test (with a confidence coefficient of
95%) determined that there were no significant differences between this and the total
nitrogen removal from minkery wastewater by cultivating Chlorella vulgaris under
the light cycle of 48-h light and 24-h dark. This leads to the conclusion that Chlorella
vulgaris showed the highest total nitrogen removal from minkery wastewater under
the light cycle of 6-day continuous light and 48-h light and 24-h dark, and using light
cycle of 48-h light and 24-h dark instead of 6-day continuous light reduced energy
costs.

Table 27.5 Means of total nitrogen removal (%) from minkery wastewater, traditional mediums,
and distilled water by culturing Chlorella vulgaris and Anabaena sp. under light cycles of 6-day
continuous light, 48-h light and 24-h dark, 24-h light and 48-h dark, and 6-day continuous dark, and
means that do not share the same letter are significantly different

Chlorella vulgaris Anabaena sp.

No. Light cycle Medium Mean (%) Mean (%)

1 All light MW 96.2 a 29.2 f

2 All light TM 82.8 b 94.8 a

3 All light DW 85.2 b 92.6 a

4 48-h L/24-h D MW 94.8 a 30.9 f

5 48-h L/24-h D TM 52.4 e 95.0 a

6 48-h L/24-h D DW 51.6 e 91.9 a

7 24-h L/48-h D MW 57.4 d 28.5 f

8 24-h L/48-h D TM 22.9 g 65.2 c

9 24-h L/48-h D DW 20.3 gh 61.2 cd

10 All dark MW 21.4 gh 18.4 h

11 All dark TM 1.6 i 4.5 i

12 All dark DW 1.6 i 3.6 i
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In comparison, Li et al. [27] reported that mixotrophic microalgae Chlorella
kessleri and Chlorella protothecoide cultivated in highly concentrated municipal
wastewater achieved 62.2% and 64.5% total nitrogen removal in only 4 days,
respectively. Wang et al. [25] reported that microalgae Chlorella sp. cultivated in
municipal wastewater from sludge centrifuge achieved 82.8% total nitrogen removal
in 9 days. It should be noted that minkery wastewater used in our study had a higher
initial nitrogen concentration than those of municipal wastewaters used in those
studies, which makes these numbers even more impressive.

Figure 27.2 provided the ammonium concentrations of minkery wastewater
before and after 6-day treatment by Chlorella vulgaris under four light cycles
employed. It demonstrates that the minkery wastewater after 6-day treatment by
Chlorella vulgaris under light cycles of 6-day continuous light and 48-h light and
24-h dark had a lower ammonium concentration than both surface water and
groundwater concentration limits. Ammonium concentration limits of the surface
water and groundwater for mink farms are 1 mg/L and 4 mg/L, respectively.

The means of total phosphorus removal from various mediums by culturing
Chlorella vulgaris and Anabaena sp. under different light cycles are shown in
Table 27.6.

In comparing the total phosphorus removal from minkery wastewater between
Chlorella vulgaris and Anabaena sp. across each of the light cycles, it was observed
that the total phosphorus removal from minkery wastewater through cultivation of
Chlorella vulgaris was significantly higher than that of Anabaena sp. under all four
light cycles.

The highest total phosphorus removal from minkery wastewater was performed
by cultivating Chlorella vulgaris under 6-day continuous light, and the Tukey’s test
(with a confidence coefficient of 95%) did not determine that there was a statistically
significant difference between this and the total phosphorus removal from minkery
wastewater via culturing Chlorella vulgaris under 48-h light and 24-h dark. This
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Fig. 27.2 Ammonium concentrations of minkery wastewater before and after 6-day treatment by
Chlorella vulgaris under light cycles of 6-day continuous light, 48-h light and 24-h dark, 24-h light
and 48-h dark, and 6-day continuous dark
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leads to the conclusion that Chlorella vulgaris showed the highest total phosphorus
removal from minkery wastewater under the light cycles of 6-day continuous light
and 48-h light and 24-h dark, and using light cycle of 48-h light and 24-h dark
instead of 6-day continuous light reduced energy costs of the cultivation. These two
particular treatments achieved phosphorus removals of 29.7% and 28.8% over the
6-day growth period, respectively.

In comparison with other studies, the phosphorus removal rates observed in this
study were relatively low. Li et al. [27] observed that mixotrophic microalgae
Chlorella kessleri and Chlorella protothecoide cultivated in highly concentrated
municipal wastewater achieved 87.4% and 86.1% total phosphorus removal in only
4 days. Wang et al. [25] reported that microalga Chlorella sp. cultivated in municipal
wastewater from sludge centrifuge achieved 85.6% total phosphorus removal in
9 days. It should be noted that minkery wastewater used in our study had a much
higher initial phosphorus concentration than those of the municipal wastewaters
used in those studies. When it comes to the amount of phosphorus removal (mg/L),
the findings were much closer.

The total phosphorus concentrations of minkery wastewater before and after
6-day treatment by Chlorella vulgaris under different light cycles are provided in
Fig. 27.3. And total phosphorus concentration limits of the surface water and
groundwater for mink farms are 20 μg/L and 0.1 mg/L, respectively. Unfortunately,
even after 6-day treatment by Chlorella vulgaris, the total phosphorus concentration
of minkery wastewater was still much higher than the required concentration limits
for the surface water and groundwater, which means that further treatment would be
required to reduce the concentration levels of total phosphorus in minkery
wastewater.

Table 27.6 Means of total phosphorus removal (%) from minkery wastewater, traditional
mediums, and distilled water through the cultivation of Chlorella vulgaris and Anabaena
sp. under light cycles of 6-day continuous light, 48-h light and 24-h dark, 24-h light and 48-h
dark, and 6-day continuous dark, and means that do not share the same letter are significantly
different

Chlorella vulgaris Anabaena sp.

No. Light cycle Medium Mean (%) Mean (%)

1 All light MW 29.7 a 5.9 j

2 All light TM 23.4 b 12.1 ef

3 All light DW 23.5 b 12.5 ef

4 48-h L/24-h D MW 28.8 a 6.1 ij

5 48-h L/24-h D TM 17.4 cd 12.5 ef

6 48-h L/24-h D DW 17.7 c 11.8 fg

7 24-h L/48-h D MW 14.8 de 5.8 j

8 24-h L/48-h D TM 9.2 gh 8.4 hij

9 24-h L/48-h D DW 8.8 hi 8.6 hij

10 All dark MW 7.7 hij 3.1 k

11 All dark TM 1.6 k 1.4 k

12 All dark DW 1.5 k 1.5 k
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27.4 Conclusions

According to the experimental data, the minkery wastewater was proved to be a
superior medium than modified Bold’s basal medium for Chlorella vulgaris culti-
vation under most of the light cycles, and the growth characteristics of Anabaena sp.
in BG-110 were significantly better than those in minkery wastewater under most of
the light cycles. Based on the findings, this study proved the potential of using
minkery wastewater as an alternative growth medium, even though the cultivation of
Anabaena sp. in minkery wastewater remains a challenge due to the insufficient
nitrate levels of minkery wastewater. Furthermore, this study also demonstrated the
wastewater treatment potential of Chlorella vulgaris in controlled environment
minkery wastewater. It is concluded that the best treatment potential for minkery
wastewater was achieved using Chlorella vulgaris under the light cycle of 48-h light
and 24-h dark. This particular treatment yielded the highest biomass increase, the
highest total nitrogen removal, and the highest total phosphorus removal along with
a reduced demand in light energy.

Nomenclature

D Dark
DW Distilled water
L Light
MW Minkery wastewater
TM Traditional growth medium
x Algae biomass measurement
y Nutrient content measurement
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Fig. 27.3 Total phosphorus concentrations of minkery wastewater before and after 6-day treatment
by Chlorella vulgaris under light cycles of 6-day continuous light, 48-h light and 24-h dark, 24-h
light and 48-h dark, and 6-day continuous dark
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Subscripts

0 Day 0
6 Day 6
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Chapter 28
Comparative Analysis of Four Analytical
Methods for Measuring Microalgae
and Cyanobacteria Biomass Growth
in Controlled Environment Minkery
Wastewater

Yuchen Ji and Ilhami Yildiz

28.1 Introduction

Both developed and developing economies and growing world population highly
rely on the natural resources of our planet. According to the 2017 Revision of World
Population Prospects, which is released every 2 years, the world population is
expected to reach 8.6 billion in 2030, 9.8 billion in 2050, and 11.2 billion in 2100
[1]. For the human race, the demand for energy sources is greater than ever before,
and sustainable techniques and sources are necessary for energy production. The
cultivation of microalgae and cyanobacteria has potential to make a significant
contribution to the transition to a more sustainable production of energy. Microalgae
and cyanobacteria cells contain many useful substances, such as oil, proteins, and
pigments (e.g., beta-carotene). Applications of these products are numerous, ranging
from energy to pharmaceuticals, to fertilizers, to cosmetics, and to food. Moreover,
microalgae and cyanobacteria are not only suitable for the bioproduct production but
also for the use of waste streams and closing the loop. Many researchers have
demonstrated that a number of waste streams have potential to be a viable culture
medium for microalgae and cyanobacteria production and sometimes with even
improved yields when compared to the traditional medium [2–4].

With the increased demand of microalgae and cyanobacteria comes an equivalent
increase in production and production practices. Microalgae or cyanobacteria culti-
vation ends up with a dilute aqueous suspension including microalgae or
cyanobacteria cells and culture medium. Depending on the employed cultivation
technology, the maximum concentration is commonly reported ranging from 0.1 to
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4 g of dried microalgae or cyanobacteria biomass per liter growth medium [5]. Quan-
tifying microalgae and cyanobacteria biomass, however, remains one of the most
important and challenging practices of production, because of the low density of
microalgae and cyanobacteria cells. A successful microalgae or cyanobacteria pro-
duction will demand commercially viable biomass determination methods that are
both economically and logistically acceptable. That means such methods should be
accurate and reliable and could be seamlessly incorporated into a large-scale biomass
production system.

Four methods are commonly used to determine the biomass generated in the
microalgae and cyanobacteria culture, including dry weight, optical density, cell
count, and chlorophyll a content. This chapter looks at the basis of these methods,
their required equipment, function, and total biomass measurement. This study
aimed to investigate the effectiveness of four different conventional methods for
microalgae and cyanobacteria biomass determination on the basis of their time and
cost requirements, as well as their accuracy and precision in multiple culture
conditions (growth medium and light cycle).

28.1.1 Gravimetric (Dry Weight) Method

The gravimetric method of dry weight is considered as one of the most accurate
measurements of microalgae or cyanobacteria biomass. This technique measures the
biomass directly because we assume that microalgae or cyanobacteria biomass is in
the proportion of volatile suspended solids (VSS). Dry weight analysis involves a
multistage process, which yields an end measurement of biomass in the unit of
g/L. The major advantages of this method are the useful mass-based units, the
simplicity of execution, and the inclusion of constituents based upon minimum
particle size.

Samples can be concentrated in a multitude of ways with the most popular being
centrifugation. While there is some risk of cell destruction with this method, it is
generally species specific and often insignificant. Alternatively, one can pass a
known volume of microalgae or cyanobacteria solution through a glass fiber filter,
with the aid of a vacuum pump. It is important to rinse, dry, and tare the filter prior to
use, in order to remove and volatilize any unwanted contaminants. In addition to this,
it should be noted that a small sample volume could introduce a significant amount
of error into the measurement. As such, larger volumes are preferred when possible.
Generally speaking, at least 25 mL should be used, though with a larger sample
volume comes less chance for error [6]. Once completed, the concentrated wet
sample will be placed in an oven at 105 �C. This has the effect of evaporating all
of the remaining water from the concentrated sample so that only suspended particles
remain (including microalgae, suspended organic material, suspended inorganic
material). Once removed from the oven, the sample should be cooled in a desiccator
to room temperature. The sample should then be weighed in order to attain the dry
weight. After this, samples are placed into a furnace at 550 �C. Eventually,
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depending on the nature of the culture medium, samples may simply be weighed to
attain the ash weight, and the difference between this ash weight and the dry weight
will account for the total amount of organic material (primarily microalgae or
cyanobacteria biomass) present in the sample. However, in the case where the
culture medium has high amounts of clay or other minerals, then the samples may
need to be rewetted and brought to a constant weight at a temperature of 105 �C. This
is done in order to return water of hydration to these minerals. This is a major step as
the water of hydration can account for as much as 10% of the weight difference
following incineration [7]. Once again, the samples can be weighed, and the
difference between the ash and dry weights will be the total amount of organic
material present in the sample [6].

Within microalgae and cyanobacteria research, it is an unfortunate reality that the
terms dry weight and ash weight are used interchangeably to mean both the same and
different things. Some published papers use the term dry weight when in reality they
should be saying ash weight or will perform an analysis and only utilize dry weight
when ash weight would be more appropriate [8, 9]. Ash weight is a more appropriate
method than simply using dry weight as inorganic substances in the solution can
account for as much as 50% of the sample depending on nature. In phytoplankton
such as diatoms, which have inorganic structures, this is of increasing importance
[10, 11].

Another unique challenge for gravimetric methods is that of performing dry
weight analysis on marine microalgae and cyanobacteria species. As one would
imagine, the presence of salt in marine cultures can have a drastic effect on
measurements of dry weight [12]. This serves to strengthen the argument for the
use of ash weight further. With that being said, there are some ways, which the
presence of salt can be circumvented if dry weight is the only available option. The
most popular choice for performing dry weight of marine species is to rinse the
microalgae or cyanobacteria solutions prior to concentration or filtration. This is
generally performed through the use of an isotonic solution such as ammonium
formate [13, 14], sodium chloride [15], N HCl, and distilled water [16] or simply
distilled water on its own [17]. Despite this, relevant literature has some major gaps,
in that rinsing procedures are not often reported or discussed in detail in the
determination of dry and ash weight [18–21]. As discussed, this is a concerning
issue as the presence of salt can significantly hinder the measurement of dry weight.
For these reasons, samples should be either rinsed or ashed to account for the salt
content; however, this is not the case in many published studies.

28.1.2 Spectrophotometric (Optical Density) Method

Optical density, also known as absorbance or turbidity, is frequently used as a rapid
measurement of biomass in cultures of microalgae or cyanobacteria. Using absor-
bance as an indicator offers perhaps the simplest and quickest means for quantifying
culture productivity. Absorbance measurements have the added benefit of being

28 Comparative Analysis of Four Analytical Methods for Measuring. . . 391



nondestructive and can easily be implemented into bioreactor systems as a means of
providing constant monitoring for microalgae or cyanobacteria cultures [22–
24]. Absorbance is generally measured through the use of a spectrophotometer,
and while there are different types of spectrophotometers, those employed in phy-
cology generally operate in the UV-visible (UV-Vis) or near-infrared (NIR) range.
Typically, utilized wavelengths range from 400 to 460 nm and 650 to 680 nm for the
measurement of microalgae or cyanobacteria biomass [22]. Taking perhaps the most
studied microalgae, Chlorella vulgaris, as an example, maxima in the absorbance
were found at wavelengths of 443, 487, and 684 nm [22].

A spectrophotometer consists of five primary components, including a light
source, wavelength selector, sample compartment, detector, and readout [25]. The
light source, generally provided by a tungsten filament bulb for the visible region,
directs light toward the sample. The wavelength selector then screens out all the light
except for the specific wavelength desired by the analyst. This is done through the
use of a dispersing element, which disperses the emitted light into individual
wavelengths. This is generally accomplished through the utilization of a prism of
the diffraction grating. The next step in the light’s path is the passage through a
small, repositionable slit, which allows for the passage of a single wavelength of the
dispersed light to make its way toward the sample compartment. In some designs,
the position of the slit may be static, and the dispersing element may move or turn to
select specific wavelengths. As the specified wavelength makes its way into the light
tight sample compartment, it irradiates the sample and attempts to pass through. The
sample is held in a cuvette, and as the light attempts to pass through the cuvette, a
certain amount of the light is absorbed by the absorbing species so that the light that
does make its way through the sample and on to the detector is less intense than if
there were no sample at all. By properly blanking the sample, the analyst can
compare the difference between a sample with and without the absorbing species.
The function of the detector is quite similar to that of a solar cell. It converts the
transmitted electromagnetic energy into electrical energy by giving off electrons.
This is known as the photoelectric effect. This electrical output is read and relayed
via the readout as a measure of absorbance [25]. Most spectrophotometers also
provide a reading of percent transmittance. It should be noted that percent transmit-
tance is not often used in research, as it does not vary linearly with concentration.
This makes the development and implementation of standard curves impossible for
comparing known values [25, 26]. While standard curves may not be employed for
biomass monitoring of microalgae and cyanobacteria, the reading of absorbance
remains the primarily utilized output and the only true reading of interest. This is
because it allows for easy model development and comparisons across multiple
biomass quantification techniques, which also vary linearly with concentration.
Measurements of absorbance can be used to estimate biomass under certain condi-
tions. The most important of these conditions is that there is an already developed
standard curve linking measured absorbance values to a more exact technique, which
normally is dry weight [22]. In this way, one can convert the measured absorbance
units (AU) into more appropriate dry weight units, which is g/L.
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With all this being said, it should be noted that there are some issues with the
spectrophotometric approach as well. The main issue is that even if the incident
wavelength is held constant, that is not to say that the nature of the microalgae or
cyanobacteria is staying the same, especially when it comes to its absorbing char-
acteristics. This can create a certain amount of bias when it comes to the absorbance
readings. The most pertinent of this absorbing characteristic is the pigment concen-
tration of microalgae or cyanobacteria cells. As the growth cycle and culture
conditions change, so does the pigment concentration within the cell. For example,
the pigment content of the Chlorella vulgaris cells varies between 0.5% and 5.5% of
dry weight depending on culture conditions and age [22]. This is an aspect, which
must be properly accounted for should the spectrophotometric approach become a
fully accurate predictor of microalgae or cyanobacteria biomass.

28.1.3 Microscopic (Cell Count) Method

For microalgae and cyanobacteria, the most basic approach for biomass estimation
comes in the form of cell count. Cell count makes use of microscopy as a means of
directly counting the number of cells within a known volume of the culture. This is
generally done through the utilization of a hemocytometer. A hemocytometer is a
specialized counting device used to help in counting microscopic cells [27]. It was
originally developed to aid in the counting of red blood cells and has since evolved to
be applicable in a variety of fields including phycology [28–32].

There are a number of advantages of using a hemocytometer as opposed to other
counting mechanisms. The first is the ease, in which a known volume can be
counted. Provided the proper methods are followed, then this volume is specified
by the particular hemocytometer that is employed. Following a thorough homoge-
nization of the suspended cells within the culture, a Pasteur pipette can be used to
transfer the solution to the hemocytometer. Once the solution is taken into the
pipette, the pipette must be touched to the cover slip, and the solution must be
allowed to fill the chambers by capillary action [33]. In this way, any potential errors
associated with under- or overfilling of the chambers can be minimized. Hemocy-
tometers aim to avoid bias by dividing their countable area into squares of known
dimension. In this way, specific counting patterns can be used to reduce any bias,
which may come in the form of cell clumping or counting errors.

The most commonly employed hemocytometer is the improved Neubauer. The
improved Neubauer’s central square is divided into 25 smaller squares, which are
further divided into 25 smaller squares. The generally accepted counting pattern is to
count the four corner squares within the large square along with the middle square
and multiply the result by five [33]. Figure 28.1 shows a schematic view of the
improved Neubauer’s counting chamber. Squares outlined in red are the squares,
which are generally counted in samples where the cell counts exceed 100. The
resulting count is then multiplied by five in order to give an indication of the larger
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square. Should the cell count be fewer than 100, then all squares can be counted for
the most accurate measurement [33].

What is important to note is that hemocytometers actually hold a three-
dimensional volume despite the fact that they appear two dimensional under the
microscope. In this way, the number of cells per mL can easily be determined based
on a quick calculation [27]. For example, with the improved Neubauer, each large
square holds 10�4 cm3 or 10�4 mL of culture solution. Therefore, based on the cell
count, the number of cells per liter can quickly be determined and compared with
other measurements [33, 34].

For microalgae or cyanobacteria applications, proper use of a hemocytometer
generally requires a microscope with a minimum of 100 times magnification. In this
way, dead cells and any potential contaminants or excipients can easily be spotted
and discounted.

28.1.4 Chlorophyll (Chlorophyll a Content) Method

As a result of the ever-changing pigment concentration of the microalgae and
cyanobacteria cells, another employable technique, which aims to combat this, is
that of chlorophyll a content. Chlorophyll a is the predominant pigment, and there
are a number of different methods for utilizing it to quantify the biomass of
microalgae or cyanobacteria cultures. The greatest advantage of this approach is
that it directly targets the biomass. However, a substantial margin of error exists in
the underlying assumption about the chlorophyll a concentration, because it is
highly variable in microalgae and cyanobacteria cells.

The first step in analyzing chlorophyll a is pigment extraction. This process
begins with filtering the microalgae or cyanobacteria solution through glass fiber

Fig. 28.1 Schematic view of the improved Neubauer’s counting chamber (edited to show general
counting pattern in samples of more than 100 cells) (left) and counting Anabaena sp. (right)
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filter. Glass fiber filters are preferable as the nature of the filters causes ruptures,
which will help in releasing the targeted pigments. Filtered samples are then placed
in a tissue grinder, covered in 2–3 mL of mixed solution with 90% of acetone and
10% of magnesium carbonate, and then macerated for at least 1 min at 500 rpm. The
magnesium carbonate solution is comprised of 1 g magnesium carbonate in 100 mL
distilled water. The grinder is then rinsed with the acetone solution with the rinse
solution being added to the extraction slurry. The extraction slurry is then added to a
screw cap centrifuge tube. Samples should then be steeped for at least 2 h at 4 �C in
complete darkness. Depending on how the samples will be analyzed, they may need
to be appropriately clarified by either filtration or centrifugation [6]. It is imperative
that throughout the extraction process the samples are kept in the dark. Light levels
during this process should be kept at a minimum as exposure to electromagnetic
radiation would cause a deterioration and loss of chlorophyll pigments in the sample
[6]. While the above-listed method is generally considered the standard method,
there exist some variations that are commonly used in pigment extraction from
microalgae or cyanobacteria cells.

Once the pigment is extracted, there are a few different techniques that can be
used to determine the chlorophyll profile. The first of these methods is spectropho-
tometry, which measures the absorbance of light being passed through the sample. A
detailed explanation of spectrophotometry is described in the previous section.
Fluorometric approach for chlorophyll a determination can also be used and in
fact often yield more sensitive results than spectrophotometric determinations
[6]. Before used, the fluorometer should be calibrated with a chlorophyll solution
with a known concentration. Once the concentration is known, the solution can be
diluted to concentrations of 2, 6, 20, and 60 μg/L. From this point, each solution is
analyzed fluorometrically at sensitivity settings of 1�, 3�, 10�, and 30�. Once
these readings have been taken, calibration factors can be calculated using Eq. (28.1)
[35]:

F ¼ Ca

R
ð28:1Þ

where F is the calibration factor for sensitivity setting, Ca is the concentration of
chlorophyll a, and R is the fluorometer reading for particular sensitivity.

From this point, samples can be read and multiplied by the appropriate calibration
factors in order to attain concentrations of chlorophyll a. Sensitivity setting of 1�
should be avoided for measurements of chlorophyll a in order to mitigate any
quenching effects, which may limit fluorescence [36, 37].

Last, but not least, the high-performance liquid chromatography (HPLC) is
perhaps the most effective tool in the accurate determination of chlorophyll concen-
trations. With that being said, with greater accuracy comes a more complex analyt-
ical process along with a greater time and economic cost. As such, HPLC is
generally only used when one wishes to determine the complete pigment profile
and not for biomass determination. A brief description of this technique is discussed
below [38, 39]. Following the appropriate steps for the calibration, equilibration,
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injection, separation, and generation of chromatograms, the pigment concentrations
can be calculated. These pigment concentrations can be calculated using Eq. (28.2)
[6]:

C ¼ A F VE

V I VS
ð28:2Þ

where VI is the injection volume, VE is the extraction volume, VS is the sample
volume, C is the pigment concentration (mg L�1), A is the area under pigment peak,
and F is the standard response factor, which is equal to [(mg pigment/0.1 mL
standard)/peak area].

Regardless of the employed technique, the resulting measurement is a chlorophyll
concentration; therefore, to determine biomass, a conversion must be performed.
The standard method uses the assumption that chlorophyll a makes up 1.5% of the
total dry biomass within the microalgae or cyanobacteria cell. Once the content of
chlorophyll a has been determined, one needs simply to multiply the value by 67 to
estimate the total biomass [6]. The obvious issue with this analysis is that not all
microalgae or cyanobacteria are comprised of 1.5% chlorophyll a by dry weight; and
therefore, the estimate may be rough or entirely false in some cases. Therefore, the
model must be adapted to the particular strain being studied along with the specific
set of growth conditions. This would involve determining the individual chlorophyll
a content as well as the biomass using a different method in order to determine the
percentage of chlorophyll a of studied microalgae or cyanobacteria strains. From this
point, the method of chlorophyll a content could be used for estimation of
microalgae or cyanobacteria biomass.

28.2 Materials and Methods

28.2.1 Strain Selection and Culture Conditions

Two strains selected in this study were Chlorella vulgaris and Anabaena sp. due to
their prevalence representing highly valuable and viable microalgae and
cyanobacteria, respectively. Both strains and growth mediums (modified Bold’s
Basal medium for Chlorella vulgaris; BG-11o medium for Anabaena sp.) were
obtained from the Canadian Phycological Culture Centre, Department of Biology,
University of Waterloo, Ontario, Canada. The enclosed cultures were stored in 1 L
Erlenmeyer flasks at approximately 20 �C and illuminated with a cool-white fluo-
rescent light (32 W, 6500 K) with light/dark photoperiod of 16 h:8 h. Also, both
culturing flasks were sealed with a plug, allowing for aseptic gas exchange, and
placed on a mechanical stirrer (HI 190, Hanna Instruments, USA) with 150 rpm
rotation. Additionally, microscopic inspections of both strains were performed daily,
in order to verify culture purity.
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28.2.2 Mediums and Minkery Wastewater

During the experimental phase, nutrition was provided to both strains by three
different mediums, including distilled water, traditional culture mediums (Modified
Bold’s Basal or BG-11o), and minkery wastewater medium. The raw minkery
wastewater was obtained from the Dalhousie University’s Fur Animal Research
Centre in Bible Hill, Nova Scotia, Canada, and the minkery wastewater medium was
a mixture of 1% raw minkery wastewater and 99% distilled water.

28.2.3 Experimental Equipment

Cultures were transferred from the flasks to the transparent plastic cylinders, which
were 2.25 L vertical column photobioreactors (Aqua Medic GmbH, Plankton Reac-
tor, Bissendorf, Germany). Each photobioreactor was inoculated with 400 mL
purified microalgae or cyanobacteria culture (0.3–0.4 g/L) (20%) and 1600 ml of
certain medium (80%). All trials were conducted under independent cool-white
fluorescent light (8 W, 6700 K) at 20 �C in an effort to provide optimal growth
conditions. Moreover, for each photobioreactor, an independent ambient air pump
(Fusion Quiet Power, 400, Taiwan) was used to allow for gas exchange and keep the
culture homogeneous.

28.2.4 Experimental Design

The approach employed in this study is illustrated in Fig. 28.2. The experiment
commenced with the cultivation of microalgae and cyanobacteria. For each exper-
imental unit, the growth period was 6 days, and a split-split-plot design was used to
arrange each experimental unit. The whole plots were strains, the subplots were light
cycles, and the sub-subplots were growth mediums. In total, the cultivation process
had 24 different treatments with triplicate observations for each treatment. The
strains were Chlorella vulgaris and Anabaena sp.; the light cycles were (1) 6-day
continuous light, (2) 48-h light and 24-h dark, (3) 24-h light and 48-h dark, and (4)
6-day continuous dark; and the growth mediums were (1) minkery wastewater,
(2) traditional culture mediums (modified Bold’s Basal medium and BG-11o
medium), and (3) distilled water. All statistical analyses were performed using a
combination of the Minitab 17 and SAS software.

During the cultivation process, four different methods were employed at the
beginning and end of each growth period to determine the biomass generated in
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the same microalgae or cyanobacteria culture. Once these measurements were taken,
biomass increase of each 6-day culture was calculated using Eq. (28.3):

Biomass increase ¼ x6 � x0
x0

� �
� 100% ð28:3Þ

where x0 was the measurement at the beginning of each growth period (day 0) and x6
was the measurement at the end (day 6).

In all four methods for measurement of microalgae or cyanobacteria biomass
increase, the gravimetric method of dry weight was the only method that directly
measured the biomass; therefore, it was considered as the only direct measurement.
Then, the other three methods employed were considered as the indirect
measurements.

Subsequently, the results of four different methods were compared in the category
of cost and time, correlation, accuracy, and precision. This experiment formed four
different statistical analysis techniques, namely, Pearson’s correlation coefficient,
the coefficient of efficiency, index of agreement, and coefficient of variation; and it
also recorded the cost and time consumed when performing four different methods.

Fig. 28.2 A flowchart of the approach used (1) dry weight; (2) optical density; (3) cell count;
(4) chlorophyll a content
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28.2.5 Statistical Techniques

28.2.5.1 Pearson’s Correlation Coefficient

Pearson’s correlation coefficient (r), developed by Pearson (1895), is a measure of
the linear dependence (correlation) between two quantitative variables, and it does
not matter what units are used. It is given in Eq. (28.4) as follows:

r ¼
Pn

i¼1

�
xi � �x

��
yi � �y

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1

�
xi � �x

�2q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

�
yi � �y

�2q ð28:4Þ

where n values of one method for biomass measurement were denoted by xi and the
corresponding values of another method were denoted by yi. The �x is the mean of the
values of the first method, and �y is the mean of the values of the second method.

The value of r ranges from �1 to 1, and 1 is a perfect positive linear correlation,
0 is no linear correlation, and � 1 is a perfect negative linear correlation.

28.2.5.2 Coefficient of Efficiency

Nash and Sutcliffe (1970) proposed an efficiency (E) criterion for objective assess-
ment of measurement performance presented in Eq. (28.5) as:

E ¼ 1�
Pn

i¼1 xi � yið Þ2Pn
i¼1

�
xi � �x

�2 ð28:5Þ

where n values of direct measurement (dry weight) were denoted by xi and the
corresponding values of one indirect measurement (optical density, cell count, or
chlorophyll a) were denoted by yi. The �x is the mean of the values of direct
measurement.

The value of E ranges from minus infinity to 1, with higher values indicating
better performance of the indirect method employed. If E > 0, then the indirect
measurement gives better results than representing all values by the mean (�x); E ¼
0 means that there is no difference between the indirect measurement and the mean;
and if E < 0, then it means that the indirect measurement is worse than representing
all values by the mean.

28.2.5.3 Index of Agreement

The index of agreement (d ), developed by Willmott (1981), is another relative
performance measure, which is given in Eq. (28.6) as:
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d ¼ 1�
Pn

i¼1 xi � yið Þ2Pn
i¼1 jxi � �xj þ yi � �xj jð Þ2 ð28:6Þ

where �x is the mean of the values of direct measurement, n values of direct
measurement were denoted by xi, and the corresponding values of one indirect
measurement were denoted by yi.

The value of d ranges from 0 to 1, and values closer to one are desirable. One
problem with d is that its values are usually very high.

28.2.5.4 Coefficient of Variation

The coefficient of variation (Cv) is a standardized measure of dispersion of a
probability distribution or frequency distribution. In this study, the coefficient of
variation was calculated as an indicator of within method precision for biomass
measurement. It is defined in Eq. (28.7) as:

Cv ¼ σ

μ
ð28:7Þ

where σ is the standard deviation of the values of each method and μ is the mean of
the values of each method.

28.2.6 Biomass Measurements

28.2.6.1 Dry Weight

The dry weight of the samples was measured from the triplicate averages of volatile
suspended solids (VSS) obtained by means of membrane filtration according to the
Standard Methods for the Examination of Water and Wastewater, Method 2540
[40]. These methods are commonly used for wastewater examination. The detailed
procedure is as follows:

1. Prepare three 0.4 μm glass microfiber filters (GB-140, ADVANTEC, Japan) by
rinsing with distilled water under Millipore 47 mm vacuum filter assembly.

2. Place three filters in three aluminum foil containers, and bake in the furnace
(550 �C) for approximately 15 min.

3. Remove three filters with the container from furnace, and place in a bell jar
desiccator until the sample reaches room temperature.

4. Weigh three filters with their containers and record weight (A).
5. Filter uniform aqueous sample of known volume (V ) through the filter under

vacuum filter assembly.
6. Return three filters to the corresponding container.
7. Bake them in the oven at 103–105 �C for 1 h.
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8. After baking, remove them from the oven and allow cooling in a desiccator.
9. Reweigh three filters with dry residue and container and record weight (B).

10. TSS is then calculated using Eq. (28.8):

TSS ¼ B� A

V
ð28:8Þ

11. Place three filters with dry residue and container in a furnace at 550 �C and leave
there for 5 min.

12. After ignition, remove them from the furnace and allow cooling in a desiccator.
13. Reweigh three filters with ash residue and container and record weight (C).
14. Calculate then VSS using Eq. (28.9):

VSS ¼ B� C

V
ð28:9Þ

28.2.6.2 Optical Density

The optical density of Chlorella vulgaris was measured by a UV-Vis spectropho-
tometer (Cole-Parmer, USA) at 684 nm wavelength [22], with a light path of 10 mm,
and the optical density of Anabaena sp. was measured with a light path of 10 mm at
683 nm [41], using the UV-Vis spectrophotometer. Before each measurement, the
readings of the UV-Vis spectrophotometer were blanked by a purpose-made sample.
As an example, blanks for measuring minkery wastewater samples contained the
same 80% minkery wastewater and 20% traditional mediums instead of microalgae
and cyanobacteria cultures.

28.2.6.3 Cell Count

A Bright-Line™ hemocytometer was used to count the number of cells under the
microscope (Motic, BA310). The counting method was taken from Standard
Methods for the Examination of Water and Wastewater, Method 10200E and
10200F [40]. Before each sample was loaded for counting the hemocytometer, the
cover slip was rinsed with distilled water and dried via lens paper. Ensuring the
hemocytometer and the cover slip were clean, the sample was ready to be loaded.
After mixing the sample well, a sterile Pasteur pipette was used to dispense the
sample into the counting chamber. Caution was taken upon injecting the sample into
the counting chamber because if the sample spills over the grid surface, the chamber
volume becomes compromised and the process must be repeated.
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28.2.6.4 Chlorophyll a Content

Chlorophyll a content of the samples was measured according to the Standard
Methods for the Examination of Water and Wastewater, Method 150.1 [40]. The
detailed procedure is as follows:

1. Place the filter containing the concentrated cyanobacteria or microalgae residue
in a centrifuge tube.

(a) Add about 10 mL of aqueous acetone solution and cap tightly, and place in
the dark box.

2. Repeat Step (1) until the desired number of samples has been processed.
3. Remove the cap from the centrifuge tube, insert the microtip, and sonify for 20 s

at the 5 setting.

(a) Rinse the microtip into the centrifuge tube with approximately 1 mL of an
aqueous acetone solution.

(b) Bring the extract to a volume of 13.0 mL with the acetone solution, cap, mix,
and return to the dark box.

(c) Repeat the steps outlined in Step (3) until all of the samples have been
sonified.

4. Place the dark box in the 4 �C cold room and allow the extract to steep overnight.
5. Clarify the extract by centrifuging the extract for 20 min at 4000 rpm.
6. Carefully transfer the clear extract to a 5.0 cm cell, and using the

multiwavelength mode on the spectrophotometer, measure the absorbance at
750, 663, 645, and 630 nm.

(a) Use a shorter or longer cell as necessary to maintain absorbance between
approx. 0.1 and 1.0 at 663 nm.

(b) Note: Operate the spectrophotometer at a slit width no wider than 2 nm for
maximum resolution.

7. For corrected samples: Immediately after measuring the absorbance, add 0.1 mL
of 0.1 N HCl to the spectrophotometer cell, mix, wait for 90 s, and measure the
absorbance specified in Step (6).

8. Discard the sample; rinse the cell twice with 5 mL portions of an aqueous
acetone solution.

9. Repeat Steps (6) through (8) until all of the samples have been measured.
10. Determine the absorbance at 750, 663, 645, and 630 nm directly from the

printout.
11. Subtract the absorbance at 750 nm from the 630, 645, and 663 nm values

(turbidity correction).
12. Calculate the uncorrected chlorophyll a concentration by inserting the corrected

absorbance values in the following Eq. (28.10):
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Uncorrected chlorophyll a μ=Lð Þ

¼ 11:64 Abs663ð Þ � 2:16 Abs645ð Þ þ 0:10 Abs630ð Þ½ � E Fð Þ
V Lð Þ

ð28:10Þ

where F is the dilution factor, E is the volume of acetone used for the extraction
(mL), V is the volume of water filtered (L), and L is the cell path length (cm).

13. For corrected samples, determine the absorbance at 665 nm and 750 nm after
acidification.

14. Subtract the absorbance at 750 nm from the absorbance at 665 nm (turbidity
correction).

15. Calculate the corrected chlorophyll a concentration by inserting the turbidity
corrected absorbance readings in the following Eq. (28.11):

Corrected chlorophyll a μ
g

l

� �
¼ 26:73 663b� 665að ÞE Fð Þ

V Lð Þ ð28:11Þ

where F is the dilution factor (if the extract requires dilution), E is the volume of
acetone used for the extraction (mL), V is the volume of water filtered (L), L is the
cell path length (cm), 665a is the turbidity corrected absorbance at 665 nm after
acidification, and 663b is the turbidity corrected absorptivity at 663 nm before
acidification.

28.3 Results and Discussion

28.3.1 Cost and Time Comparisons

Cost and time requirements reported below were recorded during execution of each
method in the laboratory. The only direct method, dry weight, was limited by the
spatial capacity of the furnace to only three samples per measurement. Therefore, the
time required to measure three samples was also recorded for other methods as a
comparison. In this way, the most reliable and reasonable time required per sample
can be obtained by all four methods. In addition, the “warming-up” time of each
equipment used during the measurement was also included. In detail, the time
required per sample for each of the biomass estimation methods was shown in
Table 28.1.

Table 28.1 The time
required per sample for each
of the biomass estimation
methods

Method Time required (per sample)

Dry weight 3.0 h – 3 samples 1.00 h

Optical density 0.4 h – 3 samples 0.13 h

Cell count 0.5 h – 3 samples 0.17 h

Chlorophyll a 1.5 h – 3 samples 0.50 h
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Selection of the methods was not only based upon minimizing the time require-
ment but also the total cost for each measurement. In this case, it was assumed that
the labor rate was $15.00 per hour and the total cost for each sample was the
combination of labor and material costs. The materials consumed during execution
of measurement included glass microfiber filters, aluminum foil containers, dispos-
able Pasteur pipettes, and pipette tips. Overall, estimated cost per sample for each of
the biomass estimation methods was provided in Table 28.2.

28.3.2 Correlation Between Methods

The values of r comparing biomass estimation methods for measuring the biomass
growth of Chlorella vulgaris and Anabaena sp. are provided in Table 28.3. It
demonstrates that values of r were all very close to one, suggesting that regardless
of strains, culture mediums, and light cycles, experimental results of four different
biomass estimation methods were all highly correlated.

Table 28.4 provides values of r comparing biomass estimation methods for only
measuring the biomass growth of Chlorella vulgaris. Methods of dry weight, optical
density, and cell count demonstrated excellent correlations between one another.
This finding supports the common practice of relying solely on these three methods
to monitor Chlorella vulgaris cultivation [42].

Table 28.2 Estimated cost
per sample for each of the
biomass estimation methods

Method Labor Material Total

Dry weight $15.00 $3.00 $18.00

Optical density $2.00 $1.00 $3.00

Cell count $2.50 $0.30 $2.80

Chlorophyll a $7.50 $3.00 $10.50

Table 28.3 Pearson’s correlation (r) matrix comparing the methods for measuring both microalgae
and cyanobacteria biomass growth in various growth mediums under different light cycles.
Methods were cell count (CC), dry weight (DW), chlorophyll a (Chl-a), and optical density (OD)

Method OD CC DW

Cell count 0.990 – –

Dry weight 0.971 0.974 –

Chlorophyll a 0.965 0.978 0.969

Table 28.4 Pearson’s correlation (r) matrix comparing the methods for measuring microalgae
biomass growth in various mediums under different light cycles. Methods were cell count (CC), dry
weight (DW), chlorophyll a (Chl-a), and optical density (OD)

Method OD CC DW

Cell count 0.990 – –

Dry weight 0.972 0.982 –

Chlorophyll a 0.938 0.965 0.961
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In conclusion, the resulting matrices proved the excellent correlations between
the methods for measuring the biomass growth of Chlorella vulgaris and Anabaena
sp. in various growth mediums under different light cycles. This finding was
supported by another study [43].

28.3.3 Assessment of Method Accuracy

The methods of optical density, cell count, and chlorophyll a were measurements
that indirectly measured the Chlorella vulgaris and Anabaena sp. biomass. One
should consider relative measures to determine the accuracy of those three indirect
measurements using the only direct measurement, dry weight, as a reference. One
such relative performance measure was an index of agreement (d ); however, a
potential problem with d is usually that its values are high and might give a false
impression of good performance. Therefore, another relative performance measure,
coefficient of efficiency (E), was also performed. Both E and d were calculated as an
indicator of the accuracy of indirect methods.

Table 28.5 demonstrates that including all strains, growth mediums, and light
cycles, values of E in the second column are all above zero, suggesting that all three
methods gave better results than representing all values by the mean of dry weight
method. The values of E identified the method of optical density as the most accurate
indirect measurement for determining the biomass growth of Chlorella vulgaris and
Anabaena sp. in various growth mediums under different light cycles. On the other
hand, according to d shown in the third column of Table 28.5, the method of optical
density also gave better performance than did the other methods. In short, the results
proved that all three indirect measurements were quite accurate for measuring the
biomass growth of Chlorella vulgaris and Anabaena sp. in various growth mediums
under different light cycles; however, the method of optical density was more
accurate than the methods of cell count and chlorophyll a.

In addition, values of E and d of these three methods for only measuring the
biomass growth of Anabaena sp. were provided in Table 28.6. Obviously, values of
E in the second column were quite different from each other in magnitude. The
values of E of optical density and chlorophyll a methods were around 0.5 and 0.6,
respectively, whereas the value of E of cell count method was only around 0.2,
which means that the method of cell count was not as accurate as the other two

Table 28.5 Coefficient of efficiency (E) and index of agreement (d ) for optical density, cell count,
and chlorophyll a methods for measuring the biomass growth of Chlorella vulgaris and Anabaena
sp. in various mediums under different light cycles

Method E d

Optical density 0.879 0.972

Cell count 0.850 0.966

Chlorophyll a 0.878 0.970
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methods for measuring the biomass growth of Anabaena sp. Based on the experi-
ence, the reason was related to the filamentous structure of Anabaena sp. The
filaments could be straight, circinate, or even irregular, which makes the execution
of cell count extremely difficult. As a result, the method of cell count should be
avoided for measuring the biomass of microalgae or cyanobacteria with a filamen-
tous structure.

28.3.4 Assessment of Within-Method Precision

In this study, the coefficient of variation (Cv) was performed as a technique for
determining the precision of the biomass estimation methods. Each Cv was com-
pared to those of other strains and mediums to assess the potential impacts of
different strains and mediums upon the precision of the biomass estimation methods.
Figure 28.3 shows that values of Cv of the method of dry weight were smaller than
any other methods used in both strains, which means that dry weight was the most
precise method for measuring the biomass of Chlorella vulgaris and Anabaena sp. in
various mediums under different light cycles.

Table 28.6 Coefficient of efficiency (E) and index of agreement (d) for optical density, cell count,
and chlorophyll a methods for only measuring the biomass growth of Anabaena sp. in various
mediums under different light cycles

Methods E d

Optical density 0.522 0.911

Cell count 0.206 0.853

Chlorophyll a 0.581 0.913
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Fig. 28.3 Coefficient of variation (Cv) for dry weight, optical density, cell count, and chlorophyll a
methods for measuring the biomass of Chlorella vulgaris and Anabaena sp. in various mediums
under different light cycles
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Amuch higher value of Cv in Anabaena sp. for cell count method can be observed
in Fig. 28.3. As mentioned earlier, it can be explained by potential influence of the
filamentous structure of Anabaena sp. The execution of cell count method for
microalgae or cyanobacteria with a filamentous structure is much more difficult
than of that for unicellular microalgae or cyanobacteria. Because of that, the method
of cell count was more precise for measuring the biomass of Chlorella vulgaris
rather than for measuring the biomass of Anabaena sp. in this study.

Although contradicting, the expected interferences associated with chromophoric
dissolved organic matter in minkery wastewater, Fig. 28.4, reinforce the utility of the
method of dry weight for measuring biomass in minkery wastewater. There was no
evidence that organic matter in minkery wastewater increased the variability of this
method.

The chlorophyll a method for measuring the biomass growth of Chlorella
vulgaris and Anabaena sp. appears to be not as practical as the other three biomass
estimation methods employed, because of the low precision and high cost. Ramaraj
et al. [44] reported similar finding that chlorophyll a is not an appropriate measure-
ment for microalgae or cyanobacteria biomass.

28.4 Conclusions

The cost and time analyses suggested that cell count was the most cost-effective
method with a total cost of $2.80 per sample, and the most time-effective method
was optical density with an average required time of 0.13 h per sample. The resulting
correlation matrix demonstrated excellent correlations between each biomass
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Fig. 28.4 Coefficient of variation (Cv) for dry weight, optical density, cell count, and chlorophyll a
methods for measuring the biomass of Chlorella vulgaris and Anabaena sp. in minkery wastewater,
traditional culture mediums, and distilled water under different light cycles
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estimation methods. The coefficient of efficiency and index of agreement suggested
that optical density was the most accurate indirect method for measuring the biomass
growth of Chlorella vulgaris or Anabaena sp. In contrast, the method of cell count
demonstrated a lack of accuracy compared to the other two indirect methods for the
measurement of Anabaena sp. with a filamentous structure. The method of dry
weight was identified as the most precise method for measuring the biomass growth
of Chlorella vulgaris or Anabaena sp. Overall, this study suggests the practice of
performing dry weight measurements at the beginning and end of the growth period
partnered with more frequently optical density measures and cell counts (daily), as a
means of monitoring microalgae or cyanobacteria biomass growth in minkery
wastewater.

Nomenclature

A Area under pigment peak
AU Absorbance units
C Pigment concentration (mg L�1); coefficient
CC Cell count
Chl-a Chlorophyll a
DW Dry weight
d Index of agreement
E Coefficient of efficiency; volume of acetone used (mL)
F Calibration factor for sensitivity setting; standard response factor;

dilution factor
L The cell path length (cm)
NIR Near infrared
OD Optical density
r Pearson’s correlation coefficient
R Fluorometer reading for specific sensitivity
TSS Total suspended solids
UV Ultraviolet
V Volume; the volume of water filtered (L)
VSS Volatile suspended solids
x Growth measurement made on a day
�x Mean of the values of the 1st method
�y Mean of the values of the 2nd method
665 Absorptivity at 665 nm
663 Absorptivity at 663 nm

Greek Letters

σ Standard deviation
μ Mean
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Subscripts

a Chlorophyll a; after
b Before
E Extraction
I Injection
i ith value
n nth value
S Sample
v Variation
0 Day 0
6 Day 6
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Chapter 29
Energy Recovery, Raw Material
Conservation and Pollutant Emission
Reductions Through the Coprocessing
of Wastes in Cement Rotary Kilns

Ilyes Ghedjatti, Mohamed Tebbal, Khadidja Safer, Philippe Martin,
and Boudjelal Kadi Hanifi

29.1 Introduction

The Sustainable Development Goals (SDGs), officially known as Transforming Our
World: the 2030 Agenda for Sustainable Development, is a set of 17 Global Goals
with 169 targets amongst them. Spearheaded by the United Nations through a
deliberative process involving its 193 member states, the goals are contained in
paragraph 54 United Nations Resolution A/RES/70/1 of 25 September 2015. This
set of goals covers a broad range of sustainable development issues, including
making cities more sustainable, combating climate change and protecting oceans
and forests. Sustainable development focuses more on economic development,
social development and environmental protection for future generations [1]. The
social and economic development of a country can cause an increase in pressures on
its environment and increases the need for a reduction in environmentally damaging
activities. Some of these damaging activities involve the production and disposal of
waste.

Waste management and waste disposal are all the activities and actions required
to manage waste from its inception to its final disposal. This includes amongst other
things collection, transport, treatment and disposal of wastes together with monitor-
ing and regulation. Waste management practices are not uniform amongst countries
(developed and developing nations), regions (urban and rural area) and sectors
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(residential and industrial). During these years, many countries have been engaged in
this alternative to provide positive ways to be involved in the cycle of production,
consumption and waste [2]. This research work fits into a national project of
coprocessing of wastes in Algeria, conducted by Lafarge Group, with the collabo-
ration of the Ministry of Water Resources and Environment and the Laboratory of
Gaseous Fuels and Environment. This project is to be launched by 2018. One of the
most important goals of industrial ecology is to make one industry’s waste another’s
raw material [3]. Within the cement industry, the use of wastes as fuel and raw
materials is a positive, forward-thinking example.

Researches related to this field [4] conclude that as long as the different waste
streams having large variation in the chemical characteristics can be managed in an
environmentally sound manner in the cement kilns, the cement kiln emissions and
the product quality are not influenced by the variation in the chemical constituents
present in the waste streams. However, releases of dioxins and dioxin-like com-
pounds from cement kilns coprocessing solid wastes remain an issue; dioxins could
be released from cement kilns coprocessing solid wastes. Actually, dioxin-like
compounds, such as polychlorinated biphenyls (PCBs) and polychlorinated naph-
thalenes (PCNs), could also be produced and released along with dioxins as reported
in previous publications [5–7]. Other findings [8] revealed that coprocessing of
waste can be one of the most effective industrial waste disposal techniques in
developing countries considering other practices of waste disposal methodology in
terms of zero ash generation, emission, less auxiliary technology requirements and
less set-up cost. The effectiveness of the coprocessing in cement plants is regarded as
a way for an effective utilization of energy and recoverable raw materials locked in
the industrial waste. In this paper, we explored the alternative of waste coprocessing
in cement rotary kilns which will lead, if input and process control are properly
conducted, to pollutant emission reductions, energy recovery and raw material
conservation. First, a list of admissible wastes and Lafarge experience feedback
are presented. Next, the methodology is described and the initial conditions are
illustrated. Then, results of substitution rate variations are discussed. Finally, the
benefit and the efficiency of this alternative are summarized.

29.2 Cement Manufacture, Coprocessing of Waste
and Experience Feedback

Cement is made from a mixture of clinker and gypsum and active ingredients.
Typically, the clinker, which is a semi-finished product of cement manufacture,
has a composition of about 67% CaO, 22% SiO2, 5% Al2O3, 3% Fe2O3 and 3% of
other components [5]. Clinker burning is the most important phase of the production
process in terms of the environmental impact associated with cement manufacture
[9–11]. The key pollutants released to air are particulates, nitrogen oxides and
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sulphur dioxide. Other emissions include carbon oxides, polychlorinated dibenzo-p-
dioxins and dibenzofurans, volatile organic compounds, metals and their com-
pounds, hydrogen chloride and hydrogen fluoride. Determining minimum and
maximum quantities of waste to be introduced into cement kilns is not always
obvious, because of the compositional complexity and the physicochemical proper-
ties of these alternative materials and substitutes. This complexity appears especially
during combustion and atmospheric emissions processes and through the obtained
quality of the produced clinker as well [4] (Table 29.1).

For all the industrial sites of Lafarge Group across the world, and that are
employing the coprocessing of wastes, substitution rates varied from 0 to 80%. In
2010, the average of substitution rate has reached 50%, which means that Lafarge
Group has met half of its energetic needs by using various range of wastes [17]
(Figs. 29.2, 29.3, 29.4 and 29.5).

According to Figs. 29.2, 29.3, 29.4 and 29.5, it is noticeable that there is an
inverse proportion between pollutant concentrations (at the chimney exit of Lafarge
plants) and substitution rates [17].

Table 29.1 Admissible wastes [10, 18]

Type of mineral
wastes used in
cement industry

Hazardous wastes used in cement
industry for energy recovery

Non-hazardous wastes used
in cement industry for
energy recovery

Wastes containing
lime
Industrial sewage
sludge
Dried wastewater
treatment plants
sludge
Calcic wastes
Wastes containing
silica
Wastes from casting
Bottom sediment
sludge
Slag from the steel
industry
Wastes containing
iron
Shot-blasting
Wastes containing
alumina
Hydroxide sludge

Liquid and pasty wastes
Solvents
Emulsions
Used oils
Fuels and hydrocarbon vessel bottom
Oily wastes
Contaminated soils
Solid wastes
Soiled/contaminated packaging
Sawdust impregnated with paint wastes,
adhesives, varnish, vessels’ bottom,
organic powdered wastes, organic sludge

Used tires
Dried sludges
Animal bone meal
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Local municipality

Automotive

Energy

Crushed sand and
foundry sand

Traditional fuels

Chemical Pulp & Paper Petroleum
refinding

Agricultural waste
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manufacture
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Electric power

Construction and
building materials

Soil remediation
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Silicate SiO2
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Waste board and
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Clinker storage
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Rotary Kiln

Preheating

Grinding

Prehomogenization
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Dumper
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Cement grinding
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used tires

Fig. 29.1 Coprocessing of different types of wastes through the cement manufacturing system [16]
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29.3 Methodology

Quantifying raw meal composition allows to determine the clinker characteristics
and to enhance the burning phase. The only way to obtain a high-quality clinker is to
have a well-dosed and perfectly burnt raw meal. For this reason, the following
indicators [12] are usually considered as basis:
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– LSF: Lime saturation factor
– KST: Kalkstandard
– Delta: Lime deficiency

In this paper, only LSF is used, Eq. (29.1):

LSF ¼ Cr
2:8� Sþ 1:18� Aþ 0:65� F

� 100 ð29:1Þ

Cr, lime-real; S, silicon dioxide; A, aluminium oxide; F: ferric oxide
When using a combustible that does not contain ashes (i.e. natural gas), LSF

values are as follows:

– Regular cement: LSF ¼ 90–95
– Premium priced cement: LSF ¼ 95–98

MAF and MS modulus are calculated through the following equations,
Eqs. (29.2) and (29.3):

MS ¼ S

Aþ F
ð29:2Þ

S, silicon dioxide; A, aluminium oxide; F, ferric oxide
When the MS modulus decreases, the burning phase is enhaced, thus, the sum of

(A+F) increases and the liquid phase proportion as well. All of this will lead to
residence time reduction, and the reaction between lime and silicon dioxide will be
improved. As a consequence, more of the lime will react and less free lime will be
obtained. The ideal value of MS is between 2.2 and 3.2.
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MAF ¼ A

F
ð29:3Þ

A, aluminium oxide; F, ferric oxide
The aluminium oxide reacts to proprietarily form tetracalcium aluminoferrite

(C4AF). The tricalcium aluminate (C3A) is provided by the remaining aluminium
oxide (Al2O3). The ideal value of MAF is between 1 and 2.5. In this paper, the
considered cement plant is Lafarge Ciment d’Oggaz, Lafarge cement plant located in
Mascara, Algeria. The clinker/raw meal ratio is equal to 0.625; the production
capacity and proportions (premium priced clinker) are as follows (Table 29.2):

The following operating parameters have been recorded during April 2016 and
mainly concern a 24-h on-site recording, with a time-based interval of 20 min
between each recorded data.

The operating parameters such as kiln feed set point, kiln speed, kiln hood
temperature, kiln burner gas flow and calciner burner gas flow are illustrated in
Figs. 29.6 and 29.7 as follows:

Table 29.2 Production capacity and premium priced clinker proportions (tonne/day)

Capacity Tonne/year
Tonne/
day

Proportions of a premium priced clinker (tonne/
day)

Elements
Proportions
(%)

Quantity
(T)

Clinker
production

2,225,000.00 6164.384 C (lime) 68.5 4222.603

Raw meal 3,600,775.00 9865.137 S (silicon dioxide) 22 1356.164

A (aluminium
oxide)

5 308.220

F (ferric oxide) 4.5 277.390

900

950

1000

1050

1100

1150

420
425
430
435
440
445
450
455
460

0:
00

:0
0

1:
40

:0
0

3:
20

:0
0

5:
00

:0
0

6:
40

:0
0

8:
20

:0
0

10
:0

0:
00

11
:4

0:
00

13
:2

0:
00

15
:0

0:
00

16
:4

0:
00

18
:2

0:
00

20
:0

0:
00

21
:4

0:
00

23
:2

0:
00

K
iln

 h
oo

d 
te

m
pe

ra
tu

re
 ( °

C
)

K
iln

 fe
ed

 se
t p

oi
nt

 (T
/h

)

Time (h)

Kiln feed set point Kiln speed

Kiln hood temperature

Fig. 29.6 Kiln feed set point, kiln speed and kiln hood temperature variations

29 Energy Recovery, Raw Material Conservation and Pollutant Emission. . . 419



First, LSF is calculated from Eq. (29.1) considering the case of a premium priced
cement. For this reason, a reference mineral proportion of raw materials is
established, in order to reach an LSF equal to 97.26. Then, another factor, similar
to the previous one, is set up to consider waste mineral constituents and which must
be equal to the first one, 97.26.

However, waste organic and mineral contents with different proportions have
been considered, with a variation of the minerals in wastes from 50 to 100%. A third
indicator is established, called total LSF, calculated from the addition of both
previous indicators involving waste and raw material contents, in order to obtain a
total LSF value of 97.26.

Next, a reference of waste proportion equal to the premium priced clinker
proportion is set up to determine the value range that mineral proportions in waste
should not exceed, in order to keep the same mineral proportions in the blend (raw
meal-wastes) and the same LSF value (97.26), which means keeping the same
clinker quality (premium priced).

As soon as the proportions exceed the reference values established for wastes, the
gap between them is calculated in order to compensate it by removing the quantity
expressed by this gap from the raw meal, to keep the same requested quantity and
quality. Using this method, it becomes possible to obtain an LSF equal to 97.26, no
matter how waste proportions or substitution rates are changed. In case that another
LSF value is desired (e.g. between 90 and 95 for a standard clinker quality), only the
reference proportions (in %) need to be changed (Tables 29.3, 29.4, and 29.5).
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29.4 Results and Discussion

By varying both the substitution rates and organic and mineral proportions in waste,
the maximum values to not exceed for each case is deduced, and coefficients related
to the maximum values of the four principal components (C, S, A, F) have been set
for each case by calculating the ratio of each component proportion out of the
mineral content substitution rate and then making the sum of the four component
coefficients for each case by varying the minerals’ substitution rate. The results are
illustrated in Fig. 29.8.

Coefficient variations proportionally decrease with substitution rates; meanwhile,
their values proportionally increase with organic proportions in waste.

These coefficients represent reference values for maximum proportions of raw
meal that must be considered in order to obtain the requested value of LSF (between
95 and 98 for the premium priced clinker), because as soon as the organic proportion
in waste decreases, the input of minerals through waste will not meet the need of the
manufacture process to obtain the clinker quality sought after. In this case, the only
asset is the contribution of some wastes in a very high energy potential intake [8, 13]
(high lower calorific values) to improve the combustion process. Minimum and
maximum values of theoretical emissions are calculated based on minimum and
maximum values of pollutant emission limit reference (kg per tonnes of the clinker
daily production). The results are gathered in Table 29.6 that illustrates the minimum
and maximum values of emissions according to substitution rates and waste com-
position variations. These quantities are reported to the clinker daily production.

The pollutant emissions noticeably decrease as soon as the substitution rates
increase (Fig. 29.9); the condition is that the reference values of waste content
proportions must always be considered. The pollutant emission values represent
the average amounts (T/day) of cement kiln emissions resulting from the clinker
daily production, which is in our case about 6164.384 T/day. When operating in
compliance with the reference limit values of the introduced waste streams, high

Table 29.3 A case of clinker production without waste input

Clinker
(T/day)

Waste
input
(T/day)

Waste input
(%)

Total
quantity
(T/day)

Waste
ref. (T)

Waste
ref. (%)

Gaps
(T)

C (68.5%) 4222.603 – – 4222.603 – – –

S (22%) 1356.164 – – 1356.164 – – –

A (5%) 308.2192 – – 308.2192 – – –

F (4.5%) 277.3973 – – 277.3973 – – –

Total
(100%)

6164.384 – – 6164.384 – – –

Total prod. 6164.384 Minerals in
wastes (%, T)

–

Substitution
rate (%)

– – Organics in
wastes (%, T)

– LSF 97.26
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substitution rates can be reached without affecting the proper functioning of the
production process nor the kiln emissions.

Although the waste streams have large variation in their chemical characteristics,
if proper input and process control are exercised, the large variation in the chemical
characteristics will not have any negative impact on the product quality nor the
pollutant emissions from the cement kiln stack [10].

CO emissions are related to the organic content and the running conditions of the
manufacture process, but it is also the consequence of an incomplete combustion,
especially when the control of solid alternative fuel feeding is not optimal
[8]. Depending on the characteristics of the quarry, between 1.5 and 6.0 g of organic
carbon per kilogram of clinker originating from the raw materials is fed into the
process. Tests carried out with raw materials from various origins have shown that
between 85 and 95% of the organic compounds present in raw materials oxidize
completely to CO2 in the presence of a 3% oxygen excess [12–14], while between
5 and 15% oxidize partially to CO. With certain raw materials, the CO concentration
may, in certain cases, exceed 2000 mg/Nm3.

Finally, the CO concentration reduction indicates a better combustion, while CO2

concentration reduction represents less carbon loading to the atmosphere
[12–14]. Figure 29.10 shows the inverse proportion between the kiln hood temper-
ature and CO from the preheater outlet.

Other factors related to the fuels’ characteristics like viscosity and caloric value
can affect atomization and combustion characteristics, through which they dominate
the temperature distribution and NO concentration. When O2 concentration, tem-
perature and non-uniformity of the temperature distribution increase, NO formation
largely increases as well, especially when the temperature is higher than 1500 �C
[12, 14], as shown in Figs. 29.12 and 29.13.
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On the one hand, if the flame temperature increases, NO formation increases as
well; variation of NO is faster than other parameters. Also, the combustion air
temperature, or the zone temperature, varies with NO variation. NO is considered
as an anticipator of the zone temperature. Indeed, when NO increases, it means that
the zone temperature has increased as well. To limit NO formations and emissions,
air excess must be limited, on the one hand. On the other hand, it is noticeable from
Fig. 29.11 that the NO decrease is related to CO increase [12, 14].

Basically, it would be logical to locally create CO and unburned gases to narrow
down NO, for instance, by using some alternative combustibles such as tires, oils and
other wastes. The lower carbon/hydrogen ratio leads to a decrease in carbon com-
pounds. Volatile particulate emissions are the consequence of lower combustion
efficiency resulting in increased HC emissions which condenses onto particulates.
When the latter decrease, volatile particulates also decrease.
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Another remaining risk is the SO2 increase. Indeed, SO2 emissions from cement
plants are directly related to the volatile sulphur compounds in the raw materials. Kilns
that use raw materials with low contents of volatile sulphur compounds have much
lower SO2 emissions, in some cases below detection limits. To limit SO2 emissions,
volatilization phenomena must be limited. It is well known that the increase of such
phenomena is proportional to the temperature increase [12, 14]. Thus, the burning
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phase should occur at lower temperatures, which requires a good ability for burning.
To achieve this, a fine grinding of the raw meal is highly recommended. To avoid any
variation or disturbance, the raw meal must be regular in tonnes and quantities.

29.5 Conclusion

Wastes have been coprocessed in cement kilns for more than 20 years, and this
practice is prevalent in some developed countries such as the United States and
Japan, as well as in a number of countries in the European Union. Many developing
countries are initiating programmes to promote coprocessing of wastes in the cement
industry. The main environmental aspects associated with the production of cement
are energy consumption and emissions into the atmosphere of NOx, SO2 and CO2

particles. These particles are due to diffusive sources and specific foci, and the gases
come from the main focus which is the clinker kiln [15]. Coprocessing in resource-
intensive industries involves the use of waste in manufacture processes for the
purpose of energy recovery and raw material conservation and reducing the use of
conventional fuels through substitution.

Organic constituents act as fuel and get totally destroyed due to the high temper-
atures, long residence time and oxidizing conditions in the kiln. Chlorine or sulphur
(acid gases, HCL and SO2) are produced and neutralized by the freshly formed lime
and absorbed in product phase. Inorganic constituents including heavy metals react
as raw materials in the cement process. The high temperatures and sufficiently long
residence time in cement kilns and other characteristics of cement manufacture make
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the coprocessing of waste materials a viable strategy. In summary, the benefits of
coprocessing are:

• To provide a permanent solution to waste problems by saving landfill space and
reducing the pollution caused by the disposal of these wastes

• To provide a new source for material/natural (non-renewable) resources recovery
• Energy recovery (by providing organic-based wastes)
• Lessens reliance on fossil fuels and primary resource markets
• To narrow down the total emissions and GHGs in order to slow global warming

and demonstrate a positive impact on integrated environmental indicators, such as
the ecological footprint

• High temperatures (1500–2000 �C) and residence time > 2 s, i.e. a complete
destruction of organics

Nomenclature

A Aluminium oxide
AFR Alternative fuels and raw materials
C Lime
C2S Belite
C3A Aluminate or celite
C3S Alite
C4AF Ferrite
Delta Lime deficiency
F Ferric oxide
KST Kalkstandard
LSF Lime saturation factor
MAF Alumino ferric modulus
M.M. Minerals in waste
MS Silicium modulus
O.M. Organics in waste
S Silicon dioxide
SDGs Sustainable Development Goals
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Chapter 30
PPI4Waste Project: Current Practice
and New Trends in Waste Management
Sector

Bojan Ribić, Robert Kostić, Anne Dominique Furphy,
and Lorenzo Chacon Ladron de Guevara

30.1 Introduction

The PPI4Waste (Public Procurement of Innovation for Waste) project aims to
achieve resource efficiency, sustainable waste management and sustainable con-
sumption throughout Europe by increasing innovative public procurement through
networking, capacity building and dissemination. The project covers the complete
cycle of preparation activities to implementation of PPI in urban waste management.
The project is based on an integrated approach which defines needs, goals and
improvement opportunities of functional performances. This project will complete
the cycle of preparation activities and will test the feasibility and implementation of
PPI processes in urban waste management. It will also make procedural knowledge
of innovation procurement widely available. This can be accomplished through the
establishment of a purchasing community, accessibility of state-of-the-art solutions
to a considerable number of procurers, capacity building and a feasibility assessment
for the uptake of PPI in the waste sector.

The state-of-the-art in waste management will facilitate the identification of
innovative solutions with high potential for PPI process. It acts as a complementary
step after the definition of common needs which was previously identified from the
waste public sector in Europe. The project will set the ground for PPI preparation in
the urban waste management field. This analysis is the main objective of this paper,
where emerged common needs are described in the EU context. It will also help in
determining potentially available solutions to be shared and discussed through
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market dialogue with the offer side. The purpose of this paper is to give an overall
picture of the state of waste management in the European Union, in line with
common needs identified. In this case it is biowaste and plastic waste management.
Although geographically close to each other, the countries in the EU differ signif-
icantly from each other regarding the waste management and the implementation of
innovative solution in this sector. The amount of municipal waste generated varies
significantly across member states, and applied waste management models vary
substantially among member states. One of the main consequences of this is that
waste management innovation can be understood in different ways among member
states and even among regions; while one solution can be innovative in one region, it
may be non-innovative in another region.

In this project, a broader definition of innovation has been used, as adopted by the
OECD. There is a clear recognition that innovation encompasses a wide range of
activities in addition to research and development. As stated, innovation is defined as
the implementation of a new or significantly improved product (good or service) or
process, a new marketing method or a new organizational method in business
practices, workplace organization or external relations. Innovation, thus defined, is
clearly a much broader notion and is therefore influenced by a wide range of factors,
some of which can be influenced by policy drivers, for example, and can occur in any
step of the waste management chain. The PPI4Waste approach in the project implies
that innovation performance differs from one country to another and includes not
only transformative innovation but also incremental innovation to existing practices.
This is so that it considers a wide spectrum of options and is as comprehensive as
possible.

30.1.1 Municipal Waste Management in Europe

As mentioned before, the current situation in municipal waste management in
Europe varies significantly between member states [10]. In fact there are broad
differences regarding waste production, collection models and treatment techniques
applied as well as regarding the implementation of European directives on waste.
The waste hierarchy set by Waste Framework Directive constitutes the general
European’s approach for waste management by member states in order to boost
recycling and reduce the use of resources. According to Eurostat in 2013, 43% of
municipal solid waste was recycled, while 31% of waste was landfilled, and the rest
(26%) was incinerated.

Even though recycling practices have been increasing each year, as shown in
Fig. 30.1, and in general terms recycling is preferred over other practices, landfilling
is still a widely used choice in waste management. Figure 30.2 gives an insight into
the different situation of European countries regarding the evolution in the imple-
mentation of the waste hierarchy.

In Europe, municipal waste management can be performed through different
models, depending on if the responsibility of the waste management is public,
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private or shared in some cases. Public service is often responsible for the municipal
waste management. In this case municipalities must create and maintain an effective
system for managing their waste, including collection, transport, treatment and
disposal, which can be carried out either by themselves or through contracts with
the private sector. Normally, the treatment is granted to a private waste manager,
while collection and transport are carried out by Swedish Environment Research
Institute [2]. In the majority of member states, waste management is public, although
some tasks are shared with private companies, as presented in Table 30.1.

30.1.2 Waste Collection Schemes

In Europe, there are different collection schemes depending on the degree of source
separation of recyclable fraction. For instance, dry recyclables can be collected
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[16–19]

> 25 % recycling 11

8

22

17

16

10

19

11

> 25 % recycling

> 25 % incineration

> 25 % incineration

> 50 % landfilling

> 50 % landfilling

> 75 % landfilling

> 75 % landfilling

2001

2010

Fig. 30.2 Number of
countries at different levels
of the municipal waste
management hierarchy,
2001 and 2010 [14]

30 PPI4Waste Project: Current Practice and New Trends in Waste Management Sector 433



together and separate from residual waste, or completely separated in mono-material
streams, or even mixed in the residual waste stream. On the other hand, biowaste can
also be collected separately from dry recyclables and residual waste. But in general
terms, there are four systems for recyclables mainly applied in member states
[3]. Bulky waste usually is not collected through conventional systems due to their
size. In some parts of Europe like Spain, these wastes are collected separately by
local services several times a year, but in other cases, the only way of collecting is in
civic amenity sites. For this reason, bulky waste is not included in these systems
[4]. Below, a brief description and outline of each system is presented (Fig. 30.3).

Table 30.1 Overview of the waste management sector in EU

Country Treatment responsibility Collection and transport responsibility

Austria Public Public

Belgium Public Public

Denmark Public/private Public/private

Finland Public Public

Germany Public Public/private

Hungary Public/private Public

Ireland Private Private

Italy Public Public

Lithuania Public Public

Norway Public Public

Poland Public Public

Portugal Public Public

Spain Public Public

Sweden Public Public

Netherlands Public/private Public/private

Fig. 30.3 Multi-material collection scheme. Single-stream
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• Single-stream collection system: all dry recyclables (plastic, metal, glass and
paper and cardboard) are collected together into a single stream. Some alterna-
tives can include glass and/or biowaste collected separately. At national level, this
is the primary applied collection system in Greece, while in Ireland, the system
includes the separate collection of biowaste, and in Malta and Romania, glass is
collected separately.

• Dual-stream collection system: dry recyclables are collected in two different
streams; paper and cardboard are collected separately, and the other recyclables,
plastic, metal and glass, are collected commingled in one stream. Other options
which include separate collection for biowaste are possible.

Dual-stream is the collection mainly applied in the United Kingdom, where
plastic and cardboard are collected in one bin and glass, plastic and metal are
collected commingled in a different bin, apart from the residual waste stream. In
this case, separate collection of biowaste is also applied (Figs. 30.4, 30.5, and
30.6).

• Mixed packaging waste collection system: a source separation is carried out in
order to normally obtain a separate stream for each recyclable fraction, one stream
for paper and cardboard, one for glass and one for lightweight packaging which
includes plastic and metal packaging waste. Biowaste fraction can also be
collected separately. After collection, each stream is treated in material recovery
facilities, and the residual waste is usually treated in mechanical biological
treatment plants. This collection system is applied in most member states, either
with separately collected biowaste (Belgium, Germany, Luxemburg, Hungary,
Italy and Slovenia) or together with residual waste stream (Bulgaria, Croatia,
Cyprus, France, Lithuania, Poland, Portugal and Spain).

• Recovery from residual/mixed stream system: all or some of the recyclable
fractions have no separate collection and are collected commingled with the
residual fraction, which means that recyclable materials may be present in

Fig. 30.4 Multi-material collection scheme (dual-stream)
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significant quantities in residual or mixed waste stream. This presence of recy-
clable materials may be due to the poor performance of selective collection
system employees or simply due to the lack of a separate collection system.
This collection scheme allows material recovery to be carried out in a relatively
inexpensive way, although these materials are highly contaminated and need
intensive further treatment in the material recovery facilities, as presented by
Plastic ZERO [28].

Apart from these four systems, another way for separately collecting municipal
solid waste is a completely segregated collection of dry recyclables and biowaste, in
which each recyclable fraction, paper and cardboard, glass, plastic, metal and
biowaste, is collected in separate streams.
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The primary collection system applied in each member state is the collection
system with which most inhabitants are connected to, but this is not necessarily the
only system implemented in one country, and not all regions of a member state has to
be connected to that system. In fact, the collection systems vary widely, not only
between countries but also between municipalities, because normally, local author-
ities are responsible for the choice and implementation of waste collection system
[12, 13]. In this sense, EC has carried out an analysis about collection systems
applied by both countries and capitals [12, 13]. In some cases, the system applied in
the capital has little differences with the primary system applied at national level, but
in other, the system is completely different. In some member states such as Bulgaria
and Croatia, where the mixed packaging waste collection is the primary system
applied, there are little differences in the system applied in their capitals. Mixed
packaging waste collection also is the primary system in France, Lithuania and
Poland; however, the systems applied in their capitals are completely different. In
Paris, dry recyclables are collected commingled except glass, through the single-
stream collection system, and although there is not a separate collection for biowaste,
in some regions there are composters where citizens can bring their biowaste. In the
capital of Poland, Warsaw, dry recyclables and biowaste are also collected by the
single-stream collection system, and in Vilnius, dry recyclables are collected
completely segregated.

30.1.3 Separate Collection Systems

The implementation of these three models is carried out through different collection
systems: curb side collection, door-to-door collection or bring systems [6].

• Curb side collection system. In this system, bins are placed on the sidewalk,
outside buildings, so residents can deposit their waste in them. In countries such
as Austria, France, Germany or the United Kingdom, among others, curb side
system is the most common collection system, and specifically there are several
European municipalities where selective collection is done exclusively through
that system, such as Capannori (IT), Limerick (IE), Lisbon (PT) or Verdu
(Spain) [32].

• In door-to-door collection, the waste is also deposited by residents into bins
located on the sidewalk. This system is almost identical to curb side system
with the difference that for apartments, door-to-door means that residents put their
waste bags outside their door and a collection service is responsible for depositing
them in containers on the sidewalk.

• Bring systems are a common way to collect municipal solid waste in some
countries such as Norway or Denmark, for instance [3]. This system permits
that citizens bring their segregated waste in drop off collection points placed at the
neighbourhood level or at household waste and recycling centres [31] (Fig. 30.7).
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30.2 Biowaste and Plastic Waste Management

This paper addressed the main needs of public bodies in charge of municipal waste
management identified within PPI4Waste project. Two of these needs are related
with specific waste streams, biowaste management and plastic separation. In order to
contextualize these needs in the framework of European policies on waste, this paper
has been structured to focus on the specific waste streams while transversal needs are
generally addressed within them. In essence, this structure is expected to provide a
practical overview of how innovation can support public bodies to face challenges in
municipal waste management.

30.2.1 Biowaste

According to the Waste Framework Directive, biowaste include biodegradable
garden and park waste, food and kitchen waste from households, restaurants,
caterers and retail premises and comparable waste from food processing plants.
That doesn’t include other biodegradable wastes such as paper, cardboard, wood
or sewage sludge. Within biowaste two main streams of waste are identified [10]:

Fig. 30.7 Implementation percentage of collection systems [12, 13]
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• Green waste: waste from parks, gardens, etc. That waste content is usually
50–60% of water and has high composition of lignocellulose materials.

• The so-called kitchen waste. That waste content is up to 80% of water and has a
low quantity of lignocellulose materials.

Biowaste collection and treatment was identified in the PPI4Waste project as of
the main areas of needs for public buyers in charge of municipal waste management.
Biowaste collection was identified as an area where public buyers expect to invest
funding in short and medium terms focused mainly on to set up separate collection
systems. Biowaste treatment was identified as needs area for several reasons:

• Increase biowaste treatment capacity in current facilities.
• Improve the performance of current solutions applied, as anaerobic digester.
• Set up new facilities for appropriate treatment of biowaste coming from expected

separate biowaste collection systems.

According to these needs, PPI4Waste project put the focus in biowaste manage-
ment for the so-called kitchen waste, which according to European Commission is
more often collected and treated as part of the mixed municipal solid waste [10].

30.2.2 Plastics

Sorting and plastic separation is one of the common needs identified within the
PPI4Waste project in order to increase the material recovery rate and to obtain good
quality products. Certain purity is necessary to use plastic waste as a recyclable
material and optimize the result of recycling (COM (2013) 123 final); hence, it is not
only necessary to separate plastics from other waste streams but also to sort different
types of plastic. Due to these needs, source separation and separate collection
systems, as well as waste management systems which involve separation techniques
in material recovery facilities (MRFs), are essential to improve material recovery.

The need to improve plastic waste separation is increased because of the large
amount of plastic waste generated each year by different consumer plastic sectors in
the European Union [5, 8]. It is estimated that in 2014 almost 26 Mt of plastic waste
were generated [27].

The construction sector is the second largest consumer of plastic in Europe, but,
although its consumption is around 21% per year, it only generates 6% of the total
plastic waste per year, because the durability of the plastic products used in con-
struction causes them to last between 30 and 40 years. In other plastic-consuming
sectors, the degree of plastic waste generation is similar. In particular, agriculture,
waste electrical and electronic equipment (WEEE) and the automotive industry in
Europe generate, respectively, around 3%, 7% and 5% of the total plastic waste
generated each year [21]. However, plastic waste generation from these areas is
increasing at a slower rate than plastic packaging waste, which represents the
majority of the total plastic waste generated in Europe [1], with share of 63%.
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This is because a significant amount of plastics packaging are single-use products
with a short lifespan. In essence, the packaging sector contributes 73% to the
generation of plastics wastes from households [7].

30.3 General Trends in Innovation Solutions

30.3.1 Trends in Separate Collection of Biowaste

Some member states have already implemented biowaste separate collection, but the
countries that collect commingled biowaste are carrying out pilot experiences and
pilot projects to implement a separate collection and to develop and establish a
biowaste collection policy. The separate collection of biowaste is necessary to
increase the rate of recovered material as well as the quality of recovered material,
which will determine subsequent recycling and the use of the obtained products
[15]. One of the main aspects that mark the management of biowaste is that the
establishment of management models that are economically, socially and environ-
mentally sustainable strongly depends on various local conditions, such as the
distribution of production, the composition, the climate and the potential use of
products obtained from biowaste treatment: methane, compost, electricity, heat, etc.
Because of this, innovative solutions have been developed for the treatment of
biowaste adapted to local conditions, and tools have been developed to support
decision-making, allowing for the implementation of adequate management sys-
tems. To coincide with this, in 2011, the European Commission published the guide
[22] that aims to support decision-making in the management of biowaste under the
approach of life-cycle thinking and life-cycle assessment. In terms of management
models, there is a tendency towards the development of centralized or decentralized
models according to local characteristics, such as the distribution of producers, the
existence of infrastructure or the availability of other organic wastes that can be
jointly treated.

30.3.2 Trends in Plastic Waste Management

The Circular Economy Package [12, 13] proposes to modify the European directives
related to waste management, in particular regarding the recycling targets. The future
discussion and possible approval of new targets and other measures by the European
Parliament and the Council of the EU will have an influence on national and local
policies in terms of plastic separation and collection. The circular economy package
proposes to amend the Directive 1994/62/EC on packaging and packaging waste, by
tightening some of the quantitative targets.
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• In Article 6, it is proposed that the minimum recycling target is raised to 65% of
total packaging waste, to be reached by the end of 2025, with a minimum of 55%
for plastic packaging waste in particular.

• The same article proposes that the total packaging waste recycling reaches a
minimum of 75% by 2030.

On the other hand, the circular economy package proposes to amend the Directive
2008/98/EC by establishing new incentives and introducing new recycling targets.

• In Article 11, it is proposed that the minimum target for preparing for reuse and
recycling is increased to 60% of the weight of municipal waste by 2025 and to
65% by 2030.

In the current directive on packaging and packaging waste, under Article 6, energy
recovery was encouraged as preferable option to waste management when it is a
more profitable option, both economically and environmentally than the material
recycling. This article sets minimum percentages for energy recovery higher than
that of recycling, which member states must comply by the end of 2008. However,
energy recovery is no longer the focus on the new proposed directive. The proposed
directive only sets new targets for recycling and adds a new article, Article 6a,
paragraph 2 (b). According to this article, a percentage of packaging waste that has
not been subjected to a recycling process and that is subject to energy recovery or
landfilled can be included as recycled on the calculation of the attainment of targets
laid down, provided that the percentage is below 10%. Plastic materials continuously
cause environmental problems throughout their life cycle, not only during the
production phase, in which greenhouse gases are generated, but also during the
waste management phase. In 2015, although part of plastic waste was recycled or
incinerated with energy recovery, it is estimated that 50% of plastic waste was still
landfilled [30] causing a considerable accumulation of plastic waste in the
environment.

On the other hand, improved separation and sorting systems paired with the
recycling rate would reduce the consumption of renewable and non-renewable natural
resources for industrial production. Furthermore, greenhouse gas emissions are also
reduced, since the energy consumption involved in the production of virgin materials
is much greater than consumption derived from the production of raw materials from
recycled materials ([14](2)). Furthermore, recycling is considered one of the best waste
management systems in reducing CO2 emissions. Approximately 1.45 tonnes of CO2

can be saved per each tonne of recycled plastic [21]. Additionally, it is necessary to
take into account the relatively recent emergence of bioplastics. In EU, for instance,
bioplastics are mainly used in the packaging industry and waste collection bags
[7]. Furthermore, the bioplastics market increased by about 10% in 2009 in Europe,
and it is estimated that their consumption will increase annually by 20% [7]. Although
biodegradable plastics can be a potential solution to the problem of managing pack-
aging waste, they also can complicate the management of waste because currently
waste treatment systems are not able to separate effectively enough bioplastics from
petroleum-based plastics (COM (2013) 123 final).
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The economic success of plastic waste recycling depends heavily on an effective
separation of waste streams [23] as well as the classification of different types of
waste. At the same time, this separation should be done quickly and affordably,
meaning the benefits of the recycled product should exceed the costs of the recycling
process. Many plastic wastes are recoverable and recyclable in the majority of cases,
which means their life cycle can be extended and they would become raw materials,
allowing them to return to the industrial and commercial cycle [24, 25]. If the
different types of polymers are clean and well separated, this would reduce con-
sumption and therefore reduce costs not only of raw materials but also of energy and
water resources that are necessary for the production of any product [29]. As
recycling produces economic benefits such as reduced production costs [9, 11], it
is particularly important to improve waste management systems as well as waste
separation and sorting techniques as tools for increasing the recycling rate. Another
important benefit of improving collection and separation systems is the increased
efficiency of both processes that reduce their costs [20]. Also, the innovation in
plastic separation reduces the amount of plastic waste landfilled and incinerated, thus
decreasing the landfill taxes and the incineration fees [9, 11].

In order to comply with policy targets, different industrial organizations have
been created in all member states to manage the municipal packaging waste,
although in Austria, Finland, Ireland, the Netherlands and Italy, these organizations
are responsible for packaging waste management both municipally and industrially.
The Green Dot System was the first packaging waste management system
implemented in Europe whose aim was developing schemes to coordinate the
collection, sorting and recycling of plastic packaging waste. However, the licence
of the Green Dot System was ceded to a European organization, allowing member
states to transfer the responsibility for waste management to this organization [33].

Different strategies for the management of plastic packaging waste are used that
depend on varying degrees of the source separation of different recyclables, but all
systems have a common point which is the effort and collaboration of citizens to sort
their waste in some way. Plastic packaging waste can be completely source-sorted or
can be separated of MSW into a fraction which contains other mixed recyclable
waste. Specifically, the household plastic packaging waste can be collected in three
different ways [9, 11]:

• Mono-material collection, where plastic waste is collected alone in a separate
stream from other recyclables

• Multi-material collection, where plastic waste is collected as part of a recyclable
stream which contains other types of recyclables, normally commingled with
metal in a lightweight packaging stream

• Mixed municipal solid waste collection, where plastic waste is collected
commingled with MSW

The current status regarding collection systems as well as collection and sorting
responsibility of a group of member states is presented in Table 30.2.
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After collection, the plastic packaging waste stream or lightweight packaging
waste stream is sorted in material recovery facilities, where plastic packaging waste
is separated from other waste and then sorted further by polymer type.

The typical sorting process in Europe is comprised of three sorting steps, although
there is no general way of designing the sorting process [26, 28]. The first step is an
initial material sorting in which different types of materials such as metals are
removed from the plastic packaging waste stream. In this stage, a manual sorting
is carried out first to remove elements that may damage the process. After the manual
sorting, an NIR sorter separates plastic waste which is then treated in a ballistic
separator, a magnetic separator then removes metal waste. In the second step, plastic
is washed and dried in order to clean and remove any impurities before a polymer
sorting takes place by optical or density separators. Finally, different types of poly-
mers are purified and subjected to quality control in the post-sorting stage.

30.4 Conclusions

Different EU legislations address the issue of sustainable biowaste and plastic waste
management, with a priority to have high human and environmental protection
standards during the whole waste management process.

Table 30.2 Packaging waste collection by country

Country Collection and sorting
Collection
system

Collection
scheme

Austria ARA Door-to-door Mono-material

Belgium Fost Plus Door-to-door Multi-material
(with metal)

Denmark Private operator Door-to-door Mono-material

Finland PYR – –

France Eco-Emballages Door-to-door Multi-material
(with metal)

Germany Duales System Deutschland, GmbH – –

Ireland Repak Door-to-door Multi-material
(with metal)

Italy CONAI Door-to-door Multi-material
(with metal)

Luxembourg Valorlux Door-to-door Multi-material
(with metal)

Netherlands Nedvang Door-to-door Mono-material

Portugal Ponto Verde Bring points Mono-material

Spain Ecoembes Bring points Multi-material
(with metal)

Sweden FTI Bring points Mono-material

United
Kingdom

Valpak Door-to-door Multi-material
(with metal)

Sources: www.pro-e.org; [12, 13]
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Separate collection will divert waste streams from landfill and have positive
impact also on overall employment. This is a step towards more sustainable waste
management as it allows waste recovery and recycling, as well as the preservation of
the natural resources. Many member states have already implemented waste man-
agement models that involve separate collection for different recyclable fractions in
order to improve the quality of recycling. Although there are several ways to collect
biowaste and plastic waste, the costs associated with this type of collection are
usually higher.

For the collection of biowaste and plastic waste, separate bin is the most common
option, although some member states use coloured bags for separating packaging
waste or multi-compartment bins for the separation of different fractions of recycla-
bles, including packaging waste. As an alternative, in some member states, there is a
tendency towards a collection of plastic mixed with metal, mainly through door-to-
door systems. This collection system is a good way to achieve a balance between the
costs associated with management and the quality of the separated fractions, there-
fore improving the subsequent recycling.

Another important stage in a waste management system is the separation and
sorting in material recovery facilities, which strives to achieve a high degree of
separation. Therefore, many of the technological advances in the field of waste
management have focused on improving the process as well as the techniques and
equipment involved in this stage, developing it into an increasingly automated
process.

Having all this in mind, an efficient management system as innovative solution is
required in order to achieve new goals set by current and upcoming EU directives,
especially for biowaste and plastic waste. This has to be developed as a waste
collection service in order to optimize current waste management. Collaboration
and interaction between citizens, municipalities and municipal waste management
services will permit a well-organized waste management system that increases
separate collection and recycling efficiency.
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Chapter 31
Kinetic Model Development
and Bi-objective Optimization of Levulinic
Acid Production from Sugarcane Bagasse

Aramide Adesina and David Lokhat

31.1 Introduction

The emergence of lignocellulosic biomass as the best replacement feedstock for
production of fuels and chemical products from fossil has continuously attracted
interest because they are renewable, they do not impact on the supply of food for
humans and they are environmentally friendly. Consequently, researchers [3–5, 10]
have proposed different processes for producing target chemicals and fuels. One of
such target chemicals is levulinic acid. Levulinic acid, LA (4-oxopentanoic acid), is
an important intermediate molecule and a precursor to the production of several
chemicals such as gamma-valerolactone [1], butenes and pentanoic acid [8], furfural
[9], butanone [14] and methyltetrahydrofuran [17].

Levulinic acid is produced by the acid-catalysed hydrolysis of biomass. An
example of a sustainable biomass used is lignocellulosic biomass. When lignocel-
lulosic biomass is catalytically hydrolysed, its cellulose, hemicellulose and lignin
constituents are degraded. The cellulose fraction is degraded to glucose oligomers
and monomers and further hydrolysed to 5-hydroxymethylfurfural (5-HMF) and
then further to LA and formic acid (FA). The hemicellulose fraction is degraded to
pentose (C5) and hexose (C6) sugars. The hexose sugars in the hemicellulose
fraction are hydrolysed to levulinic and formic acids, while the pentose oligomers
and monomers are further degraded to furfural. Depending on the target products,
furfural formed from the pentose monomer can also be converted to LA [13]. How-
ever, the furfural needs to be separated out of the aqueous solution because reaction
conditions that favour the rehydration of 5-HMF to LA and FA also favour the
formation of insoluble humins.
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The conversion process of biomass to renewable fuels and chemicals is faced with
challenges which are different from that of petroleum refining [16]. This is as a result
of the selective increase in the energy density of biomass feedstock when fuels are
the target product and the decrease in the energy density when chemicals are the
target product [18]. These challenges include the formation of reactive intermediates
which could be the target product or a precursor to other products and the
co-formation of unwanted reaction products from competing side reactions.
Hence, controlling the yield and selectivity of the reaction becomes a challenge.
Specifically, for the production of LA from lignocellulosic biomass, process chal-
lenges include the selective production of LA at high yield as well as the formation
of unwanted degradation products called humins.

Humins, at times referred to as humic [6], are soluble or insoluble degradation
products formed during the acid-catalysed hydrolysis of lignocellulosic biomass.
Humins are formed from the condensation reaction of 5-HMF with itself or
polyoxygenates [15]. They impact on the subsequent biorefinery processes and
they need to be separated from the hydrolysis products before the next downstream
stage. These additional purification steps increase the overall cost of production.
Hence, there is the need to maximize the selectivity towards LA during the trans-
formation of lignocellulosic biomass.

The interwoven relationship between the operating conditions for optimum
production of LA further explains the importance of selectively converting ligno-
cellulosic biomass to LA. While long reaction time is needed for complete degra-
dation, high temperature reactions at extended reaction times lead to degradation to
unwanted inhibitory products [15]. At too low temperatures and acid concentrations,
yield of LA becomes low due to degradation proceeding at a slow rate. Also, if the
concentration is too high, degradation proceeds too quickly, and inherent metal
leaching and future corrosion of reactor vessels take place [15].

Therefore, a thorough understanding of the reactions involved in the production
of LA, the side reactions to the formation of unwanted humins and the dependence of
these rate reactions on important reaction conditions (temperature and acid concen-
tration) are vital to the choice of process conditions and successful design of the
hydrolysis process. This study, therefore, aims to simultaneously determine process
conditions for optimal yield and selectivity to LA. This involves the development of
a more rigorous kinetic model describing the acid-catalysed hydrolysis of lignocel-
lulosic biomass, the determination of kinetic parameters using already published
data of Girisuta et al. [12], the development of models for yield and selectivity using
the determined kinetic parameters and the final determination of reaction conditions
required for optimum yield and selectivity to LA using the desirability function
approach for multi-response optimization.

448 A. Adesina and D. Lokhat



31.1.1 State of the Art

Although, several researches have focused on the kinetic model development and
optimization of the acid-catalysed hydrolysis of biomass feeds to different platform
molecules, little kinetic studies have been carried out on the acid-catalysed hydro-
lysis of biomass to LA (Table 31.1). The first kinetic study on biomass hydrolysis to
LA was carried out by Girisuta et al. [11], who studied the acid-catalysed hydrolysis
of water hyacinth to LA at varying temperatures of 150–175 �C, sulphuric acid
concentration of 0.1–1.0 M and initial water hyacinth intake of 1–5 wt%. Kinetic
models were developed by the application of a correction factor to the initial results
obtained from the kinetic studies of the hydrolysis of pure feeds of cellulose, glucose
and HMF to LA. The kinetic parameters of the adopted pure feeds were given by the
modified Arrhenius relationship:

Table 31.1 Overview of kinetic studies of acid-catalysed hydrolysis of lignocellulosic biomass

Biomass source (conc.) Kinetic parameters Temperature Acid (conc.) Ref.

Miscanthus � giganteus K1 (A0 ¼ 4.25e12, E1 ¼
107.9, m1 ¼ 1.22)
K3 (A0 ¼ 1.32e19, E3 ¼
167.9, m3 ¼ 1.23)
K4 (A0 ¼ 3.31e20, E4 ¼
179.3, m4 ¼ 0.75)
K5 (A0 ¼ 3.33e11, E5 ¼
105.7, m5 ¼ 1.54)

(150–200) �C (0.1–0.53) M
H2SO4

[9]

Sugarcane bagasse K1 (A0 ¼ 1.59e18, E1 ¼
144.85, m1 ¼ 1.57)
K3 (A0 ¼ 6.56e18, E3 ¼
152, m3 ¼ 1.14)
K4 (A0 ¼ 6.94e19, E4 ¼
161.41, m4 ¼ 1.08)
K5 (A0 ¼ 2.71e14, E5 ¼
101.63, m5 ¼ 1.32)

(150–200) �C (0.11–0.55)
M H2SO4

[12]

Wheat straw (16:1 solid-to-
liquid ratio)

K1 (A0 ¼ 1.488e10, E1 ¼
78.66, m ¼ 1.434)
K3 (A0 ¼ 1.502e5, E3 ¼
54.51, m ¼ 0.268)
K4 (A0 ¼ 1.430e7, E4 ¼
61.06, m ¼ 0.679
K5 (A0 ¼ 1.425e7, E5 ¼
56.47, m ¼ 0.804)
K6 (A0 ¼ 2.425e6, E6 ¼
51.37, m ¼ 0.620)

(190–230) �C 1–5% by
mass H2SO4

[6]

Water hyacinth (1–5 wt %) R1 ¼ 0.410Rcel-Glc
R2 ¼ 0.714Rcel-Hum
R3 ¼ RGlc-HMF

R4 ¼ RGlc-Hum
R5 ¼ RHMF-LA

(150–175) �C (0.1–1.0) M
H2SO4

[11]
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ki ¼ kRi CHþð Þ/iexp
Ei
R

T�TR
TRT

� �h i
ð31:1Þ

where ki is the rate constant, kRi is the frequency factor, /i is the acid reaction order,
CHþ is the concentration of the acid, Ei is the activation energy, T is the temperature
and TR is the reference temperature. However, a full understanding of the tempera-
ture dependence of the hydrolysis reaction of water hyacinth is unclear as the exact
values of the kinetic parameters (acid reaction order, Arrhenius constant and activa-
tion energy) for water hyacinth are still unknown.

Further kinetic studies have been carried out on the acid-catalysed hydrolysis of
biomass to LA using wheat straw [6], sugar cane bagasse [12] and Miscanthus �
giganteus [9]. Chang et al. [6] developed kinetic models using simple first-order rate
equations to describe the sulphuric acid-catalysed hydrolysis of wheat straw in a
batch reactor at an acid concentration of 1–5%, over a temperature range of 190–230
�C and pressure of 10 MPa. However, the determination of the rate of formation of
humins and information on the optimum process conditions are lacking. Hence, the
kinetics given cannot adequately describe conditions for optimum selectivity for the
design of the process.

Girisuta et al. [12] also developed kinetic models using pseudo-first-order equa-
tions and determined process conditions required for optimum yield of LA by
hydrolysing sugarcane bagasse to LA over a temperature range of 150–200 �C and
acid concentration of 0.11–0.55 M in a batch reactor. At temperature 150 �C and
0.55 M sulphuric acid concentration, high LA yield (63%) was obtained. However,
detailed rate expression on the formation of humins is lacking as a result of
assumptions taken during kinetic model development. This might explain the great
disparity in the optimum yield obtained from the kinetic model (53%) and that
obtained from the experiments (63%). Furthermore, the determined optimum reac-
tion conditions at high LA yield are not optimum conditions that will selectively
produce LA from sugarcane bagasse.

Dussan et al. [9] also applied the kinetic models developed by Girisuta et al. [12]
to determine the kinetic parameters for the sulphuric acid hydrolysis of Miscanthus
� giganteus at 150–200 �C and acid concentration of 0.1–0.5 M in a batch reactor.
The highest yield of LA (80%) was obtained at 150 �C and 0.5 M H2SO4 in a plug
flow reactor configuration. However, a single-response optimization is not efficient
to determine reaction conditions for simultaneous optimum responses of yield and
selectivity towards LA because the responses are related.

31.2 Kinetic Modelling

Figure 31.1 shows the mechanism for the hydrolysis of sugarcane bagasse to
levulinic acid and formic acid based on the following assumptions:
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1. The reaction rates were assumed to be pseudo-first-order reactions. This is
because the concentration of sulphuric acid is in excess of the concentration of
sugarcane bagasse.

2. Only the glucan component of biomass is converted to LA. This is because the
composition of galactan and arabinose in the sugarcane bagasse is negligible.
Hence, the kinetic parameters of the model will have its wide application to
pretreated lignocellulosic biomass since the hemicellulose fraction is dissolved in
solution during pretreatment making glucan the only rich source of LA produc-
tion. The reaction proceeds by:

• The cleavage of the 1-4 glycosidic bonds linking the glucan units to glucose
• Side decomposition of glucan to humins in a parallel way
• Dehydration of glucose to HMF
• Parallel decomposition of glucose to humins
• Hydrolysis of HMF to LA and formic acid
• Parallel decomposition of HMF to humins

The temperature dependence of the rate constants Ki is expressed using the
modified Arrhenius equation as

Ki ¼ k0i CHþ½ �0qi e�
Ei
RT ð31:2Þ

The change in concentration of glucan in biomass cellulose with time is given as

d C½ �
dt

¼ �k1 C½ � � k2 C½ � ð31:3Þ

For an initial concentration of cellulose[C]0, the final concentration at time t is
given as

C½ � ¼ C½ �0e� k1þ k2ð Þt ð31:4Þ
The change in concentration of glucose with time is given as

Fig. 31.1 Simplified schematic of the kinetic reaction
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d G½ �
dt

¼ K1 C½ � � K3 G½ � � K4 G½ � ð31:5Þ

G½ � ¼ k1C0

k3 þ k4ð Þ � k1 þ k2ð Þ e� k1þk2tð Þ � e� k3þk4tð Þ
� �

ð31:6Þ

The change in concentration of HMF with time is given as

d HMF½ �
dt

¼ K3 G½ � � K5 HMF½ � � K6 HMF½ � ð31:7Þ

HMF½ � ¼ k1k3C0

k3 þ k4ð Þ � k1 þ k2ð Þf g k5 þ k6ð Þ � k1 þ k2ð Þf g e
� k1þk2ð Þt

þ k1k3C0

k1 þ k2ð Þ � k3 þ k4ð Þf g k5 þ k6ð Þ � k3 þ k4ð Þf g e
� k3þk4ð Þt

þ k1k3C0

k1 þ k2ð Þ � k5 þ k6ð Þf g k3 þ k4ð Þ � k5 þ k6ð Þf g e
� k5þk6ð Þt ð31:8Þ

The rate of formation of LA and FA is given as

d L½ �
dt

¼ d F½ �
dt

¼ k5 HMF½ � ð31:9Þ

r1 ¼ k5k1k3C0

k3 þ k4ð Þ � k1 þ k2ð Þf g k5 þ k6ð Þ � k1 þ k2ð Þf g e
� k1þk2ð Þt

þ k5k1k3C0

k1 þ k2ð Þ � k3 þ k4ð Þf g k5 þ k6ð Þ � k3 þ k4ð Þf g e
� k3þk4ð Þt

þ k5k1k3C0

k1 þ k2ð Þ � k5 þ k6ð Þf g k3 þ k4ð Þ � k5 þ k6ð Þf g e
� k5þk6ð Þt ð31:10Þ

The concentration of levulinic acid at time t is give as

LA½ � ¼ 1= k1þk2ð Þ
k5k1k3C0

k3 þ k4ð Þ � k1 þ k2ð Þf g k5 þ k6ð Þ � k1 þ k2ð Þf g
�

� k5k1k3C0

k3 þ k4ð Þ � k1 þ k2ð Þf g k5 þ k6ð Þ � k1 þ k2ð Þf g e
� k1þk2ð Þt

�

þ1= k3þk4ð Þ
k5k1k3C0

k1 þ k2ð Þ � k3 þ k4ð Þf g k5 þ k6ð Þ � k3 þ k4ð Þf g
�

� k5k1k3C0

k1 þ k2ð Þ � k3 þ k4ð Þf g k5 þ k6ð Þ � k3 þ k4ð Þf g e
� k3þk4ð Þt

�

þ1= k5þk6ð Þ
k5k1k3C0

k1 þ k2ð Þ � k5 þ k6ð Þf g k3 þ k4ð Þ � k5 þ k6ð Þf g
�

� k5k1k3C0

k1 þ k2ð Þ � k5 þ k6ð Þf g k3 þ k4ð Þ � k5 þ k6ð Þf g e
� k5þk6ð Þt

�

ð31:11Þ
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The rate of formation of humins from the side reactions is given as

d HU½ �
dt

¼ k2 C½ � þ k4 G½ � þ k6 HMF½ � ð31:12Þ

r2 ¼ k2C0e� k1þk2tð Þ þ k4k1C0

k1 þ k2ð Þ � k3 þ k4ð Þ e
� k3þk4tð Þ

�

þ k4k1C0

k3 þ k4ð Þ � k1 þ k2ð Þ e
� k1þk2tð Þ

�

þ k6k1k3C0

k3 þ k4ð Þ � k1 þ k2ð Þf g k5 þ k6ð Þ � k1 þ k2ð Þf g e
� k1þk2ð Þt

�

þ k6k1k3C0

k1 þ k2ð Þ � k3 þ k4ð Þf g k5 þ k6ð Þ � k3 þ k4ð Þf g e
� k3þk4ð Þt

þ k6k1k3C0

k1 þ k2ð Þ � k5 þ k6ð Þf g k3 þ k4ð Þ � k5 þ k6ð Þf g e
� k5þk6ð Þt

�

ð31:13Þ
The rate constants for each of the six reactions were expressed in the form of the

modified Arrhenius relationship) (Eq. 31.2), making a total of 18 kinetic parameters
to be determined from 120 literature data sets. The kinetic parameters were deter-
mined by non-linear least squares minimization of errors between the predicted
concentration of products and experimental data from literature using solver tool
in excel.

Xk
i¼1

Xn
j¼1

Ci, j
� �

cal � Ci, j
� �

lit

h i2
i ¼ Glucose, LA,HMF

j ¼ no of experimetal data points ð31:14Þ

31.2.1 Application of the Models

The kinetic models developed can be used to gain insight into the effect of process
variables on the yield, conversion and selectivity of the process and hence optimize
the yield and selectivity. Process conditions from the simultaneous optimization of
yield and selectivity can also be determined through multi-objective optimization.
For this purpose, the yield is defined as:

Yi ¼ Ci

C½ �0
ð31:15Þ
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where

C½ �0 ¼
mass of sugarcane bagasse� wt%of glucan in biomass

molecular weight of glucan� volume of reaction mixture
ð31:16Þ

and the molecular weight of glucan ¼ 116.117 g/ml.
For a batch reactor setup, combining Eqs. 31.11 and 31.16 gives the yield of LA.
The selectivity S, towards LA production, is

S ¼ r1
r1 þ r2

ð31:17Þ

and the reactor conversion as

X ¼ C½ �
C0

ð31:18Þ

31.3 Approach for Single-Response Optimization

It is essential to carry out single-response optimization of the yield and selectivity in
order to determine boundary conditions required for the multi-response optimiza-
tion. It is supposed that the simultaneous responses as well as the variables will lie
within this region. The Nelder-Mead simplex algorithm is used to carry out the
independent optimization of each of the objective functions. This is given as

maximizeX 2Ω F1 Xð Þ ¼ F1
U X∗ð Þ, at this optimum point F2 X∗ð Þ ¼ F1

L X∗ð Þ
maximizeX 2Ω F2 Xð Þ ¼ F2

U X∗ð Þ, at this optimum point F2 X∗ð Þ ¼ F2
L X∗ð Þ ð31:19Þ

31.4 Technique for Multi-response Optimization

In this paper, multi-response optimization was performed to determine the optimal
acid concentration, temperature and time required for simultaneous maximum yield
of LA and selectivity to LA. The approach is different from the single-response
optimization because both of the single-objective functions are merged into a single-
objective function f(X) so that conditions that maximizes yield will equally maxi-
mize the selectivity. The desirability approach of multi-response optimization is the
technique proposed to be used for solving this problem. The desirability approach
was developed by Derringer and Suich [7] and involves converting each response yi
into an individual desirability function di which ranges between 0 and 1. For di ¼ 0,
this implies the response is outside the acceptable region, and for di¼ 1, the response
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is at its target T. The design variable which fits into these acceptable ranges is then
used to maximize the overall desirability D where there are m responses. It also
follows that the overall desirability will be equal to zero if both or any of the
individual responses is undesirable. The structure of the desirability function is as
follows:

If the objective function is to be maximized or larger-the-best response,

d ¼
0

y�L
y�T

� �w

1

y < L
L � y � T
y > T

8<
:

where L and U are the lower and upper boundaries and w is the weight assigned to
each desirability function to show the relative importance of the individual objective
functions. If the objective function is to be minimized or smaller-the-best response,

d ¼
0

U�y
U�T

� �w
1

8<
:

y < T
T � y � U
y > U

If the target lie within the lower and upper boundaries or nominal-the-best
response,

d ¼
0

y�L
y�T

� �w

U�y
U�T

� �w
0

8>><
>>:

y < L
L � y � T
T � y � U

y > T

ð31:20Þ

The design variables are then used to maximize the overall desirability, D, given
as

D ¼ d1∗d2∗ . . . dmð Þ1=m ð31:21Þ

31.4.1 Algorithm for Desirability Approach

Step 1 Develop independent response models for the yield (Eq. 31.15) and selec-
tivity (Eq. 31.17) from the developed kinetic models.

Step 2 Determine values of the maximum and minimum responses of each objec-
tive functions using the Nelder-Mead simplex method of optimization. This was
used to determine the boundary conditions (Eq. 31.19) and also to determine the
target goal for the multi-response optimization. For this study there are two objective
functions and hence termed a bi-objective optimization problem.
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Step 3 Convert each response function to a desirability function using Eq. 31.20.
For this study, the structure of the desirability function used is that of nominal-the-
best (NTB) because the optimal values for yield and selectivity lie within the upper
and lower boundaries.

Step 4 Maximize the overall desirability (Eq. 31.21) by maximizing the geometric
mean of the two desirability functions obtained from the two objective functions.
Steps 2–4 were carried out using fminsearch in MATLAB tool box.

31.5 Results and Discussion

31.5.1 Kinetic Modelling

Table 31.2 shows that the activation energy for the conversion of HMF to LA is the
lowest (106.88 kJ/mol). This shows that the conversion of HMF to LA is more
temperature sensitive than other reactions. Consequently, the rate constant for the
reaction of HMF to LA is far higher than that of other reactions by about 30–5000
times. This is in good agreement with the work of Girisuta et al. [12], who stated that
the rate of reaction of HMF to LA is 6–49-fold higher than other reactions. The rate
of reaction of glucan to humins and HMF to humins are much lower than the rate of
formation of glucose from glucan. This is also in agreement with earlier research [9]
who neglected this reaction rate in the overall kinetics. However, the concentration
of humins produced from R2, R4 and R6 is about 5000 times more than when R4 is
considered as the only rate step to the formation of humins. This becomes necessary
to be included in the design of the hydrolysis reaction so as not to negatively impact
the next catalytic reaction in the biorefinery. This therefore shows the importance of
this work in incorporating these side reactions to determine the optimum selectivity
and yield.

The kinetic models were simulated using literature data [12] and showed a good
fit with data (Fig. 31.2). The model was validated by carrying out residual plots
(Figs. 31.3 and 31.4) of predicted concentration of levulinic acid, glucose and HMF
against observed data. The model showed a good fit with data with a correlation

Table 31.2 Kinetic parameters for the acid-catalysed hydrolysis of sugarcane bagasse

K K0(s
�1) qi Ei (KJ/mol)

K1 2.28E + 17 1.5 167.59

K2 9.10E + 14 1.5 157.72

K3 4.51E + 15 1.23 154.63

K4 5.36E + 16 1.13 165.66

K5 2.10E + 11 1.5 106.88

K6 6.27E + 9 1.29 126.59
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Fig. 31.2 Acid-catalysed hydrolysis of sugarcane bagasse to levulinic acid kinetic simulation
results. Simulated kinetic models (lines) and literature data (markers); LA (blue dots), Glucose
(green dots), HMF (red dots)
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coefficient of 0.944. The resulting kinetic parameters also show a correlation with
existing results from literature (Table 31.1).

The models were used to optimize the yield and selectivity of LA independently
by varying the acid concentration, temperature and reaction time. The optimum yield
of LA obtained was 60.5634% (Fig. 31.5) at H2SO4 concentration of 0.54 mol/l over
a reaction time of 771 min. This shows the model gave a good prediction of the
experimental data in which the highest yield of LA obtained from experiment was
63%. This shows a better prediction than the initial work of Girisuta et al. [12] who
obtained an optimum LA yield of 53% using their models. For single-objective
optimization of selectivity, the selectivity was 64.3% (Fig. 31.6). However, at
conditions that favoured the optimum selectivity, the yield of LA dropped to
60.56%. Although the drop in the value of the yield was low at optimum selectivity,
a bi-objective optimization is necessary to determine the best compromise between
the resulting Pareto points. This is in line with the work of Amin [2] who stated that a
single-objective function is not sufficient to describe chemical processes because the
variables that optimize the yield and selectivity are interwoven.

Fig. 31.3 Predicted
concentration data residual
plot

Fig. 31.4 Parity plot of
simulated concentration of
LA against literature data
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31.5.2 Bi-objective Optimization

The results from the bi-objective optimization (Table 31.3) show that taking a weight
of 1 for both yield and selectivity to show their relative importance, the reaction
conditions favoured both the yield (60.3%) and selectivity (64%) at time 655 mins.
Although, the desirability D was the same for optimum point 2 (Table 31.3) at
concentration 0.50 mol/l and temperature 423 K, the optimum responses were
slightly different. There was an increase in reaction time, but the yield increased
slightly for result 3 as against result 2. This further establishes the fact that acid
concentration, reaction time and temperature have an interwoven relationship with

Fig. 31.5 Dependence of
the LA yield on temperature
and acid cone concentration

Fig. 31.6 Dependence of
selectivity on temperature
and acid cone concentration

Table 31.3 Results of the bi-objective optimization

D
Yield
(%) S (%)

Weight (w1,
w2)

Process variables [conc. (mol/l), temp(K) and time
(min)]

0 26.877 61.160 1,1 0.48, 422, 717

1 60.2 64 1,1 0.50, 423, 655

1 60.3 64 1,1 0.50, 423, 755
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the yield and selectivity and, hence, must be controlled to prevent the formation of
unwanted humin product. The result 1 in Table 31.3 was rejected because the
desirability is 0.

31.6 Conclusions

A widely applicable rigorous kinetic model has been developed for the acid-
catalysed hydrolysis of sugarcane bagasse to LA. Its application also involves
pretreated biomass since glucan is the source of sugar producing LA. All possible
pathways to humins were incorporated to gain insight into the selectivity of the
reaction and also determine the process conditions that favour yield and selectivity
towards the desired product using literature data carried out within the range of acid
concentration 0.11–0.55 M and temperature 150–200 �C. Complex kinetic models
were successfully used for the bi-objective optimization of biomass to levulinic acid.
The highest yield and selectivity obtained from the bi-objective optimization were
60.3% and 64%, respectively. Hence, the models gave a good description of the
process at specified operating conditions.

Nomenclature

C0 Concentration of component i (mol/l)
[C]0 Concentration of glucan in cellulose (mol/l)
[G] Concentration of glucose (mol/l)
[HMF] Concentration of HMF (mol/l)
[Hu] Concentration of humins (mol/l)
[C]0 Initial concentration of cellulose (mol/l)
[H]0 Initial concentration of acid (mol/l)
[t] Time (s)
CH

+ Acid concentration (mol/l)
Ki Rate constant of reaction i (reaction dependent)
K1 Rate constant of reaction 1
K2 Rate constant of reaction 2
K3 Rate constant of reaction 3
K4 Rate constant of reaction 4
K5 Rate constant of reaction 5
K6 Rate constant of reaction 6
k0i Arrhenius constant of reaction i
D Desirability
Ei Activation energy of reaction i (KJ/mol)
R Universal gas constant
T Reaction temperature (�C, K)
r1 Rate of the main reaction (moll�1 s�1)
r2 Rate of formation of humins
S Selectivity (dimensionless)
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Yi Yield of product i (dimensionless)
Ci Concentration of product i (mol/l)
qi Order of reaction of the acid (reaction dependent)
F1

U(X∗) Upper bound for response 1 (dimensionless)
F2

U(X∗) Upper bound for response 2 (dimensionless)
F1

L(X∗) Lower bound for response 1 (dimensionless)
F2

L(X∗) Lower bound for response 2 (dimensionless)
F1(X) Response of function 1 (dimensionless)
F2(X) Response of function 2 (dimensionless)
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Chapter 32
Biodiesel Production from Nonedible Oil
Using Heterogeneous Solid Base Catalysts

Karim Khiari, Zakaria Bekkar Djelloul Sayah, Lyes Tarabet,
Khaled Loubar, Rachid Mahmoud, and Mohand Tazerout

32.1 Introduction

The world economic and industrial growth, as well as the demographic rapid
expansion, has led to an increase of the demand for energy. Currently, this request
is satisfied mainly by resources with fossil origin [1, 2]. The production and the use
of fossil energies generate the emission and the accumulation of gases with green-
house effect (CO2, SO2, and NOX), which are the principal causes of environmental
pollution and climatic changes [3, 4]. To overcome these risks, it is imperative to
direct the world power consumption toward new clean resources such as bioethanol
and biofuels [5, 6]. The production of biofuels from food sources, biofuels of first
generation, favors the rise in the foodstuffs prices. This contrariety and the interest to
replace the fuels of fossil origin made it possible to reconsider the source of
production of these biofuels and to focus the research toward a nonedible biomass
[7]. Previous researches have shown that the most suitable technique to adapt the
vegetable oil properties for diesel engine fuelling is the transesterification conversion
process [7]. The use of biofuel prepared from nonedible vegetable oils is becoming a
promising source to produce a fuel for diesel engine, commonly referred to as
“biodiesel.” Considering the high oil extraction yield (around 40%) and the great
quantity of Pistacia lentiscus (PL) trees available in arid and semiarid areas of
Mediterranean countries, it is selected in the present work to study the biodiesel
prepared from PL oil.

In the present work, the vegetable oil of Pistacia lentiscus fruit is extracted, and
the heterogeneous base-catalyzed transesterification is applied for producing a
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biodiesel starting from a nonedible and abundant vegetable source in the Mediter-
ranean Basin such as Pistacia lentiscus (PL). The catalysts are compared in terms of
activities in the transesterification process under suitable conditions (reaction tem-
perature of 50 �C, methanol to oil molar ratio of 12:1, catalyst loading of 1 wt.%, and
reaction time of 2 h). For the two catalysts, a higher than 90% conversion is found.
The most important physical and chemical properties of the obtained biodiesel are
determined.

32.2 Experimental Facility

32.2.1 Raw Materials

The mature PL fruits are collected in mountains situated in the north of Algeria, in
January. The oil is extracted with n-hexane in Soxhlet apparatus and 42% of yield is
achieved. The KOH and ethanol are purchased from Sigma-Aldrich with a purity of
85% and 98%, respectively. The KF, CaO, and MgO are purchased from
Proanalysis-Merck with a purity superior to 99%.

32.2.2 Analyses and Characterizations

The catalysts are characterized by using several techniques. The XRDmeasurements
were performed on an XRD PANalytical X’Pert Pro powder diffraction using Cu-Kα
radiation over a 2θ range of 0–61� with a step size of 0.06� at a scanning speed of 4�/
min. The BET surface area and pore volume of the prepared catalysts were measured
by using Quantachrome Nova 3200.

The fatty acid composition of PL biodiesel is determined using a gas chromatog-
raphy GC Clarus 600 coupled to a PerkinElmer TurboMass Gold Mass Spectrometer
and Flame Ionization Detect or using a PE-5MS column (30 m*0.25 mm*0.25 μm)
with a split ratio of 1:100 and an injection volume of 1 μl. Column temperature is
programmed from 160 to 220 �C at 1 �C/min. Helium is the carrier gas, and the
injection and detector temperatures are 230 and 250 �C, respectively. Elemental
composition analysis is performed using a CHNS-O Analyzer FLASH 1112 series
E. The heating value is measured using a PARR 6200CLEF calorimeter. Viscosity
and density are measured at different temperatures using a vibro viscometer SVM
3000/G2 and a densimeter DMA 4500, respectively. Pensky Martens NPM
440 apparatus with a precision of 2 �C is used to determine the flash point. Cetane
number is determined using Era flash apparatus. Water content is measured using the
Karl Fisher apparatus. Acid values are determined by titrimetry. Cloud and conge-
lation points are measured by 70Xi analysis.
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32.2.3 Methods of Catalysts Preparation

Concerning the adopted procedure, we chose the mechanical mixture where, we
mixed 5 g each oxide (CaO and MgO) with a precise quantity of doping agent KF. It
is advisable to notice that this quantity of the doping agent added during the
preparation of catalysts is given starting from the orientations reported in the
literature [8] chose a rate of loading of 50%, average of these two molar reports/
ratios. In the same way for KF/MgO blend, where MgO is added up to 70% due to its
highest catalytic activity as it is reported in Liang et al. work.

32.2.4 Biodiesel Preparation

To produce Pistacia lentiscus biodiesel for this study, a transesterification reaction
has been carried out. Transesterification reaction is performed in a 250 ml batch
reactor equipped with a reflux condenser and a magnetic stirrer.

PL oil is then added to the reaction tank in order to start the transesterification
reaction. The reaction mixture (containing absolute ethanol of 96% purity, PL oil,
and the catalyst (KOH)), with a molar ratio alcohol/oil of 6:1 and catalyst loading of
1 wt.%, is allowed to reflux at the alcohol boiling point. The mixture is agitated
throughout 2 h at 50 �C. The stirring process is characterized by the mixture color
modification from clear yellow to reddish yellow. At the end of the
transesterification process, the mixture is poured into a separator funnel. Once the
separation is operated, the glycerol is removed as a dark-brown-colored liquid from
the bottom of the flask. Then, the PL biodiesel is washed to remove the remaining
alcohol and catalyst in the biodiesel phase. The experimental setup for
transesterification reaction is shown in Fig. 32.1.

32.3 Results and Discussions

The results obtained make it possible to release from the interesting conclusions;
they are shown in Fig. 32.2 by diffractograms X-ray of the calcined/not calcined
samples for both KF/CaO and KF/MgO systems.

Starting from the KF/CaO catalyst not calcined, it was observed the appearance of
typical peaks allotted on the one hand to KF to 2θ ¼ 28.96, 33.66, 48.30, and 57.75�

(ICDD 00–04-0726) and on the other hand in CaO with 2θ ¼ 36.07 and 54.46�

(ICDD 00–001-1160), compound prevailing of catalyst. The sample contains other
peaks allotted to various mineral phases, considered as impurities.
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The comparison of the diffractograms obtained for calcined and not calcined
catalysts shows the appearance of new peaks characteristic of KCaF3 to 2θ ¼ 19.97,
31.14, 36.9, 38.45, 41.27, and 56.37� (ICDD 00-003-0567).

After calcination, we observe a clear reduction in peaks characteristic of the
elements considered as impurities, as it is the case with 2θ ¼ 18.20�. It is interesting
to also notice an intensification of peaks relating to KF and to CaO. In this context,

Fig. 32.1 Experimental setup for transesterification reaction

Fig. 32.2 XRD patterns of KF/CaO and KF/MgO not calcined and calcined
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Liu et al. [9] report that KCaF3 is probably formed at the time of the calcination
according to the reaction (Eq. 32.1):

CaOþ 3KF ! KCaF3 þ K2O ð32:1Þ
In the case of the KF/MgO couple, the diffractogram resulting from the charac-

terization of the KF/MgO catalyst not calcined shows the appearance of typical
peaks allotted to KF with 2θ ¼ 29.06, 33.32, and 58.15� (ICDD 00-04-0726) and in
MgO with 2θ ¼ 37.10 and 43.00� (ICDD 00-004-0829), major compound of
catalyst. In the same way, the analyzed sample makes us distinguish from other
peaks of various mineral phases being able to be impurities.

The intensity of the peaks obtained after calcination of the KF/MgO catalyst is
less significant relative with the results obtained in the case of the KF/CaO system.
This may be attributed to the rate of relatively high loading of KF/MgO; it is
probable that the surface of the KF/MgO catalyst is covered with an excess of KF,
making difficult the detection of the phases formed after calcination.

The exploitation of the isotherms obtained (Figs. 32.3 and 32.4) enabled us to
estimate BET surface of the two studied samples. We also released a BET surface of
23.809 m2/g in the case of KF/MgO not calcined and 43.69 m2/g for calcined
KF/MgO. The effect of the calcination is obvious and the heat treatment led to the
increase in porous volume.

The adsorption isotherms obtained for KF/CaO, calcined and not calcined, are not
identifiable with any types stated by the IUPAC (International Union of Pure and
Applied Chemistry). They present negative values for the relative pressures and
return of this impossible fact, the exploitation of these isotherms for a possible
estimate of BET surface.

In order to supplement the analyses, structural and textural, of two catalysts
considered, a topographic examination of the two catalysts, KF/MgO and
KF/CaO, is carried out.

The pictures obtained by SEM (Figs. 32.5 and 32.6) for the two studied catalysts
present, in an obvious way, rough reliefs and an absence of cavities.

Fig. 32.3 Adsorption isotherm of KF/MgO not calcined and calcined
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Fig. 32.4 Adsorption isotherm of KF/CaO not calcined and calcined

Fig. 32.5 SEM image of KF/MgO calcined: the scale bar corresponds to (a) 200 μm and (b) 50 μm

Fig. 32.6 SEM image of KF/CaO calcined: the scale bar corresponds to (a) 200 μm and (b) 50 μm
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The KF/MgO system shows aggregates which tend to have a spherical form
distributed, in an inhomogeneous way, on the whole of its surface. On the other
hand, the KF/CaO system has a more compact surface quality with very irregular
forms.

In order to compare between the efficiency of the prepared heterogeneous cata-
lysts (KF/MgO, KF/CaO) and that of the commercialized homogeneous catalysts
(KOH and NaOH), the four catalysts are used in the methanoic transesterification
reaction with proportions ranging from 0.6% to 1.8% of the initial mass of the
Pistacia lentiscus oil under the optimum operating conditions determined previ-
ously, i.e., a reaction temperature of 50 � C, a molar ratio (oil/methanol) of (1:6), and
a stirring speed of 300 rpm for 60 minutes.

Figure 32.7 shows the homogeneous and heterogeneous base catalysts effect on
the conversion rate of Pistacia lentiscus oil to methyl esters.

For the two catalysts, a higher than 90% conversion is found (95.38% for
KF/CaO and 90.75% for KF/MgO). These experimental results prove that the
yield of methyl esters, in homogeneous catalysis, is higher using the KOH catalyst
than NaOH. The optimum amount of catalyst for obtaining the highest biodiesel
yield is 1% of the initial mass of the Pistacia lentiscus oil. This difference is due to
the better reactivity of KOH compared to that of NaOH and its solubility in
methanol.

For heterogeneous catalysis, it is noticed that the yield of the methanoic
transesterification reaction catalyzed by KF/CaO is greater than that using
KF/MgO. This result may be due to the catalytic nature which shows a difference
in the loading rate of the two catalysts, 50% loaded CaO and 70% loaded MgO.

Fig. 32.7 Effect of the nature of the catalysts on the reaction yield
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A low loading rate does not allow enough active sites to be created. On the other
hand, if the alkaline earth oxide is loaded in excess, KF will be poorly dispersed on
the surface of the oxide, and this may lead to active sites saturation as well as the
compromise of reactive-catalyst interaction.

This result is consistent with the results already obtained in this field, such as in
the case of Wan’s work [10].

The principal properties of PL biodiesel determined according to the standard
method (EN14214) are presented in Table 32.1 and compared to those of petroleum
diesel fuel. The PL ethyl esters property values show an agreement with European
standard method which is relatively closer to those of regular diesel. Also, PL
biodiesel’s physicochemical properties are similar to those of sunflower and euca-
lyptus biodiesels [11, 12]. It can be seen the formation of fatty acids ethyl esters from
PL oil. The PL biodiesel has a low acid value of 0.187 mg KOH/g fat and a lower
viscosity than the usual animal fats and vegetable oils. A high cetane number (53.94)
generates a short ignition delay and thereafter allows good ignition ability in the
engine. However, the gross heating value obtained is lower than that of the conven-
tional diesel whose value is 45.4 MJ/kg because, certainly, of excesses of oxygen in
the biodiesel. The value of flash point obtained during this characterization is higher
than the minimal temperature recommended by the European standard, what ensures
a safety during storage and handling of the PL biodiesel. The mass composition in
carbon, nitrogen, hydrogen, oxygen, and sulfur is comparable of the values reported
in the literature by Zeng et al. [13].

Table 32.1 Properties of diesel fuel and PL biodiesel

Properties Units Diesel PL biodiesel EN 14214

Density at 15 �C kg/m3 840 860 860–900

Kinematic viscosity at 40 �C mm2/s 3.2 3.44 3.5–5.0

Gross heating value kJ/kg 45.00 40.00 –

Cetane number 49 53.94 51 min

Flash point �C 55 168 101 min

Acid value mgKOH/g – 0.187 0.5 max

Elementary composition

Carbon content (wt.%) 86 76.17 –

Hydrogen content (wt.%) 14 13.93 –

Oxygen content (wt.%) 0 9.90 –

Fatty acid composition

Palmitic acid (wt.%) – 13.93 –

Oleic acid (wt.%) – 47.02 –

Linoleic acid (wt.%) – 29.56 –

Linolenic acid (wt.%) – 4.85 –
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32.4 Conclusions

• For the two catalysts, a higher than 90% conversion is found.
• The study of the effect of the catalyst nature on transesterification also enabled us

to better evaluate the catalytic activity of two studied catalysts; thus the KF/CaO
catalyst is more acting than the KF/MgO system, because probably of the
difference in existing alkalinity between two oxides.

• The nonedible nature of the PL oil and the easy access to this resource in the
Mediterranean area make this biomass an interesting raw material for the local
production of biodiesel.

• PL biodiesel characterization, according to the standard methods, shows that the
physicochemical properties are comparable to those of conventional diesel fuel.

• PL biodiesel’s physical-chemical properties are similar to those of sunflower and
eucalyptus biodiesels.

Nomenclature

P Pressure (N.m�2)

Subscripts

a. u. Arbitrary unit
BET Brunauer-Emmett-Teller
CaM Calcium oxide
IUPAC International Union of Pure and Applied Chemistry
KF Potassium fluoride
KOH Potassium hydroxide
MgO Magnesium oxide
PL Pistacia lentiscus
SEM Scanning electron microscopy
XRD X-ray diffraction
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Chapter 33
Chemometric Exploration of the Data
Concerning Gases Emitted from Burning
Mine Waste Dump

Adam Smoliński, Natalia Howaniec, and Patrycja Kuna-Gwoździewicz

33.1 Introduction

In recent years, the process of mine waste dump reclamation has gained an increased
attention [1–6]. In many cases, such areas are of high investment potential in terms
of location, provided that their ecological safety is ensured. A large amount of
gangue has been extracted with coal and deposited on the surface for several
decades. This waste material contains also coal, interlayers, or carbonaceous shale,
as well as other combustible materials. It is estimated that on average, about
0.4�0.5 Mg of waste material is produced for each 1 Mg of coal extracted, and
some part of it is deposited in dumps [7, 8]. The attempts of the fire risk assessment
for mine waste dumps are based mainly on the expertise of a particular research or
consultancy unit. Frequently, the methods and procedures applied in the assessment
of spontaneous ignition of hard coal are used in the evaluation of waste self-ignition
tendency, which is disputable, since the content of carbon in waste is relatively low
in comparison with the carbon content of coal. Coal mine waste dumps are often
thermally active objects. They are the source of exhaust gas emission including both
inorganic compounds, such as carbon monoxide, sulfur dioxide, and hydrogen
sulfide, and organic compounds, such as polycyclic aromatic hydrocarbons
(PAHs), phenols, or BTEX (benzene, toluene, ethylbenzene, and xylenes) [9]. The
objective of the study was the determination of PAH concentrations in gases emitted
in the process of mine waste dump combustion simulated in a laboratory installation
with a fixed-bed reactor.
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33.2 Materials and Methods

33.2.1 Materials

The samples were collected in accordance with the PN-EN 14899:2006 standard
from the areas where mining waste from various coal mines is deposited (three
samples), from mine waste dumps where waste from one colliery is deposited (seven
samples, including three samples from the area of the currently created objects and
four samples from heaps that are several decades old and had been created by
defunct mines), and from slime separators, where fine-grained mine waste from
water and mud circuits of collieries was deposited (two samples). The samples were
collected from sites thermally active in the past as well as from the objects where
such phenomena have never been observed. The physical and chemical parameters
of the samples tested were determined in the Laboratory of Solid Wastes Analyses of
the Department of Environmental Monitoring of the Central Mining Institute (see
Table 33.1).

33.2.2 Methods

The research was conducted with the use of the laboratory installation with a fixed-
bed reactor, shown in Fig. 33.1. The installation is composed of gaseous reagent
supply system � inlets, valves, and reaction gas flow controllers (1), reactor of a
capacity of 0.8 L heated with a resistance furnace (2), system of process gas cooling
(3), water trap, gas treatment system and gas dehumidifier (4), solid particle filter (5),
gas chromatograph (6), gas flow meter (7), and product gas sampling kit (8).

A sample of mining waste of 150 g in an analytical state, of a grain size of
<0.2 mm, was placed inside the reactor between two layers of quartz wool applied to
ensure a better temperature distribution, to prevent the sample grains of being
captured by the gas stream supplied to the reactor, and also to avoid clogging of
the outlet connection of the reactor. Once the sample was placed in the reactor, it was
heated to a temperature of 180 �C at a heating rate of 1.33 �C/s in an atmosphere of
inert gas (nitrogen). The temperature to which the sample was heated was deter-
mined at the initial stage of the research based on observations of intensification of
the self-heating of a model mining waste containing 20%w/w of carbon at temper-
atures between 100 �C and 200 �C. The temperature inside the reactor was measured
with a thermocouple. When the temperature stabilized, air was supplied to the
reactor with the flow rate of 5 mL/s. The exhaust gases were directed to the system
of separators in which the separation of moisture took place. The amount of cooled
and dried product gas was measured with a mass flowmeter, and its composition was
analyzed with a gas chromatograph Agilent 3000A. In order to collect the samples
for quantification of PAH compounds in the gas phase, samplers with a solid PUF
sorbent (polyurethane foam) with a quartz fiber filter and an aspirator were used. Gas
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samples were collected for 20 minutes with the use of SKC AirChek 2000 aspirator
under a flow rate of 3 L/min. The components adsorbed on the sampler were
extracted using the ASE (accelerated solvent extraction) technique with the
DIONEX ASE 200 extractor with hexane. The extraction of samplers consisted of
a series of preheat for 5 min and static extraction lasting also 5 min at 100 �C and
under the pressure of 1.5 MPa. The extract was purified using SPE (solid phase
extraction) technique and next concentrated by evaporation under a stream of
nitrogen and dissolved in 1 mL of acetonitrile. All tested samples were analyzed
with the application of high-performance liquid chromatography (HPLC) with a
FLD detector (fluorescence detection). A HPLC 1200 Series liquid chromatograph
of Agilent Technologies with ZORBAX Eclipse PAH column (4.6 mm � 150 mm,
3.5 μm) was applied at a flow rate of 1200 mL/min and acetonitrile-water gradient.

33.2.3 Organization of Experimental Data and Methods
of their Visualization and Interpretation

The experimental data resulting from measurements of PAH concentration in gases
emitted from the mine waste dump combustion process, simulated under laboratory
conditions in the fixed-bed reactor, were organized in a matrix X(12 � 5). The rows
of the matrix describe waste samples from various dumps, and the columns represent
the examined aromatic hydrocarbons (see Table 33.2). The analysis of average
profiles and standard deviations for data of a matrix X(12 � 5) showed the need
for data standardization.

N2

p,T

PUF

F

GC

p,T

O2

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

Fig. 33.1 Layout of the laboratory installation with a fixed-bed reactor for testing the self-ignition
of mine waste
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The principal component analysis, PCA [10–14], is one of the most commonly
applied methods of data compression. This method allows, if compression is effec-
tive, visualization and interpretation of the results.

The PCA result is decomposition of a data matrix, X(m� n) to a matrix S(m� A)
and D’(A� n), where m, n reflects the number of objects and variables, respectively,
A is the number of significant principal components, the matrix S is a matrix of
objects including (in the case of experimental data considered) information on the
waste samples examined, and the matrix D’, called the weigh matrix, describes
measured parameters (see Fig. 33.2).

The columns of the matrix S and rows of the matrix D’ are called the principal
components (PCs) or eigenvectors, and they are designed to maximize the descrip-
tion of the data variance. Due to the fact that the principal components include
information not only about the data structure but also about the error (noise), it is
necessary to select the optimal number of components (A), enabling efficient model-
ing of the data and elimination of experimental error. Matrix E contains the part of
the data that has not been modeled by the constructed model with A principal
components. The effective data compression with the application of PCA is the
one that allows this data to be visualized.

33.3 Results and Discussion

Based on the research results, it was found that the self-ignition occurred in case of
samples 1, 2, 3, 5, 6, 9, 10, and 11. In case of samples 4, 7, 8, and 12, the process of
self-ignition of waste was not observed. Figures 33.3 and 33.4 show the change in
the content of oxygen, carbon dioxide, and carbon monoxide in the gaseous samples
from the laboratory tests of waste for which the self-ignition was and was not
observed, respectively. The differences in the course of the process in the laboratory
research on self-ignition of mine waste samples included various concentrations of

Table 33.2 PAHs
determined in exhaust gas
from a fixed-bed reactor
during a simulated mine waste
dump combustion

No. Parameter, μg/m3

1 Naphthalene (NAP)

2 Acenaphthene (AcP)

3 Fluorene (Flu)

4 Phenanthrene (PA)

5 Anthracene (Ant)

X ES
D,

m m

n A

A

n n

m

+=

Fig. 33.2 Graphical
representation of the
principal component
analysis
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the measured gases as well as the temperature of self-ignition. It was assumed that
the point of initiation of the self-ignition is the moment when in addition to carbon
dioxide also carbon monoxide appears in exhaust gases, which indicates a temporary
deficiency of oxygen for the complete oxidation of carbon in waste.

In the examined 12 gas samples collected during the laboratory tests, the com-
pounds of the so-called “lighter PAH” group, two- and three-cyclic, such as naph-
thalene, acenaphthene, fluorene, phenanthrene, and anthracene, were quantified. In
all collected samples, also fluoranthene was quantified as the only compound of the
PAH group with a higher number of rings, which includes, for example, pyrene (Pyr)
or benzo(a)pyrene (BaP). This is due to their tendency to an increased sorption on
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the dust particles and decreased tendency to evaporate with increasing molecular
weight of particular PAHs [15]. Distribution of PAH compounds in the solid and gas
phase depends mainly on the vapor pressure of a given PAH compound and its
affinity for particulate matter particles defined by the adsorption coefficient Koc
[16]. Therefore, the hydrocarbons quantified in the tested samples included the
hydrocarbons of the highest volatility. Other PAH compounds were not detected
in the samples of gases emitted during the laboratory research, and it may be related
to their lower volatility.

The highest concentration in all tested samples was reported for NAP, and it
amounted to 507.76 μg/m3. Very high NAP concentration in the gas phase is
associated with its highest volatility among all PAH group compounds. The lowest
concentration was observed for Ant and AcP. Flu and PA were quantified in all eight
tested gas samples. FluT was quantified only in samples 1 and 2. The differences in
the contents of the particular PAHs for the samples for which the self-ignition was
observed are shown in Table 33.3.

The results of the study on self-ignition of mine waste allowed describing the
process of formation of PAH compounds during the mine waste dump combustion in
real conditions. The above data showed that PAHs are formed not only in the process
of combustion of carbon material contained in waste but also during the heating of
waste material preceding the self-ignition. However, in this case, the amounts of
PAHs in emitted gases are significantly lower, about 10�20 times less than during
combustion. Different dynamics of the self-ignition process in the laboratory studies
resulted in the differences in PAH concentrations. Moreover, during the process of
combustion of waste sample, under conditions of rapid consumption of available
oxygen/oxygen deficiency, a greater amount of examined analytes were formed than
in the same process with higher availability of oxygen.
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The purpose of the analysis of standardized experimental data arranged in a
matrix X(12 � 5) was to show the differences in the PAH concentrations in exhaust
gas from the combustion of mine waste from various dumps, simulated in the fixed-
bed reactor, and to indicate the dumps of the greatest PAH concentrations during the
fire. For this purpose, the PCA method was applied. It allows tracing the relation-
ships between the analyzed waste samples from various dumps and the parameters
measured. To determine the correct complexity of the PCA model for data X(12 �
5), the percentage of the data variance described by the subsequent principal
components was used. Data compression was effective, and three principal compo-
nents were required to describe 96.08% of the total data variance. Based on the
projection of objects and parameters on the planes defined by particular pairs of
principal components (see Fig. 33.5), the relationships between the examined
samples were traced and conclusions were drawn on the correlation between the
studied parameters.

The first two principal components described 91.51% of the total data variance.
PC1 clearly indicated the difference between the samples 1 and 2 and all other
examined waste samples. By applying also the projection of parameters on the plane
defined by PC1 and PC2, it was proved that the waste samples 1 and 2 had relatively

Fig. 33.5 The results of PCA analysis for data arranged in a matrix X(12 � 5); (a) projections of
objects and (b) projections of parameters on the plane defined by particular pairs of principal
components
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higher concentration values of all tested parameters, compared to other tested waste
samples. The greatest differences along PC1 were observed between the sample
1 and samples 8, 10, and 11. The lowest concentration values of naphthalene
(parameter 1) among all examined samples were determined for samples 8, 10,
and 11, while the highest concentration values of acenaphthene, fluorene, phenan-
threne, and anthracene (parameters 2, 3, 4, and 5) among all examined samples were
characteristic for the sample 1.

The second principal component, PC2, described 13.93% of the total data
variance. It described the variance being the result of the significant difference
between the sample 1 and the sample 2, resulting mainly from different concentra-
tions of naphthalene, phenanthrene, and anthracene (parameters 1, 4, and 5). The
sample 2 had the highest concentration of naphthalene (parameter 1) and low
concentrations of phenanthrene and anthracene (parameters 4 and 5), comparable
with all the other samples tested. Additionally, PC2 showed that the sample was very
specific due to high concentration of anthracene (parameter 5).

The principal component PC3, which described 4.57% of the total data variance,
showed the difference between the sample 6 and all other examined waste samples: the
most significant between the samples 6 and 2. The specific nature of the sample 6 was
associated with relatively high concentration of naphthalene (parameter 1). PC3 indi-
cated again that the sample 2 was specific due to high concentrations of acenaphthene
and fluorene (parameters 2 and 3). The compression of analyzed data organized in the
matrixX(12� 5)was effective, and thus, the conclusions about the correlation between
the examined parameters could be drawn. The correlated parameters describing the
concentrations of acenaphthene and fluorene (parameters 2 and 3) brought the largest
contribution to the first axis PC1. Additionally, the axis PC2 showed a positive
correlation between the concentrations of phenanthrene and anthracene (parameters
4 and 5). It was also observed that the parameter describing the concentration of
naphthalene (parameter 1) was not correlated with any other parameter.

33.4 Conclusions

In the exploration of the experimental data from measurements of PAH concentra-
tions in gases emitted during the combustion of the mining waste dump simulated
under laboratory conditions in the fixed-bed reactor, the principal component anal-
ysis was applied. The application of the PCA to data containing only the results of
the measurements of PAH concentrations in gas products of the combustion process
simulated in a laboratory installation did not allow dividing the waste samples into
groups, for which the combustion was and was not observed. Nevertheless, the PCA
analysis showed clear differences between the sample 1 and samples 8, 10, and 11 in
terms of concentrations of naphthalene, acenaphthene, fluorene, phenanthrene, and
anthracene. It was found that the samples 8, 10, and 11 were characterized by low
concentrations of naphthalene, and the sample 1 had the highest concentrations of
acenaphthene, fluorene, phenanthrene, and anthracene.
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Chapter 34
Biomass as a Renewable Energy Option
in Electricity Generation: “Trakya Region”
Case Study

Betül Özer and Sinem Bayar

34.1 Introduction

The adverse effects of human activities on the environment and extremes in the
consumption of natural resources have caused major environmental problems,
especially global warming. The most important reason for these ecological crises
is historically the great usage of fossil fuels in energy production. Although energy is
a vital necessity for the continuity of life, the energy production and consumption
cause negative effects on both the environment and the human health.

In the world, approximately 80% of the energy production is provided by fossil
fuels, which causes climate change by disrupting the ecosystem [1]. Renewable
energy sources, which can be obtained from the earth and nature mostly without the
requirement of any production process, are described as non-fossil-derived (coal, oil,
and carbon type), having low level of CO2 emission during electricity generation,
causing much lower damage and impact on the environment than traditional energy
sources, and being renewed in a continuous movement and available in nature, such
as hydropower, wind, solar, geothermal, biomass, wave, tidal, and hydrogen energy
[2]. Biomass is one of the earliest used energy sources especially in rural areas [3].

Globally, biomass ranks fourth among all the energy sources coming after oil,
coal, and natural gas, which corresponds the first in the other renewable energy
sources by supplying the primary energy [1]. Biogas is a type of biomass that is
produced by the anaerobic digestion of organic matter, in the presence of various
groups of microorganism, and is colorless, flammable, and comprised mainly of
methane and carbon dioxide, with a small amount of hydrogen, nitrogen, oxygen,
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and carbon monoxide. Biomass has the greatest technical potential among all the
renewable energy sources and, with biofuels technology, its sources can be evalu-
ated directly or through conversion products. Animal waste, agricultural residue,
forest residue, industrial and domestic wastes, urban waste, wastewater, and algae
can be used as sources of biogas. Biogas production technology is an inexpensive
system that repays the initial investment cost within a reasonable period of time (e.g.,
a few couple of years) [4]. The uses of biogas can be summarized as heat, steam and
electricity production (via a gas turbine and generator, cogeneration, and fuel cells),
vehicle fuel, etc. [5]. The determined advantages of using biogas as an energy source
include prevention of uncontrolled greenhouse gas emissions, reduction of manure
odor problem, protection of water resources, waste recycling, destruction of patho-
gens and wild plant seeds, production of fly and insect repellent and high-quality
fertilizer, savings for farmers, etc. [6].

Especially, after the 1970s, the energy issue has had a critical prescription for
countries which obtain their requirements substantially with import, due to the
external dependency. This issue is still valid for Turkey today; at present, around
75% of the total energy demand is being provided from imports [7]. Annual devel-
opment of Turkey’s gross electricity generation by shares of the primary energy
resources is given in Table 34.1 [8]. The share of renewable energy sources is
approximately 25% since 2000, and it is on a rising trend during the last decade.
On the other hand, it is important to assess the current policies and trends of Turkey
in terms of clean and renewable energy. The Tenth Development Plan that is in force
between 2014 and 2018 is pointed out to increase the share of renewable resources in
energy production to 29% by 2018 [9]. Besides, according to the National

Table 34.1 Turkey’s gross electricity generation by shares of primary energy resources by years
[8]

Year
Total,
GWh Coal

Liquid
fuels

Natural
gas Hydraulic

Renewable energy and
wastes

%

1970 8623 32.8 30.2 – 35.2 1.9

1980 23,275 25.6 25.1 – 48.8 0.6

1990 57,543 35.1 6.8 17.7 40.2 0.2

2000 124,922 30.6 6.8 37.0 24.7 0.3

2006 176,300 26.5 2.5 45.8 25.1 0.3

2007 191,558 27.9 3.4 49.6 18.7 0.4

2008 198,418 29.1 3.8 49.7 16.8 0.6

2009 194,813 28.6 2.5 49.3 18.5 1.2

2010 211,208 26.1 1.0 46.5 24.5 1.9

2011 229,395 28.8 0.4 45.4 22.8 2.6

2012 239,497 28.4 0.7 43.6 24.2 3.1

2013 240,154 26.6 0.7 43.8 24.7 4.2

2014 251,963 30.2 0.9 47.9 16.1 4.9

2015 261,783 29.1 0.9 37.9 25.6 6.5
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Renewable Energy Action Plan for Turkey, the share of renewable energy is aimed
to increase to 37.6% in total electricity generation in 2023 [10]. In addition to the
positive effects of the current Turkish energy policies including increasing the share
of renewable energy, correspondingly reducing carbon dioxide (CO2) emissions, and
decreasing environmental pollution, perhaps strategically the most important one
would be to reduce Turkey’s dependency on foreign energy resources.

There are several studies in the literature about regional biogas potential of
Turkey. In the study of Ilgar [11], the biogas potential in Çanakkale, one of the
districts of the city named Gallipoli, which is in Trakya Region, was assessed, and it
was determined that approximately 97 million m3 of annual biogas potential can be
obtained from approximately 1.76 million tons of cattle, small ruminant, and poultry
manure. The calculations were based on the animal wealth of the city, and the
average manure generation values are also used in this study. Akyol et al. [12]
have determined the biomass potential of Trakya Region stating that approximately
89 million m3 of annual biogas potential can be obtained from approximately
2 million tons of cattle, small ruminant, and poultry manure. In both studies,
availability factor of dried manure was not taken into consideration which is a
significant factor for the evaluation of the biogas potential.

The aim of this study is to determine the biogas potential of Trakya Region of
Turkey including Tekirdağ, Kırklareli, and Edirne cities based on the animal wealth
considering the available dried animal manure.

34.2 Materials and Methods

The biogas energy potential of animal waste in Trakya Region is calculated
according to the numbers and the types of the animals in the country’s data taken
from the Turkish Statistical Institute (TURKSTAT) [13].

34.2.1 Data

Trakya Region including Tekirdağ, Edirne, and Kırklareli cities has 18,665 km2

surface area which corresponds to 2.4% of Turkey’s area. The populations of the
cities Tekirdağ, Edirne, and Kırklareli are 937,910, 402,537, and 346,973, respec-
tively. The region is bordered by the Black, the Marmara, and the Aegean Seas and
the countries of Bulgaria and Greece. Agriculture and husbandry are the most
important income sources for the region. Approximately 77.4% of the agricultural
production value of the region is derived from plant production and 22.6% from
animal production. Farming in this region is rather a small scale and is a form of
family business [14]. The animal wealth including cattle, small ruminants, poultry,
and Equidae of the cities in 2015 is given in Tables 34.2, 34.3, and 34.4,
respectively [13].
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Table 34.2 The animal numbers in Kırklareli, thousands [13]

Districts Cattle Small ruminant Poultry Equidae Total

Center 41 201 24 1 267

Babaeski 23 27 57 0.19 107

Demirköy 7 2 31 0.052 40

Kofçaz 5 26 5 0.049 36

L.Burgaz 48 54 146 0.27 248

P.Köy 3 6 7 0.017 16

P.Hisar 9 35 24 0.211 68

Vize 13 33 8 0.085 55

Total 149 384 302 1.8 837

Table 34.3 The animal numbers in Edirne, thousands [13]

Districts Cattle Small ruminant Poultry Equidae Total

Center 20 39 48 0.236 107

Enez 15 43 6 0.082 64

Havsa 23 26 84 0.074 128

İpsala 22 31 15 0.34 69

Keşan 23 71 39 0.33 134

Lalapaşa 16 24 15 0.082 55

Meriç 7.5 33 25 0.2 66

Süloğlu 10 19 15 0.083 45

U.Köprü 5 65 52 0.191 122

Total 141 347 299 1.6 788

Table 34.4 The animal numbers in Tekirdağ, thousands [13]

Districts Cattle Small ruminant Poultry Equidae Total

Çerkezköy 3.85 13.6 2.2 0.11 19

Çorlu 3 12 86 0.098 101

Hayrabolu 21 29 76 0.099 125

Malkara 52 75 45 0.019 172

Marmara
Ereğlisi

3 7 12 0.062 22

Muratlı 0.6 17 132 0.042 150

Saray 11 4 38 0.174 53

Şarköy 7 40 7 0.511 55

Ergene 9 21 396 0.033 426

Kapaklı 5 9 10 0.294 24

S.Paşa 16 34 42 0.132 92

Total 132 262 844 1.5 1240
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34.2.2 Biogas Potential Calculations

The assumptions used in the calculation of the biogas potential of the region are
given below:

• 3.6 ton wet manure/year from a cattle.
• 0.7 ton wet manure/year from a small ruminant.
• 0.022 ton wet manure/year from a poultry [15–17].
• 3.65 ton wet manure/year from an equidae [18].
• Biogas is assumed containing about 55.5% methane (CH4) [19].
• Biogas yield is accepted to be 200 m3/ton dry manure [20].
• 1 m3 methane gas is equivalent to 10 kWh electric energy [21, 22].
• The electricity generation efficiency is 38.5% [23, 24].

According to these values, the methane potentials of the cities are calculated and
given in Tables 34.5, 34.6, and 34.7 separately.

The total energy equivalents of biogas are 72,817 MWh/year, 68,173 MWh/year,
and 66,767 MWh/year in Kırklareli, Edirne, and Tekirdağ, respectively.

Table 34.5 Biogas energy potential of Kırklareli

Cattle Small ruminant Poultry Equidae Total

Wet manure, ton/year �103 535 279 6.7 6.9 828

Dry manure
rate

0.15 0.3 0.35 0.3

Dry manure,
ton/year �103

80 84 2.3 2 168

Manure availability 0.65 0.13 0.99 0.13

Available dry manure,
ton/year �103

52 11 2.3 0.27 66

Biogas,
m3/year �103

10,427 2178 461 54 13,120

Methane,
m3/year �103

5787 1209 256 30 7282

Table 34.6 Biogas energy potential of Edirne

Cattle
Small
ruminant Poultry Equidae Total

Wet manure ton/year �103 507 243 6.6 5.9 762

Dry matter rate 0.15 0.3 0.35 0.3

Dry manure, ton/year �103 76 73 2.3 1.7 153

Manure availability 0.65 0.13 0.99 0.13

Available dry manure, ton/year�10
3

49 9,5 2.3 0.23 61.4

Biogas, m3/year �103 9889 1893 455 46 12,283

Methane, m3/year �103 5489 1050 253 25.6 6817
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34.3 Results and Conclusions

Total biogas capacity distribution of Trakya Region by cities is given in Fig. 34.1.
Although Kırklareli has the largest share, the three cities have approximately the
close biogas energy potential. This study was prepared to reveal biogas potential of
animal manure from Trakya Region including Kırklareli, Edirne, and Tekirdağ
cities. Animal waste amounts are calculated according to the numbers and the
types of animals by using 2015 data. According to the results, about 187,168 tons
of available dried animal manure can be collected per year, through which 37.4
million m3 of biogas potential and 21 million m3 of methane (CH4) can be obtained.
It has also been determined that methane gas has an electricity generation potential
of approximately 80,000 MWh/year. The annual electricity consumption of Trakya
Region is about 6 million MWh [25]. The determined biogas potential of animal
manure in this study corresponds to 1.33% of the region’s demand. This energy
contributes to the strengthening of a decentralized but reliable energy infrastructure
through the use of the regional potential.

As a clean and sustainable energy source, biomass has additional environmental
advantage of disposing animal husbandry waste. Biogas energy is recommended
mostly because it helps in reducing environmental problems and Turkey’s energy

Table 34.7 Biogas energy potential of Tekirdağ

Cattle
Small
ruminant Poultry Equidae Total

Wet manure, ton/year �103 475 183 18.6 5.7 683

Dry matter
Rate

0.15 0.3 0.35 0.3

Dry manure,
ton/year �103

71 55 6.5 1.7 135

Manure availability 0.65 0.13 0.99 0.13

Available dry manure, ton/year �10
3

46 7 6.4 0.224 60

Biogas, m3/year �103 9268 1430 1287 45 12,030

Methane, m3/year �103 5144 793 714 24.9 6677

Kirklareli
35%

Tekirdağ
32%

Edime
33%

Fig. 34.1 Total biogas
capacity distribution in
Trakya Region
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dependency and also provides the economic contribution of animal husbandry waste
management. Since Turkey has very high biomass potential, investments in biomass
energy, as well as all the other renewable energy resources, should be increased
corresponding with the long-term Turkish energy policy strategies. Using all the
biomass potential in Turkey is an important factor in reducing dependency on
foreign energy sources.

In this study, only the animal waste is evaluated as biogas source. The other
organic resources such as the agricultural and municipal solid wastes and the
economic benefits of biomass use for reduction of greenhouse gas emissions may
be the subject of a possible future work for Trakya Region.
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Part IV
Solar Energy Technologies



Chapter 35
A Framework of Economic
and Environmental Assessment of Solar
Energy Water Heating System for Public
Buildings

M. Ziya Sogut, Süleyman Ozkaynak, and T. Hikmet Karakoc

35.1 Introduction

Nowadays, the social pressure in parallel to the fight against global warming and
climate change has affected especially all applications that use fossil fuels directly.
In this context, in all countries, the works on reducing the effects of fossil fuel
consumption made significant progress with the corresponding change in the
national strategy plans. Considering related sectors, particularly the public sector
which will particularly be deemed to be a significant energy user, has been at the top
of them. Taking the work processes and service qualities into consideration, the
public sector is a sector that heavily uses many types of energy. For these structures
that consume more than 20% of the national energy consumption, the sustainable
energy approach will be possible by the popularization of the total energy manage-
ment systems. The public energy management and its job descriptions acquired a
legal framework with the Energy Efficiency Law adopted in 2008 in Turkey. The
energy management with a corporate identity in this structure contains a practical
management system with ISO 50001 [1].

The system preference in public administrations is usually based on traditional
project choices. However, in the heat-based energy solutions, the preference of clean
energy and particularly the solar technologies as the renewable energy systems must
be considered to be a priority application. In such structures, the service periodicality
or economic use of public finance is essential in such structures rather than the
efficient use of energy. In this aspect, the present developments in energy technol-
ogies created an alternative approach for the energy management system
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applications in public choices. The present study examined the solar energy-aided
solution of the energy need for hot water for a public gym. The study covers the
system optimization and the evaluation of the emission potential with the thermo-
economic analyses based on the real direct process requirements.

35.2 A Framework About Strategy of Energy Management
in Public Sector

The public sector is one of the most important actors in national strategies and
policies. The public sector is an important user in energy consumption, and its
processes need attention with regard to all energy-consuming sectors. However,
there are four basic criteria for the public sector to keep pace with the current
changes, to develop the energy efficiency in particular and to play a leading role in
the fight against climate change.

Public Administrators or Personnel The public sector is considered to be struc-
tures combining many different administrative components and different disciplines.
The service priority of public administration causes problems in other management
tools. Particularly the technical inadequacy in energy efficiency and management as
well as the lack of information about technology can be considered to be the
problems of the public sector. The shortcomings of public administrations include
the definition of energy use density in many public structures, monitoring and
control of the energy, and system administration based on energy efficiency.

Financial Hardships The most important problem faced by the energy manage-
ment is the cost-effectiveness of the projects based on energy efficiency. Such
project applications can be considered to create savings when dealt together with
the current structural changes. Energy costs are a standard payment item particularly
in public finance. However, these conditions are not figures to be taken into
consideration within the current expenditures. Savings that may be achieved in the
annual energy consumptions in public buildings that are considered to be integrated
structures will create savings also in the energy costs that have a significant potential
in budget items.

Budgetary Hardships The financial hardships within the investment in the public
sector are the most common problems. The public sector has difficulty to execute
many short-term, medium-term, and long-term projects in this aspect. Particularly,
the works based on energy efficiency for many countries can be saved with respect to
public financing. Particularly the budget administration hardships for the less devel-
oped or developing countries create financial resource problems in the energy
efficiency or renewable energy projects. However, this is just the reverse in devel-
oped countries where all investments based on energy efficiency directly find a place
in public financing programs. This is also related with the pushing role of social
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awareness. This effect defines energy efficiency as an effective parameter in public
budgets.

Legal and Institutional Hardships The energy efficiency of public administra-
tions is a priority problem faced by these administrations with renewable energy
systems and applications, low- or zero-carbon technology applications. Particularly
the limitations required by the legislation, lack of support by the tender requirements
to energy technologies, and related applications can be considered to be important
problems faced by energy administrations. Lack of legislation or regulations on
energy efficiency and management in the public sector in many countries impairs
effective behavior of users and administrators.

All these parameters prevent sustainability in the energy management process
with respect to public administration. Particularly considering the state organiza-
tions, sectoral effectiveness, infrastructure, components, and services of the public
administration, energy management is an element that will provide important advan-
tages in public. One needs to define the share of the public sector in energy
consumption or the share of consumption in the economy to be able to evaluate
the effects of these activities. Several countries defined the consumption data of the
public sector in their energy projections. For example, the share of the public sector
among the total number of houses in the USA is around 21%. The consumption ratio
of these institutions is 25% of the total consumption. This public ratio is approxi-
mately 22% in China [2]. Energy management is an administrative organization
process in the direct or indirect energy consumption of all instruments in service and
production.

The basic aim of the energy management is to reduce the energy consumptions,
energy costs, and emissions [3]. In this scope, reducing the fossil-based energy
consumptions and increasing the potential of clean energy sources are an important
gain. The clean energy concept which has been recently developed aims to cover the
energy demand with renewable energy technologies, technologies that reduce emis-
sions, and energy storage technologies instead of the fossil-based primary energy
consumption that causes an emission threat. The basic aim in these technologies is to
cover the demand for the energy that is consumed by traditional technologies with
the above clean energy sources. Clean energy technologies reduce fossil fuel con-
sumption as well as emissions [4].

Solar energy is one of the most important sources in clean energy technologies.
The solar technologies in heat resources are very popular. However, despite such
development of clean energy technologies, it is not to say that it gained priority in
project processes of public applications. In this, especially, legislation and a meth-
odological deficiency stand out. In this context, Fig. 35.1 includes the flow chart of

System inputs and
project planning

Define
energy
source

Define energy
demand and

system preference

Identification of solar
radiation values of

the location

Thermo-economic and
environmental analysis

of the system

Fig. 35.1 Methodology of the clean energy application
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the methodology that was developed for the choice of a clean energy system in
buildings.

Solar energy systems are the most popular applications in clean energy systems.
Particularly the evaluation of clean energy systems in public buildings includes the
study of the solar energy choice as a reference.

35.3 Building Features and Solar Potential

For this study, an application was modelled in Turkey. Turkey is fortunate compared
to many countries with regard to its solar energy potential due to its geographical
location. The measured sunshine duration and radiation magnitude data of Turkey
were used, and the annual average of total sunshine duration of Turkey was
determined to be 2640 h (average daily total 7.2 h) and the average total radiation
magnitude to be 1311 kWh/m2-year (average daily total 3.6 kWh/m2) [5]. The public
building taken as a sample is a gymnasium, which has a high-intensity usage.
Thermo-economic and environmental analyses were conducted for this building
based on the above flow process.

35.3.1 Definition of the Energy Type

The hot water demand in the gymnasium is covered by an exchange system related
to the central system. Fuel oil is used as the fuel source for the central system. But,
the corporate governance has planned the choice of natural gas instead of fuel oil
consumption in the central system. Considering both the energy costs and the
environmental effects caused by the energy, the fuel oil choice should be changed
although it is required by the public administration. In this study, comparative
analyses were evaluated for two fuel types, and this study intends to cover the
demand of the solar energy system based on regional data.

35.3.2 Definition of Energy Demand and System choice

The use of hot water in the gymnasium becomes intensified at certain hours
depending on the user conditions. Accordingly, around 10 tons of hot water is
necessary for a total of 200 people including 50 people on average between 12:00
and 14:00 h and 150 people on average between 16:00 and 19:00 h depending on the
team activities. The solar energy system is integrated into the existing mechanical
system with the goal to operate the system with storage.
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35.3.3 Definition of Solar Radiation Values of the Location

The solar radiation values of the location need to be known. Solar radiation values of
the location were studied, and the month-based distribution is given in Fig. 35.2.

Taking the location data into account, the annual average radiation value of the
region is 1450 kWh/m2-year. The daily average radiation value of the location per
month has been determined between 1.39 kWh/m2-day and 6.29 kWh/m2-day (5).
The average sunshine durations of the location per month were studied, and the
relevant distribution was given in Fig. 35.3. The annual average sunshine period of
the region is 7.36 h. With these data, the solar energy potential has a very important
potential (5).

35.3.4 System Inputs and Project Planning

Management of and meeting the energy demand in the public sector and develop-
ment of effective solutions in project processes are considered to be a project
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management process. An engineering study is required for the energy effective
solutions in clean energy applications. Within this scope, first the energy effective
solutions should be considered in project planning processes.

In recent years, energy efficiency methodologies were developed in this kind of
planning processes. The energy efficiency design methodology designed in Den-
mark and Ireland can be given as an example. It was observed that the energy
efficiency design process can have a saving potential of up to 30% even in the project
processes through such project methodologies. For this purpose, creating the energy
efficiency-based project processes, it is essential to develop products with high
efficiency and a design based on energy efficiency. According to the project
scope, this design process goes through planning, design, tendering, contract, and
installation processes [6]. In this scope, the energy efficiency is a multidisciplinary
process. There are two ways to use the solar energy systems in energy demand: heat
production or electricity production. In this scope, when we consider the usage hours
of hot water in the gymnasium, we chose a hybrid system with a flat collector. For
situations not using solar energy, hot water needs will be taken from the exchanger
circuit in the conventional mechanic system of the campus. Accordingly, the solar
collector analyses will be used in projecting the system. This study will include a
project work based on the collector capacity in projecting a solar energy application.
The required hot water in hot water preparation systems with solar energy is
calculated depending on the number of people ( _8 �:

_8 ¼ _α : _m :n ð35:1Þ
Here, α defines the correction factor,m defines the water consumption per person,

and n defines the number of people. To find the energy obtained from the total solar
radiation coming to the collector surface, the following equation was used [7, 8]:

_Q k ¼ _Q YRΔI ð35:2Þ
Here, _Q k is the total radiation average coming to the surface of the inclined

collector, _Q Y is the total solar radiation average coming to the horizontal surface, R is
the conversion factor for the inclined collector, and ΔI is the correction factor of the
collector’s azimuth angle. The useful energy to be obtained from the total solar beam
coming to the collector surface depends on the collector efficiency and system
efficiency. Useful energy can be calculated from the following equation:

_Q n ¼ _Q nNkNm ð35:3Þ
Here, Qn is the useful energy to be obtained, Nk is the collector efficiency, and Nm

is the system efficiency. The energy amount necessary to meet the hot water need
depends on the water amount and the specific heat capacity according to the Kirch-
hoff law. The necessary energy amount is found with the following equation [8]:

_Q d ¼ mwCp Tw � T fð Þ ð35:4Þ
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Here, _Q d is the heat amount necessary to prepare hot water, _m w is the amount of
water to be heated, Tw is the amount of the requested hot water, and Tf is the average
temperature of supply water. The collector surface area necessary to meet the current
heat need is evaluated as the ratio of the required amount of energy to the useful
energy. This equation is defined as follows [7]:

Fk ¼ Qd=Qn ð35:5Þ
CO2 emission and the fight against it are handled multidimensionally for the fight

against global warming and climate change. In this concept, this conceptual process
is defined from two dimensions. Particularly as a result of the burning processes in
the consumption of fossil resources, CO2 is used as an emerging product. The second
one is the equivalent CO2 based on primary consumption for the energy-consuming
processes. The first one is a measurable value, while the second one is used to define
the effect of the greenhouse gases. Generally the second method is used to define the
CO2 emission potential caused by sectoral differences. A correlation was defined for
this first parameter in the engineering analyses or comparable evaluations [9] (1 ppm
CO2 ~ around 7.78 equivalent GtCO2).

Within the scope of the fight against climate change or in sectoral works, different
prediction analyses are used for the CO2 emission evaluations. Relevant examples
are given in Table 35.1.

The IPPC approach is remarkable particularly in fossil fuel-based predictions.
The emission equivalent in this approach which is accepted by official agencies in
Turkey is:

MCO2 ¼ mfuel:αCO2: FOC� EFð Þ � MCO2=MCð Þ � 10�3 ð35:6Þ
Building performance based on the emission according to the building energy

performance regulation is:

EP,SEG ¼ 100� SEGa=SEGrð Þ ð35:7Þ
SEG (kg-CO2/m

2-year) defines the amount of annual CO2 emission of the
building per m2; a and r define the real and reference buildings.

SEG ¼ mfuel:FSEG ð35:8Þ

Table 35.1 Approaches in CO2 emission prediction analyses [9]

Country Method

USA Vintanging model developed by the energy environment agency
using the data collected from sectors

European Union Gross domestic product cost of every country is found by dividing
European Union member countries to individual consumption

Other countries Ozone consumption value estimation of the countries supplied
from the United Nations Environment Programme (UNEP)
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Here, FSEG is the CO2 conversion coefficients (kg.CO2/kWh), and the value of
0.234 is taken for the natural gas, 0.433 for the lignite coal, 0.33 for fuel oil, and
0.320 for the other fossil fuels (diesel) [10]

35.4 Results and Discussions

The use of hot water in the gymnasium becomes intensified at certain hours
depending on the student and personnel conditions. Around 10 tons of hot water is
necessary for a total of 200 people including 50 people on average between 12:00
and 14:00 h and 150 people on average between 16:00 and 19:00 h depending on the
team activities. In units with internal hot water, the hot water consumption amount is
related with the life standards of the people in the consumption unit, habits, culture,
and education levels, and their financial income level is the most important indicator.
Hot water consumptions are given in various ranges in various resources depending
on many factors. Table 35.2 includes some data on hot water consumption per
person.

An approximation account is taken into consideration according to the usage
density in integrated buildings. The classification of water consumption per person
includes as low (30–50 l/day), medium (50–80 l/day), normal (80–100 l/day), and
high density (100–200 l/day) [7].

Table 35.2 includes the potential calculation over the data in consumption taking
the existing building usage densities into consideration. The change in the supply
water temperature was studied for the capacity calculations before analyses, and the
changes of the water temperature are given in Fig. 35.4.

The annual average temperature of the supply is 15.08 �C. The annual tempera-
ture change of the supply water is from 9.6 to 22.4 �C. Heat capacity for the water
temperature of 45 �C in the system based on the current supply reference and
monthly distribution were studied. Figure 35.5 includes the requested heat change.

There is a linear relationship between the changes in the supply temperature and
the heat demand. This demand is high particularly for the winter months and low for

Table 35.2 Amounts of
water consumption l/day/
person [7]

Place of use
Consumption
(l/day)

Temperature
(�C)

Student residence 50 45

Hospital 35–55 55

Gymnasium 30–50 40

Hotel 2 star 50–75 45

Hotel 5 star 150–200 45

Restaurant 20–30 55

Swimming pool 30–50 50

Pension 35–50 40
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the summer months. The peak and lowest points of the heat demand were 411.7 kWh
for February and 262.8 kWh for August, respectively.

In such solar energy applications, the need for water storage emerges when we
consider the usage density and hours. In such project applications, the storage
potential of water should be defined. Storage temperature was taken as 60 �C in
this project study. The most important criterion in the storage potential is the usage
ratio. This ratio was taken as 80% within the scope of this project when we take the
usage time and needs into consideration. In such buildings, storage time and usage
efficiency are important. The determination of the storage capacity and capacity
selection in line with the project should be taken in a holistic manner per month.
Figure 35.6 includes the monthly storage requirement per month.

The storage capacity required in the system reaches to 8.78 m3. A minimum of
7.51 m3 per month was found in the project. It was decided to use a storage area of
5 tons for the hot water storage capacity within this scope. The heat requirement for
the hot water should be calculated together with the storage requirement in the
system. The heat amount needed for stored hot water and the distribution were
evaluated again, and the results were given in Fig. 35.7.
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Collector distributions according to the solar radiation loads were evaluated by
taking the maximum coverage ratio of 100% at summer conditions into consider-
ation in Fig. 35.8. Accordingly, a total of 55 collectors were found to conform to the
heat demand of the heat process. For the collector calculations of the system,
collector yield was taken to be 68% considering the annual average. A maximum
of 82 collectors was calculated for December, and a minimum of 32 collectors was
calculated for July. The annual average in the number of collectors was increased to
51, also including the passage months of the system. An 8% improvement was
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realized for the total number of collectors in the system paying attention to the losses
in the passage months. Accordingly, the heat demand of the system and heat amount
that can be covered by the collector were studied, and monthly distributions are
given in Fig. 35.9.

When taking the coverage ratio of the system in the solar energy optimization,
selection of excessive collectors causes greater problems in the system to be
established. Particularly in some applications, maximum collector choices will be
far too many, and it will cause evaporation of the fluid in the system especially under
summer conditions as well as uncontrollable explosions in the system. Therefore, it
is a must to carry out comparable analyses in the system according to the properties
of the selected collector. This study fully covers the heat demand based on the
number of collectors selected between May and October and allows steam control of
the system. Figure 35.10 includes the system coverage ratio of the solar collector
according to the analysis values and the concerned distributions.

The coverage ratio of the solar system for the current energy demand was found
to be 83% in annual average. Accordingly, the peak points of the system to cover the
current demand are a minimum 50% for January and 100% for the months of May
and October. This way, the heat demand in the system was more than 50% for the
general distribution and created a savings of up to 83% in the annual energy
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consumption. The study location is actually consuming fuel oil. However, a decision
to convert the system was made, and natural gas will be used as the primary fuel.
Therefore, fuel saving, thermo-economic analyses, and environmental impact ana-
lyses were done separately for both fuels. Figure 35.11 includes the comparable
energy demand saved with consideration of the energy coverage ratios of the
process.

The annual total energy demand of the system is around 4034.45 kWh, and
3265.26 kWh of it is covered by the designed solar system, and a total energy of
�769.85 kWh is demanded from the current primary circuit. This corresponds to
only 19.07% of the total heat demand in the annual total. The total fuel savings of the
system were evaluated based on these distributions. Figure 35.12 includes the total
demand and saving distributions with reference to natural gas and fuel oil.

The annual total of fuel amount consumed by the system for the current heat
demand is 11907.94 kg/year for fuel and nearly 8560.6 m3/year for natural gas. An
annual total saving of 6264.47 kg/year for fuel and 6889.03 m3/year for natural gas
was ensured corresponding to nearly 83.24% of both consumptions. Thermo-eco-
nomic evaluations of this consumption were done over the fuel costs. Total cost was
found to be USD 18460.65 considering the current cost evaluations. Figure 35.13
includes the fuel consumption and saving cost distributions.
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The annual cost of the fuel oil consumption is 8269.4 $/year, while the fuel cost
saving of the solar system is 4350.32 $/year. A similar evaluation was also done for
natural gas. Cost of annual natural gas consumption is 2585.95 $/year, while the
saving is 4350.32 $/year. There is an effective saving for the consumption costs of
both fuels. In addition to all of these cost effects, the environmental evaluations are
also remarkable. The emission savings of such a system choice with respect to CO2

equivalent were also evaluated. Figure 35.14 provides separate examinations of the
saving ratios based on natural gas and fuel consumptions.

One of the most important gains of this type of system choice is the CO2 emission
saving based on actual fuel saving. According to this project data, there is a saving of
2067.27 kg/CO2/year in the potential of 3929.6 kg/CO2/year in fuel oil consumption.
For natural gas consumption, a saving of 1611.8 kg/CO2/year will be possible in a
potential of 1991.49 kg/CO2/year. The most important evaluation in this type of
system installations is the cost evaluation. Recovery period based on system instal-
lation is important for such choices. According to the present value analyses, the
recovery costs of the system are 4.24 years for the fuel oil consumption and
8.82 years for the natural gas consumption.
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35.5 Conclusions

This study covers the thermo-economic and environmental analyses of a solar
energy system by the clean energy system approach in a public building. The
study includes the application process via a methodology. Depending on the
demanded energy, the coverage ratio and the corresponding saving ratios are
evaluated separately. Alternative solutions like solar energy provide very useful
results in energy management which is an important problem in the public sector.
Likewise, despite the coverage ratio of 83.27%, the system recover cost is 4.24 years
for fuel oil. This value may be lower if the efficiency ratio is increased in system
choices. The public institutions provide the least reaction in energy management.
This study showed the public sector the advantage of the renewable energy choices
with respect to energy management. The study presents a methodological approach
particularly for the energy administrators.

Nomenclature

FSEG CO2 conversion coefficients (kgCO2/kWh)
_m Water consumption per person (kg/day)
_m w Amount of water to be heated (kg/s)
n Number of people
Nk Collector efficiency
Nm System efficiency
R Conversion factor
SEG Amount of annual CO2 emission ((kg-CO2/m

2-yıl)
Tw Amount of the requested hot water
Tf Average temperature of supply water
_Q k Total radiation average coming to the surface of the inclined collector

(kW)
_Q Y Total solar radiation average coming to the horizontal surface (kW)
_Q n Useful energy to be obtained (kW)
_Q d Heat amount necessary to prepare hot water (kW)
α Correction factor
ΔI Correction factor of the collector’s azimuth angle
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Chapter 36
Framework for Calculating the Rooftop
Solar Photovoltaic (PV) Footprint
Considering Building Electricity Supply
and Demand from the Urban Level

Taehoon Hong and Minhyun Lee

36.1 Introduction

Ever since the industrial revolution, electricity supply always has been a great issue
for energy security and economic growth in all over the world [1]. However,
conventional energy sources for supplying electricity, fossil fuels such as coal, oil,
and gas, are the biggest contributors to climate change and global warming which
threaten human healths and environments [2]. Recent concerns on climate change
and environmental pollution had led to the emergence of renewable energy, and
various efforts for promoting these technologies are made over the past few
decades [3].

This new energy paradigm shift from fossil fuels to renewable energy brought a
concept of energy “prosumer” through distributed solar generation (DSG). An
energy “prosumer,” who can both produce and consume energy, makes it possible
to increase the market penetration through DSG, on-site electricity generation from
solar energy (i.e., rooftop solar photovoltaic (PV) system). They can also sell the
surplus electricity back to the grid for supplying electricity to their neighborhoods to
meet the urban-level electricity demand [4]. In this regard, to successfully implement
DSG and ultimately achieve nearly zero-energy building (nZEB) from the urban
level, it is crucial to analyze and determine how much electricity from DSG is
required to offset the urban-level electricity demand. This can be done by analyzing
and investigating the electricity supply (i.e., electricity generated from DSG) and
demand (i.e., electricity consumed in buildings) of each individual building in the
neighborhood [5].
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To analyze the relationship of the electricity supply and demand effectively and
strategically, this study applied the “ecological footprint” approach to DSG by
introducing the rooftop solar PV footprint, the total rooftop area required for DSG
to meet building electricity demand [5]. From the energy usage aspect, the relation-
ship of the electricity supply and demand can be analyzed by using the self-
sufficiency rate of electricity. This self-sufficiency rate indicates the proportion of
locally produced electricity from DSG to consumed electricity in buildings [6]. How-
ever, as mentioned above, the self-sufficiency rate can only provide some informa-
tion on how the electricity from DSG has been used locally. Instead, the rooftop solar
PV footprint can provide some plans and strategies on how the rooftops could be
utilized for installing DSG from the rooftop usage aspect. Therefore, the rooftop
solar PV footprint could be very useful for planning future energy policies and
strategies from the urban level.

Regarding this issue, several previous studies were conducted to investigate the
relationship of the building electricity supply and demand [5–8]. However, most of
the previous studies mainly focused on analyzing the building electricity supply and
demand by the self-sufficiency. There was almost no study dealing with the concept
of solar PV footprint.

Therefore, this study aims to propose a framework for calculating the rooftop
solar PV footprint by considering building electricity supply and demand from the
urban level. Toward this end, the methods for calculating the available rooftop area,
rooftop solar PV potential, and rooftop solar PV footprint were suggested in stages
using building information, solar radiation, and energy consumption data based on
geographical information system (GIS). The proposed framework was applied to
Yeoksam-dong and Samseong-dong in the Gangnam District, Seoul, South Korea, a
popular metropolitan area where high-rise office buildings abound, to show and
compare the analysis results.

36.2 Materials and Methods

This study proposed a framework for calculating the rooftop solar PV footprint in
four steps (refer to Fig. 36.1): (i) step 1, establishment of the database; (ii) step
2, calculation of the available rooftop area; (iii) step 3, calculation of the rooftop
solar PV potential; and (iv) step 4, calculation of the rooftop solar PV footprint.

36.2.1 Step 1: Establishment of the Database

In step 1, the database on the building information, solar radiation, and energy
consumption should be established to ultimately calculate the rooftop solar PV
footprint. First, the building information data should be collected to calculate the
available rooftop area using the Hillshade analysis. Building information data such
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as building address and rooftop area and building elevation in South Korea can be
collected from a foundation corporation called Spatial Information Industry Promo-
tion Institute (SPACEN) under the Ministry of Land, Infrastructure, and Transport
(MOLIT) of the Korean government [9]. These building information data, particu-
larly the building elevation data, are used to calculate the available rooftop area for
solar PV installation by excluding the shaded rooftop area.

Second, the solar radiation data should be collected to calculate the rooftop solar
PV potential. Since this study proposed a calculation method of the rooftop solar PV
potential on an hourly basis, this study needed the hourly solar radiation data. The
hourly solar radiation data in Seoul can be collected from the World Radiation Data
Centre (WRDC), sponsored by the World Meteorological Organization [10].

36.2.2 Step 2: Calculation of the Available Rooftop Area

In step 2, the available rooftop area for solar PV installation should be calculated to
analyze the practical and realistic rooftop solar PV potential. First, the shaded
rooftop area should be calculated based on the altitude and azimuth of the sun
using the Hillshade analysis. To calculate the shaded area using the Hillshade
analysis, it requires two types of input data. First, the building spatial data with

Fig. 36.1 Research framework
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elevation information, which can be collected in step 1, is needed. Second, the
location data of the sun, specifically the altitude and azimuth of the sun at the time
of the analysis, is needed. The altitude and azimuth of the sun at any time in South
Korea can be calculated using the Sun Altitude and Azimuth Calculation tool from
Korea Astronomy and Space Science Institute (KASI) [11]. By using these input
data, Hillshade analysis can be conducted using the ArcGIS, a GIS software by the
Environmental Systems Research Institute (ESRI) [12].

Second, the available rooftop area should be calculated by excluding the shaded
and small rooftop area. First, the shaded rooftop area should be excluded from the
total rooftop area based on the Hillshade analysis results. By excluding the shaded
rooftop area, it is possible to quantify the rooftop area where DSG can perform at the
optimal level without any disturbance of the building shadow. Second, the small
rooftop area where it is hard to install DSG should be additionally excluded. The
rooftop area below 33 m2 should be excluded from the available rooftop area, since
the Korea New and Renewable Energy Center (KNREC) requires at least 33 m2 in
rooftop area for installing a 1-kW DSG [13].

36.2.3 Step 3: Calculation of the Rooftop Solar PV Potential

In step 3, the rooftop solar PV potential considering the available rooftop area should
be calculated to analyze the practical and realistic rooftop solar PV potential. First,
the solar PV module efficiency should be defined to analyze the rooftop solar PV
potential. Although the solar PV module efficiency varies depending on the different
types and manufacturers of solar panels [14], the efficiency of the commercial solar
PV modules usually ranges from 15% to 18% [15]. By using the solar PV module
efficiency between this range for calculating the technical potential of the rooftop
solar PV system, it is possible to reflect the current technology level of the solar PV
market and industry.

Second, the installed condition of DSG should be also determined to analyze the
rooftop solar PV potential. Since this study proposed a calculation method of the
rooftop solar PV potential on an hourly basis, the available rooftop area where DSG
can perform at the optimal level without any disturbance of the building shadow
changes by time. Accordingly, to fully consider the difference in the available
rooftop area by time and calculate the rooftop solar PV potential on an hourly
basis, this study assumed that the solar PV panels are installed horizontally with
no tilt on the entire rooftops [3].

36.2.4 Step 4: Calculation of the Rooftop Solar PV Footprint

In step 4, the rooftop solar PV footprint should be calculated by matching and
integrating the rooftop solar PV potential and energy consumption data of the
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individual building. To match these two data from the different data source, it is
necessary to define the identification reference to be based on for combining the two
different data of the same building together. Since the building is managed based on
its official address in South Korea, this study used the official building address for
matching the rooftop solar PV potential and energy consumption data of a building.

36.3 Numerical Scheme

The rooftop solar PV potential and footprint explained in steps 3 and 4 can be
calculated using Eqs. (36.1) and (36.2). By integrating the available rooftop area
estimated through the process in step 2 with the hourly solar radiation data, it is
possible to calculate the rooftop solar PV potential on an hourly basis [3]. By
matching the rooftop solar PV potential per unit rooftop area with the energy
consumption data of each individual building, it is possible to calculate the rooftop
solar PV footprint of a building.

RSPP ¼ ePV �
X12

i¼1

X18

j¼6

ARAij � SRij

� �
 !

ð36:1Þ

RSPF ¼ EC
RSPP=RA

ð36:2Þ

where RSPP stands for the rooftop solar PV potential of a given building for a year
(kWh), ePV stands for the solar PV module efficiency, ARAij stands for the available
rooftop area of a given building on the fifteenth of month i at time j to j + 1 (m2), SRij

stands for the total solar radiation on month i at time j to j + 1 (kWh/m2), i stands for
the month (i ¼ 1, 2, 3, . . ., 12), j stands for the time in 24-h format ( j ¼ 6, 7, 8, . . .,
18), RSPF stands for the rooftop solar PV footprint of a given building (m2), EC
stands for the total electricity consumption of a given building (kWh), and RA stands
for the total rooftop area of a given building (m2).

By multiplying (i) the total solar radiation at a certain time frame (e.g., 6 a.m. to
7 a.m.) for an entire month, (ii) the available rooftop area at a certain time frame in
month i, and (iii) the solar PV module efficiency, it is possible to calculate the
rooftop solar PV potential of month i at a certain time frame. This process can be
continued for every time frame and every month for calculating the rooftop solar PV
potential of a year.

By dividing (i) the total electricity consumption by (ii) the rooftop solar PV
potential per unit rooftop area of a given building, it is possible to calculate the total
rooftop area required for a given building to meet its electricity demand. This process
can be done for the entire buildings in the neighborhood for calculating the rooftop
solar PV footprint of that geographical boundary.
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36.4 Results and Discussions

To actually calculate and analyze the rooftop solar PV footprint by applying the
proposed framework, this study conducted a case study for buildings in Yeoksam-
dong and Samseong-dong in the Gangnam District, Seoul, South Korea. Yeoksam-
dong and Samseong-dong are wards of the Gangnam District with 4933 and 2500
buildings, respectively. Teheranno, a street in the Gangnam district, runs through
Yeoksam-dong and Samseong-dong, which holds most of the tallest buildings in
Seoul [16].

First, to calculate the available rooftop area solar PV footprint in Yeoksam-dong
and Samseong-dong, this study conducted the Hillshade analysis for 12 days (on the
fifteenth of each month from January to December) at hourly intervals (from 6 a.m.
to 6 p.m.), resulting in a total of 156 times. Second, to calculate the rooftop solar PV
potential in Yeoksam-dong and Samseong-dong, this study used 15% and 18% for
the minimum and maximum solar PV module efficiency, respectively. Third, to
calculate the rooftop solar PV footprint in Yeoksam-dong and Samseong-dong, this
study conducted data matching between the calculated rooftop solar PV potential
and collected energy consumption data of each building using the official building
address. As a result, the rooftop solar PV footprint in Yeoksam-dong and Samseong-
dong was calculated for 2531 and 1255 buildings from a total of 4933 and 2500
buildings, respectively.

As shown in Table 36.1, the rooftop solar PV potential and footprint in Yeoksam-
dong were calculated and compared with the building electricity consumption and
total rooftop area, respectively. First, the rooftop solar PV potential was examined to
consider the building electricity supply and demand separately and to analyze the
energy usage aspect. From the perspective of building electricity supply, the rooftop
solar PV potential was examined. When the solar PV module efficiency is 15%, the
total rooftop solar PV potential in Yeoksam-dong came out to be 105,956 MWh,
whereas it came out to be 127,147 MWh when the solar PV module efficiency is
18%. From the perspective of building electricity demand, the building electricity
consumption was examined. The total electricity consumption of 2531 buildings in
Yeoksam-dong was found to be 815,955 MWh. According to aforementioned
building electricity supply and demand in Yeoksam-dong, it was shown that the

Table 36.1 The rooftop solar PV potential and footprint results in Yeoksam-dong by solar PV
module efficiency

Solar PV module efficiency 15% 18%

No. of buildings 2531

Total electricity consumption (MWh) 815,955

Rooftop solar PV potential (MWh) 105,956 127,147

Self-sufficiency rate (%) 12.99 15.58

Total rooftop area (m2) 757,703

Rooftop solar PV footprint (m2) 5,561,714 4,634,762

Solar PV occupancy rate (%) 734.02 611.69
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self-sufficiency rate could reach 12.99% and 15.58% when the solar PV module
efficiency is 15% and 18%, respectively.

Second, the rooftop solar PV footprint was examined to consider and analyze
both building electricity supply and demand at the same time and to analyze the
rooftop usage aspect. When the solar PV module efficiency is 15%, the total rooftop
solar PV footprint in Yeoksam-dong came out to be 5,561,714 m2, whereas it came
out to be 4,634,762 m2 when the solar PV module efficiency is 18%. That is,
5,561,714 m2 and 4,634,762 m2 of rooftop area is required for installing DSG to
supply the amount of electricity consumed in 2531 buildings in Yeoksam-dong,
when the solar PV module efficiency is 15% and 18%, respectively. This informa-
tion on the rooftop solar PV footprint can be used to directly plan how much rooftops
should be utilized for installing DSG from the urban level. However, the total
rooftop area of 2531 buildings in Yeoksam-dong was found to be 757,703 m2,
which is far less than its rooftop solar PV footprint. This indicates that it is not
enough to offset the total electricity consumption even if all the rooftops of 2531
buildings in Yeoksam-dong are used for installing DSG. To be 100% self-sufficient
in electricity, 734.02% and 611.69% of the total rooftop area are required for the
2531 buildings in Yeoksam-dong, when the solar PV module efficiency is 15% and
18%, respectively.

Figures 36.2 and 36.3 show the solar PV occupancy rate of the individual
building in Yeoksam-dong when the solar PV module efficiency is 15% and 18%,
respectively. As shown in Fig. 36.2, among a total of 2531 buildings, 247 buildings
(i.e., colored in red in Fig. 36.2) and 120 buildings (i.e., colored in orange in
Fig. 36.2), respectively, require less than 50% and 100% of their own rooftop
areas to offset the electricity consumption with DSG, when the solar PV module
efficiency is 15%. That is, only 367 buildings (i.e., 14.5% of total buildings) are
eligible for being 100% self-sufficient in electricity in Yeoksam-dong when DSG is
installed on their rooftop with 15% module efficiency.

Meanwhile, as shown in Fig. 36.3, among a total of 2531 buildings, 272 buildings
(i.e., colored in red in Fig. 36.3) and 129 buildings (i.e., colored in orange in
Fig. 36.3), respectively, require less than 50% and 100% of their rooftop areas to
offset the electricity consumption with DSG, when the solar PV module efficiency is
18%. That is, still only 401 buildings (i.e., 15.8% of total buildings) are eligible for
being 100% self-sufficient in electricity in Yeoksam-dong when DSG is installed on
their rooftop with 18% module efficiency.

As shown in Table 36.2, the rooftop solar PV potential and footprint in
Samseong-dong was calculated and compared with the building electricity consump-
tion and total rooftop area, respectively. First, the rooftop solar PV potential was
examined to consider the building electricity supply and demand separately and to
analyze the energy usage aspect. From the perspective of building electricity supply,
the rooftop solar PV potential was examined. When the solar PV module efficiency
is 15%, the total rooftop solar PV potential in Samseong-dong came out to be
75,590 MWh, whereas it came out to be 90,709 MWh when the solar PV module
efficiency is 18%. From the perspective of building electricity demand, the building
electricity consumption was examined. The total electricity consumption of 1255
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buildings in Samseong-dong was found to be 531,887 MWh. According to afore-
mentioned building electricity supply and demand in Samseong-dong, it was shown
that the self-sufficiency rate could reach 14.21% and 17.05% when the solar PV
module efficiency is 15% and 18%, respectively.

Second, the rooftop solar PV footprint was examined to consider and analyze
both building electricity supply and demand at the same time and to analyze the
rooftop usage aspect. When the solar PV module efficiency is 15%, the total rooftop
solar PV footprint in Samseong-dong came out to be 4,568,403 m2, whereas it came
out to be 3,807,003 m2 when the solar PV module efficiency is 18%. That is,
4,568,403 m2 and 3,807,003 m2 of rooftop area is required for installing DSG to
supply the amount of electricity consumed in 1255 buildings in Samseong-dong,

Fig. 36.2 The solar PV occupancy rate of the individual building in Yeoksam-dong (module
efficiency: 15%)
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Fig. 36.3 The solar PV occupancy rate of the individual building in Yeoksam-dong (module
efficiency: 18%)

Table 36.2 The rooftop solar PV potential and footprint results in Samseong-dong by solar PV
module efficiency

Solar PV module efficiency 15% 18%

No. of buildings 1255

Total electricity consumption (MWh) 531,887

Rooftop solar PV potential (MWh) 75,590 90,709

Self-sufficiency rate (%) 14.21 17.05

Total rooftop area (m2) 522,802

Rooftop solar PV footprint (m2) 4,568,403 3,807,003

Solar PV occupancy rate (%) 873.83 728.19
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when the solar PV module efficiency is 15% and 18%, respectively. However, the
total rooftop area of 1255 buildings in Samseong-dong was found to be 522,802 m2,
which is far less than its rooftop solar PV footprint. This indicates that it is not
enough to offset the total electricity consumption even if all the rooftops of 1255
buildings in Samseong-dong are used for installing DSG. To be 100% self-sufficient
in electricity, 873.83% and 728.19% of the total rooftop area are required for the
1255 buildings in Samseong-dong, when the solar PV module efficiency is 15% and
18%, respectively.

Figures 36.4 and 36.5 show the solar PV occupancy rate of the individual
building in Samseong-dong when the solar PV module efficiency is 15% and
18%, respectively. As shown in Fig. 36.4, among a total of 1255 buildings,

Fig. 36.4 The solar PV occupancy rate of the individual building in Samseong-dong (module
efficiency: 15%)
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172 buildings (i.e., colored in red in Fig. 36.4) and 50 buildings (i.e., colored in
orange in Fig. 36.4), respectively, require less than 50% and 100% of their own
rooftop areas to offset the electricity consumption with DSG, when the solar PV
module efficiency is 15%. That is, only 222 buildings (i.e., 17.7% of total buildings)
are eligible for being 100% self-sufficient in electricity in Samseong-dong when
DSG is installed on their rooftop with 15% module efficiency.

Meanwhile, as shown in Fig. 36.5, among a total of 1255 buildings, 176 buildings
(i.e., colored in red in Fig. 36.5) and 69 buildings (i.e., colored in orange in
Fig. 36.5), respectively, require less than 50% and 100% of their rooftop areas to
offset the electricity consumption with DSG, when the solar PV module efficiency is
18%. That is, still only 245 buildings (i.e., 19.5% of total buildings) are eligible for

Fig. 36.5 The solar PV occupancy rate of the individual building in Samseong-dong (module
efficiency: 18%)
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being 100% self-sufficient in electricity in Samseong-dong when DSG is installed on
their rooftop with 18% module efficiency.

36.5 Conclusions

This study proposed a framework for calculating the rooftop solar PV footprint
considering building electricity supply and demand from the urban level. Toward
this end, this study suggested a novel method for calculating the available rooftop
area, rooftop solar PV potential, and rooftop solar PV footprint using data on
building information, solar radiation, and energy consumption. To apply the pro-
posed framework to a real example, a case study was conducted for buildings in
Yeoksam-dong and Samseong-dong in the Gangnam District, Seoul, South Korea.
As a result, the rooftop solar PV potential and footprint in Yeoksam-dong and
Samseong-dong was calculated and compared.

In terms of the energy usage aspect, the self-sufficiency rate of 1255 buildings in
Samseong-dong (i.e., up to 17.05% with 18% module efficiency) was superior to
that of 2531 buildings in Yeoksam-dong (i.e., up to 15.58% with 18% module
efficiency).

In terms of the rooftop usage aspect, the solar PV occupancy rate of 2531
buildings in Yeoksam-dong (i.e., at least 611.69% with 18% module efficiency)
was superior to that of 1255 buildings in Samseong-dong (i.e., at least 728.19% with
18% module efficiency). That is, Yeoksam-dong requires less rooftop area than
Samseong-dong for installing DSG to become 100% self-sufficient in electricity,
which indicates that Yeoksam-dong could be more effective in utilizing the rooftop
area for installing DSG.

The results of this study show that the energy and rooftop usage performance
could differ from each other. Thus, it is important to consider both the self-
sufficiency rate and rooftop solar PV footprint when evaluating the building energy
performance considering electricity supply and demand from the urban-level.

Nomenclature

DSG Distributed solar generation
E-AIS Electronic Architectural administration Information System
ESRI Environmental Systems Research Institute
GIS Geographical information system
KASI Korea Astronomy and Space Science Institute
KNREC Korea New and Renewable Energy Center
MOLIT Ministry of Land, Infrastructure, and Transport
nZEB Nearly zero-energy building
PV Photovoltaic
SPACEN Spatial Information Industry Promotion Institute
WRDC World Radiation Data Centre
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Chapter 37
Parametric Optimization of Concentrated
Photovoltaic-Thermoelectric Hybrid
System

Ravita Lamba and S. C. Kaushik

37.1 Introduction

In light of the overgrowing energy demand together with green energy resources, the
sun is considered as a feasible future energy resource. The main route for conversion
of solar energy directly into electricity without emitting pollutants to the atmosphere
is by using photovoltaic (PV) technology. However, in PV cell, a significant portion
of solar spectrum is wasted as heat due to thermalization process and absorption of
low-energy photons. In PV conversion process, only photons having energy equal to
semiconductor bandgap are converted into electricity effectively. The photons
having energy lesser than the bandgap and in excess of bandgap are dissipated as
heat which increases the temperature of the PV cell [1]. Further, the efficiency of PV
cell has inverse relation with the cell temperature and thus, the efficiency decreases
with increasing cell temperature. Therefore, the cooling of PV cells is very important
for their efficient working. The cooling of PV cells can be done by various tech-
niques. Thermoelectric generator (TEG) can be an alternative green technology
option for cooling of PV cells which exploit the residual heat for additional elec-
tricity generation [2]. The TEG can be attached to the backside of PV cell to harvest
the excess heat of the PV cell which mostly comes from infrared portion of solar
spectrum. Thus, combining the PV and TEG can effectively harvest the solar
spectrum. Much attention has been paid towards the novel hybrid PV-TE systems
in recent years by many researchers [3, 4]. In hybrid systems, the full solar spectrum
can be utilized either by beam splitting method or by integrating TEG to the backside
of PV system. Ju et al. used a spectral beam splitter to split the solar spectrum into
two parts, one of which is directed to the PV cell and other is directed to the TEG
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[5]. Van Sark proposed the idea of PV-TEG hybrid system in which the wasted
thermal energy of concentrated photovoltaic (CPV) system can be utilized in TEG
[6]. Wu et al. developed and analysed the performance of glazed and unglazed
PV-TE hybrid system theoretically [7]. They have taken nano-fluid as heat sink for
TE module to decrease the temperature of cold junction of TE module which results
in enhanced temperature difference between hot and cold junctions of TE module.
Lin et al. established the thermodynamic model of the PV-TE hybrid system and
analysed the performance and load matching of hybrid system [8]. Although, in TEG
systems, the performance has been evaluated by considering a constant temperature
difference across the TEG [9, 10]. However, in case of PV-TEG system, the thermal
input is nearly constant and temperature difference varies because the TEG is
connected between the backside of PV module and heat sink for heat transfer
between TEG and reservoirs. When no load is connected to the terminals of TEG,
heat transfer takes place only by conduction between hot and cold junctions due to
temperature difference. However, when electrical load is connected across the
terminals of TEG, electrical current flows through the device depending on load
resistance and thus, Peltier heating, Joule heating and Thomson heating occur
through the device which change the temperature difference across the device.
Gomex et al. numerically determined the actual temperature of TEG and the effect
of thermal resistance on optimum working conditions has been presented [11].

In this chapter, a numerical model based on first and second laws of thermody-
namics has been developed for a hybrid CPV-TEG system and solved in MATLAB
using an iterative method. The temperatures of PV cell and both junctions of TEG
have been calculated, and the optimum working conditions have been determined for
the hybrid system.

37.2 Thermodynamic Model

The schematic diagram of proposed hybrid CPV-TEG system is shown in Fig. 37.1.
It consists of, from top to bottom, a concentrator, a PV module and a TEG module.
The TEG is attached to the backside of the PV module, and a heat sink is attached to
the cold side of the TEG. The PV module consists of series-connected crystalline
silicon PV cells, and the TEG consists of electrically series- and thermally parallel-
connected thermoelements. In this hybrid CPV-TEG system, the residual heat
generated in the PV module acts as a heat source for TEG and thus can be utilized
effectively in TEG to generate additional electricity. Therefore, the performance of
the hybrid system can be improved. In the combined CPV-TEG system, the CPV
and TEG modules are thermally connected and electrically isolated. The electrical
equivalent circuit of hybrid system is shown in Fig. 37.2.

In order to study the overall performance of combined system, the two sub-
systems are analysed one by one. To develop the theoretical model of combined
system, the following simplifying assumptions have been taken:
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1. For simplifying the analysis, steady-state conditions have been considered.
2. The temperature gradient along the thickness of glass cover has been considered

negligible due to very less thickness of glass cover.
3. The system is insulated from two sides, and therefore, one-dimensional heat

transfer has been considered for the analysis.
4. Convective and radiative heat transfer from the sides of thermoelectric couples

are neglected.

Fig. 37.1 Schematic diagram of hybrid CPV-TEG system

Iph
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Rsh (Vpv  + VTE)

RT
Rs I

Vpv

++ +

- -

-

Fig. 37.2 The electrical
equivalent circuit of hybrid
CPV-TEG system
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37.2.1 PV Module

The solar irradiation incident on the concentrator is concentrated on PV module.
After absorption, a part of irradiation is converted into electricity by PV module,
some part is lost from the upper surface of PV module to ambient via convection and
radiation, and rest is conducted to the TEG from the backside of the PV module. The
TEG converts a portion of thermal energy absorbed by it from PV module into the
electricity using Seebeck effect, and a major part of it is rejected to the heat sink.
Thus, the energy balance equation for PV module can be given as [12]:

CGAPVτg αcβc þ αT 1� βcð Þ½ � ¼ εσAPV T4
PV � T4

sky

� �
þ UtAPV TPV � Tað Þ

þ UbAPV TPV � Thð Þ þ ηPVβcτgCGAPV ð37:1Þ
where Ut ¼ ((Lg/kg) + (1/hconv))

�1and Ub ¼ ((LPV/kPV) + (LT/kT))
�1 are the heat

transfer coefficients from the top surface of PV module to ambient through conduc-
tion and convection and from the bottom surface of PV module to the TE module by
conduction, respectively [12], and hconv is the convective heat transfer coefficient
from top surface of PV module to ambient.

The temperature-dependent efficiency and power output of PV module are given,
respectively, by [13]:

ηPV ¼ ηref 1� β0 TPV � T refð Þ½ � ð37:2Þ
PPV ¼ ηPVAPVCG ð37:3Þ

37.2.2 TE Module

The heat conducted from the backside of PV module to the hot side of TE module
can be utilized partly to generate electricity, and rest is rejected to the heat sink from
the cold side of TE module. The basic unit of a TEG consists of p-type and n-type
semiconductor elements. The conversion of heat into electricity is based on Seebeck
and Peltier effects. Along with these effects, there exists Fourier’s heat conduction
due to temperature gradient between the junctions, Joule’s heat due to electrical
current flowing through TEG module and Thomson’s heat due to temperature
gradient and electrical current both. Based on these effects, the rate of heat flow
from the backside of PV module to hot side of TE module and from the cold side of
TEG module to the cold reservoir can be written, respectively, as follows [14, 15]:

Qh ¼ N αhThITE þ K Th � Tcð Þ � 1
2
I2TER� 1

2
μ Th � Tcð ÞITE

� �
ð37:4Þ
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Qc ¼ N αcTcITE þ K Th � Tcð Þ þ 1
2
I2TERþ 1

2
μ Th � Tcð ÞITE

� �
ð37:5Þ

where R ¼ ((ρpLp/Ap) + (ρnLn/An) + (4Rec/ATE)) and K ¼ ((kpAp/Lp) + (knAn/AL)) are
the electrical resistance and thermal conductance of one thermoelement pair of the
TEG and Rec is the electrical contact resistance. The electrical resistance and thermal
conductance of the TE module are given as RTE ¼ NR ¼ 2N ρLþ2Recð Þ

ATE
and KTE ¼ NK.

The fill factor, FF ¼ 2NATE
A , is the ratio of area covered by thermoelements in the TE

module to that of the entire TE module. The heat flowing inside the hot and cold
junctions of TE module via heat conduction, Peltier heating, Joule heating and
Thomson heating as given by Eq. (37.4) and (37.5), respectively, should be matched
with the amount of heat transfer from the PV module to the hot side of TE module
through contact pads and amount of heat transfer from the cold side of TE module
through the heat sink which are given as, respectively:

Qh ¼
TPV � Thð Þ

ψh
ð37:6Þ

Qc ¼
Tc � Tað Þ

ψ c
ð37:7Þ

where ψh and ψc are the thermal resistance between PV module and hot side of TE
module and between cold side of TE module and heat sink, respectively, which are
equal to the inverse of the product of heat transfer coefficient and surface area.
Therefore, Eq. (37.4) should be matched with Eqs. (37.6), and (37.5) should be
matched with Eq. (37.7).

N αhThITE þ K Th � Tcð Þ � 1
2
I2TER� 1

2
μ Th � Tcð ÞITE

� �
¼ TPV � Thð Þ

ψh
ð37:8Þ

N αcTcITE þ K Th � Tcð Þ þ 1
2
I2TERþ 1

2
μ Th � Tcð ÞITE

� �
¼ Tc � Tað Þ

ψ c
ð37:9Þ

The power output of TEG system can be written as follows:

PTE ¼ Qh � Qc ¼ I2TERL

¼ N shTh � scTcð ÞITE � I2TER� μITE Th � Tcð Þ� � ð37:10Þ
The electric current flowing through TEG can be written as:

ITE ¼ N shTh � scTcð Þ � μ Th � Tcð Þ½ �
RTE 1þ mð Þ ð37:11Þ

where m ¼ RL
RTE

¼ RLA FFð Þ
4N2 ρLþ2Rcð Þ is the ratio of electrical load resistance connected to TE

module to the internal electrical resistance of TE module. By using expression of
RTE, KTE and FF, Eqs. (37.8) and (37.9) can be written as follows:
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P1T
2
h þ P2T

2
c þ P3ThTc þ P4Th þ P5Tc þ P6 ¼ 0 ð37:12Þ

Q1T
2
h þ Q2T

2
c þ Q3ThTc þ Q4Th þ Q5Tc þ Q6 ¼ 0 ð37:13Þ

where the expressions for P1 through P6 and Q1 through Q6 and the temperature-
dependent material properties of Bi2Te3 are given in Appendix A [16].

Equations (37.1), (37.12) and (37.13) are non-linear equations and cannot be
solved analytically. Therefore, iterative methods have been used to solve these
equations numerically.

After calculating the temperature of PV module, hot side and cold side of the TE
module, the voltage, power output and efficiency of TE module can be given as:

VTE ¼ ITERL ¼ N shTh � scTcð Þ � μ Th � Tcð Þ½ �m
1þ mð Þ ð37:14Þ

PTE ¼ I2TERL ¼ mA FFð Þ shTh � scTcð Þ � μ Th � Tcð Þ½ �2
4 ρLþ 2Rcð Þ 1þ mð Þ2 ð37:15Þ

ηTE ¼ PTE

Qh
ð37:16Þ

The overall power output and efficiency of hybrid CPV-TEG system can be given
as:

P ¼ PPV þ PTE ð37:17Þ

η ¼ P

CGAPV
ð37:18Þ

37.3 Results and Discussion

The performance of the hybrid CPV-TEG system depends on various parameters
such as solar irradiation, concentration ratio, electrical resistance ratio and fill factor
of TE module, height and cross section of TE module, temperature of hot and cold
side of TE module and thermal resistance between TE module and reservoirs. The
various parameters used in modeling of PV-TEG hybrid system are given in
Table 37.1. In this study, the fill factor, height and cross section of TE module
have been fixed, and the effect of remaining parameters have been studied. Since the
expressions for temperatures of PV module, hot and cold side of TE module cannot
be found out explicitly, therefore, a MATLAB Simulink model has been designed to
calculate the various temperatures by solving Eqs. (37.1), (37.12) and (37.13)
iteratively based on a numerical method. In this Simulink model, by defining various
optical, design, geometric and operating parameters, the various temperatures have
been calculated for different resistance and concentration ratios by providing the
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initial guess values of temperatures to solve Eqs. (37.1), (37.12) and (37.13)
iteratively. Once these temperatures are known, the voltage, current, power output
and efficiency of PV module, TE module and hybrid CPV-TEG system can be
determined.

Figure 37.3 shows the actual hot side and cold side temperatures varying with
resistance ratio of TE module. Both hot side and cold side temperatures change
rapidly at lower resistance ratios. At higher resistance ratios, the change becomes

Table 37.1 Values of parameters used in modelling of hybrid CPV-TEG system [11, 14]

Parameter Symbol Value

Thermal conductivity of PV cell kPV 148 W/mK

Thermal conductivity of glass cover kg 1.1 W/mK

Thermal conductivity of Tedlar kT 0.2 W/mK

Absorptivity of PV module αc 0.9

Absorptivity of Tedlar αT 0.5

Packing factor of PV module βc 0.85

Temperature coefficient of PV module β0 0.005 K�1

Thickness of PV cell LPV 0.0003 m

Thickness of glass cover Lg 0.003 m

Thickness of Tedlar LT 0.000175 m

PV module efficiency at standard test conditions (STC) ηref 13%

Transmissivity of glass cover τg 0.95

Ambient temperature Ta 300 K

Electrical contact resistance Rec 3.41 � 10�10 Ωm2

Number of pairs N 127

Module surface area A 9.0 � 10�4 m2

Thermoelectric area ATE 8.7 � 10�7 m2

Length of TE module leg LTE 1.6 � 10�3 m
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lesser. The magnitude of change in hot side temperature is large as compared to cold
side temperature because the hot side temperature depends on PV module temper-
ature which is varying continuously with solar irradiation. Further, the thermal
resistance between PV module and hot side of TE module and between cold side
of TE module and heat sink is not same which results in different magnitudes of
variation. The effect of concentration ratio on temperature difference between hot
and cold side of TE module has been plotted in Fig. 37.4. It shows that the magnitude
of temperature difference is higher for higher values of concentration ratio due to
increased temperature of PV module at higher concentration ratio which further
results in increased hot side temperature of TE module. The magnitude of change in
temperature difference is higher at lower resistance ratios. As the resistance ratio
increases to higher values where the TE module acts as an open circuit due to very
large load resistance and no current flows through the device, thus, Peltier heating,
Joule heating and Thomson heating diminish, causing almost constant temperature
resistance.

The effect of concentration ratio on TE module voltage and electric current has
been shown in Figs. 37.5 and 37.6, respectively. Both voltage and current are higher
at higher concentration ratios due to increased temperature difference between hot
and cold junctions at higher concentration ratios. The TE voltage increases and TE
current decreases with increase in resistance ratio which is obvious because higher
load resistance causes higher voltage and lower current. However, the rate of
increment in TE voltage and rate of decrement in TE current are higher at lower
resistance ratios.

The effect of concentration ratio on power output of TE module has been shown
in Fig. 37.7. The power output increases with increase in concentration ratio because
the PV module temperature and thus hot side temperature of TE module increases at
higher concentration ratio, which results in increased temperature difference

5
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2

1

0
0 2 4

(RL/RTE)
6

C=1 
C=3 
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8 10

Δ 
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 (
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Fig. 37.4 Effect of
concentration ratio on
variation of hot side and
cold side temperature
difference (ΔT ) with
resistance ratio
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between hot side and cold side of TE module. The increased temperature difference
increases the Seebeck voltage, and thus power output increases. The power output
first increases and becomes maximum at a particular value of resistance ratio and
then further increase in resistance ratio decreases the power output. It is clear that the
power output is not maximum when the load resistance is matched with the internal
resistance of TE module which is the case for conventional thermoelectric devices to
get maximum power output. Since the temperature difference between hot and cold
side of TE module has been considered constant in the conventional TE devices.
However, it should not be considered constant for real TE devices and should be
determined by solving energy balance equations at hot and cold side of TE device
based on first law of thermodynamics. The maximum power output occurs when
load resistance is equal to

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Z �Tm

p
times the internal resistance of TE module. The
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optimum value of resistance ratio is 1.7 for maximum power output and it is same for
all concentration ratios. The effect of concentration ratio on TE module efficiency
has been plotted in Fig. 37.8. The efficiency increases with increase in concentration
ratio similar to the reason being explained earlier for TE module power output. The
trend of efficiency variation with the resistance ratio is similar to that of power output
with the resistance ratio. The optimum value of resistance ratio is 1.7 for maximum
efficiency and it is same for all concentration ratio values. It is interesting to note that
the optimum value of resistance ratio is same for both maximum power output and
maximum efficiency similar to solar thermoelectric generator where the optimum
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resistance ratio is same for both maximum power output and maximum efficiency
conditions which is desired. However, for conventional thermoelectric devices, the
optimum conditions are not same for maximum power output and maximum effi-
ciency and therefore, either maximum power output or maximum efficiency can be
achieved at an optimum resistance ratio.

The variation of power output of PV module, TE module and CPV-TEG system
has been indicated in Fig. 37.9 for concentration ratio of 5. It is clear that both the PV
module and hybrid CPV-TEG system power output decrease continuously with
increasing resistance ratio. The TE module power output first increases and then
decreases with increase in resistance ratio after attaining maximum value at a
particular value of resistance ratio. The power output of hybrid system varying
with resistance ratio follows the similar trend of PV module power output varying
with resistance ratio because contribution of PV power is very high as compared to
that of TE module. However, the power of hybrid system is higher than that of PV
due to added contribution from TE module power output. Further, the contribution
of TE module power output decreases rapidly at higher resistance ratios. The
efficiencies of PV module, TE module and hybrid CPV-TEG system varying with
resistance ratio have been shown in Fig. 37.10 for concentration ratio of 5. The
efficiency of TE module first increases and then decreases after attaining maximum
value with increase in resistance ratio similar to power output trend of TE module.
The PV module and hybrid CPV-TEG system efficiencies also decrease with
increase in resistance ratio. However, the rate of decrement is different for PV
module, TE module and hybrid system. Further, the efficiency of TE module is
very less as compared to that of PV module.

The variation of power output and efficiency of TE module with CG product for
three different values of resistance ratio have been shown in Figs. 37.11 and 37.12
respectively. The power output and efficiency both are highest at optimum resistance
ratio value of 1.7 which was determined earlier. The other two resistance ratio values
are the maximum and minimum values of the chosen range of resistance ratio and the
TE power output and efficiency corresponding to these values of resistance ratio are
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small compared to that of at optimum resistance ratio value for all CG product
values. The TE module power output and efficiency both increase with increase in
CG product due to increased temperature of PV module and thus, increased tem-
perature difference between the hot and cold junctions of TE module.

The variation of power output of PV module, TE module and hybrid CPV-TEG
system have been plotted in Fig. 37.13 for optimum resistance ratio value of 1.7. The
power output of PVmodule and hybrid CPV-TEG system first increase with increase
in product of solar irradiance and concentration ratio (CG) and gets maximum value
at a particular value of CG product and then decreases with further increase in CG
product value. Thus, there exists an optimum value of CG product for maximum
power output of PV or hybrid CPV-TEG system. The contribution of TE module
power output to the hybrid CPV-TEG system power output increases continuously
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with increase in CG product value due to increased temperature difference between
hot and cold junction of TE module at higher concentration ratio. However, at
smaller values of CG product, the contribution of TE module power output is very
less as compared to that of PV module. The variation of efficiency of PV module, TE
module and hybrid CPV-TEG system with product of solar irradiance and concen-
tration ratio (CG) has been plotted in Fig. 37.14 for optimum resistance ratio value of
1.7. The efficiency of PV module and hybrid CPV-TEG system decrease with
increase in CG product due to increased temperature of PV module at higher CG
values. However, the efficiency of TE module increases with increase in CG value
due to increased temperature of hot side of TE module. It is clear that the efficiency
of hybrid system is higher than that of PV system alone.

Figure 37.15 shows the variation of maximum power output of CPV and TEG
modules with cold side thermal resistance of TE module and hot side thermal
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resistance is kept constant. It is clear that the power output of CPV and TEG modules
system decreases with increase in cold side thermal resistance and become almost
zero at very high values of thermal resistance. Since, at higher cold side thermal
resistance, the heat transfer from cold junction to heat sink becomes very less
and thus, the cold side temperature does not decrease which causes very small
temperature difference between hot side and cold side of TE module which replace
in very low power output. Similar to power output trend of PV module and TE
module, the variation of maximum efficiency of PV module and TE module with
cold side thermal resistance has been plotted in Fig. 37.16. The maximum efficien-
cies of both PV module and TE module decrease with increase in thermal resistance;
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the reason being similar to that of power output variation. The effect of solar
irradiance on PV current and power output with C ¼ 1 has been shown in
Figs. 37.17 and 37.18, respectively. It is clear that both the current and power output
increase with increase in solar irradiance. The power output and current of hybrid
CPV-TEG system for CG¼ 1W/m2 are almost same to that of PV system because at
lower CG values, the contribution of TE system is negligible.

Ψc (K/W)

0 10 20 30 40
1.6

1.8

2

2.2
x 10-3

ηPV 

ηTE 

0.14

0.145

0.15

0.155

η P
V

(m
ax

) 
(W

)

η T
E

(m
ax

) 
(W

)

Fig. 37.16 Variation of
maximum efficiency of CPV
and TEG with thermal
resistance at cold side of
TEG

0.05

0.15

0.25

0.2

0.2 0.3 0.4 0.5 0.6 0.7

0.1

0.1
0

0
Vpv (V)

I p
v(

A
)

G-1000 W/m2

G-800 W/m2

G-600 W/m2

Fig. 37.17 Effect of solar
irradiance on variation of
PV current with PV voltage

37 Parametric Optimization of Concentrated Photovoltaic-Thermoelectric. . . 539



37.4 Conclusions

In this paper, a thermodynamic model based on first and second laws of thermody-
namics has been investigated for a hybrid CPV-TEG system to analyse its
performance. The temperatures of PV cell and hot and cold junction temperatures
of TEG have been calculated by solving energy balance equations for PV and TE
modules in MATLAB using an iterative method. The optimum working conditions
have been determined for the hybrid system. The results show that the power output
and efficiency of hybrid CPV-TEG system are higher than that of PV system alone
by attaching the TE module to the back side of PV module to harvest the residual
heat from PV module. The concentration ratio and resistance ratio have been
optimized for maximum power output and efficiency of the hybrid system. Both
the power output and efficiency of TE module are highest at optimum resistance ratio
value of 1.7 which are 2.285 mW and 0.172%, respectively, at a fixed
GC ¼ 5000 W/m2. The optimum CG value at which the power output of PV system
and CPV-TEG system is maximum is 8000 W/m2 for optimum resistance ratio value
of 1.7. The increase in power output and efficiency of hybrid CPV-TEG system are
almost 1% and 5%, respectively, as compared to PV system alone for the given
system. The power output of PV system and TE module increases by 16.87% and
22.28%, respectively, and the efficiency of PV system and TE module increases by
2.25% and 12.5%, respectively, as the cold side thermal resistance decreases from
40 K/W to 20 K/W.
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Nomenclature

A Area (m2)
C Concentration ratio
FF Fill factor
G Solar irradiation (W/m2)
H Heat transfer coefficient (W/m2K)
I Electric current (A)
k Thermal conductivity (W/mK)
L Length of thermocouple element
m Resistance ratio
N Number of p-n thermocouple elements
P Electrical power (W)
Q Heat (W)
R Electrical resistance (Ω)
s Seebeck coefficient (V/K)
T Temperature (K)
U Overall heat transfer coefficient (W/m2K)
V Voltage (V)
Z Figure of merit (1/K)

Greek letters

α Absorptivity
βc Packing factor of PV module
β0 PV cell temperature coefficient (1/K)
ε Surface emissivity of PV module
μ Thomson coefficient (V/K)
σ Stefan Boltzmann coefficient (W/m2K4)
ρ Electrical resistivity (Ω-m)
τ Transmissivity
η Efficiency
ψ Thermal resistance (K/W)

Subscripts

a Ambient
b Bottom
c Cold side of TEG
ec Electrical contact
g Glass cover
h Hot side of TEG
L Load
max Maximum
n n-type semiconductor material
p p-type semiconductor material
PV Photovoltaic module
ref Reference
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sky Sky
TE Thermoelectric module
T Tedlar
t Top

Appendix-A

The temperature-dependent material properties of Bi2Te3 and the expressions for P1

through P6 and Q1 through Q6 are defined as:

s ¼ [sp � (�sn)] ¼ (44448.0 + 1861.2Tm
� 1.9810Tm

2) � 10�9
ρn ¼ ρp ¼ (5112.0 + 163.4Tm + 0.6279Tm

2)
� 10�10

kn ¼ kp ¼ (62605.0 � 277.7Tm + 0.4131Tm
2)

� 10�4
μ ¼ [μp � (�μn)] ¼ (1861.2Tm � 3.962Tm

2)
� 10�9

P1 ¼ αhA FFð Þ μ mþ 1ð Þ � αh 2mþ 1ð Þ½ �ψh

8 ρLþ 2Recð Þ mþ 1ð Þ2 Q1 ¼
αhA FFð Þ μ mþ 1ð Þ � αh½ �ψ c

8 ρLþ 2Rcð Þ mþ 1ð Þ2

P2 ¼ αcA FFð Þ μ mþ 1ð Þ þ αc½ �ψh

8 ρLþ 2Recð Þ mþ 1ð Þ2 Q2 ¼
αcA FFð Þ μ mþ 1ð Þ þ αc 2mþ 1ð Þ½ �ψ c

8 ρLþ 2Rcð Þ mþ 1ð Þ2

P3 ¼ �A FFð Þ μ mþ 1ð Þ αh þ αcð Þ � 2mαhαc½ �ψh

8 ρLþ 2Recð Þ mþ 1ð Þ2 Q3 ¼
�A FFð Þ μ mþ 1ð Þ αh þ αcð Þ þ 2mαhαc½ �ψ c

8 ρLþ 2Rcð Þ mþ 1ð Þ2

P4 ¼ � kA FFð Þψh þ Lð Þ
L

Q4 ¼
�kA FFð Þψ c

L

P5 ¼ kA FFð Þψh

L
Q5 ¼

kA FFð Þψh þ L

L
P6 ¼ TPV Q6 ¼ � Ta
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Chapter 38
Solar-Powered Drip Irrigation System

M. W. Akram, Yi Jin, Guiqiang Li, Zhu Changan, and J. Aiman

38.1 Introduction

Water and energy are the key drivers of agriculture sector. It consumes 85% of fresh
water. Consumption of water, especially by agriculture sector, has reached a very
high level which causes water scarcity and affects food security, due to high
population growth rate [1]. The continuous increase in population and the increasing
water and energy demand by agriculture, domestic, and industrial sectors have
caused great stress on the world’s water and energy resources. The annual water
withdrawal from different sectors increases from 580 km3 to 3500 km3 during the
years 1900–2010 showing enormous stress over water resources [2]. On the other
hand, world primary energy supply increases from 6101 Mtoe to 13,699 Mtoe
resulting in a continuous increase in CO2 emission from 15,458 Mt to 32,381 Mt
during the years 1973–2014 [3]. This causes an increase in environmental degrada-
tion. Present global surface temperature is 0.6 degree Celsius higher than average for
the period between the years 1900 and 2010 [2]. The world is using fossil fuels as
energy resources, which are nonrenewable and environment unfriendly. The prices
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of fossil fuels are increasing as well. On the other hand, most of the farmers in the
world are using conventional methods of irrigation which cause a huge loss of
precious resource of water and reduce yield as well. The farmers in the developing
countries are also facing unreliable availability of electricity. The farmers need an
independent and alternative energy system. Thus, the need of the time is to use
sustainable approaches in every field to use our resources judiciously. It has become
necessary to replace the conventional sources of energy with green renewable energy
and conventional methods of irrigation with high-efficiency irrigation systems to
ensure global energy, food, and environmental security.

Solar energy is one of the best renewable energy resources which can be
combined with mechanical systems to pump irrigation water as solar irradiation
coincides with crop water requirement. The crop requires more water as solar
irradiation increases and therefore more water can be pumped [4, 5]. Furthermore,
it is a long-term cost-saving and environment-friendly resource. Chandel [6] and
Posorski [7] stated that this resource is more attractive in remote areas having no
electricity grid connection. They found that PV pumps are promising alternative to
conventional diesel and electricity-based pumps for irrigation purpose especially in
developing countries considering huge solar potential. The future goal of agriculture
is to produce more with less by increasing crop production per unit drop of water.
This goal can be accomplished using high-efficiency irrigation systems like drip
irrigation. It is a pressurized irrigation method which uses a pump to provide the
required system pressure. Therefore, it is a sound option to combine solar pumping
system with drip irrigation. The use of solar-powered drip irrigation system reduces
the energy and water consumption in the agriculture sector as well as increases the
yield and enhances the environment. Burney et al. [5] stated that solar-operated drip
irrigation system is a cost-effective approach in comparison to alternative
approaches. Use of drip irrigation offers very high water use efficiency and crop
productivity [8]. Different research studies conducted in India showed that drip
irrigation saves 40–80% water and increases yield up to 100% for different crops.
This approach is feasible for both small- and large-sized farms [9]. Burney et al. [5]
stated that it is an environment-friendly approach.

In the context of circumstances stated above, it is a sound option to combine high-
efficiency irrigation systems with renewable energy resources. The present research
is a step toward it. This study was conducted to design, develop, and evaluate
techno-economic performance of solar-powered drip irrigation system in an agricul-
tural farm located in Pakistan. The main objectives of the present study are to (1)
design a sustainable irrigation system (solar-powered drip irrigation) for citrus,
olives, and grapes according to climatological characteristics of the subject region,
(2) determine optimum water requirements and propose a drip irrigation schedule for
these crops according to available solar energy and water requirements, and (3)
evaluate the hydraulic performance, water saving, fertilizer saving, and yield opti-
mization potential of the system.
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38.2 System Design

This section includes the complete design process. The information required for the
design of the complete system includes solar insolation, water requirement, proposed
layout, hydraulic characteristics, and total dynamic head of the system. The block
diagram of system is shown in Fig. 38.1.

38.2.1 Site Description and Climatological Characteristics

The study was conducted at a farm in Town Tamman, District Chakwal, Potohar
region, Pakistan. The study area is divided into eight zones as shown in Fig. 38.2.
Three different types of crops are grown in these zones. The zone-wise distribution

Fig. 38.1 Block diagram of the system

Fig. 38.2 Zone-wise distribution of crops in the study area
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of crops is also shown in Fig. 38.2. Citrus is grown at an area of 2.25 acres, grapes at
an area of 1.5 acres, and olive at an area of 3.5 acres. Chakwal lies in subtropical
zone. The average rainfall in the region is 22–25 inches [10]. Based on the classi-
fication by FAO [11], according to annual rainfall, this area falls in semiarid climatic
zone. A good sunshine is present for more than average 6 h throughout the whole
year in this region [12]. The global horizontal irradiance (daily average) during
different days of the year 2015 in Potohar region is shown in Fig. 38.3 which shows
that, in summer days, the daily average GHI goes above 800 Wm�2.

38.2.2 Crop Water Requirement

Crop water requirements can be determined by estimation of crop evapotranspiration
(ET). ET depends upon meteorological parameters and management and environ-
mental conditions [13]. Allen et al. [13] recommended to use FAO Penman-Mon-
teith method for computation of crop evapotranspiration. Rasul and Mahmood [14]
said that FAO Penman-Monteith method is best for estimation of evapotranspiration
in Pakistan’s climate. Firstly, reference evapotranspiration (ETo) was calculated for
different months of the year. This refers to standard growing conditions of grass. The
FAO Penman-Monteith expression is shown in Eq. 38.1:

ETo ¼
0:408Δ Rn � Gð Þ þ γ 900

Tþ273U2 es � eað Þ
Δþ γ 1þ 0:34U2ð Þ ð38:1Þ

where ETo is reference evapotranspiration (mmday�1), Rn is net radiation at the crop
surface (MJ m�2 day�1), G is soil heat flux density (MJ m�2 day�1), T is mean daily
air temperature at 2 m height (�C), U2 is wind speed at 2 m height (m s�1), es is
saturation vapor pressure (kPa), ea is actual vapor pressure (kPa), (es - ea) is
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Fig. 38.3 Global horizontal irradiance (daily average) during different days of the year 2015 in
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saturation vapor pressure deficit (kPa), Δ is slope of vapor pressure curve (kPa�C�1),
and γ is psychrometric constant (kPa�C�1). However, the original growing condi-
tions of a crop differ significantly. The effect of those differences in conditions is
accounted in final estimation using crop coefficient (Kc). The crop coefficient
considers crop type, climate, soil evaporation, and growth stage. Finally, crop
evapotranspiration (ET) is determined by multiplying ETo by Kc [15]. The calculated
water requirements of the subject crops and the other parameters during different
months of the year are given in Table 38.1. Those ETo and Kc values are considered
for final design of the system for which crop water requirement (CWR) is maximum.
Solar irradiation in the region coincides with crop water requirement. The coinci-
dence between water requirements of grapes, olive, and citrus and daily global
radiation (Hd) throughout the year 2015 is shown in Fig. 38.4.

Table 38.1 ETo, Kc, and CWR of the subject crops during different months of the year

Month J F M A M J J A S O N D

ETo (mm/
day)

1.8 2.8 3.8 5.9 7.8 8.5 6.7 5.8 5.2 4.1 2.8 1.8

Kc (olive/
citrus)

0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7

Kc

(grapes)
0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95

CWR
(olive/
citrus)

1.26 1.96 2.66 4.13 5.46 5.95 4.69 4.06 3.64 2.87 1.96 1.26

CWR
(grapes)

1.71 2.66 3.61 5.6 7.41 8.07 6.36 5.51 4.94 3.89 2.66 1.71
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Fig. 38.4 Daily global radiation and water requirement of the subject crops in Potohar region
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38.2.3 Drip Layout Design

From Table 38.1, it is clear that values of reference evapotranspiration and crop
water requirements are highest in the month of June. So, the values of ETo and Kc for
the month of June are considered as reference for the design of drip system.
Furthermore, plant and row spacing for citrus are 5.48 m and 5.48 m, respectively;
for grapes are 1.83 m and 3.65 m, respectively; and for olive are 5.48 m and 5.48 m,
respectively. Canopy area can be simply found by multiplying plant spacing, row
spacing, and maturity factor as shown in Table 38.2. The assumed irrigation system
efficiency for drip irrigation is 90%. The emitter flow rate and optimal wetted width
of each emitter are 8 LPH and 1 m, respectively. The peak daily consumptive use per
day (mm/day) is found by using Eq. 38.2. The other design calculations are shown in
Table 38.2:

Peak daily consumptive use per day mm=dayð Þ

¼
CWR mm

day

� �
�Maturity factor

Irrigation system efficiency
ð38:2Þ

Variation in pressure and discharge of the emitters should be in permissible limits
to ensure uniform water distribution. This can be ensured using appropriate lateral
lengths [16]. Pande [17] designed solar-powered drip irrigation system for orchards.

Table 38.2 Design calculations for drip layout

Sr.
No. Parameters Unit

Zone
(1–2)
Citrus

Zone
(3–4)
Grapes

Zone
(5–7)
Olive

Zone
(8)
Olive

1. Total area Acres 2.25 1.5 2.0 1.5

2. Canopy area m2 12.01 2.67 12.01 12.01

3. No. of dripper per plant Nos. 6 2 6 6

4. Emitter spacing along plant
canopy

m 1 1 1 1

5. No. of drip lines per row Nos. 2 1 2 2

6. Irrigation cycle (assume
1 day)

Days 1 1 1 1

7. Peak daily consumptive use
per day

mm/
day

2.64 3.58 2.64 2.64

8. Total no. of plants Nos. 303 909 270 202

9. Total drip line length m 3323 1663 2954 2216

10. Total no. of emitters Nos. 1818 1818 1620 1212

11. Average emitter spacing
along lateral

m 1.82 0.92 1.82 1.82

12. Total flow rate LPH 14,544 14,544 12,960 9696

13. Application rate mm/h 1.60 2.40 1.60 1.60

14. Operation time Hours 1.65 1.49 1.65 1.65
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He recommended to consider factors like variation in pressure of pump with respect
to solar irradiance during different hours of the day. Asif et al. [18] recommended to
install pressure-compensating emitters in orchards to create uniform pressure. Con-
sidering these studies, importance of uniform water distribution was kept in mind,
and accordingly pressure-compensating emitters are used.

38.2.4 Pumping System Design

For calculation of head losses in the pipe network, Hazen-Williams equation,
suggested by Miller [19], is used. The expression is shown in Eq. 38.3, and the
calculated head losses for different components of the system are given in Table
38.3:

HL ¼ 10:67Q1:852L

C1:852d4:8704
ð38:3Þ

whereHL is head loss (m), L is length of pipe (m),Q is volumetric flow rate (m3/s), C
is pipe roughness coefficient, and d is pipe inside diameter (m). Pande [17] said that
pump size for solar-powered drip irrigation system depends upon energy needed to
operate the drip system at specific pressure for a specific area. The volume of water
to be pumped, required pressure, pressure losses at all components, and efficiencies

Table 38.3 Calculated head losses

Head loss in lateral 1.19 m

Sub-mainline: head loss 1.11 m

Mainline: head loss 7.97 m

Suction line: head loss 0.088 m

Delivery line: head loss 0.088 m

Total head loss: pipe network 10.446 m

Elevation difference 0 m

Emitter operating pressure 10 m

Fitting loss (lateral, mainline, sub-mainline, and head unit) 1 m

Head loss in filter 6 m

Head loss in fertigation system 4 m

Head loss in flow meter 3 m

Field fitting losses 2 m

Miscellaneous head loss 2 m

Pumping lift 3 m

Total dynamic head 41.446 m (42)
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of all subcomponents like motor-pump were taken into account to choose an
appropriate pump.

The required horsepower for the motor-pump is calculated by the formula given
in Eq. 38.4 [19]. The efficiency of motor and pump was 70% and 65%, respectively.
The estimated required horsepower was 4.9 HP. 5 HP was taken into account for
further calculation:

HP ¼ Q� H

3960�motor&pump efficiency
ð38:4Þ

where HP is motor horsepower,Q is discharge (GPM), andH is pumping head (feet).

38.2.5 PV Design

The high initial cost of the PV system is a problem, so it should be designed and
installed perfectly to make it cost-effective [4, 20]. Yahyaoui I. et al. [21] proposed
and evaluated an optimum PV sizing approach to ensure an uninterrupted power
supply to the pump. The proposed approaches help to determine suitable PV
configuration. Cuadros F. et al. [20] designed PV system to power drip irrigation
system for olive orchard. Considering these studies, the PV system was designed.
The size of PV array is given by Eq. 38.5 [22]:

APV ¼ EH

HavgηpvηITCF
ð38:5Þ

where APV is the required area of PV array in m2, EH is the required hydraulic energy
including pumping system losses (KWhday�1), Havg is the average daily global
irradiation (KWhm�2 day�1), ηPV is the efficiency of PV panel (%), ηI is the
efficiency of inverter (%), and TCF is the temperature correction factor. Equation
38.6 gives the peak power of PV generator [22]:

PPV ¼ ApvIpηpv ð38:6Þ

where PPV is PV peak power (W) and IP is peak solar irradiance (taken as 1000 Wm
�2). The computed power for the present PV system was 5.5 KW (5500 watts). The
array of photovoltaic panels was selected according to the power requirement. As
multiple PV panels were used to generate required power, so they were connected in
combination of series-parallel to match the voltage and current requirement of the
inverter.
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38.3 Results and Discussion

The complete system diagram is shown in Fig. 38.5.
The system was designed in a way that it can irrigate as more area as possible

within least investment. The total area was divided into different blocks and each
block is irrigated separately. The system has the capacity to irrigate all the blocks,
one by one, within 6.44 h during peak demand days, while available sunshine hours
are also sufficient. The graph between actual required operational time for the whole
system and sunshine hours throughout the year is given in Fig. 38.6 and clearly
shows that the designed system can fulfill the water demands of the subject crop

It is mentioned earlier that the system was designed according to peak demand.
Thus, in actual, the required operational time varies during different months. Con-
sidering the yearly variability of climate data, the daily required operational time for
the system throughout the whole year is given in Table 38.4.

The hydraulic performance of the system was evaluated during effective sun
hours to check water application uniformity. The design discharge of the emitter was
8 LPH. The average discharge from these emitters on different laterals was in
acceptable range. According to performance evaluation methods, suggested by
Smajstrla A. G. et al. [23], coefficient of variation and water application uniformity

Fig. 38.5 Complete system diagram
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were determined. The coefficient of variation for overall system was observed as
0.15. The calculated water application uniformity of the system was 85%, which is
considered as very good according to uniformity classifications by ASAE [24]. It
shows that the system was properly designed which ensures evenness in water and
fertilizer distribution. Moreover, the clogging in emitters, choking in filters, and
accumulation of dust on PV panels were observed during performance evaluation of
the system. These all factors reduce the efficiency of system. Thus, these factors
should be monitored regularly, after drip installation for proper working of the
system. In addition to this, water saving by use of drip irrigation was also studied
and observed as 50%, 55%, and 60% for grapes, olive, and citrus, respectively, as
compared to traditional irrigation method adopted in the region. The fertilizer saving
was also observed for the subject crops. The fertilizer saving was observed as 45%,
40%, and 42% for grapes, olive, and citrus, respectively. The reduction in use of
fertilizer decreases the input cost as well as reduces groundwater and soil contam-
ination due to excessive use of chemical fertilizers. In addition to conservation of
natural resources, a high increase in the yield and quality is expected for these crops.
The cost of complete system is 1,420,110 PKR. The percentage share in total cost by
different components of the system is shown in Fig. 38.7.

38.4 Conclusions

In this chapter, a research-based study combining drip irrigation and PV system is
presented. Solar-powered drip irrigation is found suitable for point application of
irrigation water for orchards and high-value crops. The system has the potential to
enhance yield, water productivity, water use efficiency, reduced input cost, and
reduced energy requirements and ensure energy and environment security. It con-
tributes toward long-term reduction of water and energy consumption in irrigation
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sector. Furthermore, this system allows farming in areas with water shortage and
absence of electricity or electricity shortfall (in developing countries), thereby
enhancing sustainability. The system design is based on peak water requirements
and applicable for all subject crops. The system was evaluated and satisfactory
results were found in every aspect. The coefficient of variation and water application
uniformity were found in good ranges. It was concluded from the evaluation of
pumping system that cleaning of filter, emitters, and PV panels enhances the
efficiency of system. Furthermore, the use of pressure-compensating drippers is
found necessary for solar-powered drip irrigation system.

A natural coincidence exists between the crop water requirement and available
solar energy. The designed system can fulfill the water demands of the subject crops
throughout the year within available sunshine hours. Water saving and fertilizer
saving were greater than 50% and 40%, respectively, as compared to traditional
methods adopted in the region. PV system and the laterals have the greatest share in
total cost, and with the expected reduction in prices of PV panels in the future and
use of indigenized materials, the system will become more and more viable. This
chapter may provide technical guidance for design and installation of solar-powered
drip irrigation system.

Nomenclature

APV Required area of PV array in m2

C Pipe roughness coefficient
γ Psychrometric constant (kPa�C�1)
D Pipe inside diameter (m)
Δ Slope of vapor pressure curve (kPa�C�1)
ea Actual vapor pressure (kPa)

Inverter
6%

Pump set & Prime
mover
12%

PVC pipes
12%

Filtration & Fertigation
4%

Emitting
System/Laterals

28%

Drip Fittings
1%

Valve & monitoring
system

2%

Fittings &
Accessories

4%

Ohters
2%

PV array
29%

Fig. 38.7 Percentage share in total cost by different components
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es Saturation vapor pressure (kPa)
(es – ea) Saturation vapor pressure deficit (kPa)
EH Required hydraulic energy (KWhday�1)
ET Crop evapotranspiration
ETo Reference evapotranspiration (mmday�1)
G Soil heat flux density (MJ m�2 day�1)
H Pumping head (feet)
Hd Daily global radiation
HL Head loss (m)
Havg Avg daily global irradiation (KWhm�2 day�1)
HP Motor horsepower
ηPV Efficiency of PV panel (%)
ηI Efficiency of inverter (%)
IP Peak solar irradiance (Wm�2)
Kc Crop coefficient
L length of pipe (m)
PPV PV peak power (W)
Q Volumetric flow rate (m3/s)
Rn Net radiation at the crop surface (MJ m�2 day�1)
T Mean daily air temperature at 2 m height (�C)
TCF Temperature correction factor
U2 Wind speed at 2 m height (m s�1)
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Chapter 39
Energetic Optimization of the Flat Plate
Solar Collector

Mohamed Hany Abokersh, Abdelghani A. Elimam, and Mohamed El-Morsi

Abbreviations

ANOVA The analysis of variance
DOE Design of experiment
OA Orthogonal array
S/N The signal-to-noise ratio
SQP Sequential quadratic programming
POE Propagation of error
PRESS The predicted residual error of sum square
RSM Response surface methodology

39.1 Introduction

The solar collector is the core component of the solar water heating system [1] where
the flat plate collector type is the most economical and popular solar collector type
since it’s simple in construction and requires less maintenance [2]. Typically the flat
plate solar collector consists of an absorber plate painted with a selective coating
material to enhance its absorptivity, transparent glass cover (glazing), insulation
material in order reduce the losses to the environment, flow tubes welded to the
absorber plate, and galvanized steel frame to hold the mentioned components [3] as
shown in Fig. 39.1.
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Over the last decades, the researchers have been working on the analysis and
development of the flat plate collector. Alvarez et al. [4] conducted an experimental
and numerical analysis based on the finite element method for a newly designed flat
plate solar collector with a corrugated channel. Besides, Hobbi and Siddiqui [5]
performed an experimental study to investigate the impact of various passive heat
enhancement devices based on shear-produced turbulence on the thermal perfor-
mance of a flat plate solar collector. Moghadam et al. [6] investigated the effect of
utilizing a mixture of CuO/water nanofluid as heat transfer fluid on the efficiency of
the flat plate solar collector. The results illustrated that the usage of this mixture
could increase the flat plate collector efficiency by about 21.8%. Furthermore,
Zambolin and Del Col [7] presented a comparative study between the glazed
standard flat plate solar collector and the evacuated tube solar collector based on
EN 12975-2 standard. The daily results showed that the flat plate solar collector was
more sensitive to environmental conditions.

Several design parameters affect the thermal performance of the flat plate solar
collector. Therefore, in this context, many researchers [8, 9] have strived to obtain
the optimum levels of these factors that maximize the thermal performance of the flat
plate solar collector. Most of the above researchers utilized the traditional experi-
mental strategy (one factor at time (OFAT)) approach [10] in order to evaluate the
effect of the flat plate solar collector design parameters. This method has a failure in
discussing the optimum conditions for a combination of design parameters based on
multi-responses. Therefore, Jeffrey Kuo et al. [3] attempted to introduce the Taguchi
method combined with the Grey relation analysis to overcome the disadvantage of
OFAT in optimizing multi-responses of the flat plate solar collector. Even though
this method solves the problem of obtaining the optimum values for the design
parameters based on the multi-responses, it evaluates the optimum conditions only
based on the main factor analysis without consideration for the interaction between
design parameters which leads to different optimum conditions. Therefore, the
present study intends to combine the response surface methodology (RSM) from
the design of experiment (DOE) approach with the Taguchi method to optimize
multi-responses of the flat plate solar collector with consideration for the interaction
between the design parameters.

Fig. 39.1 The main
structure of the flat plate
collector [3]
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39.2 Basic Equations Performance

Beckman and Duffie [11] defined the total useful energy output from the flat plate
solar collector as given by Eq. 39.1.

Qnet ¼ FRA ταð Þe:IT � Us T i � Tað Þ� � ð39:1Þ
where FR is the heat removal factor which represents the actual useful energy gain of
the collector to the useful gain if the whole collector surface were at the fluid inlet
temperature, (τα)e is the effective transmittance-absorptance product, and IT is the
hourly solar radiation. Us represents the total heat loss coefficient of the flat plate
solar collector, Ti is the inlet water temperature, and Ta is the ambient temperature.
The instantaneous efficiency can be expressed as expressed by Eq. 39.2:

η ¼ Qnet

IT:A
: ¼ FR ταð Þe � Us:

T i � Tað Þ
IT

ð39:2Þ

where the value of FR(τα)e, the optical efficiency, and FRUs, the total heat loss
coefficient, can be calculated using the least square method to get the instantaneous
efficiency. Therefore, the performance of the solar collector can be represented by
the FR(τα)e and FRUs.

Based on the instantaneous efficiency model developed by Duffie and Beckman
[11], a numerical software called CoDePro is developed to evaluate the performance
of the flat plate collector. This software is established according to the test
standard [12].

39.3 Optimization Methodology

The main purpose of the current study is to find out the optimum configuration of the
flat plate solar collector design parameters with independency on the environmental
factors (Robust design).

For this purpose, the cross array Taguchi method [10] is presented to investigate
the design parameters that optimize the flat plate solar collector responses. This
optimization includes maximizing the optical efficiency and minimizing the heat loss
coefficient of the solar collector.

39.3.1 The Design Parameters Levels and the Characteristic
Responses

Several controlled factors which include air gap between glass and absorber plate,
absorber plate material, absorber plate thickness, absorption film type, insulation
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thickness, number of collector flow tubes, and inner and outer diameters of the
collector tubes might affect the thermal performance of the flat plate solar collector
as shown in Fig. 39.1. Furthermore, the performance of the flat plate solar collector is
sensitive to the environmental factors Therefore, the effect of these parameters must
be also considered in the current problem. The levels of the controlled and
uncontrolled factors are summarized in Tables 39.1 and 39.2, respectively. For the
characteristic responses of the flat plate solar collector performance, the optical
efficiencyFR(τα)e and the heat loss coefficient FRUs are selected.

39.3.2 Taguchi Method

The Taguchi method is employed to obtain a robust design with a limited number of
runs based on the orthogonal array (OA). The cross-array design approach L27 for
the inner array and L8 for the outer array is utilized to obtain the robust design where
the inner array is advocated for the controlled factors, whereas the outer array is
advocated for the uncontrolled factors (noise factors). The combination of the inner
and outer arrays provides information about the interaction between the controlled
factors and uncontrolled factors [10].

Table 39.1 The controlled factors levels

Factor, unit Symbol

Levels

1 2 3

Air gap between glass and plate (cm) A 0.5 4.75 9

Air gap between cover glass 1 and cover glass
2 (cm)

B 0.3 0.8 1.3

Absorber plate material C Aluminium Copper Steel

Absorption film type D Black
chrome

Thermalox
250

Tinox

Absorber plate thickness (cm) E 0.05 0.1 0.2

Back insulation thickness (cm) F 1 3 5

Side insulation thickness (cm) G 1 3 5

Number of collector flow tubes K 5 10 15

Inner diameter of collector flow tubes (cm) L 0.6 1.3 2

Absorber length (m) M 0.5 1.5 2.5

Table 39.2 Uncontrolled factors levels

Factor, unit Symbol

Levels

1 2

Solar radiation It 800 1000

Ambient temperature Ta 20 35

Wind speed us 2 4
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39.3.3 The Signal-to-Noise Ratio (S/N Ratio)

The experimental data are then analysed through the “signal-to-noise ratio.” There
are several types of the S/N ratio depending on the desired response. However, there
are two primary types. The S/N ratio for the maximum and minimum outputs is
estimated by [13] as shown in Eqs. 39.3 and 39.4.

Smaller is better:

S=N ¼ 10log
1
n

Xn
i¼1

1

y2i

 !
ð39:3Þ

Larger is better:

S=N ¼ 10log
1
n

Xn
i¼1

y2i

 !
ð39:4Þ

where yi is the observed run and n is the total number of the experimental runs.
Since the characteristic responses of the flat plate solar collector at the current

study are the optical efficiency and heat loss coefficient. Therefore, the optimum
configuration can be found at higher optical efficiency and lower heat loss coefficient
where Eq. 39.3 satisfies the goal of achieving a higher optical efficiency, whereas
Eq. 39.4 meets the goal of achieving a lower heat loss coefficient.

39.3.4 Analysis of Variance (ANOVA)

The S/N ratio is utilized to evaluate the experimental responses without obtaining
information about the significance of each factor. The ANOVA [14] evaluates the
significance of each factor through estimating the experimental error associated with
the responses. The ANOVA calculation includes an estimation for several parame-
ters which include (i) degree of freedom, (ii) correction factor, (iii) the sum square,
(iv) mean square, and (v) F-ratio, as given by [3].

39.3.5 Taguchi Method Limitations

Even though the Taguchi method presents a useful manner to obtain a robust design
with independency on the noise factors, it has several limitations which include the
following:

I. The cross array design does not present an economical design for investigating
a large number of factors [14]; since it crosses the noise factors matrix with the
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controlled factors matrix, this crossing produces a large number of experimental
trials.

II. The cross array design does not estimate the effect of the interaction between
the controlled factors and the noise factors [10].

III. The cross array design discards the effect of the quadratic terms in the con-
trolled and noise factors [10].

IV. The cross array design fails to obtain the optimum design parameters based on
multi-responses.

V. The response model approach is combined with the cross array design to
overcome these limitations.

39.3.6 Response Method Approach

The key issue of obtaining a robust design is to consider the interaction between the
controlled and noise factors. Therefore, the response model approach tends to
develop a correlation model that involves the main effect, the interaction between
the controlled and noise factors, and their quadratic terms with a small number of
experimental trials relative to the number of experimental trials required by the cross
array design.

39.3.6.1 Governing Equations

For considering a first-order model including the controlled and noise factors, the
model formula is mentioned by Montgomery [10] as shown in Eq. 39.5.

y ¼ βo þ β1x1 þ β2x2 þ β12x1x2 þ γz1 þ δ11x1z1 þ δ21x2z1 þ ε ð39:5Þ
where x1, x2 are the controlled factors, z1 is the noise factor, βo is the constant
coefficient of the response model, β1, β2 are the intercept coefficient of controlled
factors, β12 is the intercept coefficient of the interaction between the controlled
factors, γ is the intercept coefficient of the noise factor, and δ11, δ12 are the intercept
coefficients of the interaction between the controlled factors and the noise factor.

According to the assumptions given in [10], the noise factors are random variable
even though they are controlled for the experimentation purpose. Moreover, the
expected value of noise factors is zero, and its variance is σ2z . Based on these
assumptions, the mean response can be estimated as shown in Eq. 39.6.

Ez yð Þ ¼ βo þ β1x1 þ β2x2 þ β12x1x2 ð39:6Þ
For the variance model, Montgomery [10] expanded the response model shown

in Eq. 39.7 using the Taylor series, and the result becomes
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V z yð Þ ¼ σ2z γ1 þ δ11x1 þ δ12x2ð Þ2 þ σ2 ð39:7Þ
From the mean and variance models mentioned above, it is noticed that only the

controlled factors appear in the response models. This mean provides the ability to
achieve the design target with a small variation due to the noise factors. Even
through the noise factor doesn’t appear in the responses model, the intercept
coefficient between the controlled factors and the noise factor appear in the variance
model. This appearance shows the influence of the noise factors in the model
response. Also, σ2 presents the mean square of the residuals estimated from the
response model.

39.3.6.2 Choice of the Experimental Design

The selection of the experimental design is vital in the response model approach. In
the current problem, we are interested in obtaining a second-order model that
includes the interaction between the controlled factors and their quadratic terms.
Therefore, the standard response surface designs, such as the central composite
design and Box-Behnken design [14], might be applicable especially when the
design domain is cube or sphere even though in the current problem the design
domain is not a standard one.

The optimal design is a computer-aided design that involves the best subset of all
possible experiments based on a certain criterion and a certain algorithm [10]. The
optimal design offers an ability to develop a response model based on a nonstandard
design domain with a limited number of experimental trials. There are several types
of the optimal design such as D-optimal design, G-optimal design, V-optimal design,
and I-optimal design. The selection of the appropriate design depends on the order of
the required model. The I-optimal design mentioned byMontgomery [14] can satisfy
the current problem requirement since it has the ability to form a second-order
response model with a limited number of experimental trials. Design matrix can be
considered as an I-optimal design when the smallest prediction variance shown in
Eq. 39.8 is obtained.

I ¼ 1
A∗

Z
V by xð Þ½ �:dx ð39:8Þ

where A∗ tends to represent the volume of the design domain and V by xð Þ½ � is the
prediction variance of the design matrix. The minimum prediction variance is
calculated based on the coordinate exchange algorithm [10].
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39.3.6.3 Statistical Analysis of the Data

Several statistical criteria are utilized to analysis the experimental results. The
statistical analysis includes (i) analysis of variance, (ii) model adequacy checking,
and (iii) goodness of fit.

39.3.6.4 The Optimization in the Response Model Approach

Since the objective of the response model approach is to determine the optimum
design parameters levels that maximize the optical efficiency and minimizes the heat
loss coefficient, the current experiment can be formulated using the desirability
function as:

Maximum FR(τα)e
Minimum FRUs, POE

Subjected to

5 mm � A � 90 mm

3 mm � B � 13 mm

C: Steel, copper, and aluminium

D: Tinox, black chrome, and Thermalox 250

0.5 mm � E � 2 mm

10 mm � F � 50 mm

10 mm � G � 50 mm

5 � K � 15

6 mm � L � 20 mm

0.5 m � M � 2.5 m

where POE is the propagation of error, and it tends to present the standard deviation
associated with the responses a function of the controlled factors [10]. Once the
optimum design parameters that maximize the optical efficiency and minimize the
heat loss coefficient are obtained, a confirmation run is required to verify the
optimum configuration.

39.4 Results and Discussion

39.4.1 Taguchi Method Results

Based on the cross array design L27-L8, 216 runs of experimental trails are
implemented using CoDePro software. The response graph of S/N ratio for the
optical efficiency response based on the controlled factors levels is shown in
Fig. 39.2.
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The response graph for the optical efficiency shows that the optimum factor levels
that maximize the optical efficiency are A2, B3, C2,D3, E3, F3,G3, K3, L2, andM3.
This means that the maximum optical efficiency is found when the absorber plate of
the collector is made from copper, with a thickness of 0.2 cm and a length of 2.5 m,
and painted with Tinox as an absorption film. For both the side and back insulation, a
layer of 5 cm is selected. The distance between the glass and the absorber plate is
4.75 cm, and the distance between the upper and the lower glass layer is 1.3 cm. In
terms of the flow tubes, 15 tubes with an inner diameter of 1.3 cm are selected.

To obtain the effect of the controlled factors on the optical efficiency response,
the ANOVA is calculated. The results shown in Table 39.3 illustrate that the number
of the flow tubes has the most significant effect on the optical efficiency response
followed by the back insulation thickness and then the absorption film type, while
the remaining factors seem to be insignificant since P-value of these factors is larger
than 0.1.

In terms of the heat loss coefficient response, the response graph of S/N ratio
based on the controlled factors levels, shown in Fig. 39.3, illustrates that the
optimum configuration levels that minimize the heat loss coefficient are A3, B3,
C3, D1, E1, F3, G2, K1, L1, and M3.
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Fig. 39.2 Response graph for the optical efficiency response

Table 39.3 Response graph for the optical efficiency response

Factor Sum of squares Mean square P-value Contribution percentage (%)

A 0.19 0.09 0.6306 1.13

B 0.81 0.41 0.1977 4.88

C 1.00 0.50 0.151 5.98

D 1.33 0.67 0.0976 7.98

E 0.64 0.32 0.2616 3.84

F 1.50 0.75 0.0802 8.98

G 0.57 0.29 0.2943 3.43

K 9.04 4.52 0.0014 54.25

L 0.18 0.09 0.6401 1.09

M 0.27 0.13 0.5289 1.61
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This means that the minimum heat loss coefficient is achieved when the absorber
plate of the collector is made from steel, with a thickness of 0.05 cm and a length of
2.5 m, and painted with black chrome as an absorption film. A layer of 5 cm is
selected for the back insulation, and a layer with a thickness of 3 cm is chosen for the
side insulation. The distance between the glass and the absorber plate is 9 cm, and
the distance between the upper and the lower glass layer is 1.3 cm. In terms of the
flow tubes, five tubes with an inner diameter of 0.6 cm are selected.

The ANOVA for the heat loss coefficient responses illustrates that the back
insulation thickness is the most significant factor, followed by the absorption film
type, then the number of the flow tubes, and finally the absorber length, whereas the
remaining factors seem to be insignificant since P-value of these factors is larger than
0.1 as shown in Table 39.4.

39.4.2 Results of the Response Model Approach

The obtained results using the cross array Taguchi method show that the optimum
optical efficiency response is found at A2, B3, C2, D3, E3, F3, G3, K3, L2, and M3,
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Fig. 39.3 Response graph for the heat loss coefficient response

Table 39.4 Analysis of variance of the heat loss coefficient output based on the cross array design

Factor Sum of squares Mean square P-value Contribution percentage (%)

A 1.01 0.51 0.58 0.732

B 3.63 1.81 0.20 2.622

C 1.35 0.68 0.50 0.978

D 23.28 11.64 0.01 16.823

E 5.73 2.87 0.11 4.143

F 71.36 35.68 0.0003 51.567

G 3.76 1.88 0.19 2.716

K 14.07 7.04 0.02 10.170

L 0.89 0.45 0.62 0.645

M 8.13 4.07 0.06 5.878
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whereas the optimum heat loss coefficient is found at A3, B3, C3, D1, E1, F3, G2,
K1, L1, and M3. Since the optimum combination between the optical efficiency
response and the heat loss coefficient is different from the optimum of each single
response, the response model approach based on I-optimal design is presented.

A total of 140 numerical trails are implemented based on I-optimal design matrix
to investigate the effect of the main controlled factors, their interaction, and quadratic
terms on the selected responses.

39.4.2.1 Regression Models Analysis

Based on the I-optimal design matrix and ANOVA, nonlinear regression models
including the main effect, the interaction, and the quadratic terms are developed for
both the optical efficiency and heat loss coefficient.

For the optical efficiency model, R-squared is 98.3%, adjusted R-squared is
96.7%, and PRESS criteria is 0.04, while for the heat loss coefficient response, the
R-squared is 97.3%, adjusted R-squared is 96.09%, and PRESS criterion is 0.77.
These results show the high ability of the proposed regression models in estimating
the optical efficiency and the heat loss coefficient within the limits of the design
parameters.

39.4.2.2 Multiple Responses Optimization Using Desirability Function

Based on the desirability function formulation mentioned previously in Sect.
39.3.6.4, the maximum optical efficiency of 71.8% with POE of 0.012 and the
minimum heat loss coefficient of 2.76 W/m2-C with POE of 0.059 can be obtained
when the distance between the glass and absorber plate is 8.88 cm, the distance
between the upper and lower glass cover is 1.29 cm, and the absorber plate is made
from aluminium with dimensions of 2.47 m and 0.117 cm for length and thickness,
respectively. Furthermore, the absorber plate is painted with Tinox. Regarding the
insulation, 4.2 cm and 3.65 cm of thickness are selected for the back and side
insulation, respectively. Finally, for the collector flow tubes, 14 tubes with an
inner diameter of 1.6 cm are selected. Furthermore, the low value of the POE
shows the robustness based on the response model approach can yield to a satisfac-
tory solution.

39.4.2.3 Validation Run

To confirm the obtained results based on the response model approach, the design
parameters at the optimum configuration that maximizes the optical efficiency and
minimizes the heat loss coefficient are used to run a validation numerical experiment
using CoDePro. The confirmation run shows an offset of 0.5% in predicting the
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optical efficiency response and about 12.38% in predicting the heat loss coefficient
response. These results show the ability of the obtained response models in success-
fully predicting the characteristics of the flat plate solar collector.

39.5 Conclusions and Recommendations

The current study attempts to find the design parameters configuration that optimizes
the characteristic responses of the flat plate solar collector namely the optical
efficiency and the heat loss coefficient, with independency on the environmental
factors through using the Taguchi method, and the response model approaches. The
results of the study can be summarized as follows:

Based on the analysis of the main factors effect, the Taguchi method shows that
the number of collector flow tubes is the most significant factor in the optical
efficiency response, while the back insulation thickness is the most significant one
for the heat loss coefficient. Furthermore, the optimum design parameters of the
optical efficiency are different from the optimum design parameter for the heat loss
coefficient. This shows the failure of Taguchi method in optimizing multiple
responses.

Based on the analysis of the factors effect and their interaction, the response
model approach succeeds in optimizing the multiple responses which include the
optical efficiency and the heat loss coefficient with a drop in the POE where it is
0.012 for the optical efficiency and 0.05 for the heat loss coefficient.

The validation run shows the ability of the response models in predicting the
optical efficiency and the heat loss coefficient precisely.

As a recommendation for the current study, an experimental test rig based on the
optimum design parameters needs to be built in order to validate the optimization
results. Furthermore, the same technique of investigation can be extended to various
components of the solar water heating system in special and renewable energy
systems in general with consideration for the life cycle cost effect in obtaining the
optimum configuration for the design parameters.

Nomenclature

A The air gap between glass and plate (cm)
A. The solar collector area (m2)
B Air gap between cover glass 1 and cover glass 2
C Absorber plate material
D Absorption film type
E Absorber plate thickness (cm)
F Back insulation thickness (cm)
FR The heat removal factor
G Side insulation thickness (cm)
It The hourly solar radiation (W/m2)
K Number of collector flow tubes
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L Inner diameter of collector flow tube (cm)
M Absorber length (m)
Ta Ambient temperature ( �C)
Ti Initial solar collector temperature ( �C)
Us The heat loss coefficient (W/m �C)
us Wind speed (m/s)
Qnet The total useful energy output from flat plate solar collector (W)
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Chapter 40
Solar Water Heating for Aquaculture
Applications in Cold Climates: A Case
Study of Finland

Michael Anees, Maresa Bussa, Cristina Dominguez, Marco Duran,
Mandar Kadam, and Luis Rojas-Solórzano

40.1 Introduction

Aquaculture has been the fastest-growing food production sector globally during the
last two decades. Conversely, in Europe, especially in the Baltic Sea Region, it has
stagnated or shrunk in certain cases [1]. For this reason, the European Union’s Baltic
Sea Region Programme developed the Aquabest Project to promote the growth of
aquaculture production with sustainable practices and technologies.

The aim of this paper is to analyze the feasibility of using solar water heating
(SWH) systems for aquaculture in cold climates, challenging conventional technol-
ogies (e.g., pure electric heating) with a low-carbon intensive alternative. A case
study of the implementation of the Danish model fish farm in Tampere, Finland, is
considered [2], where solar water heating systems are not commonly applied at large
scale. The Danish fish farm model adopts the recirculating aquaculture system
(RAS), which is an economic and eco-friendly solution for freshwater farming
[3]. In the original case study, [2] electric heating are used to reach the optimum
temperature for fast growth of fish. In this paper, the techno-economic viability of
using thermal solar heating to supply a fraction of the energy required for raising the
water temperature to the optimum temperature for fish growth is examined. Next, the
potential CO2 savings that will result from reducing the dependence on electrical
energy, according to the energy mix in the Finish electrical grids, are presented.
Further, national policies that would increase the project’s NPV and attractiveness
for investors are proposed.
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40.2 Energy Model

An energy model was developed using RETScreen [4]. Under a conservative
analysis (assuming the highest possible energy consumption), we assume that the
fish farm operates on a capacity factor of 100%. The daily hot-water supply reported
for this farm is 200,000 L/d [1]. The required water temperature depends on the type
of fish produced. In this case, the farm produces rainbow trout, which requires a
temperature from 6 to 12 �C [5]. Thus, 12 �C was selected to accelerate fish growth
and biological development.

RETscreen calculates the annual minimum and maximum supplied water tem-
perature based on the local ambient temperature found in RETscreen’s meteorolog-
ical databases. Thus, the calculated minimum and maximum temperature of the
water supplied in Tampere are 1 and 8.8 �C, respectively. RETscreen then calculates
the temperature profile of the rest of the year based on an annual sinusoidal
temperature profile. Accordingly, RETscreen calculates the overall annual heating
demand required to keep the water temperature at 12 �C. The heating demand was
found to be almost 750 MWh/year.

Tampere has a latitude of approximately 61�; thus the collectors are installed with
a slope of 46� to take advantage of the summer conditions, since the daily global
horizontal solar radiation during the fall and winter months is lower than that of the
spring and summer months. See Table 40.1.

Iterations were run, and accordingly, 138 glazed solar collectors with 2.33 m2 of
aperture area per collector were found to yield the highest NPV as explained in Sect.
40.5. The area 2.33 m2 was chosen as it corresponds to the largest area/unit of the
high-efficiency collectors available in the market. The technical details of the chosen
collectors are summarized in Table 40.2.

Table 40.1 Average daily global horizontal solar radiation per month

Month Daily global horizontal solar radiation kWh/m2/d

January 0.28

February 1.00

March 2.37

April 3.92

May 5.43

June 5.60

July 5.25

August 4.02

September 2.52

October 1.11

November 0.44

December 0.14

Source: RETscreen database
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Although the collector angle was designed to maximize summer operating
conditions, the proposed solar water heating system works throughout the
whole year.

The average electricity price in Finland is 0.1 US$/kWh [6]. Thus, the annual cost
of electricity required for heating in the base case (only electric heating) is US$
75,000, based on the heating demand of 750 MWh/year. On the other hand, the
annual cost of electricity required for heating in the proposed case (electric + solar
heating) is almost US$ 52,000.

40.3 Cost Analysis

The project total cost includes capital cost and operation and maintenance costs.
Capital cost includes the cost of preliminary studies, the solar collectors, pipes,
pumps, accessories, labor, spare parts, and contingencies, as well as salvage value.
See Table 40.3. The operation and maintenance cost includes labor and electricity
cost. See Table 40.4.

40.3.1 Preliminary Study

The initial studies include the feasibility, development, and engineering studies.
Each of which is expected to cost an average of 2.5% of the total equipment and
construction cost [7].

Table 40.2 Specifications of solar collectors

Type of SWH Glazed

Manufacturer, model Viessmann, Vitosol 200-F SH2

Gross area/solar collector 2.52 m2

Aperture area/solar collector 2.33 m2

Fr (tau alpha) coeff. 0.72

Fr UL coeff. 3.5 (W/m2)/�C
Number of collectors 138

Solar collector area 348.17 m2

Capacity 225.46 kW

Miscellaneous losses 3%

Slope (tilt angle) 46�
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40.3.2 Collector and Transportation

The price of solar collectors was obtained from the Californian vendor: SunEarth.
The model selected as a price reference is the AE32/66D model. Further, transpor-
tation cost was calculated in three stages: ground freight from manufacturer’s site at
Fontana to Fort Lauderdale, maritime shipping to Helsinki, and ground freight from
Helsinki to Tampere [8].

40.3.3 Pipes, Pumps, and Accessories

The solar heating technology used is an indirect active technology, which consists of
a cold-water circuit (fish water) that is heated up by a closed hot-water circuit within
a heat exchanger (indirect system). The hot-water circuit is heated in the solar
collectors. The model also uses electrically driven pumps to control the circulation

Table 40.3 Summary of capital cost

Item Cost

Studies

Feasibility study US$ 6,157

Development US$ 6,157

Engineering US$ 6,157

Subtotal US$ 18,471
Heating system

Solar water heater US$ 232,116

Piping, pumps, installation US$ 14,152

Subtotal US$ 246,268
Balance of system and miscellaneous

Spare parts US$ 24,627

Transportation US$ 3,200

Training and commissioning US$ 800

Contingencies US$ 29,336

Interest during construction US$ 1,210

Subtotal US$ 59,173
Total initial costs US$ 323,912

Subtotals and total initial costs are in bold

Table 40.4 Summary of operation and maintenance cost

Item Cost per month

Parts and labor US$ 4900

Electricity cost US$ 52,000
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of the water (active system) and an auxiliary heating system to make up for the rest of
the needed thermal energy.

It is assumed that the cold-water circuit and the heating storage tanks along with a
heat exchanger with 80% of efficiency already exist since these appliances are
needed for the electric heating system of the base case as well. Thus, we base he
calculation of the cost of parts and labor on a simple design of the hot-water circuit
and the solar collectors.

The flow rate in each collector was set as recommended (1.9 L/min to 4.5 L/min),
according to the manufacturer’s technical specification. To better manage the total
flowrate and reduce the piping size, an arrangement of two equal circuits was chosen.
Each circuit has 14 branches in parallel. Thirteen branches of which have five
collectors in series, while the last branch has four, as shown in Fig. 40.1.

Furthermore, the recommended water velocity inside the pipes per [9] is 1.0 m/s.
Accordingly, the main pipe diameter is calculated to be 1 ¾ inches and the branch
pipe diameter to be ½ inches. Each circuit has one pumping unit. Both pipes and
pumps are priced according to [10]. The main pipes are established to have a length
of 40 meters, while the branches have a length of 160 meters, constructed with
copper pipe (p/n: 8967 K141 [10]), with insulation (MMC p/n: 4463 K139 [10]), and
copper pipe (p/n: 8967 K69 [10]) with insulation (p/n: 4734 K132 [10]), respec-
tively. The installation accessories are assumed to be 20% of the piping cost; hence a
total investment of US$5400 is accounted. In addition, the pump units (p/n:
8249 K81) [10] accrue a cost of US$944.

Fig. 40.1 Heating circuit schematic
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40.3.4 Labor

Installation is assumed to be done by qualified technicians. Therefore, based on the
construction hour rate of 50 meters of piping per 78 h [11], 312 h is needed to
complete the installation. The average wage in Finland for construction and instal-
lation is US$22/h [12]. Accordingly, the construction labor cost is calculated as US
$6864.

40.3.5 Training

We consider an 8-h training session to be given to the farm staff by an expert in solar
thermal systems. The cost considers the average hourly salary of a solar thermal
systems expert in Finland: US$25/h in 2016 [12]. Travel and meal expenses are
assumed to be US$400. Therefore, the total training cost will be US$800
approximately.

40.3.6 Spare Parts and Contingencies

The spare parts cost during the construction is estimated to be 10% of the total
facility cost [13, 14]. Contingency costs are considered for unexpected events during
the construction phase and are set to 10% of the total facility cost [15].

40.3.7 Salvage Value

A salvage value of 5% of the heating system cost was assumed; the latter includes
collectors, pipes, pumps, and accessories.

40.3.8 Operation and Maintenance

The parts and labor cost during operation and maintenance can be approximated to
2% of the total heating system cost [16]. In addition to labor cost, the annual
electricity cost is near US$52,000 based on an average price of 100 US$/MWh
[17, 18]. See Table 40.4.
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40.4 Financial Parameters

The economic comparison of the base and proposed case is based on the Net Present
Value. Therefore, the considered financial parameters include the electricity escala-
tion rate, inflation rate, project discount rate, government incentives, debt and equity
interest rates, debt term, debt/equity ratio, and project lifetime.

40.4.1 Fuel Escalation and Inflation Rates

The escalation rate of electricity prices depends on many factors, and its prediction is
usually a source of uncertainty. It must be estimated based on the past trend. In this
project, based on Meyer’s work [19], a 2% escalation rate of electricity prices was
assumed.

The inflation rate in Finland’s economy was set to almost 1% based on the
arithmetic mean value for the past 5 years [20].

40.4.2 Discount Rate

The German research society Fraunhofer-Gesellschaft set the default discount rate
for renewable energy projects to 7.5% [21]. However, the rate can be adapted to
specific projects, technologies, and countries by using three different multiplier
factors, as seen in Eq. 40.1.

Discount rate ¼ default discount rate� country risk factor
� policy risk factor � technology risk factor ð40:1Þ

According to Fraunhofer, Finland’s country risk factor is 1. In addition, since
Finland’s political stability and regulatory quality are higher than the average of the
high-income OECD countries, Finland is considered to have a low policy-risk factor
of 1.18 [21].

There is no technology risk factor given for solar heating in Finland. Thus, the
risk factor of large PV plants is used instead [21]. Accordingly, the calculated overall
discount rate for a solar heating project in Finland is 8%.

40.4.3 Government Incentives

The Finnish government provides capital grants for projects that invest in measures
which improve environmental conditions. For solar water heating projects, the grant
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covers in general 20% of eligible costs, which includes investment costs as well as
energy audit and energy analyses [22].

40.4.4 Debt Characteristics and Project Lifetime

As for the debt ratio, per Finnvera, a state-owned financing company, a minimum
equity of 15% is required to be eligible for borrowing the rest of the investment cost
[23]. Thus, a debt ratio of 85% is set. The debt interest rate amounts to 3% based on
values obtained from the Bank of Finland. Finally, the calculations were based on a
debt term of 15 years and a project lifetime of 20 years. The project’s financial
parameters are summarized in Table 40.5.

40.5 Choosing the Optimum Number of Collectors

To determine the optimum number of collectors, iterations of different number of
collectors were run, and the corresponding NPV and simple payback time were
graphed (Fig. 40.2).

Thus, the evolution of NPV is characterized as a function of number of collectors
by the following equation:

y ¼ �3:2152 x2 þ 889:25x� 18382 ð40:2Þ
where y is the NPV and x is the number of collectors. Hence, to calculate the number
of collectors that achieves the highest NPV, the polynomial equation (Eq. 40.2) is
differentiated with respect to x:

dy

dx
¼ �6:4304xþ 889:25 ð40:3Þ

Table 40.5 Summary of financial parameters

Parameter Value

Electricity price escalation rate 2%

Inflation rate 1%

Discount rate 8%

Government incentives on capital cost 20%

Equity/debt ratio 15/85

Debt term 15 years

Debt interest rate 3%
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By setting dy/dx ¼ 0 and solving for x, the number of collectors that achieves the
highest NPV is 138, which corresponds to an NPV of almost US$42,200, a benefit/
cost ratio of 1.95, a simple payback time of almost 13.5 years, and a solar fraction of
30.5%.

40.6 Risk Analysis

To test the effect of the change of prices and other uncertainties on the whole project,
the parameters initial cost, operation and maintenance cost, and electricity cost were
increased and decreased by 10%, while the parameters debt ratio, interest rate, and
debt term were increased and decreased by 5% since the latter set of parameters is
more stable than the first set. See Table 40.6.

The effect of the changes is calculated and presented in Fig. 40.3. The highest
parameter that positively affects NPV is the electricity cost; i.e., the higher the
electricity cost, the higher the NPV would be. On the contrary, adverse effects

y = -3.2152x2 + 889.25x - 18382
R² = 0.9971

0

5

10

15

20

25

30

0 50 100 150 200 250

Pa
yb

ac
k 

tim
e 

in
 y

ea
rs

N
PV

Number of collectors used

NPV and payback time vs. 
number of collectors

NPV Payback time

Fig. 40.2 NPV and simple
payback time vs. number of
collectors with a trend line
fit on the NPV series

40 Solar Water Heating for Aquaculture Applications in Cold Climates: A. . . 581



would be due to increasing the initial cost, followed by operation and maintenance
cost, debt interest rate, and debt term.

Figure 40.4 shows the probability distribution of NPVs based on the uncertainty
introduced in Table 40.6 after running a Monte Carlo analysis with 500 samples. The
recorded median is almost US$46,000. It is worth mentioning that up to a risk of
22.2%, negative NPV might occur (see Table 40.7). In addition, the probability
distribution is wide, indicating a medium risk. Further focus on thermal solar heating
policies and subsidies could help increase NPV or reduce risk and subsequently
attract investors to implement this technology in cold climates. We investigate
different policies that may achieve this goal in Section VIII.

Table 40.6 Parameter range investigated for risk analysis

Parameter Range (+/�)

Initial costs 10%

O&M 10%

Fuel cost – base case 10%

Debt ratio 5%

Debt interest rate 5%

Debt term 5%

-0.4 -0.2 0 0.2
Relative impact (standard deviation) of parameter

Impact - Net Present Value (NPV)

0.4 0.6 0.8 1 1.2

Fuel cost-base case
Initial costs
Debt ratio
O&M
Debt interest rate
Debt term

Fig. 40.3 Impact of the change of different parameters on NPV (as extracted from RETScreen)

0%
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Fig. 40.4 Distribution of NPV based on the standard deviation of the parameters specified
(as extracted from RETScreen)
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40.7 Emission-Reduction Analysis

Greenhouse gases (GHG) include water vapor, carbon dioxide (CO2), methane
(CH4), nitrous oxide (N2O), ozone (O3), and several classes of halo carbons (i.e.,
chemicals that contain carbon together with fluorine, chlorine, and bromine)
[24]. GHG allow solar radiation to enter the Earth’s atmosphere but prevent the
infrared radiation emitted by the Earth’s surface from escaping. Instead, this outgo-
ing radiation is absorbed by the greenhouse gases; and then partially reemitted as
thermal radiation back to Earth, warming its surface.

RETscreen has a built-in database that includes the current energy mix in Finland.
Accordingly, the RETscreen model can calculate the CO2 emissions due to electric-
ity consumption in tCO2-eq./MWh. While the base case consumes 751 MWh
electricity per year and emits 172.4 tCO2-eq./year with a GHG emission factor of
0.229 tCO2-eq./MWh, the proposed case consumes 561 MWh of electricity, and the
rest of the heating demand is supplied by solar heating (solar energy, 30.5% –

electricity, 69.5%) with an equivalent GHG emission factor of 0.160 tCO2-eq./
MWh (due to substituting a fraction of electric energy consumption by solar energy).
As a result, GHG emission is reduced to 115.1 tCO2/year. Thus, annual CO2 savings
are 57.3 tCO2-eq./year. If the project’s lifetime is 20 years, the total savings of CO2

emissions are 1146 tonnes (Table 40.8).

40.8 Policy Recommendation

As seen in the risk analysis section, the distribution of NPV probabilities is skewed
to the right, i.e., toward high NPV. However, the NPV distribution is quite wide,
which suggests a relatively high project risk. Thus, we studied the effect of

Table 40.7 Min. and max. NPV versus risk

Risk Min. NPV within level of confidence Max. NPV within level of confidence

10% �14,000 US$ 106,800 US$

20% �1373 US$ 88,200 US$

30% 7800 US$ 81,900 US$

40% 15,300 US$ 77,600 US$

Table 40.8 CO2 emissions in the base and proposed case and the corresponding savings of CO2

Base case Proposed case Total reduction

Fuel: Electricity (100%)
Consumption: 751 MWh

Fuel: Electricity
(69.5%) + Solar (30.5%)
Consumption: 492 MWh

GHG base case – emissions:
172.4 tCO2
GHG proposed case – emis-
sions: 115.1 tCO2

GHG emission factor: 0.229
tCO2/MWh

GHG emission factor: 0.160
tCO2/MWh

Net annual GHG emission
reduction: 57 tCO2
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increasing the government incentives on NPV, benefit/cost ratio, and payback time.
Government incentives were increased in terms of (1) increasing grants on capital
costs (Table 40.9), (2) reducing the interest rate (Table 40.10), and (3) a combination
of both (Table 40.11).

Based on the results, we propose a possible and a realistic change in policy that
would increase the NPV. The change includes increasing the capital grant from 20%
to 25% and reducing the interest rate from 3% to 2.8%. This change in policy
increases the NPV from US$42,200 to US$57,400 (an increase of 36%). Further-
more, Fig. 40.5 shows the NPV probability distribution with the new policy in place
compared to the NPV distribution with the old policy in place. The comparison
shows that the NPV probability distribution does not change much in terms of
skewness or width which is explainable by the fact that the project risk depends
mainly on the capital cost and changes in electricity price, as explained earlier. As a
result, the only noticeable change between the old and the new policy is the scale of
abscissa which shifts toward higher NPV values in the new policy, compared to the
lower NPV values in the old policy. See Fig. 40.5.

Table 40.9 Percentage of capital grant and the corresponding NPV, B/C ratio, and payback time

Capital grant % of CAPEX NPV Benefit/cost ratio Payback (year)

20% US$ 42,200 1.95 13.5

25% US$ 53,500 2.2 12.9

30% US$ 67,888 2.45 12.3

35% US$ 76,000 2.7 11.7

40% US$ 87,400 2.96 11.2

Table 40.10 Interest rate and the corresponding NPV, B/C ratio, and payback time

Interest rate NPV Benefit/cost ratio Payback (year)

3.0% US$ 42,200 1.95 13.5

2.9% US$ 43,400 1.97 13.5

2.8% US$ 44,800 2.00 13.5

2.7% US$ 46,000 2.03 13.5

2.6% US$ 47,400 2.06 13.5

2.5% US$ 48,700 2.09 13.5

Table 40.11 Scenario analyses of changing the percentage of capital grants and interest rate and
the corresponding NPV, B/C ratio, and payback time

Capital grant Debt interest rate NPV Benefit/cost ratio Payback

25% 2.80% $ 56,100 2.26 12.9

25% 2.70% $ 57,400 2.29 12.9
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40.9 Conclusions

Economic feasibility calculations are routinely used to assess new technologies. This
report serves as an example of the use of solar energy to produce hot water for a fish
farm located in a cold climate region by coupling a hot loop (where the water is
heated in glazed solar collectors) to a cold loop (where the fish lives) using heat
exchangers. A case study is presented based on a fish farm that would be located in
Finland to assess the techno-economic viability of the technology to complement the
electric heating system. The project saves about 31% of electricity consumption.
This saving would result in an NPV of almost US$42,200, a benefit/cost ratio of
1.95, a simple payback time of almost 13.5 years, and a reduction of CO2 emissions
by almost 57 tCO2 eq./year.

Even though the risk of uncertain initial cost, from what is estimated in this study,
has a high impact on the project feasibility, further state subsidies in terms of capital
grant and lower interest rate could be implemented to shift the risky NPV distribu-
tion toward a higher range of NPV. By increasing the capital grants from 20% to
25% and reducing the debt interest rate from 3% to 2.8%, the NPV for this project
increases from US$42,200 to US$57,400, which represents an increase of about
36%. Thus, if cold climate countries (such as the Nordic countries) offer a slightly
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higher incentive package, solar thermal projects will become more attractive eco-
nomically, and their penetration rate into the local market may increase, which, by
turn, will reduce GHG emissions.

Nomenclature

dy/dx First-order differential equation
Y Variable
X Variable
RAS Recirculation aquaculture system
NPV Net present value
SWH Solar water heating
GHG Greenhouse gases
L/min Liters/minute
MWh Megawatt*hour
CO2 Carbon dioxide
OECD Organisation for Economic Co-operation and Development

References

1. Aquabest (2016) Aquabest project. Retrieved from http://www.aquabestproject.eu/
2. Kankainen M, Nielsen P, Vielma J (2014) Economic feasibility tool for fish farming – case

study on the Danish model fish farm in Finnish production environment. Aquabest, Helsinki
3. FAO (2016) (Food and Agriculture Organization of the United Nations), Cultured Aquatic

Species Information Programme. Retrieved 10 04, 2016, from http://www.fao.org/fishery/
culturedspecies/Oncorhynchus_mykiss/en

4. Government of Canada – Natural Resources (2016) RETScreen, Clean energy management
software. Retrieved from http://www.nrcan.gc.ca/energy/software-tools/7465

5. FAO (2016) (Food and Agriculture Organization of the United Nations), Fisheries and Aqua-
culture Department. Retrieved 10 04, 2016, from http://www.fao.org/fishery/statistics/en

6. Eurostat (2016) Energy price statistics. Retrieved 10 10, 2016, from http://ec.europa.eu/
eurostat/statistics-explained/index.php/Energy_price_statistics

7. Gautama A, Chamolib S, Kumara A, Singh S (2017) A review on technical improvements,
economic feasibility and world scenario of solar water heating system. Renew Sust Energ Rev
68(1):541–562

8. World Freight Rates (2016) “Freight Calculator,” World Freight Rates, [Online]. Available:
http://www.worldfreightrates.com/freight. [Accessed 11 2016]

9. Campbell M, Barnard P, Curtis R, Davies R, Day T, Hughes D, Woods P (2016) GVB1/16
CIBSE Guide B1: Heating. Retrieved from http://www.cibse.org/getmedia/76229a96-c37e-
4d2f-b4f9-7d62ba62bab4/Guide-B1-appendix.pdf.aspx

10. McMaster-Carr (2016) Online catalogue. Retrieved from McMaster-Carr Supply Company
https://www.mcmaster.com/

11. Ogershok D (2005) 2005 national construction estimator. Craftsman Book Company, Carlsbad
12. Salary Explorer (2015) Hourly wage. Retrieved from http://www.salaryexplorer.com
13. Jubran B, Ahmed M, Ismail A, Abakar Y (2000) Numerical modelling of a multi-stage solar

still. Energy Convers Manag 41(11):1107–1121
14. Al-Hinai H, Al-Nassri M, Jubran B (2002) Effect of climatic, design and operational parameters

on the yield of a simple solar still. Energy Convers Manag 43(13):1639–1650
15. Ruster J (1996) Public policy for the private sector. The WorldBank, Washington, DC

586 M. Anees et al.

http://www.aquabestproject.eu
http://www.fao.org/fishery/culturedspecies/Oncorhynchus_mykiss/en
http://www.fao.org/fishery/culturedspecies/Oncorhynchus_mykiss/en
http://www.nrcan.gc.ca/energy/software-tools/7465
http://www.fao.org/fishery/statistics/en
http://ec.europa.eu/eurostat/statistics-explained/index.php/Energy_price_statistics
http://ec.europa.eu/eurostat/statistics-explained/index.php/Energy_price_statistics
http://www.worldfreightrates.com/freight
http://www.cibse.org/getmedia/76229a96-c37e-4d2f-b4f9-7d62ba62bab4/Guide-B1-appendix.pdf.aspx
http://www.cibse.org/getmedia/76229a96-c37e-4d2f-b4f9-7d62ba62bab4/Guide-B1-appendix.pdf.aspx
https://www.mcmaster.com
http://www.salaryexplorer.com


16. Kulkarni GN, Kedare SB, Bandyopadhyay S (2007) Determination of design space and
optimization of solar water heating systems. Sol Energy 81(8):958–968

17. Energy Authority (2016) “National Report 2016 to the Agency for the Cooperation of Energy
Regulators and to the European Commission,” Council of European Energy Regulators
(CEER), Helsinki, Finland, 2016

18. Invest in Finland (2010) “Finland’s electricity prices among the cheapest in the EU,” Invest in
Finland, Helsinki, 2010

19. Meyer J (2015) Solar electricity utilization in Finland. Bachelor of Engineering Thesis, Helsinki
Metropolia University of Applied Sciences, Helsinki

20. Triami Media BV (2016) Inflation.eu. Retrieved 11 05, 2016, from Historic Inflation Finland
http://www.inflation.eu/inflation-rates/finland/historic-inflation/cpi-inflation-finland.aspx

21. Held A, Ragwitz M, Eichhammer W, Sensfuss F, Pudlik M, Pfluger B, Resch G, Olmos L,
Ramos A, Rivier M, Kost C, Senkpiel C, Peter F, Veum K, Slobbe J, Joode J d (2014)
Estimating energy system costs of sectoral RES and EE targets in the context of energy and
climate targets for 2030. Fraunhofer ISI, Karlsruhe

22. Ministry of Economic Affaires and Employment (n.a.) Retrieved 11 04, 2016, from Energy Aid:
http://tem.fi/en/energy-aid

23. Finnvera (n.a.) When setting up a business. Retrieved 11 28, 2016, from Financial Planning.
https://www.finnvera.fi/eng/Start/Financial-planning/When-setting-up-a-business?
source¼3165#_financial_planning

24. U.S. Climate Action Report (2002) University of Minnesota, Minneapolis, MN, 2002

40 Solar Water Heating for Aquaculture Applications in Cold Climates: A. . . 587

http://www.inflation.eu/inflation-rates/finland/historic-inflation/cpi-inflation-finland.aspx
http://tem.fi/en/energy-aid
https://www.finnvera.fi/eng/Start/Financial-planning/When-setting-up-a-business?source=3165#_financial_planning
https://www.finnvera.fi/eng/Start/Financial-planning/When-setting-up-a-business?source=3165#_financial_planning
https://www.finnvera.fi/eng/Start/Financial-planning/When-setting-up-a-business?source=3165#_financial_planning


Chapter 41
On-Grid PV Opportunities in University
Campuses: A Case Study at Nazarbayev
University in Astana, Kazakhstan

Daniyar Aitkulov, Zhuldyz Assylova, Elnara Suanbekova,
and Luis Rojas-Solórzano

41.1 Introduction

The Republic of Kazakhstan is very rich in fossil fuel resources such as oil, coal, and
natural gas. Most of Kazakhstan’s power and heating grid is supported by coal-fired
power plants. Nevertheless, the country has the firm aim to turn into an emission-free
nation in the near future. For this purpose, the nation has to exploit its vast renewable
resources, such as wind, solar, and biomass. In particular, there is a large potential
for solar energy harvesting throughout the vast territory of the country. The number
of sunny hours is 2200–3000 per year, and the energy of solar irradiation is
1300–1800 kW/m2/year. By the end of 2016, six photovoltaic plants of total of
50 MWp are expected to be built in the southern region, namely, in Zhambyl
oblast [2].

Nowadays, there are numerous ongoing laws and programs, which support
renewable energy resources development throughout the country. In 2009,
Kazakhstan’s Parliament passed the final amendments to the Law on the Use of
Renewable Energy Sources, which obliges all electricity transmission companies to
allow the renewable sector to connect to the grid. The law also provides a number of
incentives including Feed-in-Tariff adopted by the end of August 2013 with rates for
solar electric stations to be 34.61 KZT/kWh [3]. In addition, the legislation states that
5% of Kazakhstan’s total energy balance must be renewable by 2024. Kazakhstan
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also adopted the Energy Efficiency 2020 Program that would reduce 10% of
greenhouse gas emissions every year until 2020 [3]. With these supporting legisla-
tion frameworks, there is a huge potential for energy companies and other organi-
zations to start exploiting renewable energy sources and contribute to fulfill this
“green” commitment. Universities are no exception, and like any other organization,
these ones want to become more proactive on green issues and contribute to
continuous development of the country.

According to the mission statement of Nazarbayev University, it is fully com-
mitted “to be a model for higher education reform and modern research in Kazakh-
stan and to contribute to the establishment of Astana as an international innovation
and knowledge hub,” and it is clear that Nazarbayev University is devoted to
sustainable development process through innovation. Thus, in order to be the leading
and world-class educational system in Central Asia, the university has started
considering the environmental issues locally, from the university context, to create
favorable conditions for construction and operation of clean energy technologies
in-campus.

Consequently, the key problem considered in this investigation was how to
reduce the CO2 equiv. emissions associated to the consumption of grid-electricity
by Nazarbayev University using solar in-campus photovoltaic (PV) technology. To
answer this question, it is proposed to examine at pre-feasibility level, the viability of
installing rooftop arrays of PV panels in the campus. It was decided to analyze the
project using Feed-in-Tariff (FIT) schemes and potential use of incentive or grants.

In next sections it is presented:

• Life Cycle Cost Analysis of the proposed installation of PV systems at
Nazarbayev University supported on the platform RETScreen to determine the
feasibility of the project under current FIT scenario. Alternative scenarios II and
III, with inclusion of incentive and improved FIT, respectively, were also
analyzed.

• In the concluding remarks, the emphasis was given to compare the options and
recommendations.

41.2 Related Work

There are extensive numbers of projects carried out in the field of installing PV panels
at universities worldwide. According to the ranking of top 10 campuses by total
installed capacity, the University of Arizona, Arizona State University, and State
University of New Jersey are the top three with the total capacity of 28,095 kW,
23,567 kW, and 17,417 kW, respectively [4]. Another PV panel installations are found
in Washington DC universities for a total of 52 MW. Washington University in
St. Louis is committed to pursuing renewable energy projects to show and test new
technologies. The 2014 Solar Photovoltaic Projects event was carried out at
Washington University with an estimated output of 545,000 kWh each year [5]. It is
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expected that the arrays will save the university about $190,000 over 10 years. Most of
the solar arrays had been installed on flat roofs on several buildings, such as the School
of Medicine (50kWp), West Campus (75kWp), the University City Children’s Center
(50kWp), and other spaces. The contributors of the project were the seniors of the
University, the treasurer’s office, the General Counsel’s office, and some facility teams
at the Danforth and School of Medicine campuses, financial planning, and others.

All these institutional facilities have a comprehensive solar system that is used
either for campus everyday needs or for their extensive research and development.
There is indeed, a substantial encouragement coming from the government (The
Association for the Advancement of Sustainability in Higher Education, 2015). For
example, there are extensive financial incentives from the US Renewable Energy
Incentive Program that helps to cut up to half the cost of the solar system. Future
installation plan includes various PV technologies such as high concentration, low
concentration, monocrystalline, polycrystalline, and thin film [1]. It also incorporates
single- and dual-axis tracking systems along with technologically advanced inverter
and controller designs.

The objective of another on-campus project [6] was to implement a midsize
photovoltaic plant integrated into the main university building. The project consisted
of four photovoltaic sub-generators connected to the grid at Jaen University Campus
in Spain. The system was supposed to subsequently generate the 10% of the total
campus energy requirements; the energy output by the on-grid PV system is
estimated as 240 MWh per year. PV panels were integrated into three main facilities:
parking covers, façade, and a pergola. Safety was one of the major concerns since
Jaen University is visited by 14,000 students daily. The main outcome of this project
was the possibility to utilize research findings in other areas of Spain.

Another case study is concerned with the complete design of a photovoltaic
installation at the University of Malaya that was supposed to be either used for
university’s electric consumption or for sale using the renewable energy incentive
program initiated by the government of Malaysia. In this program renewable energy
sources were benefited by additional incentives in the form of tax relief and cost
waivers [7]. The installation of PV panels was evaluated in terms of sellback price,
IRR, subsidy rate, and project lifetime.

In summary, there are a number of completed case studies that are concerned with
economic and social aspects of PV panel installations on university campuses. Their
experience can be analyzed and utilized in terms of further feasibility evaluation
around the world.

41.3 Life Cycle Cost Analysis

Kazakhstan is entering a new era in terms of solar power. Technological improve-
ments of today, affordable solar costs, and search for the alternatives of traditional
energy sources have all contributed to solar energy finally entering the premises of
Kazakhstani Unified Power System [8].
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In order to analyze the installation of PV panels at NU campus, the Life Cycle
Cost Analysis and the evaluation of technical and GHG emissions were performed
using RETScreen software tool.

41.3.1 Energy Model

The various aspects that affect the performance of a solar PV system in the current
model are presented in Table 41.1.

It is assumed that the array of panels has a fixed slope.
Electricity export rate was obtained from FIT in Kazakhstan [4]. It is estimated at

36,410 KZT/MWh and will be used in the Case Scenario I. The tariffs are supposed
to be valid for 15 years; there are measures taken for annual indexation of tariffs
adjusted to inflation.

In order to identify what type of PV panels can be utilized, “Astana Solar” LLP
was contacted, and the main technical specifications of panels were withdrawn.
Thus, 100 pv panels, model KZ PV 230 M60, efficiency: 12.4%, conformed the
24 kWp system under consideration.

Inverter was chosen according to the required capacity with proposed efficiency
of 93%, according to technical specification kindly provided by Astana Solar. The
input data for the energy model and the estimated yearly energy production are
presented in Table 41.2. An annual income will be used in the Life Cycle Cost
Analysis according to the Feed-in-Tariff (FIT) in place for the expected 31 MWh of
electricity exported to the University grid per year.

41.3.2 Cost Analysis

41.3.2.1 Initial Costs

Feasibility study Feasibility study is provided free by manufacturer “Astana Solar”
LLP which is the provider of the PV panels chosen in this project. The company
offers to carry site investigation, resource assessment, environmental assessment,
and preliminary design as part of the sales agreement.

Development Project development activities will include cost for such items as
contract negotiations, permits and approvals, site survey and land rights, GHG

Table 41.1 Parameters for
energy model

Solar tracking mode Fixed

Slope 30 deg

Azimuth 0 deg

Electricity export rate (KZT/MWh) 36,410
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validation and registration, project financing, legal and accounting, and project
development management. It is assumed to have no cost for the development
phase as the University’s Central Research Office, Technopark, and PI “NURIS”
will provide consulting, organizational and other support to the project members in
the process of preparation, submission, and evaluation of research proposals and
purchasing of goods (PV panels, software, etc), works, and services necessary for the
research project.

Engineering The engineering phase includes costs for the proposed case project site
and building design, mechanical design, electrical design, civil design, tenders and
contracting, and construction supervision. These costs are assumed to be covered by
the supporting University’s organizations such as PI “NURIS” and Center for Com-
mercialization. Some additional expenses are assumed to be of 200,000 KZT.

Power System Photovoltaic panels will be procured from “Astana Solar” LLP.
“Astana Solar” LLP is a subsidiary of “Kazatomprom” company implementing a
project on production of photovoltaic modules using Kazakhstani silicon “KazPV”
[4]. The price for PV panel with capacity of 1 kWp is 315,000 KZT; therefore the
total amount for the expected 24 kWp is 7,560,000 KZT. Road construction and
transmission lines are not necessary since the panels will be located on the roof on
the university blocks (School of Engineering). The cost for inverter is 145,000 KZT
per 1 kW, thus 3,480,000 KZT for 24 kW.

Balance of System andMiscellaneous The cost allocated to spare parts is assumed
as a 30% of the total equipment cost, which is 3,312,000 KZT. According to “Astana
Solar” LLP marketing representatives, the costs for transportation and training and
commissioning are 300,000 KZT and 120,000 KZT, respectively. The allowance for
contingencies is calculated as 1,497,200 KZT. The interest during construction is
assumed as 15% of the project costs in 6 months. Therefore, total initial costs are
16,469,200 KZT.

Table 41.2 Technical specifications of PV panels (as extracted from RETScreen)
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41.3.2.2 Annual Costs

The parts and labor costs are the costs of spare parts and annual labor required for
routine and emergency maintenance and operation of the proposed project. PV
systems typically require little maintenance. The PV modules of “Astana Solar”
LLP will last for 25 years and will need minimal maintenance (only cleaning from
snow, ice, and dirt). An annual visual inspection is recommended to check for loose
wires, structure solidity, and inverter, and it is assumed that the cost for annual
maintenance inspection of a PV system is 150,000 KZT.

41.3.2.3 Periodic Costs

Inverter lifecycle is reported to be 10 years by “Astana Solar” LLP, and therefore, it
is assumed that this equipment will be replaced every 10 years.

41.4 Feasibility Analysis

A preliminary study was performed to check if the estimated covering area for PV
panels and location is economically feasible. For the installation of the panels, it was
chosen the adjacent territory of the engineering building, named Block 6, shown in
Fig. 41.1, indicating also in shadowed area the convenient location of the panels on
the roof. However, there could be problems with post-installation on the roof such as
operation and maintenance. For instance, if PV panels were installed on the roof, it
would be harder to perform maintenance work. Thus, the roof shall be reached
easily. After investigating the entire building, it was found that the Engineering
School has flat and easily accessible roof. It was also found out that according to
university rules, there are no specific regulations on the use of the roof. Obviously,
there are some issues such as if installation of PV panel on the roof could break fire
safety rules or endanger life of pedestrians passing by the building. For sensitivity
purposes of the project, the current scenario is considered as an alternative to ground
installation, which should be considered up front to mitigate safety risks.

As it was previously mentioned, the ground mount was one of the alternatives,
but as the nearby territory of the building is already developed for other purposes,
land prices are high; in addition, it may provide uncontrolled shadow and possibly
pose other difficulties; therefore, the roof was finally selected as the most suitable
location.

The area of solar panels is 194 m2, which will be installed on the roof of the
building Block 6, as shown in Fig. 41.2.

The following three different policy scenarios were considered: (a) Feed-in-Tariff
(FIT), which is implemented according to current policy in Kazakhstan (scenario I);
(b) FIT plus a government grant of 30% of capital cost (scenario II); and (c) FIT
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Fig. 41.1 Nazarbayev University area. Top view. Highlight of Blocks. (Source: Google Earth)

Fig. 41.2 Potential placement of PV panels on the roof of Block 6 at NU. (Source: Google Earth)
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without government grant, but with a substantial increase of the FIT rate offered
(scenario III). These three proposed policy options or scenarios are summarized in
Table 41.3.

Scenario I
In this scenario the current situation was taken into consideration, so the current FIT
for electricity is 36,410 KZT/MWh, and there are no additional incentives from the
government for renewable energy source projects. Inflation rate was taken as 9.72%
as of October 2015 [9]. It is assumed that the loan for the project is taken from Asia
Credit Bank at a rate of 15% [10]. Electricity export escalation rate is assumed to be
9.72% (all financial parameters are summarized in Table 41.4). These financial
indexes are also used in scenarios II and III. It is observed that under scenario I
the NPV is 4,587,237 KZT, and the payback period shows the project breaks even in
year 9 (i.e., equity payback), despite a year later the cumulative cash flow becomes
negative due to acquisition of the new inverter (as shown in Fig. 41.3). Hence, in
overall, scenario I demonstrates to be just marginally feasible.

Table 41.3 Potential scenarios

Scenario I II III

Brief
description

No incentives, actual
FIT of 36,410
KZT/MWh

30% incentives from
government with actual
FIT

New proposed FIT of 70,000
KZT/MWh and no incentives

Table 41.4 Financial parameters and viability indexes for scenario I (as extracted from RETScreen
v4.0)

Financial parameters

Electricity export escalation rate % 9.7

Inflation rate [11] % 9.7

Discount rate % 12.0

Project life yr 20

Finance

Incentives and grants KZT

Debt ratio % 25.0

Debt KZT 4,117,300

Equity KZT 12,351,900

Debt interest rate % 15.0

Debt term yr 20

Debt payments KZT/yr 657,786

Financial viability

After-tax IRR – equity % 15.1

Simple payback yr 17.6

Equity payback yr 8.8

Net present value (NPV) KZT 4,587,237

Annual life cycle savings KZT/yr 614,134

Benefit-cost (B-C) ratio 1.37
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Scenario II
In this scenario, incentives and grants from the government are assumed to be given
to educational establishments which use renewable energy sources for their aca-
demic purposes. It is assumed that 30% of the total project cost (16,469,200 KZT) is
funded by the government, which in current case represents 4,940,760 KZT. The
summary of financial parameters for scenario II is presented in Table 41.5, with the
corresponding cumulative cash flow presented in Fig. 41.4. As for the financial
indexes, scenario II increases the IRR on equity from 15.1% to 20.9% and the
benefit-cost ratio from 1.37 to 1.47, compared to scenario I. These improvements,
despite being consistent with expectations, might still be interpreted as modest.

Therefore, under this scenario, the project becomes more attractive than
scenario I, demonstrating the potential positive impact that a subsidy from the
government may have on the viability of the project.

Scenario III
In this option it is assumed that the government will change the rules and legislations
for FIT. It is assumed that FIT becomes in 70,000 KZT/MWh. All other financial
parameters remain constant as in scenarios I and II. Table 41.6 shows the financial
parameters and indexes for this scenario.

In this scenario it is assumed that the government will change the rules and
legislations for FIT. It is assumed a new FIT of 70,000 KZT/MWh. All other
parameters remain constant as in previous scenarios. Table 41.7 presents the

Fig. 41.3 Cumulative cash flows graph, scenario I (as extracted from RETScreen)
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summary of the financial outcomes for each scenario. Figure 41.5 shows the
cumulative cash flow for this scenario.

41.5 Conclusions

The assessment of on-grid PV system installed on the roof of Nazarbayev University
is presented. Three scenarios were explored: (I) current FIT of 34,610 KZT/MWh for
on-grid PV systems without subsidies, (II) adding an incentive equivalent to 30% of
CAPEX, and (III) withdrawing the incentive and raising FIT to 70,000 KZT/MWh.

Results demonstrate that current scenario of FIT is marginally favorable (IRR on
equity, 15.1%; benefit-cost ratio, 1.37; equity payback, 8.8 years), while the 30% of

Table 41.5 Financial
parameters for scenario II
(as extracted from
RETScreen)

Financial parameters

General

Fuel cost escalation rate % 3.0

Inflation rate % 9.7

Discount rate % 12.0

Project life yr 20

Fig. 41.4 Cumulative cash flows, scenario II (as extracted from RETScreen)
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incentives on top of current FIT moderately improve the benefits of the project (IRR
on equity, 20.9%; benefit-cost ratio, 1.47; equity payback, 7.2 years).

Furthermore, upgrading current FIT to 70,000 KZT/MWh, even without incen-
tives, proved to be enormously positive in improving the outcome of the project for

Table 41.6 Financial parameters and indexes for scenario III

Financial parameters

Electricity export escalation rate % 9.7

Inflation rate % 9.7

Discount rate % 12.0

Project life yr 20

Incentives and grants KZT

Debt ratio % 25.0

Debt KZT 4,117,300

Equity KZT 12,351,900

Debt interest rate % 15.0

Debt term yr 20

Debt payments KZT/yr 657,786

Financial viability

After-tax IRR – equity % 28.3

Simple payback yr 8.3

Equity payback yr 5.0

Net present value (NPV) KZT 32,298,837

Annual life cycle savings KZT/yr 4,323,727

Benefit-cost (B-C) ratio 3.61

Table 41.7 Summary of results per scenario

Scenario I Scenario II Scenario III

Scenario brief
description

No incentives, actual
Feed-in-Tariff 36,410
KZT/MWt

30% incentives from gov-
ernment with actual Feed-
in-Tariff

New proposed Feed-
in-Tariff 70,000
KZT/MWt

Pretax IRR on
equity (%)

15.1 20.9 28.3

Pretax IRR on
assets (%)

12.3 15.8 23.7

Simple pay-
back (years)

17.6 12.3 8.3

Equity pay-
back (years)

8.8 7.2 5

Net present
value (NPV)
(KZT)

4,587,237 5,849,558 32,298,837

Benefit-cost
ratio

1.37 1.47 3.61
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investors (IRR-equity >28%, equity payback of 5 years, and benefit-cost ratio > 3.6),
demonstrating that with a subtle change in policies, Nazarbayev University, like
many other campuses in the country, may easily justify the investment in their
on-grid PV systems.
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Chapter 42
Effectiveness and Prospects
of Implementing a Solar Water Heating
System in Astana, Kazakhstan

Askar Absemetov, Medet Mukushev, Alibek Yerubayev,
Zarina Zhumanalina, and Luis Rojas-Solórzano

42.1 Introduction

Astana is a fast-growing city located in a region where winter lasts on average
6 months. Due to this fast growth, not all of its houses are connected to the central
heating system. There are about 22,000 private houses that use coal for heating [1],
and every day in the atmosphere of the city, about 100 tonnes of harmful substances
are emitted [1]. Currently, many people install electrical heaters for water and use
coal for heating their homes. There are two problems for people using these heating
methods: Firstly, price for electricity has increased twofold in the last 6 years and
continues growing [2]. Secondly, burning coal either for space heating or for
centralized power generation (according to the [3] 80% of power source in the
country in 2014) produces a big amount of CO2 and pollutes the air. Furthermore,
electrical heaters for water and autonomous coal heating systems are not connected
between each other and are not very efficient.

Kazakhstan is planning to focus more on renewable energy usage, and its
Ministry of Environment and Water Resources plans to attract about 2 billion US
dollars of investment into renewable energy sector until 2020 within the strategy
“Kazakhstan-2050.” It is expected to have 1850 MW of installed power projects by
2020, divided as 1300 MW in wind power, 500 MW in solar plants, and 50 MW in
biogas plants [4]. Most of the expected investments are considered as pilot projects
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which will be used to test technologies and their overall feasibility. Implementation
of national projects requires big investments and takes a long period of deployment
until results can be appreciated. However, it is important to solve existing problems
in a short period of time, and therefore, this becomes an interesting challenge to be
faced and solved.

The project presented in this work is the assessment of a solar water heating
(SWH) system. The key elements preliminarily considered as favorable to the
project are the availability of good insolation in most regions of Kazakhstan,
technology efficiency, and its low installation and maintenance expenses. The
SWH system economic and environmental advantages will be analyzed in detail in
the next sections.

42.2 Related Works

Most of the power generated today in Kazakhstan is produced using coal [3]. This
fuel emits tonnes of carbon dioxide and other pollutants to the atmosphere. Nowa-
days, people start to focus more on new sources of energy, which are renewable and
cause less harm to environment, being solar energy technologies one of the fastest
growing industries.

Non-concentrated photovoltaic solar panels (PV) and concentrated solar power
(CSP) are the two most commercialized and mature technologies, with PV panels as
the most common technology used for electricity generation [5].

Frid et al. [6] in their work analyzed effectiveness and prospects of using different
solar water heating systems. According to their analysis, integrated SWHs are most
efficient for use in summer period. But for systems that need to be operated all over
the year, the separated accumulation scheme should be considered. The scheme with
separate accumulation corresponds to SWH systems in which solar collector and
storage tank of specified volume are placed separately. Additionally, it is well known
that evacuated collectors (ECs) have higher overall performance compared to flat-
plate surface collectors, and furthermore, the disparity in costs between both
sub-technologies is dropping down as manufacturers are reducing costs due to
mass-scale production and improved design of ECs [6].

Drakoulaki et al. [7] analyzed the use of SWH systems instead of electricity,
diesel, and natural gas. According to their analysis, the highest benefit-cost (B-C)
ratio is achieved when SWH replaces electricity. Substitution of fuel diesel with
SWH also gave ratio higher than one. The only negative B-C ratio came up when
natural gas fuel was substituted by SWH system. They also found social benefits of
using SWH systems. These benefits were distinguished in three categories: energy
saving, decrease in environmental burdens, and generation of new jobs [7].
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42.3 Model Set-Up

The main problem that is tackled in this paper is the excessive usage of electricity for
water heating by private houses in Astana that results in large bills as well as
negative environmental impact. Therefore, this investigation analyzes how environ-
mentally and economically feasible are SWH systems for private households in
Astana to replace or complement existing widely used water heating systems that are
based on boilers operated with electricity.

Moreover, the goal of this paper is to make analysis based on the Kazakhstani
solar collectors developed by Nazarbayev University Research Innovation System
(NURIS) spin-off company KunTech.

The scope of analysis includes the usage of solar water heating system only for
water heating purposes. The analysis will be conducted on data provided by NURIS
researchers regarding the solar technology and from open sources and statistical data
provided by governmental agencies for energy and water usage, as well as, con-
sumption habits of the population. In this research only private houses in Astana are
taken into account.

42.4 Methodology

Life cycle cost analysis (LCCA) on the proposed case cash flows (SWH
complementing electric heaters) vs. the base case (100% electric heaters) to evaluate
the financial viability of the project is performed using the decision-making tool
platform RETScreen V4, Clean Energy Management Software system provided by
the Department of Natural Resources of Canada (Natural Resources Canada, 2014).
In the next subsections, the following aspects are provided: (a) practical issues on the
economic-technical evaluation of the project, (b) assessment of natural resources,
(c) justification of appropriate technology, and (d) LCCA with its financial outcomes
and complementary risk and sensitivity analyses. Thus, a brief theoretical descrip-
tion of these aspects and their implementation in the study is firstly presented for
better understanding of the project.

42.4.1 Issues on Project Evaluation

The economic-technical assessment of a given project includes technical specifica-
tions and requirements, determination of project cost-effectiveness and benefits, and
assessment of its environmental impact.
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In particular, the following issues need to be answered in the assessment of this
project:

• Existence of a need for this project on the market
• Availability of sufficient technical data in order to determine the equipment type

needed
• Availability of technical options and their properties
• The costs associated with clean energy option compared to the costs of the base

case
• Emissions produced by both base and proposed cases

If all these issues are addressed in the evaluation stage, the analysis of project
feasibility will be conducted thoroughly and it will give accurate results.

42.4.2 Natural Resources Assessment

Since the subject of study is a SWH technology, which transforms solar radiation
into heat, then solar energy is the natural resource that is assessed in the study.
RETScreen platform provides access to uploaded data from ground station on solar
irradiance and climate conditions in Astana. However, as an audit exercise, solar
irradiance data was also accessed from the local ground station offered by the
developer of the solar collector (NURIS, a research entity based in Astana) to
provide further assurance of accuracy of the data.

42.4.3 Technology

The SWH technology is based on solar collectors, which absorb solar irradiance and
convert it into heat to produce hot water. Solar water heating systems are classified
into active/passive and direct/indirect. Whether a SWH system is active or passive
depends on the presence of electric pumps and controls to manage the circulation of
the water; active system requires pumps and controls, whereas passive system relies on
buoyancy to circulate water. In direct SWH system, water is heated directly in the
collector. Indirect SWH system heats nontoxic heat transfer fluid-like propylene glycol
in the collector, and then it transfers heat to water via heat exchanger [9]. There are
several types of solar collectors available on the market:

• Unglazed solar collector: it has relatively low cost and low temperature opera-
tion. Usually it is used for heating water in pools. It performs poorly in cold and
windy weather.

• Glazed flat-plate solar collector: it is protected from external factors and operates
well in cold and windy weather. This collector has moderate cost and high
temperature of operation.

606 A. Absemetov et al.



• Evacuated tube collector: it has high cost and high temperature of operation. This
collector provides almost no convection losses and operates well in cold and
windy climate. However, its installation process is more complex than for
previous two types of collectors.

In this study, SWH system utilizing glazed flat-plate solar collectors is considered
for implementation because it fits better for local weather conditions of Astana than
system with unglazed solar collectors, and it is less expensive and easier to install
than evacuated tube collectors. The scheme of assessed system is shown in Fig. 42.1.

42.4.4 Cost Analysis

The main objective of the cost analysis is to determine the cash flow generated by the
implementation of the proposed technology. The analysis takes into consideration all
the costs required for implementation (CAPEX, capital expenditures) and usage of
the system (OPEX, operational expenditures) and also denominated as initial and
annual costs, annual savings, and periodic costs. Therefore, the cost analysis
includes the following parameters:

Fig. 42.1 Scheme of tested system: (1) collector, (2) controller, (3) pump, (4) heating storage
cylinder, (5) hot water, (6) boiler [8]
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• Debt interest rate: it defines the effective rate that a person (house owner) pays on
his/her debt if any loan is taken in order to acquire the proposed technology.

• Energy escalation rate: it defines the rate at which the energy prices increase
annually.

• Discount rate: it defines the interest rate used to determine the present value of
future cash flows.

• Life of the project: it refers to the time the proposed technology is going to be used
from its installation to decommissioning.

• Operations and maintenance costs: it refers to annual costs that are required to
keep running the system without any major breakages.

• Taxes: it refers to the taxes a person (house owner) needs to pay if he/she makes
any income on the implementation of the system.

42.4.5 Financial Analysis

The following indicators are used to determine the economic feasibility of the project:

• Net present value (NPV): a difference between present values of cash inflows and
outflows over the project life. The positive NPV indicates that the investment into
this project will be profitable.

• Internal rate of return (IRR): a discount rate that makes NPV of the project equal
to zero. Higher IRR indicates a more attractive project.

• Benefit-cost (B-C) ratio: a ratio to identify the relationship between discounted
benefits and costs of the project.

42.4.6 Risk and Sensitivity Analyses

As in any other study, the risk and sensitivity analyses should be performed for the
project. Risk analysis is performed to determine the potential risks of the project, i.e.,
an event with negative impact on the project, and how to prevent or mitigate
it. Sensitivity analysis is used to determine how particular independent variables
affect a particular financial outcome variable of the project.

42.5 Feasibility Analysis

42.5.1 Assessment of Natural Resources

The climate data of Astana was downloaded from RETScreen software database and
verified with local ground measurements by NURIS as previously indicated.
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For reference purposes, the yearly-average ambient conditions are presented in
Table 42.1.

42.5.2 Equipment and Component Costs

For the purpose of heating water, active indirect solar flat glazed collectors of LLP
KunTech were chosen. The company offers three types of solar collectors, and
depending on the number of collectors, there are various typical systems. For a
house with four occupants in Astana, 100% occupancy rate, the proposed system
consists of three collectors for water heating from catalogue [8]. Table 42.2 describes
the chosen system and gives the prices for the components of the system for October
2015.

Since the project is oriented to providing only hot water, then daily hot water
usage was estimated based on the average daily consumption of 100 L per person
[10]. The technical specifications of the selected collector, a KT 330, are presented in
Table 42.3.

One important point to consider is the orientation of the house in terms of how it
faces the sun. According to the manufacturer, if the roof is not oriented to south, then
extra equipment will be required to make collectors be oriented to south at a slope of
45� and azimuth 0�. The manufacturer ranges the delivery and installation costs from
60,000 to 250,000 KZT depending on the type of the system, the orientation of the
building, and the complexities inherent to specific places. Thus, in this case the

Table 42.1 Astana yearly-average ambient conditions (as extracted from RETScreen)

Air temperature Relative humidity Atmospheric pressure
�C % kPa

Annual 3.4 67.2 97.8

Table 42.2 Prices of proposed SWH system and components

# Component Amount Unit Price, KZ Total, KZ

1 KT 300 collector 3 170,000 510,000

2 Water storage tank 1 325,000 325,000

3 Solar pump TW, 25–65W 1 110,000 110,000

4 Foam rubber for pipe insulation, 19mm 30m 900 27,000

5 Stainless corrugated pipe, 20mm 30m 1200 36,000

6 Membranous expansion tank, 191 1 9500 9500

7 Temperature controller with sensors 1 103,000 103,000

8 Frame for mounting solar collectors 1 115,000 115,000

9 Heat transfer fluid (propylene glycol) 20 1100 22,000

10 Total 1,257,500

11 Installation 200,000

Total cost 1,457,500
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delivery and installation cost was estimated to be 200,000 KZT to include some
provisions for support structure in case the house was not facing south roof.

Therefore, total capital cost of the SWH system is 1,457,500 KZT including the
delivery and installation costs. Annual operations and maintenance costs of 4430
KZT were considered. Additionally, periodic (every 7 years) costs derived from a
requirement of changing the heat transfer fluid of 20 L, costing 22,000 KZT today,
were included. Cost of electricity was considered since it is required to run the
system for the base case and proposed case scenarios. In the proposed case, elec-
tricity is still needed to complete the load not provided by the SWH system and to
run the pump of the heat transfer fluid throughout the collector. The electric utility
company “Astanaenergosbyt” is currently offering an average rate of 11.15
KZT/kWh + VAT for private users, since August 1, 2015 (Astanaenergosbyt,
2015). This gives the final average price of 12.49 KZT/kWh with VAT. The
model predicted annual electricity consumptions of 13.5 MWh and 5.9 MWh for
the base case and proposed case with KunTech LLP SWH system, respectively (i.e.,
a reduction of 56.3%).

42.5.3 Financial Indexes: Sensitivity and Risk Analysis

In the past years, the cost of 1 kWh of electricity has increased from 6.04 KZT in
2008 to 12.67 KZT in 2014 [11]. This gives a 13.14% increase per year. This value is
required to escalate the cost of the electricity in the model. The annual inflation rate
was 9.4% [11].

The deposit rate of 10% for the national currency in Kazakhstan was effective
since July 1, 2015 [12]. Taking this into account, the minimum discount rate that was
required was chosen as 12% for the model.

The manufacturer estimates the life of the equipment to be 35 years, and there-
fore, the project life was limited to 30 years with no salvage value. There were no
incentives or grants included in the model as there are no such programs for
consumers provided by the governmental bodies at present moment.

High attention should be paid to the financing part of the project. Two scenarios
were reviewed. The first one is financing the project with 10% equity and taking 90%
or 1311750 KZT as a consumer loan. The interest rate was chosen as 15% due to
(a) the absence of a deposit or security and (b) the debt term and the maximum
amount that can be taken. The debt term was stated as 5 years [12]. The second

Table 42.3 KT 330, flat-
plate solar collector
specifications [8]

Gross area, m2 2.03

Aperture area, m2 1.78

Fr (tau alpha) coefficient 0.81

Fr UL coefficient, (W/m2)/�C 3.59

Storage capacity, L 100

Pump power, W 50
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scenario considered using the House Construction and Savings Bank of Kazakhstan
(HCSBK). The differences with other banks are that in order to get low interest rates
from 3.5% to 5%, fewer requirements have to be met. HCSBK offers 50% of the
needed capital, and this has to be achieved by making savings within minimum of
3-year time frame by depositing into savings account regularly, at least once a
month. The information for these two scenarios is summarized in Table 42.4.

Financial viability and greenhouse gas emissions reduction (GHG) can be sum-
marized in Tables 42.5 and 42.6.

After-tax and pretax IRR are the same for the equity and assets as the model
assumes the use of the system for a private or individual purpose only with no taxes.

Firstly, it is evident from Tables 42.5 to 42.6 the significant amount of GHG
emissions reduction by 3.3 tonnes per year.

Attention has to be paid to NPV 1656487 KZT and 1877325 KZT, which look
attractive enough and payback periods of 9 and 10.6 years, which are normal for
such a new technology. The B-C ratios for both scenarios are 12.37 and 3.58,
accordingly, and are good enough to be profitable. Annual savings of 205,642

Table 42.4 Loan scenarios
for the project

Scenario 1 Scenario 2

Bank Other banks HCSBK

Debt ratio 90% 50%

Debt 1,311,750 KZT 728,750 KZT

Debt interest rate 15% 5%

Debt term 5 years 5 years

Debt payment per year 391,315 KZT 168,323 KZT

Table 42.5 Scenario 1:
Financial viability and GHG
reduction (case with 15%
interest rate) (as extracted
from RETScreen)

Unit Value

After-tax IRR-equity % 19.2

Simple payback yr 16.3

Equity payback yr 10.6

Net present value (NPV) KZT 1,656,487

Annual life cycle savings KZT/yr 205,642

Benefit-cost (B-C) ratio 12.37

GHG emission reductions tCO2 3.3

Table 42.6 Scenario 2:
Financial viability and GHG
reduction (case with 5%
interest rate) (as extracted
from RETScreen)

Unit Value

After-tax IRR-equity % 20.1

Simple payback yr 16.3

Equity payback yr 9

Net present value (NPV) KZT 1,877,325

Annual life cycle savings KZT/yr 233,058

Benefit-cost (B-C) ratio 3.58

GHG emission reductions tCO2 3.3
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KZT for Scenario 1 and 233058 KZT for Scenario 2 show positive monetary benefits
that bring the proposed system every year in either case.

The yearly and cumulative expected cash flows are shown in Figs. 42.2 and 42.3
for both scenarios previously discussed. These figures display the plots of the
cumulative cash flow depicting clearly the strong benefits of the project. It is evident
that the negative cash flow is staying relatively the same for the Scenario 2 for the
first 5 years, whereas for the Scenario 1, it is getting more and more negative up to
year 5 due to the debt term being set as 5 years. Afterward, both scenarios show signs
of positive growth and relatively similar year-to-zero cash flow. After reaching
break-even point, cash flows are growing exponentially and bring long-term benefits
to the user.

The sensitivity and risk analysis for a risk of 10% (confidence of 90%) for both
scenarios showed the following results for NPV range for both cases in Table 42.7.

42.6 Conclusions

The technical and economic assessment of a solar water heating system
manufactured by a local firm in the city of Astana used for local water heating in a
family house is presented under two scenarios of capital loans. Scenario 1 corre-
sponds to capital loan based on debt ratio of 90% and interest rate of 15% for 5 years,
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Fig. 42.2 Cash flow diagram (Scenario 1: 15% interest rate) (as extracted from RETScreen)
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while Scenario 2 corresponds to a loan with debt ratio of 50%, debt term of 5 years,
and interest rate of 5%.

Results of the feasibility analysis show that the proposed system in the climatic
conditions of Astana is cost-efficient and beneficial when Scenario 2 is implemented.
This second scenario leads to a payback period of 9 years, resulting in 1.6 years
shorter than obtained in Scenario 1. Also, it can be observed that the proposed
system has solar fraction of 52% producing 4.5 MWh of heating demand per year.
The electricity consumption due to water heating decreases from 13.5 MWh to 5.9
MWh, which saves 95,515 KZT annually. Regarding environmental impact of the
proposed system, it can be observed that CO2 equivalent emissions caused by water
heating are reduced from 5.9 tCO2 equiv. to 2.6 tCO2 equiv., which is equivalent to
0.6 cars and light trucks not used annually. Therefore, it can be stated that the
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Fig. 42.3 Cash flow diagram (Scenario 2: 5% interest rate) (as extracted from RETScreen)

Table 42.7 Risk and sensitivity analysis for NPV

Unit
Case with 15% interest
rate

Case with 5% interest
rate

Median KZT 1,681,286 1,905,549

Level of risk % 10.0 10.0

Minimum within level of
confidence

KZT 1,340,661 1,557,918

Maximum within level of
confidence

KZT 2,039,521 2262,779
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proposed system is efficient and beneficial for household with four occupants in
Astana.

Nomenclature

CAPEX Capital expenditures
CSP Concentrated solar power
GHG Gas emissions reduction
HCSBK House Construction and Savings Bank of Kazakhstan
IRR Internal rate of return
LCCA Life cycle cost analysis
NPV Net present value
NURIS Nazarbayev University Research and Innovation System
OPEX Operational expenditures
PV Solar panels
SWH Solar water heating
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Chapter 43
Analysis of Solar Collectors Application
and the Influence of Domestic Hot Water
Consumption on Energy Demand
in Multifamily Buildings
with Implementation of LCA Methodology

Justyna Gołębiowska and Agnieszka Żelazna

43.1 Introduction

One of the main direction of European Union action related to the principle of
sustainable development is to develop technologies based on renewable energy
sources. Thanks to their application, it is possible to slow down consumption of
traditional energy sources and to reduce the environmental burden associated with
the combustion of fossil fuels [1].

Statistics show that the use of renewable energy continues to grow. In the EU, the
share of renewable energy sources in gross final energy consumption in 2004 and
2013 increased from 8.3% to 15%. Forecasts of use of renewable energy sources also
show that the majority of EU member states achieve their individual goals
established in the Europe 2020 strategy [2].

Thermal systems with solar collectors are one of the most popular environmen-
tally friendly technologies. The use of this type of installation contributes to the
reduction of operational costs and emissions of pollutants. Finally, it can affect
positively energy efficiency of buildings [3].

By the end of 2014, 586 million square meters of collector area have been
installed worldwide. It corresponds to 410.2 GWth of installed capacity. The
majority of the total capacity in operation was installed in China (289.5 GWth),
Europe (47.5 GWth), and the United States and Canada (18.0 GWth).The annual
collector yield of all water-based solar thermal systems in operation by the end of
2014 was 335 TWh. This is connected with final energy savings on the level of 36.1
million tons of oil equivalent and 116.4 million tons of CO2 equivalent. The number
of solar thermal systems of different kinds is estimated at 101 million. In 2014, 94%
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of the energy provided by solar thermal systems worldwide was used for heating
domestic hot water, 68% of which was used in small-scale systems in single-family
houses. In larger applications, installed, for example, in multifamily houses, the
share of energy provided by solar thermal systems was 27% [4]. While in the case of
single-family houses, solar collector installations may be the solution depending on
individual user preferences; in the case of multifamily buildings, it is necessary to
examine the actual results of solar system operation.

Some research has been published about the use of large-scale solar domestic hot
water installations [5–8]. However, installations integrating district heating substa-
tion with solar collectors, often implemented in multi-familiar buildings, are rela-
tively new solutions. Based on the literature review, it can be observed that there are
still not enough long-term studies to present cooperation results of domestic hot
water installations with solar collectors in multifamily buildings.

Therefore, the purpose of this work is to present results of long-term field tests in
four apartment buildings, which are equipped with solar collectors.

43.2 Experimental Facility

Operational tests were conducted over 3 years (2012–2014) in four multi-family
buildings located in the Lublin region (Poland) and were performed to determine the
influence of solar collectors use and domestic hot water consumption on the con-
ventional energy demand.

The analyzed buildings are equipped with individual, dual-function (space
heating and preparation of DHW) heating substations, fully automated. Substations
are supplied with the heat from district heating network. Installations of solar
collectors, whose characteristics are shown in Table 43.1, support only preparation
of DHW. In the analyzed systems, flat plate collectors were used. An area of a single
collector is at the level of 2.11 m2.

Installations were equipped properly with calibrated sensors. Thanks to them it
was possible to record the consumption of district heat used for heating domestic
water [GJ], the consumption of water from supply network for the preparation of hot
water [m3], and the average solar radiation [W/m2] in 2-week periods. Based on
obtained results from monitored buildings, the unit heat consumption required for
the preparation of hot water [GJ/m3] was calculated.

Table 43.1 Value range for parameters

Building
Number of solar
collectors

Total water volume in
tanks [dm3]

Number of
residents

Ordered power
DHW [kW]

B1 42 2000 98 50

B2 16 1000 28 30

B3 60 2000 104 50

B4 52 2000 104 60
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43.3 Results and Discussion

Figure 43.1 shows the consumption of district heat for the preparation of 1 m3 of
domestic hot water in four multifamily buildings (B1, B2, B3, and B4) in selected
year: 2014. It can be easily seen that in all buildings the energy needed for DHW
preparation is lower in spring and summer, when DWH system is supported by solar
collectors. In all buildings, the highest heat demand was noted for December while
the lowest in July and August.

In the Fig. 43.2, the average unit heat consumption in all buildings, in 2012 and
2013, is presented for two seasons: winter (from October to April) and summer (from
May to September, a season of higher level of solar radiation).
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Fig. 43.1 Unit consumption of district heat for the DHW in buildings B1, B2, B3, and B4
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Fig. 43.2 Average unit consumption of district heat for the DHW preparation in summer and
winter seasons (presented in GJ/m3)
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It can be noticed that the use of solar collectors for supporting preparation of
DHW enabled a reduction of district heat consumption in presented buildings by
33%, 26%, 27%, and 29%, respectively.

In the Figs. 43.3, 43.4, 43.5, and 43.6, unit heat consumption in individual
buildings and the hot water demand during the 3 years of operation of the monitored
systems are presented.

In all buildings, the average heat consumption decreased with increasing con-
sumption of hot water. This is due to the fact that multifamily buildings are equipped
with hot water circulation. When the water consumption is higher, the heat loss
(related to hot water transport from the water tank to residential premises) is lower.
Therefore, using larger amount of hot water (m3) decreases heat loses and, eventu-
ally, the amount of heat needed for the preparation of DHW (GJ/m3).
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0,264

0,300

0,251

439

356

397

0.22
0.23
0.24
0.25
0.26
0.27
0.28
0.29
0.3
0.31

0
50

100
150
200
250
300
350
400
450
500

2012 2013 2014

A
ve

ra
ge

 h
ea

t c
on

su
m

pt
io

n
[G

J 
/ m

3 ]

W
at

er
 c

on
su

m
pt

io
n 

[m
3 ]

Avg heat consumption Water consumption

Fig. 43.4 Average unit consumption of district heat and water in building B2

620 J. Gołębiowska and A. Żelazna



This correlation can be also notice by a compression of water consumption and
energy demand between building B2 (the lowest number of residents) and the rest of
buildings. Even though this building is characterized by the lowest water consump-
tion, the heat needed for water heating is significant.

In the Fig. 43.7, the level of water consumption in winter and summer seasons is
presented. In all cases water consumption is lower in the summer season. This
situation appears because months like June, July, August, and September are also
a vacation time for many of residents. Taking into the consideration all presented
data connected with heat and water consumption, we can assume that the reduction
of district heat demand could be even more significant if water consumption in the
summer season was higher.
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Fig. 43.5 Average unit consumption of district heat and water in building B3
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43.4 Life Cycle Assessment

Life cycle assessment is a tool that can be used to evaluate the potential environ-
mental impacts of a product in its full life cycle, encompassing the following main
phases: production, operation, and end of life. Several studies have been published in
the literature about the evaluation of solar domestic hot water systems [9–12].

In this paper, for life cycle impact assessment the global warming potential
(GWP) method was used. In Fig. 43.8 results of GWP 100a analysis for winter
and summer seasons are presented in the form of carbon dioxide equivalent emis-
sions (kg CO2eq). Results are presented for the years 2012 and 2013. In global
warming potential method, greenhouse gasses are converted into carbon dioxide
equivalents based upon their global warming potential. For example, 1 kg of
methane is equivalent to 25 kg of carbon dioxide.

According to the ecoinvent database, the main emissions resulting from the heat
generation in thermal power plants are associated with airborne emissions. In the
analyzed system, the main substances responsible for the global warming potential,
with respect to 1 kWh of thermal energy obtained from the system, are carbon
dioxide (86.4 kg CO2eq), methane (7.53 kg CO2eq), and dinitrogen monoxide
(0.217 kg CO2eq). This relates to the extraction and processing of raw materials.

Analyzing the results presented in Fig. 43.8, we can notice how the solar energy
gained from collectors can contribute to decreasing environmental burdens.
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43.5 Conclusions

In this chapter the long-term (3 years) operational results of solar domestic hot water
systems in multifamily buildings were presented. On the basis of presented results,
the following conclusions can be drawn:

• The use of solar collectors in multifamily buildings contributes to the reduction of
district heat consumption and thereby to the reduction of the costs of hot water
preparation.

• Average heat consumption [GJ] for the DHW preparation (in amount of 1 m3)
decreases with increasing consumption of hot water [m3]. Therefore, in case of
the comparative analysis, regarding the DWH systems, it is necessary to pay
attention to this correlation.

• Solar collectors contribute to the reduction of greenhouse gasses emission,
connected mainly with the combustion of fossil fuels, which can be noticed easily
by comparison GWP results for the summer (season of higher solar gains) and
winter season.

According to the results of conducted research presented in this work, it can be
concluded that the use of solar collectors for hot water heating assistance is impor-
tant in terms of congenital energy savings and reduction of greenhouse gasses
emissions.
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Chapter 44
Thermoelectric Cooling of a Photovoltaic
Panel

Hossein Moshfegh, Mohammad Eslami, and Arian Hosseini

44.1 Introduction

Energy consumption is a grand controversial matter in the world today. Clean energy
production using alternative sources such as solar energy is growing in attention
amongst researchers due to its promises of lesser pollution contribution, negligible
waste production and ease of implementation. Photovoltaic cells are commonly used
today to transform the solar energy to electricity. However, the low efficiency of
these cells and their high capital costs have had negative impacts on their popularity.
Therefore, possible improvements to these cells’ performance are widely appealing.

The performance of these cells is highly dependent on cell temperature. Further-
more, it is clear that the cell temperature has a close tie with the ambient temperature.
Accordingly, an innovative approach towards increasing these cells’ efficiency is to
utilize thermoelectric cooling in order to reduce the cells’ temperature. Thermoelec-
tric cooling can be described by the Peltier effect. This effect which occurs by
heating or cooling one end of a circuit requires no operating fluids and therefore
demands less maintenance and offers more reliability when compared to other
cooling methods. Therefore, a combined TEC and PV design will be the subject of
analyses in this paper.

The combined TEC and PV system operates as a unit by converting the solar
energy to electrical energy. The TEC module can either be supplied energy from an
external source or utilize the energy converted by the PV module. In either case, the
net power output remains the same. For this research, the latter was considered. An
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overall schematic of this system is presented in Fig. 44.1. Numerical analyses will be
conducted based on this system to assess whether the proposed method will result in
improvements to the performance of the PV cells.

The efficiency of the combined system can be influenced by various design and
operation parameters. An operation parameter which can affect the performance of
these systems is the wind speed. This effect can demonstrate negative or positive
feedbacks on the system based on the operating conditions. Furthermore, design
parameters such as the fin area can play a role in these combined systems’ output.
Moreover, the TEC current can change the efficiency of the system based on the
operating conditions, and an optimized amount can be calculated under certain
circumstances.

Xi et al. [1] first discussed the development and applications of two solar-driven
thermoelectric technologies. Van Sark [2] proposed to use the thermal waste by
attaching thermoelectric modules to the back of PV cells to form a hybrid module.
Their work focuses on generating power from the TE module in order to increase the
efficiency.

Thermoelectric cooling is utilized today as a novel approach to increase the
efficiency of PV cells. Previous studies by Najafi and Woodbury [3] have analysed
the possibility of using thermoelectric cooling on PV cells by controlling the cell
temperature in a desired range and optimizing the cell output power in several
ambient temperatures. Their approach focuses on optimizing the PV cells using a
genetic algorithm and does not cover parameters such as wind speed, ambient
temperature and fin area.

Benghanem et al. [4] have analysed the effects of the ambient temperature on
these cells in the presence of thermoelectric cooling experimentally in hot sites.
Their work proposes that TEC cooling has a desirable performance in high ambient
temperatures.

Through this paper, the output power will be optimized respective to design and
operating parameters such as wind speed, fin area, irradiation and ambient

Fig. 44.1 A schematic of hybrid PV cells combined with TEC modules
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temperature. The PV cell model will be introduced next. The governing equations
will follow the cell model, and the results will be designated after simulating the
module in MATLAB.

44.2 Photovoltaic Cell Model

The PV cell model implemented in the calculations has a schematic as shown below.
In this work, a thermoelectric module with a heat sink is considered to be attached to
the back side of photovoltaic panel. The incoming irradiation from the top side
crosses the glass and is absorbed by the PV cells. A percentage of the sunlight’s
energy is converted to electrical energy by the PV cells, and the remainder is given
back to the surroundings through convection and radiation.

A TEC module is installed in the back of the model to reduce the cell temperature
and increase the efficiency. As the TEC current increases, the cooling effect and,
also, the TEC’s hot side temperature increase. In order to reach an adequate cooling
for the TEC module, fins were installed as heat sinks in the back of the module to
enhance the heat transfer to the ambient air.

The following equation can be presented to estimate the efficiency of PV cells
with temperature variation (Sarhaddi et al. [5]):

η ¼ η0 1� 0:0045 Tcell � Tcell, refð Þ½ � ð44:1Þ
where η0 is the PV efficiency at reference conditions and T(cell,ref) is commonly
assumed as 298 K. It is assumed that the power required to run the thermoelectric
cooling module is provided by the photovoltaic panel itself. A TEC module can be
defined by four characteristic parameters, namely, Imax, Vmax, Qmax and ΔTmax

(Zhang [6]). The module parameters can be calculated by the following equations:

Sm ¼ Vmax

Ta
ð44:2Þ

Rm ¼ Ta � ΔTmaxð ÞVmax

TaImax
ð44:3Þ

Km ¼ Ta � ΔTmaxð ÞVmaxImax

2TaΔTmax
ð44:4Þ

where Sm, Rm and Km represent the TEC module’s Seebeck coefficient, electrical
resistance and thermal conductance, respectively.

Qc which is the total absorbed power at the TEC’s cold side can be calculated by:

Qc ¼ SmIcTc � I2Rm

2
� KmΔT ð44:5Þ

Similarly, Qh is the total amount of heat generated at the hot side:
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Qh ¼ SmIcTh þ I2Rm

2
� KmΔT ð44:6Þ

ΔT represents the temperature difference between the hot and cold sides of the
TEC module:

ΔT ¼ Th � Tc ð44:7Þ
UT is the heat conduction coefficient from the PV cell to ambient through Tedlar

and can be calculated by:

UT ¼ Lsi
Ksi

þ LT
KT

� ��1

ð44:8Þ

The combined module can be described by assuming control volumes about the
components of the system. The following equations can be achieved in order to
calculate the properties of the module in steady-state operation:

τglass½αcellβcellGþ αTð1� βcellÞG�APV

¼ UtðTcell � TambÞAPV

þεglassσAPVðT4
cell � T4

skyÞ
þUTðTcell � TTedlarÞAPV

þτglassβcellηelG:APV

ð44:9Þ

where Tsky can be calculated as follows (Wong and Chow [7]):

T sky ¼ 0:0552� Ta
1:5 ð44:10Þ

βcell which is the packing factor demonstrates the percentage of cell area to the
panel area. αcell is the absorptivity factor which accounts the amount of absorbed
irradiation by the cell. The left-hand side of Eq. 44.8 represents the total incoming
irradiation. Ut(Tcell � Tamb)APV is the amount of heat convection from the cell to the
ambient air from the top side. εglassσAPV(T

4
cell � T4sky) represents the emitted heat

from the cell to the sky. UT(Tcell � TTedlar)APV is the heat transferred from the cell to
the Tedlar. Finally, τglass βcellηelG. APV is the power output of the PV cell.

UtðTcell � TambÞAPV ¼ NTECQc þ haðTTedlar � TambÞðAPV � ATECÞ ð44:11Þ
NTECQc calculates the amount of heat removed by the TEC modules.

ha(TTedlar � Tamb)(APV � ATEC) is the transferred heat due to convection between
the Tedlar and the flowing air from ambient.

In order to calculate the temperature at the junction between the Tedlar and the
PV cells, the following equation is presented:

TTedlar ¼ Tc þ QcRjc ð44:12Þ
Furthermore, the temperature at the hot side of the cells can be calculated by:
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Th ¼ Ta þ QhRha ð44:13Þ
It is clear that the net power output of the combined system can be calculated by

extracting the TEC power consumption from the PV cells’ power output:

Net output power ¼ PV0s generated power � TEC0s power consumption ð44:14Þ
In the next section, a MATLAB code will be implemented based on the above

equations in order to calculate the net power output of the combined TEC-PV cell
system under various circumstances.

44.3 Simulation and TEC Model

The simulations were performed in MATLAB in order to assess the effects of the
following parameters on the performance of the system:

Ambient temperature variation
Fin area variation
Radiation variation
Wind velocity variation

The differences between the net power outputs for each case were calculated in
order to reach an accurate analysis. Moreover, the TEC modelling and design
parameters were based on the Kryotherm TB-4-(83-18-4-1)-1.3. Table 44.1 lists
the values and units for the model used.

Next, the results will be presented, and a comparison between cases with and
without thermoelectric cooling will be conducted.

44.4 Results and Discussion

This section focuses on the analysis of TEC cooling of PV cells and its consequences
while affected by the parameters mentioned earlier. For the research purposes in this
article, ideal amounts of optimized currents were calculated in MATLAB for the
Kryotherm TB-4-(83-18-4-1)-1.3 in each case, and the rest of the results were based

Table 44.1 TEC design characteristic parameters

Parameter Value Unit

Imax 3.70 Amps

Qmax 0.80 Watts

Umax 0.80 Volts

ΔTmax 138.00 K

Area 494.40 mm2
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on the respective amounts. In the presented figures, the dashed and connected lines
represent cases without and with thermoelectric cooling, respectively.

Obviously, the TEC consumes power from the PV cell in order to operate and cool
the panel. However, this power consumption reduces the net power output. In order to
optimize the net power output based on the efficiency increase and power consump-
tion, in this research, the maximum net output power from the PV cell while under the
effect of TEC has been calculated, and its respective current was used for the rest of
calculations. Figure 44.2 plots the net power output respective to the supplied current.

Clearly, the performance of PV cells is gradually reduced as the cell temperature
rises. Furthermore, the ambient temperature affects the cell temperature greatly. This
can also be seen in the simulations. Figure 44.3 illustrates this fact and confirms the
modelling performed.

Figure 44.4 presents the net output power respective to fin area variation. As
demonstrated, as the fin area increases, the heat transfer to the ambient air is also
escalated which leads to a lower cell temperature and higher performance.

Fig. 44.2 Net generated
power reaches a maximum
amount at an optimized
current

Fig. 44.3 Net output power
is decreased with ambient
temperature’s rise

Fig. 44.4 Net output power
is increased as the fin area
becomes larger
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Wind velocity has a complicated effect on the net power output of the combined
PV-TEC system as its effects are based on the ambient temperature and incoming
radiation. In low amounts of irradiation, the effect on wind velocity tends to decrease
the efficiency of the PV cells by transferring heat from the ambient air to the system
as these cells tend to be cooler than the ambient air at low irradiations. On the other
hand, wind has a favourable effect in high irradiations as it cools the system by
transferring heat from the hot side of the TEC module to the ambient temperature to
reduce the cell temperature and achieve higher efficiencies. Moreover, as the wind
velocity increases, the favourable effect of thermoelectric cooling is decreased as the
cooling from wind takes place. This effect can even expand to reduce the net power
output at very high wind velocities as the TEC only consumes power in these cases
(Fig. 44.5).

PV cells have the ability of concentrating the incoming radiation to reach higher
amounts. In order to reach a comparison for the effects of thermoelectric cooling and
irradiation, Fig. 44.6 is provided. It is observed that optimum thermoelectric cooling
increases the efficiency and the effect of cooling is more realizable at higher
irradiations. Furthermore, as the irradiation increases, the power generation is also
increased, while the efficiency of the PV cells is reduced due to excessive heating.
This issue leads to a maximum net power output at an optimum irradiation amount
which is marked by a dot in Fig. 44.6.

Table 44.2 presents the net output powers at different ambient temperatures.
Table 44.3 assesses the net output powers under the effects of various fin areas at

300 K temperature.

Fig. 44.5 Effects of wind
velocity variation on net
power output

Fig. 44.6 Net generated
power plot for the PV cell in
the presence and absence of
thermoelectric cooling
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Table 44.4 compares the net output powers at different wind velocities at 300 K
temperature.

44.5 Conclusion

In this paper, a combined PV-TEC model was modelled and analysed numerically
under different operating conditions. The results demonstrate possibilities for the
optimization of these modules. An algorithm was implemented to optimize the TEC
current in each case which resulted in detecting the maximum net power output.
Moreover, the effects of parameters such as fin area, ambient temperature, irradiation
and wind velocity on the net output power of the model were assessed. While higher
ambient temperature results in the reduction of the performance of these cells, larger
fin areas can result in higher power outputs. Wind velocity acts as a cooling factor for
the cells which reduces the effect of TEC cooling but increases the net power output
at certain irradiations. However, this effect might result in a negative feedback under
other circumstances. Further analyses demonstrate that these modules have a peak
net power output at an optimum irradiation. The increase is due to the higher
available power as the irradiation increases; on the other hand, higher irradiation
results in the warming of these cells which in turn reduces the performance of the

Table 44.2 Selected power outputs at different ambient temperatures and irradiations

Irradiation
(W/m2)

Temperature
(K)

Power output with
cooling (W)

Power output without
cooling (W)

Percent
increase

4100 300 2.75 2.66 3.26

4100 310 2.55 2.46 3.24

Table 44.3 Selected power outputs at various fin areas and irradiations at 300 K

Irradiation
(W/m2)

Fin area
(m2)

Power output with
cooling (W)

Power output without
cooling (W)

Percent
increase

3000 0.07 2.55 2.49 2.63

3000 0.2 2.58 2.50 3.05

500 0.07 0.74 0.64 15.35

500 0.2 0.82 0.64 27.87

Table 44.4 Selected power outputs at various wind velocities and irradiations at 300 K

Irradiation
(W/m2)

Wind velocity
(m/s)

Power output with
cooling (W)

Power output without
cooling (W)

Percent
increase

3000 1 2.55 2.48 2.57

3000 5 3.16 3.13 0.77

500 1 0.73 0.64 13.66

500 5 0.69 0.66 3.24
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system. These results promise a great potential for conducting further research to
utilize combined forced air and thermoelectric cooling to reach more effective
measures for increasing the efficiency of these cells.

Nomenclature

T Temperature (K)
S Seebeck coefficient (V/K)
R Electrical resistance (Ω)
K Thermal conductance (W/K)
I Current (A)
V Voltage (V)
Q Transferred heat (W)
U Overall heat transfer coefficient (V)
L Thickness (m)
A Area (m2)
G Solar irradiance (W/m2)
ΔT Temperature difference (K)
N Number of TECs
h Convection coefficient (W/m2)

Greek Letters

η PV efficiency
α Absorptivity
τ Transmissivity
β Packing factor
ε Emissivity
σ Stefan–Boltzmann constant (W/m2K4)

Subscripts

m, TEC TEC module
a, amb Ambient
glass Glass
PV, cell PV cell
T, Tedlar Tedlar
max Maximum
h TEC’s hot side
c TEC’s cold side
t Overall
si Silicon
sky Sky
jc Cold-side junction
ha Heat sink

44 Thermoelectric Cooling of a Photovoltaic Panel 633



References

1. Xi H, Luo L, Fraisse G (2007) Development and applications of solar-based thermoelectric
technologies. Renew Sust Energ Rev 11(5):923–936

2. Van Sark WGJHM (2011) Feasibility of photovoltaic–thermoelectric hybrid modules. Appl
Energy 88(8):2785–2790

3. Najafi H, Woodbury KA (2013) Optimization of a cooling system based on Peltier effect for
photovoltaic cells. Sol Energy 91:152–160

4. Benghanem M, Al-Mashraqi AA, Daffallah KO (2016) Performance of solar cells using ther-
moelectric module in hot sites. Renew Energy 89:51–59

5. Sarhaddi F et al (2010) Exergetic performance assessment of a solar photovoltaic thermal (PV/T)
air collector. Energ Buildings 42(11):2184–2199

6. Zhang HY (2010) A general approach in evaluating and optimizing thermoelectric coolers. Int J
Refrig 33(6):1187–1196

7. Wong LT, Chow WK (2001) Solar radiation model. Appl Energy 69(3):191–224

634 H. Moshfegh et al.



Chapter 45
Life Cycle Analysis of Solar Thermal
Systems in Hotel Buildings

Effrosyni Giama, Elli Kyriaki, and Agis M. Papadopoulos

45.1 Introduction

Europe faces challenges in the energy and financial sector. The unstable economic
circumstances are an intense source of disturbance and a brake on the continued
growth of the European countries. The ongoing increase of energy demands,
observed in the past years, led to the gradual depletion of fossil fuels. Furthermore,
the significant increase of gas pollutants (CO2, ΝΟx) has had major impacts on
climate and environmental quality (e.g. global warming). The need for renewable
energy in conjunction with the demand for higher quality of life and reduction of
environmental impact is becoming a major aim of developing and integrating
technologies that promote the application of renewable energy sources and adopt
best practices of rational energy use. Towards this effort, the European Union has a
leading role through a series of actions and initiatives (target 20-20-20), in order to
ensure a development on solid economic, social and environmental bases. Towards
the promotion of renewable energy sources, a variety of solar energy systems mainly
for the production of domestic hot water (DHW) and the space heating have been
developed. Furthermore, several solar systems for solar cooling have been devel-
oped, but they are not very widespread in Europe.

Energy management is undoubtedly a complex issue especially for large com-
mercial buildings with strongly varying heat/cold and/or electricity loads, such as
big urban hotels, and requires a holistic optimization approach in order to ensure
economic, environmental and operational efficiency as well as natural resource
conservation. In general, buildings contribute approximately 30% to total global
GHG emissions. In efforts to reduce global warming, GHG reductions in this area
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would make a significant contribution [1]. According to the Intergovernmental Panel
on Climate Change (IPCC), there are three areas to focus on in reducing emissions
from buildings: reducing energy consumption and building embodied energy,
switching to renewable energy and controlling non-CO2 emissions [2].

Hotels are typically purpose-dedicated pieces of infrastructure handling facilities,
installations and equipment to serve the overall variety of tasks required by contem-
porary logistics services but also quite extensive retail and leisure services. In that
sense, they have to satisfy commercial as well as entrainment services for visitors.
For these reasons, hotels, especially the bigger one, show significant demand for
energy. The energy demand is composed mainly of electricity, space cooling and
heating and hot water provision. Given this high energy requirements, but also it’s
quite significant variation on a daily and seasonal basis depending especially on the
local climatic conditions, energy conservation measures as well as the implementa-
tion of renewables and state-of-the-art energy management can contribute to reduce
the energy demand by increasing energy efficiency, by optimizing the overall
environmental performance, by lowering operational cost and by improving the
level of services provided. Moreover, hotels are demanding energy consumers due
to their 24-h-based operation and the variety of facilities and functions provided [3].

This paper evaluates the environmental impact of solar thermal systems in hotel
buildings using LCA approach. The energy and the environmental performances of
one of the most common renewable technologies have been studied: the solar
thermal systems for space heating and domestic hot water production (solar combi
systems). A life cycle assessment has been performed following the international
standards of ISO 14040 series, supported by GaBi software. The aim is to trace the
energy system’s environmental impact related to its life cycle. Life cycle thinking in
environmental impact assessment has been for over 40 years now prevalent in the
industrial and the service sector, with some early life cycle analysis (LCA)-type
practitioners bringing a multi-attribute quantitative approach to decisions related to
beverage packaging as far back as the1960s.

This approach evolved into LCA, with well-established international standards
for guidance [4]. LCA is therefore a science-based, quantitative and integrative
methodology that measures the material and energy flows to and from nature over
the lifetime of a product or service and assesses the potential impact of those flows
on resources, ecosystems and human health. These impacts occur in various seg-
ments of the manufacturing value chain and throughout the life of the product. Often
the assessment is referred to as a cradle to grave evaluation. Commonly reported
impact metrics include global warming (“carbon footprint”), acidification (“acid
rain”), eutrophication (“algal bloom”), photochemical oxidant creation (“summer
smog”) and ozone depletion (“ozone hole”).

A comprehensive review of similar analysis for energy systems is presented, and
the results are compared with the ones derived from conventional systems as well as
other renewable energy technologies. The results presented in this paper include the
analysis of the production, disposal and transportation of the materials and energy
used for the manufacturing processes of the building’s energy systems, which
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include an oil- and a gas-fired boiler as auxiliary sources and the solar combi system
(solar collectors and all the other components).

The goal is the integrated environmental evaluation of solar thermal energy
systems as well as the comparison of the system analysed with other conventional
ones in order to add the environmental criteria and the energy consumption to the
selection of energy systems in hotel buildings.

45.2 Life Cycle Analysis Methodology

LCA is a science-based, quantitative and integrative methodology that measures the
material and energy flows to and from nature over the lifetime of a product or service
and assesses the potential impact of those flows on resources, ecosystems and human
health. These impacts occur in various segments of the manufacturing value chain
and throughout the life of the product. Often the assessment is referred to as a cradle
to grave evaluation. Commonly reported impact metrics include global warming
(“carbon footprint”), acidification (“acid rain”), eutrophication (“algal bloom”),
photochemical oxidant creation (“summer smog”) and ozone depletion (“ozone
hole”) [5].

The main purposes of LCA are to identify hot spots in the value chain, identify
and quantify alternatives and disclose environmental information. The following
phases have been evaluated: production and transportation of energy and raw
materials, production process, installation, maintenance, disposal and transports
occurring during each step. The LCA approach used is best termed as “streamlined”
LCA (SLCA), as it does not take into account the recycling of building materials or
their disposal into landfill, while it is more focused on two impact categories: global
warming impact, or carbon footprint, and embodied energy [6].

LCA is a popular environmental tool that has been applied since the early 1980s
to a plethora of products and processes, examining the environmental performance
of the selected reference systems from “cradle to grave”. In brief, the concept of
LCA is based on (a) the consideration of the entire life cycle which includes raw
material extraction and processing, the production, the use of the product, up to the
recycling and/or disposal, (b) the coverage of all environmental impacts connected
with the products’ life cycle, such as emissions to air, water and soil, waste, raw
material consumption or land use and (c) the aggregation of the environmental
effects in consideration of possible impacts and their evaluation in order to give
oriented environmental decision support.

LCA therefore offers a comprehensive analysis which links actions with envi-
ronmental impacts. At the same time, it provides quantitative and qualitative results,
and taking into consideration the link between system’s functions and environmental
impacts, it is easy to identify the issues that need improvement. There are four main
stages for the implementation of LCA: (a) planning, (b) inventory analysis,
(c) impact assessment and (d) improvement analysis. The main purpose of planning
is to define the scope and goal as well as the boundaries of the system studied.
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During the planning, the objective should be clear and the data collection sources
defined. The inventory analysis is the stage where the inputs and outputs are
quantified. Energy, raw materials, water consumption, air emissions and solid
waste are quantified either through measurements or database searches, surveys
and software calculations.

During impact assessment, the environmental impact is calculated as a result from
the inventory analysis. The input and output data are translated to environmental
impacts like climate change, acidification, eutrophication and photochemical oxida-
tion. Finally, the stage of improvement analysis involves discussion and improve-
ment suggestions. For implementing LCA at the inventory phase, software tool was
used for the results’ reliability control: the GaBi LCA software, which is a life cycle
analysis model with embodied EcoInvent LCA. At the environmental impact assess-
ment phase (normalization and weighting), a set of specialized indicators were used,
derived from CML 2. The analysis was used as a tool to define the energy-
consuming processes taking into consideration the most significant energy consump-
tion and improve the present situation of the system studied. Energy and environ-
mental goals were set to improve the environmental and consequently the energy
efficiency processes. The results produced were compared with other similar case
studies reported in the literature [7, 8].

45.3 Solar Combi Systems Technology

The analysis and description of these systems will be based on their scope of
application. Firstly, solar combi systems for DHW production as well as heating
will be presented. Then, solar combi+ systems for DHW, heating and cooling will be
presented in detail. In these systems, the solar collector is responsible for collecting
the incident solar radiation, converting it into thermal energy and transferring this
energy to a fluid flowing through the collector. The main component in a solar
collector is the absorber where collection of the radiation takes place. The heat is
then partly transferred to the heat medium (usually water or water-glycol mixture),
with the rest lost to the environment. The collector is connected to a piping network,
through which the heat medium is transferred either directly to the heating/cooling
equipment or to the heat storage from where it can be drawn for later use. The solar
collector is placed usually on the roof of the buildings.

In solar combi systems, the installed collector surface which now has to ensure
two energy supplies (both DHW preparation and heating) is significantly higher than
that in the case of only DHW preparation. Usually, a combi system contains two
thermal sources. Solar collectors produce thermal energy depending on the available
solar radiation, and an auxiliary source (usually natural gas, electricity or oil) is used,
either when excessive demand needs to be covered and solar radiation is not
available or when it is not cost-efficient to cover 100% of the demand with a solar
system. DHW and space heating should always have thermal energy available in two
different temperature fields. In order to achieve this, two different hot water tanks

638 E. Giama et al.



can be used in combination with a smart control unit, acting on the pumps and valves
of the hydraulic system. Tanks will contain water in different temperatures, making
it available whenever needed. However, another configuration can also be
implemented, with the use of a single storage tank if this is carefully designed;
attention should be paid to avoid water mixing in order to attain different water
temperature levels in the same tank. The different temperatures are achieved due to
the property of water to have different densities depending on its temperature. The
necessary subsystems will be described below.

As mentioned earlier, the solar combi technology has the ability to cover both
thermal needs and provide DHW. The necessary subsystems for these functions are
the absorber and heat storage system, as well as the distribution system. Specifically,
the absorber and heat storage system consists of:

45.3.1 Solar Collector

Solar energy is collected through the absorber, while the basic operating principle is
the transmission of this energy in a fluid medium (water or mixture of water-
glycerol) through a piping system. The geometry of the solar collectors varies,
taking into consideration the efficiency, the available space and the purpose of
each application (e.g. flat or parabolic collectors). It should be noted here that the
dimensioning of the collector is always based on the needs for space heating and
DHW production. There are many different types of solar collectors: unglazed water,
evacuated tube (EVC), flat plate (FPC), compound parabolic (CPC), glazed and
unglazed air and concentrating ones are only some of them. The distribution of the
different collectors’ types used around the world is presented in Fig. 45.1.

FPC are usually permanently fixed in position and require no tracking of the sun.
They should be oriented directly towards the equator, facing south in the northern
hemisphere and north in the southern. These energy systems are most commonly
used in Europe for water heating, while EVC are most commonly used in Asia,
particularly in China. The latter achieve higher solar gains in colder weather and in

Evacuated tube
collector

64.6%

Air collector
0.6%

Unglazed collector
8.4%

Flat plate collector
26.4%

Fig. 45.1 Distribution based on the collector type—World
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less favourable conditions and can also produce water at higher temperatures than
FPC. EVC achieve higher efficiency at lower incidence angles; hence, they are more
appropriate for a day-long performance. Unglazed water collectors are used to heat
seasonal running swimming pools. As they have no insulation and no cover, they are
susceptible to weather conditions and demonstrate high heat losses. Air collectors
are used for supplementary heating or agriculture applications (drying).

It is obvious that the evacuated tube collectors are the predominant solar thermal
collector technology worldwide, followed by the flat-plate collectors and then the
unglazed ones. Air collectors only play a minor role in total numbers. However, in
Europe the situation is different, where the flat-plate collectors are the most wide-
spread technology, as it is shown in Fig. 45.2.

45.3.2 Heat Storage Tank

This subsystem extends the capabilities of a solar combi system for continuously
efficient operation during periods with low solar radiation. Furthermore, it ensures
the efficient operation of the auxiliary systems during periods with medium loads,
guaranteeing the overall efficient operation of the system. Finally, heat storage tanks
are an important research and development field in order to achieve continuous
energy autonomy, using solar systems (high combi systems) [9].

There are two main types of heat storage:

(a) Short-term storage: the solar energy is captured for several days to make up for
rainy weather. In this case, it is obligatory to have good temperature stratification
inside the tank. For this reason, units have to be tall and slender, so a large
temperature range can be built up over the height. With short-term storage, solar
thermal energy can be made to cover up to 30% of the total heat demand.

(b) Seasonal storage: the solar energy is captured for several weeks. This system is
mostly used for district heating networks. However, it is also used in large
residential buildings, with many apartments, but latterly as well as in separate

Evacuated
tube collector

9.0%

Air collector
1.6%

Unglazed collector
4.5%

Flatplate collector
84.9%

Fig. 45.2 Distribution based on the collector type—Europe [4]
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apartment buildings. Seasonal storage allows solar energy to meet up to 100% of
total heat demand.

Moving from the design and construction of solar collectors and the heat storage
system, the heat distribution system is described. Based on the heat medium that is
used, there are two main categories for the heat distribution systems, namely, the air
and water distribution systems.

• Air Distribution System: In these systems, air is transmitted through air ducts to
the conditioned space and is delivered to them through air outlets (diffusers and
grilles) or mixing boxes. The return air is driven back to the heat/cool production
system where energy is recovered or exhausted to the environment. Air systems
are often used in big buildings like hotels, office buildings, hospitals and schools.
Their biggest advantages are that they allow for individual control of every zone
and that they have the potential to use external air for natural cooling.

• Water Distribution System: Unlike air systems, water transmission systems
provide or extract heat to/from a space by heat transfer between the indoor air
and the heat medium (usually water). These systems are able to cover both
heating and cooling demands, but in order to satisfy the minimum required
ventilation rate, fresh air must be provided to the building. This can be done by
infiltration, by natural ventilation or even by an additional mechanical ventilation
system.

Solar combi + systems are the evolution of solar combi systems as they incorpo-
rate a cooling system in order to cover the space’s cooling loads. They have been the
centre of intense study in the past years, with 600 pilot applications, 87% of which
have been implemented in Europe. As an evolution of solar combi systems, the
operating principle and their structure are quite similar. The additional element
worth to describe is the cooling subsystem. For the sake of brevity, at this point,
only the cooling subsystem will be presented. Cooling System-Operation Principle:
A thermally driven heat pump consumes energy in order to extract heat from a
low-temperature source and transfer it to a sink with higher temperature (intermedi-
ate level). While in the case of a conventional vapour compression heat pump the
energy is consumed in the form of electricity, in a thermally driven chiller, the
necessary energy comes from a high-temperature fluid (in our case from the solar
collector or the hot storage) and is called driving heat. The low-temperature source
represents the conditioned space, and the heat obtained is essentially producing the
cooling effect. The heat is finally rejected in the intermediate heat source, which is
usually the external environment. The same principle also applies for desiccant
cooling systems (open cycle). Like heating system, there is always an auxiliary
source (usually electricity) in order to cover the demand when solar radiation is not
available.
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45.4 A Hotel Building in Greece

The hotel building studied in the framework of this paper is “Royal Olympic Hotel
Athens”, and it is located in the centre of Athens (Fig. 45.3).

The hotel consists of three different buildings (A, B, C) with a total surface area of
12,058 m2. The distribution of floors and rooms in the three buildings is presented in
Table 45.1.

45.5 Energy Analysis

The studied solar combi system and its components are presented in Fig. 45.4 and in
Table 45.2.

Boilers are used as an auxiliary source when solar radiation is not available or is
not enough to cover the hotel’s needs. Boilers’ total power is 840 kW. Also, the total
collectors’ installed area is 900 m2. The calculated total solar fraction when vacuum
tube collectors are used is 60%, whereas when flat-plate collectors are installed, the
solar fraction is 52%.

Fig. 45.3 Royal Olympic Hotel Athens

Table 45.1 Distribution of
floors and rooms in the hotel

Building Floors Rooms

Building A 6 186

Building B 6 60

Building C 5 65

Total – 311

642 E. Giama et al.



45.6 Environmental Analysis

The environmental analysis is based on LCA methodology supported by GaBi
software [10]. The system studied included raw materials production and use,
transportation, installation and use. For these processes, the input data concerned
the hotel studied. For the disposal phase, the data derived from the ecoinvent
database.

Fig. 45.4 Diagram of solar combi system

Table 45.2 Components of
solar combi system

Number Name

1 Solar collector

2 Circulator of solar loop

3 Expansion tank of solar loop

4 Valve

5 Water storage tank

6 Water storage tank

7 Circulator of heating loop

8 Valve

9 Boiler 1

10 Boiler 2

11 Boiler 3

12 Expansion tank of boiler

13 Circulator of boiler loop
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The components studied for the environmental analysis of the solar thermal
system are:

• Buffers
• Gas low-temperature boiler
• Solar collector
• Pipelines
• Circulating pump
• Radiators

The flat-plate collector consists of single copper pipes, mounted in aluminium
casing, that pass through a dark painted surface (absorber) in order to heat directly
the water that circulates into them. There is also a glazing in order to increase the
efficiency of the heat transfer and insulation in the back and edge to reduce thermal
losses. On the other hand, the evacuated tube collector features a heat pipe placed
inside a vacuum-sealed tube. The pipe, which is sealed copper pipe, is then attached
to a black copper fin that fills the tube. Protruding from the top of each tube is a metal
tip attached to the pipe (condenser). The heat pipe contains a small amount of fluid
(e.g. methanol) that undergoes a repeating evaporating condensing (using solar heat)
cycle and indirectly heats the water [11, 12].

Both systems require a hot water storage tank. This tank is either mounted in the
upper part of the collector or it is located somewhere in the building studied. The
inventory analysis is the stage where the inputs and outputs are quantified. Energy,
raw materials, water consumption, air emissions and solid waste are quantified either
through measurements or in situ survey at the hotel studied. During impact assess-
ment, the environmental impact is calculated as a result from the inventory analysis.
The input and output data are translated to environmental impacts like climate
change, acidification, eutrophication and photochemical oxidation. Focused mainly
on climate change impact, the kg CO2-equiv. for the two different solar systems was
registered as total for the entire energy system studied and separately for the different
system’s components.

The climate change impact does not differ significantly to the two different
systems studied, as it is presented in Tables 45.3 and 45.4. The solar thermal system
with vacuum solar collector has 204,000 kg CO2-equiv. and the solar thermal
system with flat solar collector 197,000 kg CO2-equiv. From the other components,
the solar collectors cause significant CO2 emissions and the radiators. Finally, the
CO2 emissions for electricity and natural gas use are also worth noticing compared
to the emissions form the other system’s components.

CML 2001 is an impact assessment method which restricts quantitative modelling
to early stages in the cause-effect chain to limit uncertainties. Results are grouped in
midpoint categories according to common mechanisms (e.g. climate change) or
commonly accepted groupings (e.g. ecotoxicity). CML 2001 is developed by the
Institute of Environmental Sciences, Leiden University, The Netherlands, and is
published in a handbook with several different authors, see literature below. The
main principles behind the methodology are not being further developed. A
Microsoft Excel spreadsheet with characterization factors for more than 1700

644 E. Giama et al.



different flows can be downloaded from the CML website. The characterization
factors are updated when new knowledge on substance level is available. Several
additional characterization factors are calculated by PE and LBP-GaBi following the
principles described in the CML 2001 methodology documents. Normalization
factors for CML 2001 are available for the Netherlands, Western Europe, EU and
the World. The normalization factors are calculated via total substance emissions
and characterization factors per substance and are hence following the substance
level updates as described above. Normalization data for other countries
(e.g. Germany, USA and Japan) and geographical units (e.g. North America or
OECD) is available in GaBi5. This data is scaled from the original CML 2001
normalization via gross domestic product.

Table 45.3 Environmental performance per impact category of solar thermal system with flat-plate
solar collector and vacuum tube collector

Environmental impact (CML 2001)
Solar thermal system
with flat-plate collector

Solar thermal system with
vacuum plate collector

Global warming potential (kg CO2-eq) 197000 204000

Acidification (kg SO2-eq) 978 1380

Eutrophication (kg phosphate-eq) 46,9 54,3

Abiotic depletion elements (kg Sb-eq) 6,95 17,3

Abiotic depletion fossil (MJ) 2370000 2440000

Freshwater aquatic ecotoxicity poten-
tial (kg DCB-eq)

822 1180

Human toxicity potential (kg DCB-eq) 238000 126000

Marine aquatic potential ecotoxicity
(kg DCB-eq)

11800000 6200000

Terrestrial ecotoxicity potential 525 676

Photochemic ozone creation potential
(kg ethene-eq)

72,3 89,6

Table 45.4 Environmental performance of solar thermal system with vacuum solar collector based
on CML emission factors

Environmental impact (CML 2001)
Flat-plate
collector

Vacuum plate
collector

Global warming potential (kg CO2-eq) 76300 83300

Acidification (kg SO2-eq) 715 1120

Eutrophication (kg phosphate-eq) 26,3 33,7

Abiotic depletion elements (kg Sb-eq) 5,78 16,2

Abiotic depletion fossil (MJ) 822000 886000

Freshwater aquatic ecotoxicity potential (kg DCB-eq) 608 968

Human toxicity potential (kg DCB-eq) 299000 175000

Marine aquatic potential ecotoxicity (kg DCB-eq) 11100000 54900000

Terrestrial ecotoxicity potential 202 353

Photochemical ozone creation potential (kg ethene-eq) 35,7 53
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It is obvious from Table 45.4 that vacuum tube collector and correspondingly the
solar thermal system with vacuum tube collector has increased environmental
impacts in comparison to flat-plate collector and correspondingly to solar thermal
system with flat-plate collector. This is due to the more complex construction of
vacuum tube collectors compared to flat-plate ones.

45.7 Conclusions

Europe faces multiple socio-economic challenges, which have a direct impact on the
energy and the financial sector. The increase in energy demand, observed in the past
years, led to the gradual depletion of fossil fuels. Furthermore, the significant
increase in gas pollutants (e.g. CO2 and ΝΟx) has had major impacts on climate
and environmental quality (e.g. global warming). Therefore, and also because of the
strict European legislation framework, global climate change and carbon emissions
as indicative environmental factors have been a top priority in the decision-making
process for governments and companies.

Environmental sustainability has emerged as a key issue amongst governments,
policymakers, researchers and public. Increasing efforts and resources have been
devoted to research and environmental policies in order to identify, evaluate and
assess harmful environment impacts. Tourism and the leisure market in general are
significant energy consumers and have a respectively high environmental impact.
This paper evaluates the environmental impact of solar thermal systems in hotel
buildings using LCA approach. The energy and the environmental performances of
one of the most common renewable technologies have been studied: the solar
thermal systems for space heating and domestic hot water production (solar combi
systems). The LCA approach used is best termed as “streamlined” LCA (SLCA), as
it does not take into account the recycling of building materials or their disposal into
landfill, while it is more focused on two impact categories: global warming impact,
or carbon footprint, and embodied energy.

A comprehensive review of similar analysis for energy systems is presented, and
the results are compared with the ones derived from conventional systems as well as
other renewable energy technologies. The results presented in this paper include the
analysis of the production, disposal and transportation of the materials and energy
used for the manufacturing processes of the building’s energy systems, which
include an oil- and a gas-fired boiler as auxiliary sources and the solar combi system
(solar collectors and all the other components).
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Chapter 46
A Symmetric and an Asymmetric mini
Compound Parabolic Collector Under
Optical Investigation

Dimitrios N. Korres and Christos Tzivanidis

46.1 Introduction

Solar energy utilization has as a main representative the solar thermal collectors. The
simplest of them is the flat plate collector which has been widely examined. For
instance, Korres and Tzivanidis [1] conducted a CFD analysis in order to analyze the
operation of a flat plate collector with a serpentine flow system.

The revolution in the solar energy utilization field is getting into practice by a
specific kind of solar systems which is none other than the concentrating solar
collectors. There are many different types of such systems, the most well-known
of which are the parabolic trough and the compound parabolic collector (PTC, CPC).
The last one is of considerable interest since it can give great efficiency without the
need of using tracking.

There are a few analyses that have been conducted in how such configurations
perform. For example, the optical and the thermal performance of two mini com-
pound parabolic collectors with a circular and a flat absorber was analyzed by Korres
and Tzivanidis [2, 3] and Korres et al. [4], respectively, while a compound parabolic
collector was tested and optically optimized by Bellos et al. [5]. Also, Tzivanidis
et al. [6] investigated the thermal and the optical performance of a parabolic trough
collector for several different operating conditions, while Tsai and Lin [7] optimized
a variable focus parabolic trough concentrator and compared it to the classical PTC
and the semicylindrical configuration. Moreover, Cheng et al. analyzed a PTC
optically [8] and developed a new method for concentrating systems [9] by using
the Monte Carlo ray-tracing method.
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The asymmetric setup has also been barely examined by Souliotis et al. [10] who
analyzed asymmetric CPC for integrated solar systems with one tank inside the
collector as well as by Kessentini and Bouden [11] who studied numerically the
thermal performance of a double-tank integrated collector storage system (ICS)
accompanied by asymmetric CPC reflectors. Moreover, Adsten et al. [12] examined
six different setups with special asymmetric reflectors so as to determine the
optimum case that provides the highest optical efficiency.

A quite different configuration has also been examined by Bellos et al. [13]. In
this study, the optical performance of a typical CPC was compared with the
respective of a complex CPC geometry which consisted of two different sloped
concentrators connected to each other.

46.2 Examined Models

In this analysis, the optical performances of two different compound parabolic
collectors, a symmetric and an asymmetric one, were investigated under the same
operating conditions. The design and the main dimensions of the two collectors are
depicted on Fig. 46.1. The length of the collectors is 1000 mm.

It is essential to explain in a deeper manner how the reflectors’ profiles were
designed. For this reason, we have to define two different parabolas A and B as well
as their symmetrical A’ and B’. The symmetric configuration comes from parabolas
A and A’, while the asymmetric one is a combination among B, B’, and A’ parabolas
as Fig. 46.2 suggests. We should mention that K point in Fig. 46.2 belongs to the
central axis of the cylindrical absorber, while the focal distances of B and B’
parabolas form an angle θ ¼ 39.2� between each other. The A and A’ parabolas’
focal distances are both perpendicular to the horizontal plane.

Fig. 46.1 (a) Symmetric and (b) asymmetric mini-CPC
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46.3 Methodology

The main aspect of this study was to determine the best, among the examined,
reflector’s configuration as well as the best orientation of the collectors. The two
configurations were studied for an entire year in Athens at the typical day of each
month. We have to mention that the typical day is the mean day1 of the month
adjusted on the typical year’s conditions. Especially, the collectors’ optical perfor-
mances were examined at 9 h of each mean day from 8:00 to 16:00 considering

Fig. 46.2 Design of the (a) symmetric and (b) the asymmetric reflector

1At the mean day, the extraterrestrial solar irradiation is about the same with the respective mean
daily solar irradiation of the month [14].
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different clearness indexes (kt) for each examined hour depended on the total hourly
horizontal plane solar irradiation for the typical year (Ity). The symmetric configu-
ration was examined not only at horizontal position but also by setting its aperture
plane parallel to this of the asymmetric configuration, while the collectors’ orienta-
tion was first considered as E-W and then as N-S.

The design of the collectors was done in Solidworks, while the simulation of each
setup was conducted in Solidworks Flow Simulation environment. The latitude for
the area of Athens was set equal to 37.98�, while the solar angles for each hour of the
examined days were provided from the Flow Simulation libraries.

At this point, it is important to mention that Solidworks Flow Simulation provides
the extraterrestrial solar irradiation field which is obviously beam. Hence, the
amount of the hourly incident solar radiation on the absorber arising from the
simulation (I po ) is much greater than the real one. In order to convert that incident
field into the beam one2 we would have inside the atmosphere at the typical
conditions (I pb, ty), we should multiply it with the kt � Ihb, ty=Ihty product where I hb, ty is

the hourly solar beam radiation on a horizontal plane for the typical conditions. The
procedure we followed in order to calculate this product is presented via the next
equations (Duffie and Beckman [14], Kouremenos et al. [15]).

Hourly clearness index

kt ¼
I hty
I ho

ð46:1Þ

Total hourly and daily horizontal plane extraterrestrial solar irradiation

I ho
H h

o

�
¼ 12 � 10�3

π
� Gsc � A1 � A2 þ A3ð Þ ð46:2Þ

where:

Gsc ¼ 1367W=m2

A1 ¼ 1þ 0:033 � cos 360�n
365

� �
A2 ¼ cos ðφÞ � cos ðδÞ �

�
sin ðω2Þ � sin ðω1Þ

�

A3 ¼ 2 � π � ω2 � ω1ð Þ
360

� sin φð Þ � sin δð Þ

Here ω2�ω1 difference is the time duration we want to examine expressed in
degrees. Hence, in the hourly irradiation case, ω1 and ω2 represent the hour angle
30 min before and after the examined hour, respectively, while in the daily one
they express ωs and �ωs, respectively, since ωs represents the duration of the day

2The diffusive radiation contribution was not examined in this study because it would not affect the
comparison process, since the compared configurations utilize it with the same way.
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from the solar noon to the sunset. Consequently, in the daily irradiation case, ω2�ω1

is equal to 2ωs which corresponds to the time duration from the sunrise to the sunset.

Total daily horizontal plane solar irradiation for the typical year in Athens

H h
ty ¼ 4:348þ 2:676 � sin 360 � n

365
� 86:410

� �
ð46:3Þ

Total hourly horizontal plane solar irradiation for the typical year

I hty ¼ H h
ty � B1 � B2 ð46:4Þ

where:

B1 ¼ αþ b � cos ωð Þ
α ¼ 0:4090þ 0:5016 � sin ωs � 60ð Þ
b ¼ 0:6609� 0:4767 � sin ωs � 60ð Þ

B2 ¼ π

24
� cos ωð Þ � cos ωsð Þ
sin ωsð Þ � 2�π�ωs

360 � cos ωsð Þ

Daily clearness index

KT ¼ H h
ty

H h
o

ð46:5Þ

Diffusive daily horizontal plane solar irradiation for the typical year

H h
d, ty ¼ 1:188ð � 2:272 � KT þ 9:473 � KT

2

�21:865 � KT
3 þ 14:648 � KT

4
� � H h

ty

ð46:6Þ

Holds for: 0.17 � KT � 0.75
In the present study, KT is in the range of 0.4–0.61.

Diffusive hourly horizontal plane solar irradiation for the typical year

I hd, ty ¼ H h
d, ty � B2 ð46:7Þ

Hence, by dividing Eq. (46.7) with Eq. (46.4), Eq. (46.8) that expresses the
amount of the diffusive hourly radiation relatively to the total one for the typical
conditions is created.

I hd, ty
I hty

¼ H h
d, ty

H h
ty

� 1
B1

ð46:8Þ
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Given this amount, we are able to calculate the respective beam radiation
according to Eq. (46.9) that follows.

I hb, ty
I hty

¼ 1� I hd, ty
I hty

ð46:9Þ

So, we have calculated the two parameters the required product consists of, and
we could, finally, determine the amount of beam hourly solar radiation that reaches
the absorber’s surface at the typical conditions.

I pb, ty ¼ kt �
I hb, ty
I hty

� I po ¼ I hb, ty
I ho

� I po ð46:10Þ

The specific conversion was conducted with this particular product because the
reduction in the beam horizontal plane solar irradiation switching from the extrater-
restrial to the atmosphere conditions is the same in percentage with the respec-
tive reduction in the beam solar radiation that goes on the absorber, given that the
reflector’s operation is not affected by this change. The third part of Eq. (46.10)
declares clearly that fact.

46.4 East-West Axis Orientation

In this paragraph, the operation of the collectors was examined for the E-W axis
orientation case as this is depicted on Fig. 46.3.

In Fig. 46.4, the power per square meter that reaches the absorber’s surface is
given for the three examined systems in the mean day of each month of the year for
8:00–16:00 time range. Table 46.1 gives the mean daily beam radiation for all
months (H p

b, ty ) as well as the yearly one (Y p
b, ty ) that reaches the receiver’s surface

in each setup.
It is obvious from Fig. 46.4 that the asymmetric configuration performs better in

most cases. More specifically, when the symmetric reflector has its aperture plane in
horizontal position, it always delivers the lowest of all cases power to the receiver,
while when its aperture is parallel to the respective of the asymmetric reflector
(symmetric in slope), it beats the last one in March, partially in September from
10:00 to 14:00 and in June before 9:00 and after 15:00. Hence, the most suitable

Fig. 46.3 E-W axis orientation
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concentrator for the whole year is the asymmetric one since it delivers the highest
amounts of power on the absorber.

As we can see from Table 46.1, the maximum yearly beam radiation on the
receiver’s surface appears on the asymmetric configuration, while the inclined

Fig. 46.4 Beam solar irradiation delivered on the absorber in each setup for the E-W axis
orientation
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symmetric follows. Particularly, the asymmetric concentrator delivers 14.1% and
4.7% more yearly beam radiation on the receiver compared to the symmetric and the
inclined symmetric, respectively, while slope increases by 9.1% the optical perfor-
mance of the symmetric reflector.

Also, this configuration exceeds the rest systems in daily performance for the
whole year except March and September where the inclined symmetric concentrator
prevails as this is depicted on Fig. 46.5, where the mean daily beam radiation that
reaches the absorber is presented for the mean day of each month of the year.

46.5 North-South Axis Orientation

Here we are going to investigate how the asymmetric and the horizontal symmetric
configurations react under the N-S axis orientation (Fig. 46.6) and finally to deter-
mine the best position of the collectors opposite to the sun.

In Fig. 46.7, the respective diagrams for the specific case are given.
As we can see from Fig. 46.7, the asymmetric configuration exceeds the sym-

metric one for the whole year before 12:00. This happens because B parabola’s focal
distance is inclined to the east considering the specific orientation. Hence, the
asymmetric reflector reserves the solar rays more gently at the morning hours
compared to the symmetric one, leading the majority of them on the tubular receiver.
Instead, the symmetric reflector provides totally 2% more yearly power delivered on
the absorber as Table 46.2 suggests.

Table 46.1 Daily and yearly beam solar irradiation delivered on the receiver for the E-W axis
orientation

Month

H p
b, ty(kWh/m2/day)

East-west axis orientation

Asymmetric Symmetric Symmetric in slope

January 0.30 0.26 0.29

February 0.47 0.42 0.44

March 0.83 0.67 1.01

April 1.91 1.61 1.74

May 2.64 2.38 2.44

June 3.07 2.84 2.96

July 3.25 2.95 3.04

August 2.91 2.53 2.67

September 1.95 1.54 2.00

October 1.04 0.89 0.94

November 0.59 0.53 0.58

December 0.35 0.30 0.34

Y p
b, ty (kWh/m2/year) 589.68 516.74 563.35
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Generally, according to Table 46.2, the maximum yearly beam radiation deliv-
ered on the receiver is obtained through the combination between the asymmetric
setup and the E-W axis orientation. However, if we take into consideration the daily
energy that is delivered on the absorber, the N-S axis orientation beats the E-W one
in February, March, and October as regards the asymmetric setup as well as at the
periods from January to March and from September to December considering the
symmetric configuration. Last but not least, the orientation seems that it does not
diversify the yearly operation of the symmetric setup significantly.

Fig. 46.6 N-S axis orientation
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Fig. 46.5 Mean daily beam solar irradiation reaches the absorber in each examined month for the
E-W axis orientation
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Fig. 46.7 Beam solar irradiation delivered on the absorber in each setup for the N-S axis
orientation
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46.6 Conclusions

In this paper, three different reflector’s scenarios, one asymmetric and two symmetric,
were investigated through CFD analysis, under the same operating conditions in the
city of Athens, in order to find the optimum among them. Also, except the reflector’s
design, the position of it opposite to the sun was examined too.

Firstly, the asymmetric reflector was compared with the horizontal and the
inclined symmetric configurations for the E-W axis orientation. The results showed
a clear prevalence of the first which was found to exceed the other two about 14.1%
and 4.7%, respectively, while the inclined symmetric beats the horizontal one
by 9.1%.

Secondly, the N-S axis orientation case where the horizontal symmetric concen-
trator antagonizes the asymmetric one was examined. The outcome of the specific
case indicated the symmetric reflector as the best choice since it appeared 2% better
optical performance compared to the asymmetric one.

Thirdly, considering the daily energy is delivered on the absorber, the N-S axis
orientation exceeds the E-W one at 3 and 7 months regarding the asymmetric and the
symmetric reflector, respectively, while the yearly operation of the symmetric setup
seems to be independent from the orientation.

Generally, the yearly beam radiation delivered on the absorber appears its
minimum values in the case of the N-S axis orientation while maximizes itself in

Table 46.2 Daily and yearly beam solar irradiation delivered on the receiver for the E-W and the
N-S axis orientation

Month

H p
b, ty (kWh/m2/day)

East-west axis orientation
North-south axis
orientation

Asymmetric Symmetric Symmetric in slope Asymmetric Symmetric

January 0.30 0.26 0.29 0.28 0.28

February 0.47 0.42 0.44 0.49 0.49

March 0.83 0.67 1.01 0.87 0.87

April 1.91 1.61 1.74 1.51 1.56

May 2.64 2.38 2.44 2.13 2.2

June 3.07 2.84 2.96 2.53 2.6

July 3.25 2.95 3.04 2.63 2.71

August 2.91 2.53 2.67 2.31 2.39

September 1.95 1.54 2.00 1.73 1.75

October 1.04 0.89 0.94 1.1 1.09

November 0.59 0.53 0.58 0.59 0.58

December 0.35 0.30 0.34 0.33 0.32

Y p
b, ty

(kWh/m2/year)

589.68 516.74 563.35 503.67 514.08
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the asymmetric configuration for the E-W orientation. Hence, the asymmetric
reflector is, finally, determined as the best choice among the three examined config-
urations as far as the optical performance is concerned, while the collectors’ opti-
mum orientation is the E-W one.

Nomenclature

General Parameters

Gsc Solar constant (W/m2)
H Daily solar irradiation (kWh/m2/day)
I Hourly solar irradiation (kWh/m2/h)
kt Hourly clearness index (�)
KT Daily clearness index (�)
n Day of the year (�)
Y Yearly solar irradiation (kWh/m2/year)

Greek Letters

δ Declination (o)
φ Latitude (o)
ω Hour angle (o)
ωs Sunset hour angle (o)

Superscripts

h Horizontal surface
p Absorber surface

Subscripts

b Beam
d Diffusive
o Extraterrestrial
ty Typical conditions
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Chapter 47
Simulation and Optimization of a Mini
Compound Parabolic Collector
with a Coaxial Flow System

Dimitrios N. Korres and Christos Tzivanidis

47.1 Introduction

The increasing need for renewable energy sources brinks solar thermal systems at the
global foreground by setting them as the main representative of such energy sources.
Many different kinds of solar thermal collectors have been set under investigation
most of which are the flat plate, the parabolic trough, the compound parabolic, and
the evacuated tube collectors (FPCs, PTCs, CPCs, and ETCs).

Korres and Tzivanidis [1] investigated the operation of a flat plate collector with a
serpentine flow system through CFD analysis, and they found how the slope of the
collector affects the convection inside the gap and as a consequence the thermal
performance of the collector. The effects of the plate to cover spacing and the
inclination angle at the efficiency of a flat plate collector have been studied from
Cooper [2] while an innovative method for calculating the air function inside the gap
space of an FPC was applied by Bellos et al. [3]. Subiantoro and Tiow [4] presented
analytical models for the top heat losses of an FPC and compared them to CFD
analysis conducted with ANSYS.

There are, also, few studies in the subject of compound parabolic and parabolic
trough technology. For instance, a mini-compound parabolic collector with a circular
absorber and an optically optimized reflector was examined by Korres and
Tzivanidis [5, 6], while Korres et al. [7] studied the thermal and the optical
performance of a similar collector with a flat receiver. Li et al. [8] compared the
thermal efficiency of two different CPCs and concluded that the collector with the
lower concentration ratio performs better at high efficiency range while a new flat
stationary evacuated CPC was developed and analyzed by Buttinger et al. [9]. More-
over, Antonelli et al. [10] examined the performance of two different CPCs with a
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circular and a flat absorber and found that the first configuration gives greater
thermal efficiency in a wide operating range especially at high temperatures. PTCs
have, also, been tested by many researchers as far as their thermal and optical
performance as well as the heat transfer fluid effect is concerned (Wang et al. [11],
Tzivanidis et al. [12]).

The ETC technology is of particular interest since it provides negligible thermal
losses, and hence, we can achieve greater thermal performances. There are various
different piping systems which could be applied on an ETC the main of which are the
heat pipe, the U-pipe, and the coaxial flow configuration. Ayompe and Duffy [13]
made a thermal performance analysis of a heat pipe evacuated tube system while
Zheng et al. [14] studied on how the emissivity of the back receiver’s surface
influences the heat losses of a heat pipe application. The U-pipe system has, also,
been investigated by Kim and Seo [15] and Pei et al. [16]. Gao et al. [17] put forward
a mathematical model so as to describe the thermal behavior of a U-pipe evacuated
tube collector, while Liangdong Ma et al. [18] conducted a thermal investigation on
a U-type evacuated tube application by analytical method.

As far as the coaxial flow system is concerned, there are not many studies
conducted in that field. For instance, Kim et al. [19] evaluated analytically the
thermal performance of such a system while Glembin et al. [20] analyzed the impact
of the internal thermal coupling between the fluid in the annuli and the fluid in the
inner tube of a counter flow ETC on the temperature profile and the thermal
efficiency. Zhang et al. [21] examined the performance of a direct flow coaxial
evacuated tube collector with and without a heat shield and found that the collector
performs better with the shield, while Ataee and Ameri [22] conducted an energy
and exergy analysis of a similar collector. Finally, Han et al. [23] used a three-
dimensional analytical model to investigate the thermal performance of an all-glass
ETC with a coaxial flow conduit.

The aim of this work is to add a different prospect in the field of the coaxial flow
ETC analysis through the investigation of the thermal performance and the convec-
tion regime of a coaxial flow ETC with a mini-CPC reflector in several operating
conditions.

47.2 Collector’s Geometry and Data

A coaxial flow evacuated tube collector with a mini-compound parabolic concen-
trator was designed and simulated in SolidWorks. The geometry and the main
dimensions of the collector are depicted on Fig. 47.1.

As Fig. 47.1 suggests, the working medium enters the collector through the inner
tube and leaves it via the annulus passage which is formed between the last one and
the receiver, while vacuum regime prevails at the interior of the glass tube.

The reflector’s geometry is of considerable interest since it optimally cooperates
with the absorber tube. More specifically, the focuses and the focal distances of the
reflector have not been designed by chance, but the first were deliberately located on
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the receiver, while the second were considered to be perpendicular to the aperture
plane. This design makes all the perpendicular to the aperture incident solar rays end
up on the absorber.

The main characteristics and properties of each component are given bellow in
Table 47.1.

Fig. 47.1 Coaxial evacuated tube collector with a mini-CPC concentrator

Table 47.1 Thermal and optical properties

Component Material Thermal properties Optical properties

Reflector Aluminum – ρ ¼ 1

Glass tube Glass εg ¼ 0.88 τ ¼ 1

Outer tube Copper εp ¼ 0.1 α ¼ 0.8

Inner tube Copper – –
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The cover’s transmittance and the reflectance of the concentrator take the unit
value because we have set all the optical losses on the receiver’s outer surface.
Hence, the value of 0.8 on the above table does not represent only the absorptance of
the receiver tube but also includes the mirror and the glass optical losses. The
thickness of all the components is 1 mm.

47.3 Analysis

At this chapter the operating conditions under which our collector is examined are
described. Also, the methodology we are going to use so as to analyze the thermal
behavior of the collector and to determine the efficiency and the convection regime
inside the coaxial conduit is presented.

The collector was tested in ten different inlet water temperatures (Ti) considering
that the global irradiance (GT) is constant and perpendicular to the aperture plane.
The operating conditions are given in Table 47.2.

47.3.1 Energy Balance

In Fig. 47.2 a detailed view of the coaxial flow tube and the conditions that prevail in
there are depicted while the symbolization we are going to use in our analysis is
given too.

Tube energy balance

Qu, t ¼ _m � Cp � To, t � T ið Þ ¼ h f, 1 � As,1 � T s,1 � T f, tð Þ, ð47:1Þ

Cap end energy balance

Qu,cap ¼ _m � Cp � T i, an � To, tð Þ, ð47:2Þ

Annuli energy balance

Qu,an ¼ _m � Cp � To � T i, anð Þ ¼ h f, 2 � As,2 � T s,2 � T f, anð Þ � Qu, t, ð47:3Þ

Table 47.2 Operating
conditions of the collector

Variable Value Units

Environment temperature 10 �C
Inlet water temperature range 10–100 �C
Water mass flow rate 0.004 kg/s

Wind heat transfer coefficient 10 W/m2/K

Global irradiance 1000 W/m2
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Total energy balance

Qu, tot ¼ _m � Cp � To � T ið Þ ¼ Qu,an þ Qu, t þ Qu,cap, ð47:4Þ

Overall heat losses

QL ¼ hw � Tg � Tα
� �þ εg � σ � T4

g � T4
α

� �h i
� Ag,o ¼

Ap � σ � T4
p � T4

g

� �
1
εp
þ 1�εg

εg
� Dp,o
Dg, i

, ð47:5Þ

Overall heat loss coefficient

UL ¼ QL

Tp � Ta
� 1
Ap

, ð47:6Þ

Thermal efficiency

η ¼ Qu, tot

Aa � GT
, ð47:7Þ

Equations (47.1, 47.2, and 47.3) express the useful energy which is conveyed on
the water in each specific region of the counter flow conduit, while Eq. (47.4) gives
the total water heat gain from the inlet to the outlet of the collector. The overall heat
losses, the losses coefficient, and the thermal performance of the system appear on
Eqs. 47.5, 47.6, and 47.7, respectively. Tα, Tp, and Tg express the temperatures of the
ambient, the absorber, and the glass, respectively.

Fig. 47.2 Coaxial flow tube
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We have to state that in the specific simulation tool, the bodies which do not have
any radiative specification are considered as gray bodies, while thermal radiation
emittance is diffusive by default. The second part of Eq. (47.5) holds for such
conditions between two long coaxial cylinders (Bergman et al. [24]), so why we
used it to calculate the overall heat losses. In addition, the flow inside the tube was
considered as laminar due to the low velocity fields.

47.3.2 Efficiency and Losses of the Collector

Figure 47.3 that follows gives the thermal performance of the collector, and the
useful energy is conveyed on the heat transfer fluid desperately for each of the three
areas of the coaxial tube as a function of the inlet water temperature.

As we can see from Fig. 47.3b, the useful power the water gains at the tube region
(Qu_tube) is getting greater as the inlet temperature increases in contrast to the power
in the cap (Qu_cap) and the annuli region (Qu_annuli). This happens because the
difference between the power that passes from the outer tube to the working medium
and the annuli useful power become greater as Ti increases. From Fig. 47.3a we
observe that the efficiency reduces itself as the inlet water temperature takes greater
values. This reduction seems to be quite gently due to the absence of convection
inside the glass tube and happens because of the fact that the overall heat losses
become greater with Ti as this is depicted in Fig. 47.4.

The main reason that causes this increment in the collector’s thermal losses is the
receiver’s temperature increase which reasonably takes place since the thermal level
of the inlet water increases too.

Fig. 47.3 (a) Thermal efficiency and (b) useful power the water gains totally and separately in each
region
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47.3.3 Convection Regime Inside the Coaxial Tube

Here we will determine two different heat transfer coefficients inside the tube. In
particular, we are going to calculate the heat transfer coefficient at the inner side of
the inner tube and the one at the outer tube (Fig. 47.5). For this calculation, Eqs. 47.1
and 47.3 were solved as below:

h f, 1 ¼ Qu, t

As,1 � T s, 1 � T f, tð Þ , ð47:8Þ

h f, 2 ¼ Qu, an þ Qu, t

As,2 � T s,2 � T f, anð Þ ¼
Qu, tot � Qu, cap

As,2 � T s,2 � T f, anð Þ , ð47:9Þ

We, also, validated the specific coefficients through two models of the heat
transfer theory. In the tube region, we used the theoretical approach that considers
constant surface temperature since the temperature of the inner tube does not change
significantly along the flow, while for the annuli area, we considered constant heat

Fig. 47.5 Convective heat transfer coefficient (a) in the tube and (b) in the annuli

Fig. 47.4 (a) Overall heat losses and (b) overall heat loss coefficient
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flux conditions since the outer tube is exposed on a constant solar field. These
models are described on Eqs. 47.10 and 47.11 that follow:

Tube region

h f T¼ct ¼ 3:66þ 0:0668 � ReD1, i � Pr � D1, i=Lt

1þ 0:04 � ReD1, i � Pr � D1, i=Lt
� �2=3

 !
� k f

D1, i
ð47:10Þ

Annuli region

h f H¼ct ¼ 4:364þ 0:036 � ReDh,an � Pr � Dh,an=Lt
1þ 0:0011 � ReDh,an � Pr � Dh,an=Lt

� �
� k f

Dh,an
ð47:11Þ

where Dh,an ¼ D2, i � D1,o

The values of Re and Prwere taken for the mean water temperature of each region
(from simulation).

It is obvious that the two theoretical curves approach sufficiently the simulation
curves. Particularly, there is a mean declination of about 12.6% for the coefficient in
the outer tube and 7.5% for the respective at the inner tube. Generally, the convective
coefficient increases with Ti because of the thermal conductivity increment.

47.4 Inner Tube Effect

In the specific paragraph, the inner tube’s diameter effect on the useful output of the
collector is investigated. More specifically, we are going to apply seven different
inner diameters of the inner tube (5, 10, 15, 20, 25, 30, and 35 mm) and make a
comparison among them in order to determine the best choice. We should mention
that for the particular investigation, we removed the glass tube and considered that
the outer tube is exposed directly on the environment conditions Table 47.2 sug-
gests. This was done because the examined modifications do not affect significantly
the evacuated configuration. Next, a comprehensive table (Table 47.3) which

Table 47.3 Collector’s performance and maximum possible efficiency increase dependent on the
inner tube diameter and the inlet water temperature

η (%)

D1,i (m)

δηmax (%)0.005 0.010 0.015 0.020 0.025 0.030 0.035

Ti ( �C) 10 70.81 70.86 71.51 72.22 72.99 73.84 74.83 5.7

20 58.19 58.36 58.99 59.43 60.14 60.93 61.70 6.0

30 45.52 45.84 46.37 46.88 47.37 47.89 48.44 6.4

40 32.99 33.36 33.79 33.83 34.34 34.93 35.30 7.0

50 20.39 20.71 20.97 21.21 21.42 21.66 21.87 7.2
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presents the collector’s efficiency and the maximum possible increase of it in each
examined case is given.

As we can see from Table 47.3, the collector’s efficiency increases as the inner
tube approaches the outer one while decreases with Ti because the overall heat losses
become greater. The maximum possible performance increment is presented in the
last column of Table 47.3 and expresses how much could the efficiency of the
collector increase going directly from the worst to the best diameter scenario. So,
according to Table 47.3, we have a significant change on the efficiency for all the
examined inlet water temperatures by changing the inner tube’s inner diameter value
from 5 mm to 35 mm. A briefly depiction of the above table is presented bellow on
Fig. 47.6 in order to get a more clear view of the problem.

47.5 Allocations and Diagrams

In this chapter a global overview of the collector’s thermal behavior is provided via
several diagrams and allocations. Figure 47.7 shows the peripheral absorber’s
temperature and the coaxial tubes’ temperature distribution.

As we can observe from Fig. 47.7a, the temperature of the receiver takes its
highest values directly at the reflector’s parabolas’ focal points something that
indicates the sufficiency of the simulation.

The receiver’s temperature field, on Fig. 47.7b, is depicted as we expected since
the temperature increases along the flow. The inner tube seems to follow the
receiver’s temperature fields something that happens because of the internal thermal
coupling between the water and the tubes.

In Fig. 47.8 the bulk average water temperature from the inlet to the outlet of the
collector for Ti ¼ 50 �C and the temperature of the water, the cover, and the glass for
each operating point are presented.

Fig. 47.6 Efficiency of the collector dependent on (a) D1,i and Ti and (b) D1,i for Ti ¼ 50 �C
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It is obvious that the water temperature increases slightly on the tube region and
rapidly on the annuli one since the last one is exposed on the solar heat flux through
the outer tube. Regarding Fig. 47.8b the cover temperature is very low compared to
the rest temperatures while the divergence between receiver and water temperature is
kept almost constant as Τi increases. These two phenomena have to do with the
absence of convection at the interior of the glass tube which leads to the elimination
of the thermal losses.

The velocity fields are of considerable interest due to the complexity of the flow
regime inside the coaxial tube (Fig. 47.9).

The allocations of Fig. 47.9a give a clue about how the flow takes place at the
inner tube outfall region. More specifically, as the water exits the inner tube and goes
to the annuli, vortices are developed due to the abrupt direction change, something
that is depicted clearly at Fig. 47.9b. These vortices seem to behave as a solid body
since extremely low velocity fields prevail in them. Hence, Fig. 47.9 gives us an idea
on how the main stream of the water is formed by taking into consideration the
vortex regime which is an obstacle for the main flow.

Fig. 47.8 (a) Bulk average water temperature along the flow for Ti ¼ 50 �C; (b) water, receiver,
and glass temperatures

Fig. 47.7 (a) Peripheral absorber’s temperature and (b) delivery and receiver tube wall temperature
distribution for Ti ¼ 50 �C
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47.6 Concluding Remarks

In the specific investigation, a coaxial flow ETC with a mini-CPC reflector was
examined at several different operating conditions. The thermal performance was
determined and found to decrease with the inlet water temperature rise, due to the
increment of the overall heat losses. The heat transfer coefficients inside the inner
tube and the annuli were both calculated and validated by two theoretical heat
transfer models. Particularly, the two respective coefficients diverge from the theo-
retical values 7.5% and 12.6%, respectively.

In an attempt to examine how the distance between the inner and the outer tube
affects the collector’s performance, we conducted a relative investigation consider-
ing absence of the glass tube. The results were unexpectedly interesting since
significant changes in the thermal efficiency were taken place by modifying this
diameters’ distance. In particular, the thermal performance increases as the inner
tube comes closer to the outer one, while this increment becomes greater as the inlet
water temperature increases. Specifically, we could have up to 7.2% increment at the
thermal performance of the coaxial tube. Hence, the most optimal solution that could
provide with high thermal performances that kind of collectors is to bring the coaxial
tubes close to each other.

Nomenclature

General Parameters

A Area (m2)
Cp Specific heat (kJ/kg/K)
D Diameter (m)
GT Global irradiance (W/m2)
h Convective coefficient (W/m2/K)
k Thermal conductivity (W/m/K)
L Length (m)
ṁ Mass flow rate (kg/s)
Pr Prandtl number (�)
Q Heat flux (W)

Fig. 47.9 (a) Velocity fields inside the coaxial tube for Ti ¼ 50 �C; (b) flow streamlines
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Re Reynolds number (�)
T Temperature (�C)
U Thermal transmittance (W/m2/K)

Greek Letters

α Absorptance (�)
ε Emittance (�)
η Thermal efficiency (�)
ρ Reflectance (�)
σ Boltzmann constant (W/m2/K4)
τ Transmittance (�)

Subscripts

a Aperture
α Environment
an Annuli
cap Cap end
f Water
g Glass
h Hydraulic
i Inlet/inner
L Overall heat losses
o Outlet/outer
p Receiver
s Walls
t Tube
tot Total
u Useful
w Wind
1 Inner tube
2 Outer tube without the cap end
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Chapter 48
Exergetic Optimization of a Parabolic
Trough Solar Collector

Ceyda Gunay, Anil Erdogan, and C. Ozgur Colpan

48.1 Introduction

Parabolic trough solar collectors (PTSCs) are one of the most promising technologies
among the different types of solar collectors (e.g., flat plate, evacuated tube, solar
dishes) [1]. PTSCs are widely used in many engineering applications such as heating
buildings, hybridization with geothermal power plants, and other types of energy
systems. The first usage of PTSC in power plant was in 1984 in California [2]. Since
then, its usage in power plants has increased significantly. The schematics of the
PTSC and its components are shown in Fig. 48.1. As can be seen in this figure, the
collector is made of a reflective material sheet which has a form of parabola. The
receiver is a metal tube, which is surrounded by a glass cover. Glass cover reduces the
heat losses. Collector performance is significantly affected by reflectivity, absorptiv-
ity, operating conditions of the heat transfer fluid, tracking mechanism, and so on [3].

There are several studies on the modeling of PTSCs. Manikandan et al. [4]
conducted a thermal model for PTSC and obtained the thermal performance of the
PTSC. In addition, a parametric study was conducted using the following parame-
ters: mass flow rate, concentration ratio, heat transfer fluid (HTF), heat removal
factor, and the solar radiation. The results of this study showed that when the inlet
temperature of PTSC fluid increases, the efficiency of the collector decreases for
various mass flow rates and different HTF. In addition, when collector temperature
increases, radiation losses increase. Qu et al. [5] programed a single dimensional
model by using EES and considered the effect of solar intensity, incident angle,
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collector dimensions, and fluid properties on the performance of the PTSC. The
model is validated by the experimental data. After that, the model is used to improve
PTSC design and to optimize system operation. Yılmaz and Söylemez [6] developed
solar, optical, and thermal models by differential and non-algebraic correlations.
Differential equations were solved simultaneously using EES. The developed model
was compared to the experimental data. The results showed that the optical loss is the
most effective parameter on the collector efficiency. From a theoretical viewpoint,
the best suggestion to reduce the heat loss was given as vacuuming the annulus.
However, when the vacuuming is used, maintenance is more difficult. As a result of
this study, using less-conductive fluid to decrease heat losses through the annulus
was recommended. The required pumping power increases when mass flow rate
increases; hence, for more efficient PTSC, the optimal range of mass flow rate should
be considered. Padilla et al. [7] developed a one-dimensional numerical heat transfer
model of a PTSC. To analyze the receiver and glass envelope by using mass and
energy balances, both of these components were divided into segments. Their
numerical model compared well with experimental data. Kalogirou [8] proposed a
thermal model of the PTSC and solved it using EES. This model was compared with
the known performance of existing collectors, which were tested in Sandia National
Laboratories. Finally, the model is used for installation of the collector at the
Archimedes Solar Energy Laboratory of the Cyprus University of Technology.
Conrado et al. [9] presented a review of thermal and mathematical models for
components of PTSC. Abbas et al. [1] developed a model using Monte Carlo
ray-trace code to compare PTSCs and linear Fresnel collectors in terms of energy
effectiveness and flux intensity map at the receiver for different days and orienta-
tions. Their results showed that the maximum efficiency is obtained from PTSCs
when the linear Fresnel collectors have multitube receivers. In addition, NS orien-
tation ensures higher efficiency for PTSCs, but orientation type has not affected the
linear Fresnel collectors’ efficiency.

Literature survey conducted shows that there is very limited study on the detailed
optical and thermal models of PTSC and its optimization. In the first part of this

Fig. 48.1 The schematics of PTSC and its layers
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study, detailed thermal and optical models are first developed; then an exergy
analysis is conducted; and finally parametric studies were conducted. The effect of
some key design and operating parameters, which are the outer diameter of receiver,
the aperture width, the wind speed, the type of heat transfer fluid, and the solar
radiation, on the performance of the PTSC is assessed. The performance parameters
are the outlet temperature of receiver and the exergetic efficiency of the PTSC. In the
second part of this paper, an optimization study was carried out using Taguchi
method to find the optimum design parameters that maximize the exergetic effi-
ciency of the PTSC.

48.2 Modeling

In this section, modeling equations and approach for PTSCs are presented. The
operating principles of PTSCs are as follows. When the solar rays reach the parabolic
mirror, these rays are focused onto the receiver tube. The concentrated radiation
heats the heat transfer fluid; in this way, the solar radiation transforms to useful
energy. When the solar beams reach to the receiver from the mirror, optical and
thermal losses are observed. These optical and thermal losses are calculated as
discussed in the following subsections.

48.2.1 Optical Model

The aim of the optical model is to find the optical efficiency of the PTSC. Therefore,
the heat absorbed by the receiver should be first found by using Eq. (48.1) [8].

S ¼ Gb � ηr ð48:1Þ
The optical efficiency for PTSC is given by Eq. (48.2).

ηr ¼ ρ � γ � τ � α � 1� A f � tan ϴð Þð Þ � cos ϴð Þð Þ ð48:2Þ
where Af is geometric factor and is given in Eq. (48.3).

A f ¼ Aloss

Aa
ð48:3Þ

The geometric factor is caused due to the shaded area of the PTSC. Total shaded
area can be obtained from Eq. (48.4).

Aloss ¼ 2
3
Wa � hp þ f �Wa � 1þ Wa

2

48 � f 2
� �

ð48:4Þ
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48.2.2 Thermal Model

Thermal losses should be first found to find the useful energy of PTSC. The loss
coefficient, UL, is used to estimate the thermal losses from the receiver. This loss
coefficient is given in Eq. (48.5) [10].

UL ¼ hw þ hr þ hc ð48:5Þ
where hr, radiation loss, is given in Eq. (48.6).

hr ¼ 4σεT3
r ð48:6Þ

To find the wind loss coefficient, Nusselt correlations can be used and as shown
below.

For 0.1 < Re < 1000,

Nu ¼ hw
Dg � k ¼ 0:4þ 0:54 Reð Þ0:52 ð48:7Þ

For 1000 < Re < 50,000,

Nu ¼ hw
Dg � k ¼ 0:3 Reð Þ0:6 ð48:8Þ

The convection losses from the receiver to air are negligible, when the space
between the glass cover and the receiver is evacuated.

The loss coefficient can be estimated using Eq. (48.9).

UL ¼ Ar

hw þ hr, c�að ÞAc
þ 1
hr, r�c

� ��1

ð48:9Þ

where hr, c � a is the radiation coefficient from cover to ambient which can be
obtained from Eq. (48.10).

hr, c�a ¼ εg � σ � Tg þ Ta

� � � T2
g þ T2

a

� �
ð48:10Þ

where hr, r � c is the radiation coefficient from the glass cover to the receiver which
can be estimated by using Eq. (48.11).

hr, r�c ¼
σ T r þ Tcð Þ T2

r þ T2
c

� �
1
εr
þ Ar

Ac

1
εc

� 1

� 	
ð48:11Þ

Tc is required to solve the previous equations. When the radiation absorbed by the
cover is ignored, Tc can be estimated by using Eq. (48.12).
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Tc ¼ Arhr, r�cT r þ Ag hr:c�a þ hwð ÞTa

Arhr, r�c þ Ag hr:c�a þ hwð Þ ð48:12Þ

The result obtained from this equation must be iterated until the accepted value is
very close to it. The overall heat transfer coefficient, Uo, must be obtained to find
collector efficiency factor and useful energy after this iteration by using Eq. (48.13).

Uo ¼ 1
UL

þ Do

h fi � Di
þ Do � ln Do=Dið Þ

2 � k
� 	�1

ð48:13Þ

where hfi is convective heat transfer coefficient inside the receiver which can be
obtained from Eq. (48.14).

Nu ¼ h fiDi

k
ð48:14Þ

Nu given in Eq. (48.14) can be obtained from Table 48.1.
The collector efficiency is required to calculate the heat removal factor, which can

be estimated using Eq. (48.15).

F0 ¼ 1=UL
1
UL

þ Do
h fi�Di

þ Do

2 � k ln
Do

Di

� 	� 	
ð48:15Þ

The heat removal factor is calculated from Eq. (48.16)

FR ¼ cp � _m

Ar � Ul
� 1� exp �UL � Ar � F0

cp � _m

� 	� 	
ð48:16Þ

Finally, the useful energy is estimated by using Eq. (48.17).

Qu ¼ FR � S � Aa � Ar � UL � T i � Tað Þ½ � ð48:17Þ
To can be obtained from energy balance around the PTSC as follows.

To ¼ T i þ Qu

cp � _m
ð48:18Þ

The collector efficiency is calculated by Eq. (48.19).

Table 48.1 Correlations to
calculate Nusselt number for
the heat transfer fluid in the
receiver [11]

Equations Limitations

Nu ¼ 4.36 Re < 2300

Nu ¼ f =8ð Þ � Re� 1000ð ÞPr
1þ 1:27 � f =8ð Þ1=2 Pr2=3 � 1

� � Re > 2300

f ¼ [0.79 � ln (Re) � 1.64]�2
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η ¼ FR � ηr � UL � T i � Ta

GB � C
� 	� �

ð48:19Þ

In Eq. (48.19), C is the concentration ratio and can be calculated using
Eq. (48.20).

C ¼ Aa

Ar
ð48:20Þ

48.2.3 Exergy Analysis of PTSC

Exergy analysis is required to calculate the flow exergy change of the thermal oil and
the exergetic efficiency of PTSC. Total exergy gained by PTSC can be obtained from
Eq. (48.21)

_Ex solar ¼ Aa � N � S � 1þ 1
3

Ta

T sun

� 	4

� 4
3

Ta

Ts

� 	" #
ð48:21Þ

Flow exergy change is given by Eq. (48.22):

_Ex flow ¼ _m � hout � hinð Þ � Ta � _m� sout � sinð Þ ð48:22Þ
Exergetic efficiency can be calculated by using Eq. (48.23):

ηexergetic ¼
_Ex flow

_Ex solar
ð48:23Þ

48.3 Results and Discussion

The optical, thermal, and exergetic models of PTSC are solved for various geometric
and environmental parameters by using different heat transfer fluids. The maximum
and minimum values of these parameters are shown in Table 48.2.

Table 48.2 Value range for parameters

Parameter Minimum value Maximum value

Outer diameter of the receiver 0.04 m 0.09 m

Aperture width 3 m 10 m

Wind speed 1 m/s 9 m/s

Solar radiation 400 W/m22 1100 W/m2
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The fluid selection is one of the key factors affecting the performance of the
PTSC. In general, a suitable heat transfer fluid should have the following properties
in order to have favorable thermodynamic characteristics and low environmental
impact: high working temperature range, high thermal conductivity, low viscosity,
and non-corrosiveness. For this purpose, five different heat transfer fluids as PTSC
fluid are chosen, which are Therminol VP1, Therminol XP, Therminol 59, Syltherm
800, and Dowtherm A.

The effect of the solar radiation on the exergetic efficiency is shown in Fig. 48.2.
It is clear from Fig. 48.2 that the exergetic efficiency increases with an increase in the
solar irradiation for various heat transfer fluids. These efficiency differences of the
heat transfer fluids are due to their specific heat value at a given working tempera-
ture. When the solar radiation increases, the useful energy also increases. This
increase causes a higher outlet temperature of PTSC. On the other hand, the
maximum exergetic efficiency is provided by using Dowtherm A for various solar
radiations as shown in the Fig. 48.2.

The exergetic efficiency of the PTSC for different wind speed is plotted in
Fig. 48.3. When the wind speed increases, convective heat transfer coefficient and
heat removal factor decrease. As a result, useful energy and output temperature also
decrease. Figure 48.3 shows that the exergetic efficiency decreases as the useful
energy increases. For the same wind speed, the highest exergetic efficiency is
obtained by using Dowtherm A or Therminol 59.

The unshaded area of the PTSC increases when the aperture width of the parabola
increases. When the unshaded area increases, the useful energy gain and the flow
exergy increase. Consequently, the exergetic efficiency increases as the aperture
width increases as shown in the Fig. 48.4. On the other hand, Dowtherm A yields the
highest exergetic efficiency for the same aperture width.

Fig. 48.2 Exergetic efficiency vs. solar radiation for various heat transfer fluids
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The effect of the outer diameter of the receiver on the exergetic efficiency is
shown in Fig. 48.5. When the outer diameter of the receiver increases, the outlet
temperature, heat removal factor, and useful energy decrease. As a result, when the
outer diameter of the receiver increases, the exergetic efficiency of PTSC increases.
Additionally, Therminol VP1 ensures the highest exergetic efficiency for the
selected receiver diameters.

The outlet temperature of the heat transfer fluids, which are used in this study, is
shown in Fig. 48.6. These fluids are used because of their compatibility for wide
temperature range. The heat transfer fluids must remain in the liquid phase to achieve
the correct results for the exergetic efficiency [13]. According to Fig. 48.6, when the
Syltherm 800 is used as the PTSC fluid, it is found that the outlet temperature of
receiver has the highest value (547.8 K) among the other type of fluids. This trend is
mainly due to the fact that Syltherm 800 has favorable thermophysical properties
(e.g., specific heat and enthalpy).
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Fig. 48.3 Exergetic efficiency vs. wind speed for various heat transfer fluids

Fig. 48.4 The effect of aperture width on the exergetic efficiency of the PTSC for different heat
transfer fluids
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48.4 Optimization by Using Taguchi Method

The exergetic efficiency of the PTSC is calculated by using different values of the
mentioned parameters. In this paper, optimization study is conducted to calculate the
maximum exergetic efficiency for chosen conditions. The optimization of this
system is done with Minitab 17 software by using Taguchi method. Taguchi method
is an experimental optimization method and developed by Dr. Genichi Taguchi
[12, 13]. In this study, standard L9 orthogonal array for a three-level design is
selected. Four different design parameters (factors) were chosen for the Taguchi
method as follows: the type of PTSC fluids, receiver diameter, aperture width, and

Fig. 48.5 The effect of outer diameter of receiver on the exergetic efficiency for different heat
transfer fluids

Fig. 48.6 Outlet temperatures for various heat transfer fluids
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wind speed. Three different values (levels) for each factor that represent a low,
medium, and high value in a given range were taken. The Taguchi method gives us
nine different types of parameter sets to be used in simulations. These simulations
are then run in EES software to find the desired performance parameters (exergetic
efficiency). The design parameters of this optimization are shown in Table 48.3.

In this study, heat transfer fluids, outer diameter of the receiver, aperture width of
the parabola, and wind speed are used as design parameters (factors). The exergetic
efficiency is calculated for these factors.

The change of S/N ratios for each factor is shown in Fig. 48.7. The higher ratio
corresponding to a level for each factor is taken to find the set of the parameters that
gives the optimum performance. According to Fig. 48.7, Therminol VP1 as the heat

Table 48.3 The design parameters of Taguchi method

Heat transfer fluids
Receiver
diameter (m)

Aperture
width (m)

Wind
speed (m/s)

Exergetic
efficiency

Therminol VP1 0.04 3 1 0.3729

Therminol VP1 0.065 6.5 5 0.4026

Therminol VP1 0.09 10 9 0.4073

Dowtherm A 0.04 6.5 9 0.4482

Dowtherm A 0.065 10 1 0.4649

Dowtherm A 0.09 3 5 0.2516

Syltherm 800 0.04 10 5 0.4802

Syltherm 800 0.065 3 9 0.2873

Syltherm 800 0.09 6.5 1 0.3526

Fig. 48.7 S/N plot for the Taguchi method for maximized exergetic efficiency
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transfer fluid, 0.04 m as the outer diameter of the receiver, 10 m as the aperture
width, and 1 m/s as the wind speed are chosen to maximize the exergetic efficiency.
After these selections, the obtained values are recalculated with EES. When chosen
values are used in the EES code, the exergetic efficiency is found as 0.5019.

48.5 Conclusions

In this chapter, the optical, thermal, and exergetic analyses of PTSC were carried out,
and the equations were solved using EES. Parametric studies were conducted to
calculate the effect of some key parameters on the outlet temperature of PTSC and
the exergetic efficiency of PTSC. Then, the optimization of the PTSC using Taguchi
method was done to maximize the exergetic efficiency of the PTSC. The main
conclusions from this study are shown below.

• The parametric studies show that the exergetic efficiency increases when the solar
radiation and aperture width increase for all the heat transfer fluids which are used
in this study. In addition, when the outer diameter and wind speed increase, the
exergetic efficiency decreases.

• Taguchi analysis shows that the effect of aperture width on the exergetic effi-
ciency is the most dominant parameter, and Therminol VP1 is the most optimal
heat transfer fluid for various working temperature.

• The maximum exergetic efficiency was obtained by using Dowtherm A as
38.51%.

• The parametric studies show that Syltherm 800 yields the lowest exergetic
efficiency for different conditions (e.g., solar radiation, wind speed, or aperture
width).

Nomenclature

Aa Total aperture area (m2)
Af Geometric factor (m2)
Aloss Total loss in aperture area (m2)
Ar Receiver area (m2)
Dg Glass cover diameter (m)
Di Inside diameter of the receiver (m)
Do Outside diameter of the receiver (m)
_Ex flow Flow exergy rate (kW)
_Ex solar Exergy rate from the sun (kW)

f Focal distance of the parabola, friction factor (m)
FR Heat removal factor
Gb Solar radiation (W/m2)
h Specific enthalpy (kJ/kg)
hc Conduction loss from the tubes (W/m2K)
hfi Convective heat transfer coefficient inside the receiver (W/m2K)
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hp Parabola height (m)
hr Radiation loss (W/m2K)
hr, c � a Radiation coefficient from glass cover to ambient (W/m2K)
hr, r � c Radiation coefficient from receiver to the glass cover (W/m2K)
hw Wind loss coefficient (W/m2K)
k Thermal conductivity of fluid (W/mK)
N Number of PTSC
Nu Nusselt number
Pr Prandtl number
Re Reynolds number
S The heat absorbed by the receiver (W/m2)
s Specific entropy (kJ/kgK)
Ta Ambient temperature (K)
Tc Glass cover temperature (K)
Tsun The temperature of the sun (K)
Ti Inlet temperature of the heat transfer fluid (K)
Uo Overall heat transfer coefficient (W/m2K)
Wa Aperture of parabola (m)

Subscripts

a Ambient, aperture
i Inner, inlet
o Outer
r Radiation

Greek Letters

α Absorptance of the receiver
γ Intercept factor
ηexergetic Exergetic efficiency of PTSC
ηr Optical efficiency
εg Emissivity of the glass cover
ρ Reflectance of the mirror
σ Stefan–Boltzmann constant (W/m2�K4)
τ Transmittance of the glass cover
θ Incidence angle
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Part V
Energy Efficiency in the Building Sector



Chapter 49
Experimental Estimation of Factors
Influencing the Equivalent Outdoor
Temperature for the Multifamily Building

Tomasz Cholewa

49.1 Introduction

Nowadays considerable attention is paid to increasing energy efficiency in buildings,
particularly in the residential sector (EU-Directive 2012/27/EU [1]). Taking this into
account, the effective management of heat in terms of building and forecasting the
heat consumption for buildings becomes more and more important [2–5].

The equivalent outdoor temperature is used in a lot of municipal heat supply
companies by forecasting the process of heat power which should be delivered to
buildings for the heating purpose and taking into account estimated corrective
coefficients considering the wind speed and level of cloudiness.

That is why this paper presents the method of estimating factors (wind speed and
insolation) influencing the equivalent outdoor temperature for one multifamily
building on the basis of long-term exploitive research.

49.2 Materials and Methods

Experimental research was performed for one multifamily building in the heating
season 2015/2016. The building is located in Poland and has heated floor surface
area of 2150 m2. The central heating installation is a traditional one (with vertical
risers in each flat and convective radiators) and supplied with the heating medium
(80/60 �C).
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An individual thermal station for heating and hot water purposes is located in the
building, which is supplied from a high-temperature district heating network. There
are two calibrated heat metres which measure hourly heat consumption used in
heating and hot water systems. But for the purposes of this article, only hourly heat
power delivered to the heating system is analysed. Additionally, the weather data,
particularly the outside temperature, the average and maximum wind speed (v) and
the level of the cloudiness were measured hourly in the near location of analysed
multifamily building.

The data were specially gathered taking into account the large amount of data for
the analysis and the goal to clearly show the influence of different weather factors
and the methodologies of the analysis on the heat power and then the calculation of
the equivalent outdoor temperature. Namely, the heat power delivered for heating
purposes was presented for average and maximum wind speed below 3 m/s, between
3 m/s and 6 m/s and higher than 6 m/s.

Different times of the day and night were taken into account, and the attention to
the accuracy of obtained results was paid. The level of cloudiness was also taken into
account by the following assumptions: low, 0–2 octant; average, 3–5 octant; high,
6–7 octant; and total, 8 octant. The specified linear equations and their correlation
coefficients were obtained by regression and are analysed in details in section 3 of
this paper.

49.3 Results and Discussion

Firstly, the analysis is related to the influence of wind speed (average, maximum) on
the heat power delivered to analysed building for heating purpose by taking into
account all hourly data from analysed heating season 2015/2016 (Fig. 49.1 and
Fig. 49.2). It may be noticed that higher coefficients of correlation are obtained for
maximum wind speed than for average one. Furthermore, it was observed that the
higher level of correlation was for the lowest value of wind speed (wind speed below
3 m/s). The correlation between wind speed and delivered heat power decreases
parallel with the increase of wind speed (v).

In order to show that the methodology of data analysis is a very important factor
in getting proper correlation coefficient between particular factors and heat power
delivered, the results of correlation between wind speed and heat power depending
on the time of the day included in the data analysis are presented in Figs. 49.3 and
49.4 (for hours 6.00–18.00) and Figs. 49.5 and 49.6 (for hours 18.00–6.00).

Based on the results (Fig. 49.3, 49.4, 49.5, and 49.6), also in these cases, it can be
noticed that much higher accuracy (R2 higher between 0.080 and 0.4331) of heat
power forecasting is obtained for maximum wind speed than for average wind speed.
Besides, the higher correlation is elaborated when taking into account data of heat
power and weather conditions only for night hours (18.00–6.00) rather than day
hours (6.00–18.00). It may be connected with the fact that the users of heating
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Fig. 49.1 Heat power delivered to the heating system between hours 0.00 and 23.59 by average
wind speed

Fig. 49.2 Heat power of the heating system between hours 0.00 and 23.59 by maximum wind
speed
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Fig. 49.3 Heat power of the heating system between hours 6.00 and 18.00 by average wind speed

Fig. 49.4 Heat power of the heating system between hours 6.00 and 18.00 by maximum wind
speed
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Fig. 49.5 Heat power of the heating system between hours 18.00 and 6.00 by average wind speed

Fig. 49.6 Heat power of the heating system between hours 18.00 and 6.00 by maximum wind
speed
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installation may use the thermostatic radiator valves (TRVs) more during the day
than at night, and also the influence of the sun may deface the level of correlation.

In order to show this more precisely, additional correlations were presented only
for late night hours (0.00–4.00) in Fig. 49.7 and 49.8 and for the level of cloudiness
(Figs. 49.9 and 49.10).

It was noticed (Fig. 49.7 and 49.8) that the correlation of heat power delivered to
the heating system for analysed building is higher exactly for the night hours and
maximum wind speed (Table 49.1) than for other analysed cases. This is connected
with the minimalization of the influence of other weather and human conditions for
this time at night.

Additionally, it was reported that there is no logical correlation and influence of
the level of cloudiness on the heat power demand for analysed building.

49.4 Conclusions

In engineering practice the equivalent outdoor temperature is mostly calculated
based on all available data of heat power supplied to the building or district heating
system, which may generate low accuracy of forecasting of heat power. That is why,
taking into account the results of this study, it was proposed to use only night data
(0.00–4.00) when evaluating the correlation between heat power and wind speed,

Fig. 49.7 Heat power of the heating system between hours 0.00 and 4.00 by average wind speed
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Fig. 49.8 Heat power of the heating system between hours 0.00 and 4.00 by maximum wind speed

Fig. 49.9 Heat power of the heating system for analysed levels of cloudiness by average wind
speed below 3 m/s
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which is one of the most influencing factors of weather conditions. Then the R2 is on
the level of 0.9365 for maximumwind speed, and its range is between 3 m/s and 6 m/s.

The much lower level of correlation is obtained when average wind speed level is
taken into account instead of maximum value.

It was not observed that the level of cloudiness may have important influence on
heat power delivered to the heating system.

Acknowledgements This study was supported by research project, financed by the Polish Minis-
try of Science and Higher Education.

Fig. 49.10 Heat power of the heating system for analysed levels of cloudiness by average wind
speed between 3 m/s and 6 m/s

Table 49.1 The regression
coefficients for analysed cases

Time Wind speed (v) v < 3 3 < v < 6 v > 6

0.00–23.59 Average 0.8918 0.7789 0.5944

Maximum 0.905 0.8914 0.8231

6.00–18.00 Average 0.8734 0.7968 0.4099

Maximum 0.8928 0.8634 0.8430

18.00–6.00 Average 0.843 0.7721 0.9774

Maximum 0.923 0.9314 0.8046

0.00–4.00 Average 0.9247 0.7503 –

Maximum 0.9257 0.9365 0.7452
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Chapter 50
From Energy Demand Calculation to Life
Cycle Environmental Performance
Assessment for Buildings: Status
and Trends

Thomas Lützkendorf and Maria Balouktsi

50.1 Introduction

Climate change, resource depletion, and fuel poverty are only some of the major
challenges in the construction industry that must be managed responsibly today and
over the long term. In the attempt to tackle them, designing, constructing, and
operating buildings in a sustainable and energy-efficient manner are becoming
increasingly important. This is also reflected in broader international activities
linking sustainable building activity to wider sustainable development goals
(SDGs). For example, aspects of sustainable building are referenced in several UN
SDGs, such as SDG 11 “Sustainable Cities and Communities”; SDG 3 “Good
Health and Well-being”; SDG 6 “Clean Water and Sanitation”; SDG 7 “Affordable
and Clean Energy”; SDG 9 “Industry, Innovation, and Infrastructure”; SDG
12 “Responsible Consumption and Production”; and SDG 13 “Climate Action” [1].

With this regard, it is expected that in the near future, sustainable building design,
construction, and operation will leap from being a state-of-the-art “alternative” to
becoming the norm in the building sector. Starting with the aspect of energy, it is
already the case that operational energy demand for buildings has steadily fallen over
the past decades. The first oil crisis in the early 1970s was a driving force for most
countries to implement building codes with stricter requirements. This development
grew from a tightening of thermal insulation requirements of individual building
components to the introduction of requirements for a maximum allowed heating
demand and even a maximum allowed nonrenewable primary energy demand per
square meter of a building. This has resulted in massive energy savings for building
operation – especially heating and cooling. At the same time, technological
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development in construction materials, products, and technologies (i.e., HVAC
systems and other building services), as well as modern design methods, has enabled
to reduce buildings’ operational energy consumption to net-zero or net-energy-plus
levels. This has led to the emergence of several related regional standards and
initiatives over the last decade, such as the European Union guidelines (2010/31/
EU) that require all new buildings to be nearly zero-energy level by the end of 2020
(public buildings by the end of 2018).

As a consequence of these changes, the energy required to construct and main-
tain/repair such buildings – as well as to produce, transport, install, remove, dispose,
or possibly recycle the materials that comprise them – the so-called embodied
energy, is gaining relative importance from a life cycle perspective [2]. Hence,
discussions of widening the scope of energy saving from a former exclusive focus
on operational energy in the use phase to the inclusion of embodied energy are
currently relevant both at EU level and internationally. A similar view is expressed in
the latest EU Communication on Resource Efficiency Opportunities in the Building
Sector [3], which includes embodied energy in the core list of recommended
indicators.

50.1.1 Additional Targets and Indicators

Driven by climate change, however, there is a shift in focus for many building
practitioners and decision makers toward the consideration of greenhouse gas
(GHG) emissions as the primary environmental metric and as a proxy for broad
environmental consequences of primary energy consumption. To this end, the
“carbon footprint” indicator has gained tremendous popularity over the last few
years. This has also been identified as a trend in research and publications by
Lützkendorf et al. [4]. Therefore, a great emphasis is nowadays placed not only on
the aspect of resource conservation but also on climate protection, either in combi-
nation or separately.

Nevertheless, an assessment of the life cycle-related environmental performance
of buildings typically should not be solely focused on primary energy and GHG
emissions but to cover a broad range of environmental (and in addition health-
related) issues. This requires a transition to the use of life cycle analysis as a basis for
assessing the contributions of single buildings to sustainable development. In this
context, this paper provides an overview of the topics and trends that have shaped the
current approaches to the assessment of the environmental performance of buildings
as part of sustainability or overall performance assessment. More specifically, the
discussion is revolving around two main trends: (1) the extended system boundaries
when considering the full life cycle of buildings and (2) the extended assessment
scope when looking at a building’s environmental performance beyond primary
energy demand.

The results of the paper are partly built on the discussions for the initiation and
preparation of the new international project of the IEA EBC program, Annex
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72 “Assessing life cycle-related environmental impacts caused by buildings,” in
which the authors have been actively involved. This project also makes use of the
results of previous IEA activities (i.e., EBC Annex 31 [5] and EBC Annex 57 [6]).

50.2 Clarification of Terms: Difference Between “Energy
Efficient”, “Green,” and “Sustainable”

There are still uncertainties and misunderstandings associated with the use of the
terms “energy efficient,” “green,” and “sustainable,” when describing advanced
building concepts. However, a uniform understanding of these terms is necessary
to formulate appropriate project objectives, to select and apply assessment criteria, to
measure the building performance, and to indicate appropriate building features to
third parties. The situation is further complicated by the fact that other terms such as
“climate neutral” or “high performance” are used without clearly defining them.
(From the authors’ point of view, climate-neutral buildings are the ones with a
net-zero emission balance in the operation phase or in the complete life cycle,
while high-performance buildings are the ones with an above-average technological
and functional quality.)

Energy-efficient and energy-saving buildings are nowadays considered to be the
same. However, the term “efficiency” always involves the consideration of the
balance between benefits and effort. The benefits consist, among others, in ensuring
the building’s essential functions and retaining its durability and value by avoiding
structural damage while providing adequate thermal comfort, indoor air quality, and
visual comfort (adequate provision of daylight and artificial light). For purely energy
considerations, on the other side of the balance is the energy consumed by the
building. This raises the question of how much energy is required to maintain an
adequate level of occupant’s thermal and visual comfort, as well as indoor air
quality, under specific site and use conditions during the operation phase. The
assessment of energy consumption of such building concepts requires that this is
itemized into the type of energy use (e.g., space heating, lighting and other appli-
ances, etc.) and the type of energy sources/carriers consumed (e.g., gas, coal,
renewable, etc.). In a larger scope, it is possible to also consider the associated
adverse effects on the global and local environment (e.g., global warming, ozone
depletion, and other impacts), including risks to the local environment and health.
Analyzing the amount of energy costs saved and discussing the potentially higher
costs for their construction and maintenance is also typical for this type of buildings.

While the concept of an “energy-efficient” building focuses on the aspect of
energy (and comfort), the “green building” approach goes beyond this. It is based on
the traditions of design for environment (DfE) [7] and design for deconstruction
(DfC) [8], among other similar strategies, leading to the use of terms like “ecolog-
ical,” “resource efficient,” “environmentally friendly,” or “healthy” to further char-
acterize it. In addition to the aspects of energy and comfort, also issues related to the

50 From Energy Demand Calculation to Life Cycle Environmental. . . 705



use of resources (e.g., through the selection of construction products, water con-
sumption, etc.), changes in land use, and interactions between buildings and the local
environment (heat islands, impacts on the groundwater) are taken into account,
among others. The selection and use of insulation materials is often discussed as a
specific topic.

Thus, the analysis in the case of “green buildings” is focused on the question of
what building materials consumption is required to achieve a good energy standard
and whether potential environmental and health hazards are caused. A further aspect
is the consideration of the ease of dismantling and recycling. Currently, the overall
environmental compatibility of “green buildings” can be assessed through an envi-
ronmental performance assessment and with the help of binding international and
European standards on this subject (e.g., ISO 21931-1:2010, EN 15643-2:2011 and
EN 15978:2011). Social aspects like comfort, security, and user satisfaction are also
partly considered in these concepts.

On the other hand, the “sustainable building” concept considers environmental,
economic, and social aspects simultaneously and in an equal manner, but under the
condition of fulfilling certain technical and functional requirements first. ISO
15392:2008 provides the general principles for this. The main difference with the
green building concept lies in the addition of the economic aspects to the analysis.

Regardless of a building’s energy standard, an assessment according to “sustain-
able building” principles would provide the most complete picture of its overall
performance. This is the main argument around which the paper centers. The energy
quality of a building is closely connected to its contribution to sustainable develop-
ment and particularly has an effect on:

• Resource use/depletion (energy sources) and adverse effects on the environment
in the use stage (environmental dimension)

• Resource use/depletion and adverse effects on the environment as a result of the
building life cycle stages other than the operation, being the production, con-
struction, maintenance, repair, and EoL (environmental dimension)

• The service life of the building envelope (technical dimension)
• Health, comfort, and satisfaction of users (social dimension)
• The aesthetics of the building (social dimension)
• The energy costs (economic dimension)
• The affordability of housing by reducing the energy cost burden (sociopolitical

dimension)
• The maintenance and servicing costs (economic dimension)
• The design and construction costs (economic dimension)
• The marketability/rentability and price of the rent (economic dimension)
• The value stability and value development (economic dimension)
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50.3 First Trend: Consideration of the Whole Building
and Its Life Cycle

50.3.1 Shift to Whole Building Considerations

Since the late 1970s, following the oil crisis of 1973, the debate on the appropriate use
of energy resources arose, leading to several efforts on the improvement of the energy
performance of buildings. These were initially focused on the heating demand, looking
at two different elements of the building: the building envelope (e.g., increase of the
insulation thickness, reduction of heat losses, etc.) and the heating system (e.g.,
requirements to the dimensioning of central heating systems, etc.).

Later on, the growing importance of electricity due to the increase in the use of
electrical equipment and devices in buildings, including air-conditioning, led to a more
comprehensive approach to building energy. Not only requirements for different
elements (e.g., building envelope) or energy uses (e.g., annual heating demand)
have been set in the codes but also requirements for the whole building performance
(e.g., a maximum allowed nonrenewable primary energy demand). For example, in
Europe, there are series of standards (already published or under development)
covering both the evaluation of product characteristics and the overall energy use, e.g.:

• CEN TC 48, TC 57, TC 89, etc. include standards evaluating product
characteristics.

• CEN TC 156, TC 169, TC 228, TC 247, etc. include standards for the calculation
of energy needs and losses associated with typical building services.

• CEN/TC 371 includes standards for the overall energy performance of buildings
(in line with the EU guidelines (2010/31/EU)).

This trend is also evident in the international standardization activities with
several standards being already developed by the technical committee ISO/TC
163. As in the case of CEN standardization activities, this includes both standards
dealing with individual aspects of the building (thermal performance of materials,
products, components and buildings, calculation methods of individual building
services, etc.) and standards dealing with the assessment of the overall energy
performance of buildings (i.e., ISO 16346:2013). Therefore, nowadays, besides
the description of the building envelope, a detailed description of the building
services is also considered equally essential.

50.3.2 Shift to Life Cycle Thinking

As significant efforts in this area continue, the accuracy of the assessment of the
operational energy of buildings increases and their regulation becomes more elab-
orate, making the design and construction of more energy-efficient building a norm
in the building and real estate industry. This means that the relative importance of the
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energy consumption associated with the nonoperational stages of a building, the
so-called embodied energy, is becoming larger. For example, research has shown
that the embodied energy in modern, well-insulated, energy-efficient buildings can
add up to 40% of the total life cycle energy consumption and can even exceed the
operational energy in certain cases [9]. Considering also that some of the building
materials used in energy-efficient concepts are themselves highly energy intensive to
produce and have short lifetimes (and thus require frequent replacement), embodied
energy is gaining importance also in absolute terms.

The analysis of a specific case study elaborated by Ascona GbR in collaboration
with the authors for the purposes of the IEA EBC Annex 57 (and shortly presented
here as an example) leads to the same conclusion [10]. The selected case study
building is a German primary school located in Hohen Neuendorf, in the district area
of Berlin, which was designed by the planning office IBUS to be a “plus energy”
building (and with a final energy demand lower than the energy demand of a passive
house – around 42 kWh/m2 treated floor area/year) [11]. To this aim, a photovoltaic
system of 410 m2 was installed, while the heating system used is a wood pellet
boiler. The ventilation and cooling is supported by an adiabatic system, and the
lighting is done partly with the use of LED lights. The selected reference study
period was 50 years. For the calculation of embodied energy demand, the life cycle
stages of production (Modules A1–3, Fig. 50.2), replacement (Module B4,
Fig. 50.2), waste processing and disposal (Modules C3–4, Fig. 50.2), and recov-
ery/reuse/recycling potential (Module D, Fig. 50.2) of the building were considered.
Construction elements and material contents were calculated with the help of
LEGEP tool [12], and LCA data were taken from the German national database
ökobau.dat (the 2013 version) [13].

The case study examined the trade-offs between embodied and operational impacts
considering three different indicators: the nonrenewable primary energy consumption
(PEnren), the total primary energy consumption (PEtot), and the global warming
potential (GWP). From the analysis of the results (partly shown in Fig. 50.1), the
following significant shares occurred for embodied impacts: 91% for PEnren, 44% for
PEtot, and 88% for GWP. These figures clearly indicate the importance of the
nonoperation life cycle stages, especially in the case of low-energy concepts.

The need to shift toward a life cycle approach to the quantification of the energy
consumption of a building to reduce the overall energy impact of energy-efficient
buildings has already been acknowledged by several organizations in the building
industry (e.g., by RICS [14], ICE [15], etc.). A challenge is that there is still a lot of
confusion in relation to the calculation and assessment of embodied energy, partly
owing to the fact that there are no clear and commonly accepted definitions and
system boundaries. An analysis of the existing definitions, system boundaries, as
well as guidelines specific to different building-industry stakeholder groups dealing
with LCA as a whole, or only with the aspects of embodied energy and embodied
GHG emissions, can be found in Lützkendorf et al. [4]. The spectrum of definitions
ranges from accounting only for initial embodied impacts resulting from the pro-
duction of building materials and components (raw material extraction, transport,
and manufacture) to accounting for the whole life cycle (production, construction,
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maintenance, and end of life of the building). Sometimes, even the net benefits of
recycling and recovery are considered in this type of energy. There is no one-size-
fits-all approach, and usually system boundaries are defined subjectively in each
study to accommodate specific purposes.

There is already a well-established modular life cycle model from EN 15978:2011
(ISO 21931-1:2010 follows more or less the same concept) describing the different
system boundaries in a consistent and widely accepted way. According to this model, a
building’s life cycle consists of four main stages: product stage (Module A1–3),
construction process stage (Module A4–5), use stage (Module B1–7), and end-of-
life stage (Module C1–4). There is also an additional and separate information module
(Module D: benefits and loads beyond the system boundary). Each stage is further
divided into several sub-modules. This is illustrated in Fig. 50.2.

In stages A and C, the included modules describe a linear sequence of building-
creation and end-of-life processes, while in stage B, the processes occur usually in
parallel (use, operational energy use, operational water use, etc.) or cyclically/

Fig. 50.1 Distribution of shares between embodied and operational impacts. The yellow column is
in the “bonus” area (under 0) for PE due to recycling potentials of wood, plastic, and metals. The
electricity produced by the PV system is highlighted and also shown in the “bonus” area
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regularly during the building use (e.g., use – maintenance – use). This results in a
diversity of interactions [16]. For example, replacement (B4) includes the produc-
tion, transportation, and installation (replacement process) of the replaced compo-
nents (Modules A1–5 for replaced components) and the end-of-life stage of the
removed component (Modules C1–4 for the removed component). Assumptions for
the useful service life and the reference study period have a significant influence on
the embodied energy associated with this module, because they form the basis for
defining the number of replacements of each building component. Furthermore,
exploiting the recycling potential of recyclable construction products and materials
(environmental benefits reported in module D) requires selective deconstruction
processes (Module C1).

Therefore, for increased transparency in system boundary definition, declaring
exactly the type and scope of the life cycle stages involved in every study is
important and should be the norm in future.

50.4 Second Trend: Extension of the Assessment Scope

However, besides the gradual shift from operational to life cycle energy consider-
ations, a more recent trend is the widening of the assessment scope to include
additional environmental indicators in the assessment of buildings. Assessing only
the performance of buildings from an energy point of view is a very limited scope.
This goes along with the increasing consideration of global warming as an issue of
high political importance. Meanwhile, the last decade has also seen the overwhelm-
ingly increasing popularity of carbon footprint (CF), mainly among real estate
industry stakeholders, as an easy to measure and understand indicator [4]. This
was followed by the development of related international standards (e.g., ISO/TS
14067:2013 and ISO 16745:2015).
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Fig. 50.2 Illustration of the life cycle of buildings based on the modular approach of EN
15978:2011. The embodied and operational components of the life cycle impacts are indicated.
(The figure has been borrowed from Balouktsi et al. [16])
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This trend is also evident in the most recent study by WBCSD [1] claiming that
energy and GHG emissions are the most popular life cycle categories of indicators
used by stakeholders in the built environment sector. However, an assessment of the
life cycle-related environmental performance of buildings typically should not be
focused solely on primary energy and GHG emissions but to cover a broad range of
environmental issues. This is of crucial importance also from the point of view of
considering potential trade-offs or target conflicts among different objectives.

A typical target conflict is between reducing the air exchange to save energy
(environmental aspect) and ensuring an adequate indoor air quality (social aspect). A
trade-off/target conflict effect can also be observed between the reduction of calcu-
lated GHG emissions by switching to wood-fired heating systems, on the one hand,
and the increase in fine particulate matter as a result of this practice, on the other
hand [17]. Particulate matter is relevant both for climate and health [18, 19]. In
Germany, to reduce the possible adverse health effects associated with wood com-
bustion for heating, regulations considering appropriate standards (lower threshold
of emissions) and requirements (in production, quality, use, and maintenance) for
such heating systems, especially for older models, have already been introduced
since 2010 [20, 21]. Besides wood-based bioenergy, also the case of nuclear energy
is controversial. Although it is an almost “carbon-free” source, the problem of safe
long-term storage of nuclear waste has not been solved yet [22]. The indicator
“amount of radioactive waste” is therefore important in order to adequately illustrate
this problem.

With regard to renewable and energy-saving technologies (e.g., insulation mate-
rials, PV panels, etc.), the impact of extraction of critical raw materials for their
production together with their waste management at the end of their life is of concern
[23]. During these processes, possible toxic and harmful pollutants can be released into
air, soil, and water. Moreover, it is still difficult to assess the impacts of current and
future recycling procedures due to lack of data and inadequate experience. For
example, although some decades from now the amount of PV waste will be signifi-
cant, recycling PV systems is currently challenging due to the associated high costs,
among others [23]. Another potential conflict arises between using bioenergy as a
renewable energy carrier and the land use required to produce such bioenergy.

Future consideration of the potential of a building for deconstruction and disas-
sembly is a new and challenging concept for design teams and clients. The recycling
and reuse potential of materials and products cannot be fully exploited, if the
dismantling processes are complicated. Uncertainty relating to end-of-life scenarios
for building materials suggests that there may be value in establishing the disassem-
bly potential of a building and its key elements as a prerequisite for claiming Module
D benefits according to EN 15978:2011 and EN 15804:2012. However, there are
currently no mature indicators to measure disassembly, but it is a concept that is
already practiced for some building types in the Netherlands [24]. This problem
could be possibly solved in the future with the introduction of ISO 20887 Design for
Disassembly and Adaptability of Buildings that is currently under development by
TC 59/SC17/WG1.
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All the above trade-off effects suggest that there is a need to go beyond just
energy and GHG analyses in sustainability assessments and, at a minimum, include
all the environment- and health-related consequences of all the energy sources
utilized by a building. A balance between embodied and operational impacts,
including the consideration of local climate and health and well-being factors,
must be aimed for. It is important to consider this balance in the light of the
relationships between different stakeholders (e.g., planning authorities, owners and
occupiers, financers, insurers), who may have many conflicting interests.

However, this is only the beginning. This can be seen as the first step toward
making life cycle-based sustainability assessments an integral part of the design
process of buildings. This means that in future, all the environmental, economic, and
social issues/indicators (and thus the full spectrum of target conflicts) identified in
the current CEN TC 350 and ISO/TC 59/SC 17 standards should be covered and
investigated along the entire building life cycle.

50.5 Methodological Issues and Recommendations
for Practice

Making life cycle sustainability assessment approaches the standard practice in the
building industry takes several steps. First, it is essential to improve the description
of the energy performance of buildings in their operation and include information
beyond the final and useful energy, which is nowadays used as the basis. It is
important to identify separately the final energy need per final energy source and
to avoid summing up all the final energy needs into a total value. Additionally, the
following information should be given as the minimum requirement, e.g., in Energy
Performance Certificates (EPCs):

• Primary energy demand, nonrenewable
• Primary energy demand, renewable
• GHG emissions
• Emission of other air pollutants
• Amount of radioactive waste
• Thermal comfort in the heating period
• Thermal comfort in the cooling period

For the determination and presentation of GHG emissions, an orientation toward
ISO 16745: 2015 “Environmental performance of buildings – Carbon metric of a
building – Use stage” is recommended. Second comes the transition to environmen-
tal performance assessments covering the complete life cycle of buildings. Already
standards are available for this purpose within ISO/TC 59/SC 17 (mainly ISO
21931-1:2010) and CEN TC 350 (mainly EN 15978:2011). Selected standards out
of these sets of standards are currently under review. For stakeholders wishing to
make this transition gradually through initially focusing on the identification and
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assessment of embodied energy and GHG emissions as part of the environmental
performance of buildings, the results of the international project IEA EBC Annex
57 “Evaluation of Embodied Energy and CO2 Equivalent Emissions for Building
Construction” can be used (see also [25]). The ultimate aim should, however, be the
assessment of the contribution of buildings to sustainable development. This should
be based on the core list of indicators according to ISO 21921-1:2011 – entitled
“Sustainability in building construction – Sustainability indicators – Part 1: Frame-
work for the development of indicators and a core set of indicators for buildings.”

50.6 Discussion and Conclusion

The sole consideration of the operational energy performance of buildings is no longer
sufficient to meet all sustainable development goals. There is always the danger of
ending up with sub-optimal solutions and ignoring the conflicting goals. In order to
avoid such problems, it is sensible to fully cover the building and its life cycle, on the
one hand, and to include several criteria for determining and assessing the use of
resources, as well as the effects on the environment and health, on the other. However,
this also raises new questions such as: (1) Is there a trade-off between the operational
and embodied energy? (2) Can benchmarks for resource consumption and environ-
mental impacts be identified and used for the complete life cycle? (3) Is there a
weighting factor for effects that occur far in the future? (4) How can the technical
progress be considered in life cycle models? (5) What data and tools exist to support
designers in a life cycle analysis? These questions, among others, will be discussed in
the recently launched international project IEA EBC Annex 72 [26].

From the authors’ point of view, the inclusion of embodied impacts (embodied
energy and embodied GHG emissions) is the next logical step toward the further
development of the EPBD in Europe. In the German climate protection plan 2050
[27], it is already proposed to include issues of sustainable construction in the
consideration of the improvement of energy efficiency and to take into account the
life cycle phases upstream and downstream of the use phase in the design and
assessment of buildings. In summary, based on the recommendations provided
within the context of this paper, to strive for an almost climate-neutral building
stock (one of Germany’s 2050 goals [27]) is not sufficient. Energy-saving and
climate-neutral building concepts should always be subject to complete sustainabil-
ity assessments in future.
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Chapter 51
Providing a Scientific Arm to Renewable
Energy Cooperatives

Georgios Chalkiadakis, Charilaos Akasiadis, Nikolaos Savvakis,
Theocharis Tsoutsos, Thomas Hoppe, and Frans Coenen

51.1 Introduction

Recent research on sustainable energy and development planning indicates a shift
towards renewable energy resources, and the adoption of energy conservation
techniques is gaining ground towards tackling energy poverty and meeting large-
scale energy efficiency (EE) [1]. However, for EE to be attained, stakeholders
(i.e. utility companies, grid regulators, end users) need to get actively involved.

One of the most significant parts of the current energy market is the European
renewable energy sources cooperatives (REScoops). More than 2397 REScoops
across Europe, collectively having more than 650,000 members,1 provide partici-
pating citizens the opportunity to buy renewably generated electricity at fair prices,
to democratically react with other members and co-decide the cooperative’s future,
and to be autonomous and independent with respect to energy. Given these features
and benefits, REScoops organize events, such as meetings, conventions, etc., in
order to raise their members’ energy awareness. Thus, it is expected that when end
users join forces in an energy cooperative, they become more active regarding
energy conservation and efficiency.
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This anticipated REScoops’ “high energy efficiency potential” has, of course, to
be realized and showcased in practice. To this end, the use of scientific tools and
methods to (a) evaluate REScoops’ EE performance and (b) boost their capabilities
to actually achieve exceptional EE behaviour, is imperative so as they can meet their
wider environmental, societal, and economic set targets. In particular, three key axes
of scientific research are in interplay when one attempts to study and positively
influence REScoops’ EE behaviour. First, there is a need to employ statistical
analysis tools to quantitatively assess the level of REScoops’ EE effectiveness.
Second, behavioural analysis techniques need to be used in order to support the
statistical analysis findings and obtain additional quantitative as well as qualitative
intuitions regarding REScoops’ best practices (current and future ones). Third,
modern artificial intelligence methods (including techniques from machine learning,
game theory, decision theory, and multi-agent systems) can be key (i) to automate
REScoop business and also (ii) to enable their participation in complex demand-side
management schemes that require advance or real-time rational decisions regarding
providing or consuming energy, in order to promote renewable energy use and avoid
imbalances in the electricity grid load [2–4].

Indirect mirroring of this view, the REScoop Plus H2020 project (https://rescoop.
eu/european-project/rescoop-plus) aims to gather available information and data from
various European REScoops and demonstrate that participation in such a cooperative
raises energy awareness and contributes to the accomplishment of the challenging goal
of EE. Moreover, a central REScoop Plus goal is to promote a better understanding
and cultivate the behavioural change of the cooperatives’ engagement. In order for
those goals to be met, it was essential to conduct a careful logging of and statistical
analysis over the energy data stored by the REScoops, as well as the current state of
their engagement in energy efficiency. Such tasks are imperative in order to support
the claim that REScoop engagement promotes energy sobriety; and associate con-
sumption reduction with specific behaviours, ICT tools, and EE practices. Second, it
was essential to conduct an in-depth behavioural analysis regarding current EE
practices and lay the ground for identifying “best practices” to be adopted. Third,
there is a need to equip REScoops with modern intelligent decision-aiding tools that
will assist them in their current business and expand it to include participation in
automated demand-side management schemes. In the remainder of this chapter, we
provide more intuitions on these key scientific axes and tools and showcase their use
on the REScoop Plus project and other real-world settings.

51.2 Statistical Analysis of REScoops’ Data
and Behavioural Patterns

In this section, we present in brief the statistical analysis conducted in REScoop Plus.
Specifically, we outline the methodology and statistical techniques used; and we
present the key results of this analysis.
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The design of a research methodology in order to conduct a statistical analysis of
energy-related data is a complex process that requires significant technical expertise.
There are many adjustments required in order to reach the optimum balance between
reliability, accuracy, and significance. In this section, the methodological approach
and critical issues to be considered are outlined. In brief, our approach in the
REScoop Plus project consists of the following steps, also depicted in Fig. 51.1:

• Identification of the current state of the data from the participating REScoops
• Specification and adoption of a common data format and settling of inventory-

related issues
• Receiving the datasets: Potential completion of values missing from third-party

sources
• Analysing the development of the average yearly consumption for all coopera-

tives and separating all possible variables that might influence consumption
(climate, habitual changes, etc.): Population clustering, identification of explan-
atory and confounding variables

• Validating the decrease in average consumption. Also, potentially checking
whether there is a decrease in usage of conventionally produced energy (from
non-renewable resources); performing hypothesis testing, following, e.g. n-way
ANOVA [6] (includes identification of degree of correlation among variables);
derivation of typical consumption curves for each cluster (includes normalization
with respect to identified correlations)

Fig. 51.1 Overview of a statistical analysis methodology for REScoops [5]
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51.2.1 Conducting the Actual Statistical Analysis

Given an identified methodology, one then needs to make choices regarding the
actual statistical tools to be used for data analysis. In the REScoop Plus case, we
utilize two well-known approaches, i.e. statistical hypothesis testing and analysis of
variance (ANOVA). The latter is the main method we adopt in our work. According
to this procedure, multiple subject groups are compared against each other with
respect to average values and variances of certain measures [6]. For our purposes, the
subject members are going to be divided into control and testing groups, i.e. some
are going to apply EE interventions, while others are not. ANOVA is going to be
used to assess the effectiveness of each EE intervention type when applied to
different member groups. In some detail, we can use ANOVA to test how different
EE interventions and incentives (factors) influence consumption for each energy end
user (observations). By filling the ANOVA table with the observations
corresponding to the various factors, we will find out the correlations between
these variables and discover if the factors are additive. Also, if information on
non-REScoop members is available, we can use ANOVA to compare the perfor-
mance of groups of REScoop members with that of non-REScoop ones.

However, the exact analysis methodology strongly depends on the actual data
that REScoops offer; thus, the final decision regarding the statistical analysis
method is always anticipated to be subject to changes until the actual datasets are
obtained. Also, ANOVA assumes that the data come from normal distributions,
which is not always the case when it comes to electricity consumption data.
Alternative methods for hypothesis testing are the Student’s t-tests and the calcula-
tion of p-values [6].

To summarize, the statistical analysis technique used in REScoop Plus is in
general as follows:

(a) Divide samples (i.e. members and clients of REScoops) into similarity groups
with respect to (wrt.) factors such as contract type, type of EE intervention
applied, etc.

(b) For each group: (i) calculate normalized average consumption for each individ-
ual consumer before and after the application of the EE intervention in question;
(ii) calculate average reductions in normalized average consumption as a result
of the EE intervention; and (iii) test statistical significance with appropriate
techniques from the literature (according to the assumptions that the available
data fulfil).

(c) Draw conclusions regarding the effectiveness of each EE intervention.
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51.2.2 Preliminary REScoop Plus Project Statistical Analysis
Results

In this section,2 we present the results from the data gathering process, as well as
some results regarding (i) a large Danish district heating cooperative, EBO, and (ii) a
large Belgian electricity cooperative, Ecopower.

The submitted EBO dataset included monthly heating consumption values from
300 residential customers, which are cooperative members, for the period of May
2012 to September 2016. Additionally, EBO responded to past yearly consumption
values of the members before joining EBO and also with a dataset from a
non-cooperative company, containing monthly data samples that indicate the con-
sumption of 1000 non-cooperative members. Most EBO member measurements
were accompanied by information regarding the buildings’ surface in square metres,
the number of residents, additional building characteristics, and meteorological data,
e.g. minimum, maximum, and average temperature values and heating degree days.
The EE intervention that EBO has applied to their members is termed as “technical
support”. This intervention includes technical inspections by experts, suggestions for
equipment or insulation upgrades, etc. As our results illustrate, this particular EE
intervention was effective in reducing consumption when applied to the cooperative
members. In particular, the treated customers achieved 20% reductions in their
monthly kWh normalized by heating degree days’ consumption on average, after
receiving the intervention. This indicates that “technical support” can be proven a
valuable tool for other REScoops that also deal with district heating. Regarding
statistical significance, we observed a p-value < 0.05, indicating that there is a
significant difference between the sample distributions of the consumption measure-
ments before and after applying this particular EE intervention. In addition,
Kendall’s τ value was <1, meaning that the two vectors containing the values before
and after the EE intervention are only to an extent correlated; thus, given the
observed significant reduction, actual changes in consumption behaviour have
indeed occurred. Furthermore, our results show that the customers who became
cooperative members reduced their consumption (in kWh/m2) by 19.92%, as com-
pared to the time before joining. Receiving technical support led to a reduction of
21.42% in average heating energy consumption in kWh/(m2 * HDD) and to reduced
CO2 emissions by 274.13 kg on average for the receiving members [5].

As far as Ecopower is concerned, consumption measurements were gathered on a
yearly basis. The number of customers with measurements was significantly larger,
totalling to 33,596 customers. The reported period regarded the years 2011–2015,
and the number of residents for each building was included. Now, although
Ecopower does not gather monthly data itself, some of their customers have

2We note that we actually have preliminary results for seven REScoops across Europe, but
presenting these is obviously not the focus of this chapter. However, the reader can find those
results in the public deliverables of the REScoop Plus project.
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subscribed to EnergieID,3 a consumption monitoring and analysis software service,
which includes the gathering of monthly consumption data, and also the buildings’
surface in square metres, which is used as a normalizer for the consumption of these
members. EnergieID service itself is the EE intervention analysed for its effective-
ness in reducing electricity consumption [5].

Reduction results after applying the EnergieID EE intervention are summarized
in Fig. 51.2 for two main categories of Ecopower customers and related significance
tests are presented in Table 51.1.

Given these results, it is obvious that subscribing to EnergieID leads to significant
reduction in the yearly average measurements for both main Ecopower contract
types. Moreover, Ecopower clients who became cooperative members produced
235.12 fewer kg of CO2 per year [5].

Fig. 51.2 Reductions in average yearly consumption of Ecopower customers adopting EnergieID
[5]

Table 51.1 Significance tests regarding yearly average reductions achieved in kWh/No. of resi-
dents after applying the EnergieID EE intervention (two main categories of Ecopower customers)
[5]

Contract type Significance test Result

Residential p-value 2.105e�07

Kendall’s τ 0.572

Social p-value 0.256

Kendall’s τ 0.578

3Energie ID is a digital platform for monitoring energy-related data, which offers the ability to
consumers to manage efficiently their energy consumption.
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51.3 Behavioural Analysis of REScoops Energy-Saving
Policies

The transition to sustainable energy systems is not only a technological and eco-
nomic challenge. It also requires a behavioural change, so that energy users use
energy in more rational and efficient ways. Users’ behavioural determinants can be
targeted with policy measures to (a) encourage voluntary behaviour change and/or
(b) to change the conditions under which they make decisions on energy use.
Although the activities that REScoops undertake to some extent resemble those of
other organizations, because of their particular organizational and business model as
citizens’ initiatives, REScoops, the cooperative model, are assumed to be well
positioned for activities to influence and help their members and potential other
energy consumers to save energy. This section discusses arguments why the
REScoop model in energy supply can be an important contributor to reduce energy
use by their members. Further, this section discusses measures that have been
undertaken by REScoops studied in the REScoop Plus project.

REScoops use particular business and organizational models based on the coop-
erative model, a jointly owned and democratically controlled enterprise (see below).
Therefore not all of the potential interventions are conceivable, like regulations. This
raises the question, whether REScoops are in a relatively good position to take
certain measures and succeed in persuading customers to lower their energy
consumption level. In the REScoop Plus project, we compare in the first place
REScoop members with other (commercial) energy users and non-REScoop mem-
bers and not REScoops with other energy agents. We theorize that if REScoop
members save more energy than conventional energy consumers, this might be due
to one (or a combination) of the factors outlined below.

Table 51.2 Presentation of integrated intervention framework

Strategy Types Intervention Type of policy instrument

Antecedent strategies Commitment Symbolic and hortatory tools

Goal setting Symbolic and hortatory tools

Information
Modelling

Capacity tools
Capacity tools

Tariffs
Collective purchasing

Incentive tools
Incentive tools

Services Incentive tools

Consequence strategies Feedback
Learning tools

Capacity tools

Rewards Incentive tools
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51.3.1 The Added Value of REScoops as Locally Based
Energy Communities

The following arguments can be given why REScoops as a particular organizational
or business model are in a relatively good position to stimulate energy among
householders based on the lessons drawn from best practices (e.g. [7, 8]), REScoop
policy documents [9], and the academic and professional literature (e.g. [10, 11]).
We formulate seven arguments why the REScoop model in energy supply can be an
important contributor to reduce energy use by their members [12].

A first argument would be that REScoops are in a good position to stimulate
energy saving because of the scale level of their activities, which is mostly on the
local level, i.e. close to citizens. Even if REScoops are national organizations, they
often work with locally organized groups. In the literature on local sustainability,
often the argument of proximity to citizens is used as an argument to take measures
at a lower geographical level [13]. The REScoop model provides a good scale to run
relevant local energy efficiency projects, such as investing in thermal insulation of
dwellings, and that this would be a source of inspiration for others, including
non-members [12]. Research shows that participating in decision-making related
to sustainable consumption makes people more willing to cooperate in implemen-
tation actions and contribute to attaining energy efficiency goals [14].

A second argument would be that REScoops have a specific capacity and critical
mass to stimulate energy saving among their members. Implementing and using
measures and equipment to save energy takes a lot of time and requires both
technological expertise and bureaucratic competence (e.g. to grant legal permits or
subsidies). Sharing experiences, not reinventing the wheel, and the advantages of
participating in activities together (in terms of costs or time) add to the capacity for
action. For REScoops, it means that by facilitating consumers with measures like
technological advice, administrative support, or upfront investments, a larger group
of consumers can be motivated to actually participate in energy-saving activities.
REScoops also have a certain critical mass to acquire the necessary expertise and
motivate and assist citizens who are less motivated than those who are devoted to
pursue sustainability goals [12]. A third argument we can label is social networking.
REScoops are in an excellent position to share and link their activities, including
their energy-saving actions, with other local actors like schools, sport clubs, local
business firms, and housing associations. These organizations also have a stake in
the energy and low carbon debates and are willing to take their own responsibility
[15]. REScoops do not pursue profit maximization and often have similar idealistic
and collective, community goals. Moreover, given their expertise, REScoops are
often viewed by the other local organizations as good partners for energy and low
carbon projects [12].

A fourth argument is the potential for awareness raising and education of the
REScoop members. REScoops are in a good position to make their consumers more
aware of energy use. They can also educate the larger community on the importance
of energy efficiency by organizing and showing visible pilot projects in public
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buildings such as office buildings and schools, but also in individual consumer
projects, and, for instance, the local community building [7]. Becoming a member
of a REScoop presupposes already to be more aware of the importance of using
energy than just being a passive consumer of a traditional energy supplier [12]. A
fifth argument would be that REScoops are not only in a good position to make
consumers aware of energy use, but they also tend to set energy saving as a social
norm, viz. energy not only becomes a significant issue to the consumer and his/her
household, but relative energy use and savings become less anonymous actions once
users share their experiences with peers [16]. In this sense, REScoop energy-saving
goals and average group energy-saving behaviour can become an element of goal
steering, as a reference point for behaviour. A sixth argument is that REScoops are in
a good position to generate trust towards citizens for them to take measures them-
selves and invest in energy efficiency or renewable energy technology appliances.
This is especially important if these activities involve financial risks to be taken by
the consumers in terms of making investments. Dealing with REScoops, who are
often viewed as a very trustworthy partner to give advice and supply energy systems
and appliances, might make people more willing and able to take investment
risks [17].

Finally, in particular cases, e.g. “energy islands”, the common argument in
sustainable energy production might occur. Commons are natural resources which
are accessible to all members of a given community; they are not privately owned
and therefore can potentially be consumed by all of them, presenting the risk of over-
exploitation and depletion of the natural resource pool [18]. If the energy produced
by the REScoop is seen as a common good, saving energy by individual consumers
also makes it possible for more people to make use of the available renewable energy
production [12].

51.3.2 Energy-Savings Measures Used by REScoops

In this section, we summarize what energy-saving tools and actions thus far have
been developed by the REScoops participating in the REScoop Plus project and
subdivided into antecedent and consequence strategies [12, 19].

Figure 51.3 shows the number of a large variety of social and communicative
antecedent strategies we found among eight REScoops that were analysed. Most
commonly used antecedent interventions concerned awareness raising, education,
and behavioural change campaigns. Information (newsletters, social media, etc.) and
(local) ambassadors were also used but more infrequently. Overall, 16 different
interventions were identified.

There were certain incentive antecedent strategies that were used, most com-
monly transparent and single pricing (of renewable energy sold to householders),
simple tariffs, and collective purchasing. Bonuses, giving out shares, and lending of
money were also used only incidentally.
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The infrequent use of economic incentives might point to the fact that many of the
REScoops observed were in the phase of starting off and experimenting with local
projects and related business models. Finally, it is surprising that only one of the
studied REScoops mentioned giving out shares as an incentive, since this forms a
key principle of cooperatives.

The main technical tools deployed by the studied REScoops cover both direct and
indirect feedback tools (see Fig. 51.4). At least half of the REScoop surveyed
conveyed the use of consequence strategies, i.e. electronic billing, using online
client accounts, smart metering, and organizing energy audits. As may be expected
with consequence strategies, all tools and interventions used were technical or
technology supported, often using smart (ICT) technology. Feedback from the
REScoop staff to their members appears to mostly happen indirectly, i.e. via billing
and online accounts on a web-based platform. There is no groupwise feedback or
learning systems.

The overview shows that particular many antecedent strategies were used by
REScoops. Compared with overviews of measures used by other energy agents,

Fig. 51.3 Overview of social and communicative interventions (antecedent strategy)

Fig. 51.4 Overview of (technical) feedback tools used by REScoop
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these measures are however not unique [20]. Particularly, many of the information
tools used by REScoops are rather similar to what other energy supplier or govern-
ments and NGOs use. Consequence strategies were used less than antecedent
strategies. Notwithstanding this fact, the consequence strategies’ use varied a lot,
and included both direct and indirect feedback tools. Consequence strategies were
found to be well supported by online platforms and smart technology (i.e. smart
metering). However, many REScoops are just on the verge of using feedback tools.
REScoops were found to use a lot of technical equipment to provide feedback on
energy consumption to their customers. REScoop members are more willing to use
this equipment. This is not only technical equipment (but also uses other feedback
mechanisms).

Measures are related to attaining goals, and one measure could serve different
goals. Strictly speaking, we look for measures that address the goals investing in
RES (producing more renewable energy) and saving energy. However, our inven-
tory showed that for the studied REScoops, also other goals like delivering (energy)
services, enlarging the size of total REScoop membership, stimulating the green
energy transition, and climate change awareness raising are important. In the end,
these other goals will contribute to the attainment of the first two main goals. A mix
of existing policies aimed at stimulating reductions in energy can be called a policy
package [21]. The overview is based on single measures or interventions on not
measure packages. Additionally, one has to address situational factors like laws,
regulations, neighbourhood factors, dwelling size, household size, income, employ-
ment status of occupants, ownership, stage of family life cycle, geographical loca-
tions, and personal comfort. Studies show that they all correlate significantly with
household energy consumption (e.g. [22]).

51.4 Intelligent Agents and Game Theory of Demand-Side
Management

Managing conventional electricity grids requires the continuous control of energy
supply in real time, in order to keep the balance with demand undisturbed regardless
of the demand levels. However, the integration of renewable energy sources (RES)
entails that generation cannot be easily controlled because it heavily relies on
weather conditions and is performed by large numbers of RES distributed across
the network [2]. Moreover, electricity consumer preferences are complex due to
distribution-related constraints and variable electricity prices and will become even
more complex in the future due to electric vehicles’ (EVs) usage [23]. All these call
for the widespread use of effective demand-side management (DSM), that is, the use
of schemes aiming to move electricity demand, to periods where consumption is
lower or RES production more abundant [2, 4, 24].

This increased complexity requires replacing human intervention with intelligent
agents and multi-agent systems [25]. By incorporating intelligent autonomous
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agents employing artificial intelligence and machine learning in the picture, impor-
tant procedures—such as forecasting, real-time monitoring, and immediate reaction
to emergent situations—become more effective, and reliability can be improved
[3]. At the same time, although large industrial facilities might be, at least in
principle, easy to incorporate in DSM schemes, this does not hold for every type
of consumer. Especially for residential customers, daily habits can create negative
incentives for DSM participation [26], since behavioural change also impacts cus-
tomer comfort, not only finances. Here, intelligent agents can also be used to weigh
individual costs and preferences, optimize individual consumption schedules, and
deliver positive DSM impacts to scheme participants [3].

Now, optimizing individual consumption schedules is not enough: individual
consumption is a very small world aggregate; thus, a single individual’s actions
induce imperceptible changes; and even when all individual actions do coordinate,
herding effects may occur and new imbalances between supply and demand can
arise at different points of the demand curve [3]. As a result, DSM operations have to
be not only large scale but also coordinated. To this end, DSM contributors often
join forces in cooperatives or virtual power plants so as to either consume or produce
electricity in a coordinated fashion, mimicking the performance of a single large
entity meeting the grid requirements [4]. The smooth operation of such entities and
schemes is aided by the existence of rules and incentives that lead potentially selfish
individuals to adopt a cooperative behaviour and coordinate their actions.

This is exactly the problem studied by mechanism design (MD) [27], a subfield of
game theory that explores how to design a setting (viewed as a game) so that rational
actors (or players) adopt a behaviour that helps meet the designer’s objectives. In
other words, MD schemes seek to offer incentives or counter-incentives for achiev-
ing desired social outcomes, to individuals that aim to maximize their own utility.
Typically, such schemes strive to be incentive compatible, meaning that participants
are incentivized to be truthful regarding their private preferences and that “gaming”
the scheme leads to worse outcomes for “misbehaving” actors. As such, MD can be
used to create DSM schemes that promote more efficient network operation, by
granting economic and/or social gains to the participating individuals. Of course,
scheme participation is determined by each actor individually; and the incentives
must be sophisticated, so as to drive changes to human consumption habits while
maintaining the profitability of energy sector businesses.

The emergence of effective, large-scale DSM is not a thing for the future. The
requirement for large-scale, coordinated consumer action lies at the foundations of
the fledging REScoops industry. REScoop activities include producing and trading
renewable energy and also, already to some extent, providing DSM services. As
such, they can naturally benefit from incorporating AI, MD, and other GT methods,
in order to select the most appropriate participants for DSM actions, take individual
preferences into account, and redistribute profits in a “fair” manner, rewarding
truthful and accurate participants more than “unhelpful” and “misbehaving” ones.

An example of a day-ahead “electricity consumption shifting” scheme that
employs mechanism design and machine learning solutions and which can be
potentially adopted by REScoops that envisage expanding their business to

728 G. Chalkiadakis et al.



demand-side management appears in [28]. Results presented there, obtained via
simulations over datasets including real consumption data from a Greek municipality
and real production data from a Spanish renewable energy generation site,4 indicate
that (i) the consumption curve can be effectively trimmed and that (ii) participating
consumers can actually enjoy considerable monetary gains. Specifically, a REScoop
that adopts DSM can reduce the daily peak load by 85.99% on average. This is
achieved by shifting the consumption of 1.2 MWh and results in almost half the cost
per kWh, for consuming this energy during nonpeak hours throughout the day. In
more detail, cooperative members that participate regularly, and consistently meet
their consumption shifting promises, achieve up to 19.3% monthly bill reductions in
a typical industrial case. Highly engaged residential members manage to reduce their
monthly bills by 22.67%.

51.5 Conclusions

Providing state-of-the-art scientific solutions to the fledging REScoops industry is
key to REScoops’ viability and success in meeting their goals, including realizing
their anticipated energy efficiency potential. In turn, such a success will be a
significant step towards a sustainable energy future. To this end, in this chapter,
we identified three axes of scientific research, deriving from various scientific
disciplines, which can collectively provide the aforementioned solutions. We dem-
onstrated how solutions linked to these axes can be applied to real-world REScoops’
problems and showed that these solutions can actually provide benefits to real-world
REScoops and their members. Naturally, there is a great deal of work remaining to
be done, in order to improve existing scientific methods and test them in the real-
world, even more extensively, and in order to communicate these and related ideas
effectively to REScoops and the wider public. In any case, we are convinced that
science working hand in hand with the REScoops industry will result to outcomes
beneficial to our societies at large.

Nomenclature

AI, MD, GT Artificial intelligence, mechanism design, game theory
ANOVA Analysis of variance
DSM Demand-side management
ΕΕ Energy efficiency
HDD Heating degree days
ICT Information and communications technology
REScoop Renewable energy sources cooperative

4The dataset comprised 8000 consumers from Kissamos, Greece, and wind and solar generator
production patterns from Galicia, Spain. Please see [28] for more details.
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Chapter 52
Potential of Energy Performance
Contracting for Tertiary Sector Energy
Efficiency and Sustainable Energy Projects
in Southern European Countries

Maria Frangou, Maria Aryblia, Stavroula Tournaki,
and Theocharis Tsoutsos

52.1 Introduction

The European Union (EU) is bounded to a 20% reduction of overall energy
consumption by 2020, according to the 2012/27/EU Energy Efficiency Directive.
With the new package of measures, announced on 30 November 2016 [1], the EU
wants to lead the clean energy transition, not only adapt to it, by putting energy
efficiency (EE) at first, achieving global leadership in renewable energies and
providing a fair deal for consumers. The European Commission proposes a 30%
binding energy efficiency target by 2030, with a simultaneous cut in CO2 emissions
by at least 40% and an increase of renewable energy sources (RES) share to at least
27% of the final energy consumption. The package includes proposals for the
revisions of the Energy Efficiency Directive, the Energy Performance of Buildings
Directive, the Renewable Energy Directive and the Electricity Directive, as well as
measures on eco-design and others.

Even though the EU is on its way to reaching the 20% primary energy-saving
target by 2020, there is still a risk that hinders the efforts of the EU member states to
stick to their commitments and that is the insufficient public and private investment
in EE. Indeed, financial barriers are commonly reported as the main barriers to
realize EE projects, especially for SMEs in the tertiary sector.

Energy consumption in the tertiary sector increased significantly in the early
2000s and was then rather stable until 2008. In 2009, it decreased by 2,3%, as a result
of the EU policies and the member states efforts to increase energy efficiency, as well
as due to the economic recession. Different trends are observed within the
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EU. Although the energy intensity has been decreasing in most countries, several
Southeast and Mediterranean countries present an increasing trend. The data suggest
that there is a significant potential for energy efficiency improvement in the tertiary
sector of these countries. However, in the current economic stagnation, difficult
access to financing, combined with a limited investors’ confidence, slows down the
pace of investments in EE.

In this context, flexible financial schemes and mechanisms can contribute to
mobilize funds from the financial sector to EE projects. Such a mechanism is Energy
Performance Contracting (EPC), which offers an integrated solution for financing,
planning, installing and monitoring of EE measures. Even though the EPC market is
working relatively well in several EU countries (such as Germany, Sweden and
Austria), lighthouse projects are still rare in the tertiary sector of Southern European
countries. In order to increase trust amongst involved parties and unlock access to
third-party financing, proper certification, validation and assessment tools are
required [2].

52.2 EPC Demand Insight

52.2.1 Overview of EPC Demand in South Europe

In this part, the results of a demand analysis study, which included more than
180 interviews with tertiary sector representatives, EPC providers/facilitators and
financial institutions in six Southern European countries, are presented. The study
[3] was carried out in the context of the Trust EPC South European initiative. The
analysis included also a review of the National Energy Efficiency Action Plans,
statistical data and strategic documents.

Electricity and natural gas are the most used energy forms and represent 86% of
overall energy needs of the tertiary sector of the analysed countries (Fig. 52.1).
Electricity is used for cooling, heating and domestic hot water (DHW) production in
coastal regions, lighting, cooking and equipment. Natural gas is dominantly used for

Fig. 52.1 Shares of dominantly used energy forms in tertiary sector, overall and per country [4]
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heating. In lesser percentage, it is used for cooking and DHW production. Gas,
oil-derived heat and other energy sources represent less than 14% of the overall
energy needs of the tertiary sector.

In all the analysed countries, three segments of the tertiary sector have been
pointed out as dominant, in terms of energy consumption – offices, commercial
(retail) and hospitality (Fig. 52.2); other segments are country-specific and in
majority represent energy consumption in public sector. In Greece, energy consump-
tion of offices and retail is shown together, as available statistical data cannot be
separated.

The analysis showed that large buildings such as hospitals, offices, hotels and
shopping centres are of great interest for EPC providers. More specifically, in
Croatia and Spain, retail is the most lucrative segment and offices in France. In
Greece, hotels, offices and retail are of equal interest. In Portugal and Italy, offices
and retail are the segments with the highest demand.

Based on the demand analysis findings, EPC projects usually have a duration of
3–8 years, with the value between 100.000 € and 1 M€.

The EPC demand in the six countries is presented in Table 52.1.
In general, the EPC market has not yet developed to its full potential in the six

countries, showing a significant degree of development in the larger ones (France,

Fig. 52.2 Shares of energy consumption per segment in total final consumption of the tertiary
sector in the analysed countries

Table 52.1 EPC demand in the private tertiary sector in the analysed countries [5]

Country Expected EPC market by 2020, M€ EPC market potential, M€
a

Croatia 40–80 600

France 750–1.000 19.600

Greece 400–600 1.600

Italy 2.600 9.300

Portugal 630 1.600

Spain 1.600 9.800
aCalculated according to energy consumption, average savings and energy prices methodology
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Italy and Spain) and an early stage of development in the smaller ones (Croatia,
Greece and Portugal).

From the tertiary sector side, interviews showed that an EPC concept is known in
general, but very few have actually been involved in one or have a deeper under-
standing. SMEs are willing to engage in EE/RES measures but are usually
constrained by limited investment capacities, while EPC providers usually do not
regard them as good business cases, due to relatively high transaction costs. Medium
and large enterprises, with high energy consumption, are usually more appealing
clients, due to higher profits and lower risk. Nevertheless, such companies usually
invest in EE/RES measures themselves, when those are economically appealing. The
low level of knowledge on EPC projects and scarcity of successful examples in the
private tertiary sector cause a lack of trust and disinterest for this type of solution.

On the financing side, the interviews’ findings indicate that the majority of key
stakeholders is familiar with the EPC business model. One of the common conclu-
sions obtained was that all interviewees considered EE/RES projects as either low
risk or with as much risk as any other project. However, when talking specifically
about EPCs, none of the small organisations had developed such projects in the past
and some large institutions considered these as high risk or not suitable for them.

The creditworthiness of the client is the most relevant aspect evaluated before
offering any finance solution; this is closely followed by technical aspects and
financial performance. The investments are considered interesting if they exceed
the minimum threshold defined by each institution (scaling from 100.000 € to >20 M
€), and the main fields considered of high potential are private retail, hospitals and
industry.

52.2.2 Overview of EPC Demand in Greece

In Greece, the total final energy consumption amounted to 17,1 Mtoe (199,2 TWh)
in 2012 and 15,3 Mtoe in 2013 [6], showing a 30,5% reduction over the period
2007–2013 as the result of both the implementation of EE measures and the impact
of the economic downturn in the Greek economy.

The services (tertiary) sector accounts for 12% of the final energy consumption
and 75% of the sector’s buildings are privately owned. Over half of them were
constructed before 1980, providing opportunities for EE interventions. As shown in
Table 52.2, offices and stores are the main market segments in terms of floor area, the
number of buildings and primary energy consumption, followed by hotels.

Hospitals are the highest energy consumers per unit area (kWh/m2) followed by
offices and stores (Fig. 52.3). The most common energy-saving measures are roof
insulation and lighting, BEMS and automatic controls when it comes to HVAC. The
most common RES applications are photovoltaics (PV) for electricity production,
solar collectors for DHW production and heat pumps.

The EPCmarket in Greece is at an early stage; EPC projects are limited, estimated
to 70–100 often as pilots through EU or national-funded projects [10], with only a
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few of them completed. The pilot projects have been focused on schools, local
administrations, healthcare facilities and hotels, while a few projects are
implemented in the industry, mainly including RES solutions combined with
improvement in the building envelope and equipment.

The market uptake has been delayed mainly due to the financial crisis and market
uncertainty. Technical and financial risks are perceived as high and banks are
reluctant to finance projects due to their smaller size. Recently, the number of
initiating projects seems to increase. A regeneration of the market is expected due
to positive legislative changes.

According to a recent study by the Ministry of Environment, Energy and Climate
Change, the tertiary sector in Greece could reach 72% energy savings compared to
2011 due to renovations in 170.000 buildings with an investment cost of 26 billion €
till 2050.

The total national energy-saving target set for 2020 is 3.332,7 ktoe (38,8 TWh)
according to the National Energy Efficiency Action Plan [11]. The investment costs
in EE/RES interventions in the private tertiary sector by 2020 are estimated at
2.100–3.200 M€.

Table 52.2 Number and floor area per type of building use

Tertiary sector segment No. of buildings
Floor areaa

(m2, 2012)
Primary energy
consumptionb (TWh)

Hotels 43.516 31.800.000 8,20

Hospitals/health 1.973 2.390.000 2,15

Schools, education 21.853 53.200.000 2,19

Offices and stores 206.254 67.300.000 22,71
a[7]
b[8]

Fig. 52.3 Average energy consumption per building type (kWh/m2/year), 2011–2014. (Data
retrieved from [9])
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In order to simulate the energy-saving potential of the existing building stock per
tertiary sector segment, the following baseline data and assumptions were taken into
account:

• Reference year: 2012.
• Total energy.
• Cost of electricity bills estimated to 0,147 €/kWh in 2014.
• Primary energy factor of electricity: 2,9.
• Fifteen per cent discount on the current energy-saving cost was considered, based

on the standard pricing, as a driver to create interest and increase competitiveness.
• Each facility in the sector was assumed to implement energy-saving measures.
• Two levels of potential energy saving were considered (20% and 30%).

Based on the above, the potential annual EPC demand is estimated between
300 and 450 M€ in the medium term (Table 52.3).

Hotels, private offices, stores and hospitals are perceived as the most interesting
segments of the tertiary sector by the EPC market actors. The energy cost reduction
is the main motive for implementing EE projects. The opportunity of reaching public
subsidies or other investment incentives and the availability of funding is a critical
factor for decision-making. Strengthening the company’s green profile and
supporting environmental policy are also main drivers.

The interviewed financial institutes consider the EPC market as a new lucrative
business segment. The financing options offered are mostly custom options or grant-
based loans; specific products or services to finance EPC-based projects are not
available. The creditworthiness of the client, legal aspects and the foreseen financial
performance of the project are the main aspects assessed for decision-making related
to the financing of an EPC project.

The main roadblocks for the EPC market uptake, as perceived by the involved
parts (Figs. 52.4, 52.5, and 52.6), are the low market liquidity and the difficulties to
access financing, the scarcity of flagship projects, the shortage of supporting regu-
latory frameworks, the absence of tailored bank products, the lack of credible
verification and measurement tools/methods and the complexity of the EPC con-
cept/processes. Potential EPC beneficiaries mentioned also the lack of trust and
transparency. The lack of guarantees and equity, the shortage of specific capacity

Table 52.3 Estimation of the annual energy efficiency potential for the tertiary sector in Greece,
M€ [12]

Segment
Scenario 1: average
energy savings 20%

Scenario 2: average
energy savings 30%

Offices/commercial stores 195,70 293,55

Hotels 70,66 105,99

Educational/research 18,87 28,31

Health 18,52 27,79

Total 303,76 455,64
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to deal with the complexity of an EPC project and the small level of investments
(which makes the handling of an EPC-based product less profitable) are also noted
by the financial actors as blocking factors.

Potential solutions to eliminate roadblocks were proposed by the interviewed
stakeholders in Greece, some of them being the following:

• Improve access to financing: funding of EE investments as a priority in the
structural funds; public financing instruments to compensate part of the risks;
loans with favourable terms and lower guarantees; a more active role of the
financial institutions offering specialised products; international acknowledged
energy-savings verification body to increase trust and confidence.

Fig. 52.4 Clients’ main concerns about EPCs, EPC providers/facilitators’ point of view

Fig. 52.5 Perception of roadblocks, the tertiary sector’s point of view

52 Potential of Energy Performance Contracting for Tertiary Sector. . . 739



• Improve regulatory framework: clear and stable regulatory framework to be
adopted in a long-term perspective; national standards and clear procedures to
be regulated in the EPC market; mandatory registration of EPC providers in the
official registry with appropriate validation procedures; tax incentives for entities
adopting EPC approach; EE measures as a basic criterion for co-funded invest-
ments in the private sector.

• Increase trust: standardization practices and certification protocols in the EPC
market; pilot projects to test the feasibility of the model; information and training
on EPC procedures, models, benefits, risks and technical issues; transparent and
credible processes for assessing EPC providers, including certification of com-
petence and compliance.

• Flagship examples: demonstration of successful models in national or similar
markets; state funding of ambitious EPC projects in the public sector; dissemi-
nation of information and credible results on implemented projects.

• Training/capacity building: tailored training sessions/capacity building activities
to provide an understanding of EPC basics; specific standardised products to
facilitate cooperation between EPC stakeholders.

52.3 EPC Applications in Tertiary Sector Buildings
in Greece

In this chapter, the possible application of EPC in buildings in Greece is presented.
The assessment was done using GREPCon, a new investment assessment and
benchmarking tool, developed in the frame of the Trust EPC South project [13],
based on the existing Green Rating™ methodology by Bureau Veritas. The tool
offers a standardized technical and financial assessment of Energy Performance
Contracts.

Fig. 52.6 Perceived risks/roadblocks in financing EPC-based projects, financing sector view
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The methodology followed in the analysis comprises the following steps:

– Detailed audit of the facilities, including building equipment inventory, gathering
of energy bills and building plans, recording of operation times and occupancy
levels

– Dynamic thermal simulation of the building, to establish the heating and cooling
needs

– Technical analysis using GREPCon, to establish the energy breakdown and the
savings achieved by standardized EE and RES measures that can be applied in the
building

– Financial assessment using GREPCon, to evaluate the potential for EPC
– Elaboration of standardization and benchmarking report

The examined buildings are two hotel complexes and two office buildings, which
belong to promising segments of the tertiary sector as regards their EPC potential,
based on the demand analysis presented previously. Figure 52.7 shows indicatively
one of the cases.

After evaluating the energy profile and the technical features of the building and
the equipment, a series of energy efficiency scenarios involving active and passive
solutions, as well as RES, have been studied using the aforementioned standardized
approach. The collective results of the analysis are presented comparatively in
Table 52.4.

In seasonal-operating Mediterranean hotels, commonly found in Southern
European countries, it is a usual case for cooling to reach high shares of energy
use, more than 60% of the total primary energy use, as shown in previous work
[14, 15]. Therefore, passive measures, such as substitution of windows and building
envelope insulation, targeted the reduction of cooling needs. The substitution of
single-glazing with double-glazing windows with thermal break exhibits a good
index of investment cost versus energy saved. However, this is not the case for
building insulation, which has a very high payback in this type of hotel and cannot be
part of an EPC contract, at least without the support of incentives. Taking into

Fig. 52.7 (a) View of hotel roof with installed solar thermal panels, (b) Thermal simulation of hotel
buildings
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account though the improvement of indoor environmental conditions that can be
achieved through this intervention, for hotel guests, then the benefits and motives for
hotel management to proceed with such investment are multiplied. In hotels with a
year-round operation, where heating also plays a major role, building insulation
could exhibit better economic indices.

Another major energy use in hotels proves to be the restaurant and other
non-hosting functions, as demonstrated in previous works [16]; therefore, measures
targeting this energy use, such as replacement of appliances, achieve important
energy savings. Active measures and RES solutions, such as the installation of
heat pumps, photovoltaics and solar thermal panels, have good paybacks and
represent a high potential for EPC applications in Mediterranean hotels.

Finally, it is worth mentioning that in all types of buildings, the replacement of
conventional lamps with LED was very profitable in terms of savings and is usually
one of the first measures examined for EPC.

52.4 Conclusions

The potential EPC applications in the Greek tertiary sector buildings demonstrate the
viability of several passive and active solutions, as well as renewable energy systems
through the standardized approach.

The total expected EPC demand in the private tertiary sector of the six Southern
European countries studied reaches to 6.000–6.500 M€ by 2020. The total EPC
potential rises to 42.500 M€. It is clear that there is a large untapped potential that
can be exploited, if concerns and barriers faced by EPC market stakeholders (EPC
providers, tertiary sector potential clients and financial institutions) are addressed.

In order for EPCs to become a standard practice in the EE market, trust amongst
involved stakeholders needs to be reinforced, and one way to achieve this is through
appropriate investment assessment and standardization practices for EPC projects
and through demonstration of lighthouse examples.

Nomenclature

BEMS Building energy management system
DHW Domestic hot water
EE Energy efficiency
EPC Energy Performance Contracting
EU European Union
HVAC Heating, ventilation and air-conditioning
LPG Liquefied petroleum gas
PV Photovoltaics
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RES Renewable energy sources
SME Small- and medium-sized enterprise
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Chapter 53
Effective Envelope Insulation and Heating
Strategies in Apartment Buildings in Mid-
temperate Regions: A Case Study of Nova
Scotia, Canada

Hamid Jamili, Danurachman Krishana, Jesus Rubio, Gabriela Tristan,
and Luis Rojas-Solórzano

53.1 Introduction and Objectives

The nation of Canada faces different challenges in terms of climate change, mainly
driven by growing population, extreme temperatures, a large landmass, and a
diversified growing economy [1, 2].

Particularly, in the region of Nova Scotia, located in the mid-latitude (44.7� N) of
the country, there was a review of the province’s electricity system in 2013 with
commitment by 2020 of promoting and improving energy efficiency measures in
residential and industry sector and the transition to renewable energy production
[3]. As a mid-temperate region, most of the electricity consumption in Nova Scotia is
due to space heating. As it is shown in Fig. 53.1, almost 63% of total energy
consumption represents the space heating used at homes, institutions, and offices
during peak season (December to February) [1].

Nova Scotia has the second largest population among all 4 provinces, with
24 inhabitants per square kilometer [1]. The case study here presented focuses on
envelope insulation and heating source for a residential multifamily building. The
insulation retrofit will be considered as implemented on walls and floors since those
parts have potential for improving the energy efficiency.

A life-cycle cost analysis (LCCA) will be used to assess the total economic
benefit of each option as opposed to not implementing it. It takes into account all
costs of acquiring, owning, and disposing of a building or building system. LCCA is
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especially useful when project alternatives that fulfill the same performance require-
ments, but differ with respect to initial costs and operating costs, have to be
compared in order to select the one that maximizes net savings [4]. The feasibility
study is conducted via LCCA using RETScreen, a Clean Energy Management
Software system for energy efficiency, renewable energy, and cogeneration project
feasibility analysis. This Excel-based software has proven to be very helpful to
decision-makers in technical and financial viability of potential clean energy projects
[5, 6].

53.2 Building Characteristics

The analysis here presented is held for an existing building with eight apartments
located in the region of Nova Scotia, Kentville. The building plan is shown in
Fig. 53.2. The dimensions of building areas are shown in Table 53.1.

Fig. 53.1 Distribution of
residential energy use in
Canada [3]

Fig. 53.2 Kent Fields Estates eight-unit apartment building plan. (Source: Equilibrium Engineer-
ing Inc.)

Table 53.1 Building
envelope area

Building area per sectors

Floors 156 m2

Walls 588 m2

Windows 31.59 m2

Doors 30.50 m2

Roof 428 m2

750 H. Jamili et al.



The existing combination of space-water heating consists of a main water boiler
and the distribution of centralized steam by radiators throughout the building, as
shown in Fig. 53.3.

Current insulation in the building has the following characteristics:

• Insulation 200 � 600 1600 O.C. (on center)
• Double pane low-e vinyl in windows
• Low resistance insulation in under slab
• Insulation in walls R20 ¼ 3.52 m2 K/W
• Insulation in roof R40 ¼ 7.04 m2 K/W

Actual R-values of the insulation are shown in Fig. 53.4.

53.3 Technical-Economic Analysis

In order to reduce the heating-oil consumption, two options are presented and
compared. These two options consist of improving envelope insulation and intro-
ducing electric heating to complement the existing heating-oil heating system. Both
options are displayed in Figs. 53.5 and 53.6. The model includes fuel type (heating
oil or electricity), cost of each fuel, occupancy, and comfort temperature. Table 53.2
shows the values used for the analysis.

hot & cold water
taps

expansion vessel
and controls
heating system
filling point

boiler

mains water

radiators

domestic hot water
storage tank

hot water system
feed tank

Fig. 53.3 Existing heating system. (Source: greenspec.co.uk)
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Fig. 53.4 Original insulation in building. (Source: Equilibrium Engineering Inc.)

Fig. 53.5 Option
1 insulation replacement in
floor and walls. (Source:
greenspec.co.uk)

Fig. 53.6 Option 2 heating
system replacement.
(Source: greenspec.co.uk)
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53.3.1 Option 1 Insulation Replacement

Option 1 consists of upgrading the existing insulation with material of higher
thermal resistance. There are several types of insulation materials with different
thermal resistance, from R2.08 ¼ 0.37 m2 K/W until R40 ¼ 7.04 m2 K/W. For this
study, there will be two types of thermal resistance. Firstly, Proposal A corresponds
to low thermal resistance (R30 ¼ 5.28 m2 K/W for the walls and R13 ¼ 2.29 m2 K/
W for the floor). Secondly, Proposal B corresponds to high thermal resistance
(R38 ¼ 6.69 m2 K/W for the walls and the floor).

53.3.2 Option 2 Heating System Replacement

Option 2 consists of complementing the current heating system that works with fuel
oil by an electrical heating system. The prices for the electrical heating system,
including installation but excluding the boiler, were given by the company EEI. The
price for the boiler was taken from “domotelec.fr.”

53.4 Results and Discussions

• Option 1 (insulation replacement): Insulation A (R30 for the walls and R13 for
the floor) vs Insulation B (R38 for the walls and R38 for the floor)

Although Proposal B requires a major investment (5019.59 €) in comparison with
Proposal A (3,720.5 €), the LCCA shows that in long terms the Insulation B has
more economic benefits with a net present value NPVB¼ 28,284 € and a benefit-cost

Table 53.2 Parameter used
in technical-economic
analysis

Parameters

Fuel type Option 1:
• Proposal A: diesel #2
• Proposal B: diesel #2
Option 2:
• Electricity

Cost of fuel Option 1:
• Proposal A: 0.89€/La

• Proposal B: 0.89€/La

Option 2:
• 0.104€/kWha

Occupancy 24 h, 7 days a week

Comfort temperature 18 �C
Inflation rate [7] 1.5%

Discount rate [8] 2.5%
a[9]
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ratio B-C ¼ 6.63 compared with Proposal A which results to NPVA ¼ 18,534 € and
B-C ¼ 5.62. Also, it is easy to appreciate that the payback period of the Proposal A
(2.1 years) is bigger than the Proposal B (2.0 years). This demonstrates that in this
case, it is better to invest in long term with high R-value insulation (Option 1-B).

• Option 2 (heating system replacement): Fuel oil heater vs fuel oil + electric
heaters

For Option 2 with a new electrical heating system complementing the existing
fuel oil heating system, the study shows that this case has a NPV ¼ 18,402 €,
payback period of 5.7 years, and B-C ¼ 1.5. Compared to Option 1-B, this option
demonstrates that insulation replacement is the most feasible option given that the
electrical heating system has significantly less economic benefits than either Options
1-A or 1-B. The summary of Options 1 and 2 are shown in Table 53.3.

53.5 Conclusions

A technical-economic assessment of using better thermal insulation and electric
heating instead of oil heating for space heating in mid-latitude countries is presented.
An eight-unit residential building located in Nova Scotia, Canada, is considered for
the analysis. Three scenarios are evaluated based on perspectives. Option 1-A
(replacing building envelope insulation with a low thermal-resistant and low-cost
insulation) and Option 1-B (replacing the building envelope insulation with a higher
thermal-resistant and higher-cost insulation) are intended to decrease building

Table 53.3 Results of the LCCA for Option 1 (A and B) and Option 2

Description

Option 1

Option 2Proposal A Proposal B

Technical spec. R-
value [10]

R30 ¼ 5.28 m2 K/W
(wall)

R38 ¼ 6.69 m2 K/W
(wall)

Electrical
heater

R13 ¼ 2.29 m2 K/W
(floor)

R38 ¼ 6.69 m2 K/W
(floor)

Capital cost € 3721 5020 35,744

Fuel saving % 7% 11% 39.8%

After-tax IRR –

equity
% 50.6% 53.7% 19.8%

Simple payback Yr 2.1 2.0 5.7

Equity payback Yr 2.0 1.9 5.3

Net present value
(NPV)

€ 18,534 28,284 18,402

Annual life cycle
savings

€/yr 1347 2055 2284

Benefit-cost (B-C)
ratio

5.62 6.63 1.51
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heating load, while Option 2 (installation of electric boilers to complement current
oil-consuming boilers) is aimed at reduction of cost of energy. The LCCA show the
much better outcome economic and environmental outcome coming from upgrading
envelope insulation (Option 1-B).

In Options 1-A and 1-B, the simple payback is around 2 years for both, but when
the B-C ratios are analyzed and compared, Proposal B has the best B-C ratio which is
18% higher than Proposal A. Proposal B NPV is 28,284€ (52.6% higher than
Proposal A). Therefore, retrofitting the insulation demonstrated to be a more attrac-
tive mechanism, both technically and economically, than electric heating supply to
reduce lifetime space heating costs for apartment buildings located in Nova Scotia,
Canada. Preference should be given to higher resistance insulation over lower
resistance insulation, despite CAPEX might be obviously larger, because lifetime
costs for the former will render larger financial benefits to householders.

Nomenclature

B-C Benefit-cost ratio
€ Euros
EEI Equilibrium Engineering Inc.
EMN Ecole des Mines de Nantes
IRR Internal rate of return
kWh kW-hour
L Liter
LCCA Life-cycle cost analysis
NPV Net present value
OC On center. Construction term that indicates the measurement from the

center of one wood plank to the center of the next one
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Chapter 54
Numerical Simulation of Building Wall
Integrated with Phase Change Material: A
Case Study of a Mediterranean City Izmir,
Turkey

Mustafa Asker, Ersin Alptekin, Ayça Tokuç, Mehmet Akif Ezan,
and Hadi Ganjehsarabi

54.1 Introduction

The ever-increasing energy consumption by buildings has received increasing atten-
tion on the thermal performance of buildings. Decreasing energy consumption that
arises due to heating and cooling utilities of a building and keeping heat loss/gain to
lowest level can play a major role in saving energy in buildings. During the past
decade, several researchers have focused their attention on utilizing the phase change
material (PCM) plates inside the exterior walls of the buildings. Darkwa and Kim [1]
investigated two different PCM drywall configurations for having better heat trans-
fers between solid and liquid phases at the moving interface. Their results showed
that the laminated PCM wallboard system has a considerable advantage of enhanc-
ing thermal performance, which leads to improving heat transfer rates under a
narrow temperature range.

Zhang et al. [2] analyzed the impact of thermal physical properties of the PCM on
overcooling and overheating during the winter and summer, respectively. Huang
et al. [3] numerically examined the energy conservation potential and temperature
fluctuation effects due to the utilization of PCMs in a building cavity wall. Alawadhi
[4] analyzed a two-dimensional model for a common building brick with cylindrical
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holes containing PCM. He conducted a parametric study to investigate the effect of
different design parameters, such as the PCM’s quantity, type, and location in the
brick, and showed that the heat gain is significantly reduced when the PCM is
incorporated into the brick. Kuznik et al. [5] experimentally examined light building
envelope with a wall containing PCM material. Their results showed that 5 mm of
PCM wallboard correspond to an equivalent of 8 cm of concrete with respect to
indoor air temperature fluctuations.

Zhou et al. [6] investigated the thermal performance for a “direct-gain room”

utilizing PCM plates as inner linings. The effects of various design parameters such
as melting temperature, location, and board thickness on the thermal performance
were studied. Their results showed that the PCM plates are more advantageous in
direct-gain passive solar buildings. Zhang et al. [7] studied the impacts of various
design parameters such as thermal conductivity, melting temperature, and heat of
fusion of the PCM on the building thermal performance of a PCM-embedded
wallboard. Their results showed that the internal wall of the building should contain
PCM, which leads to having higher energy efficiency in a solar house.
Haghshenaskashani and Pasdarshahri [8] developed and examined
two-dimensional model of brick incorporated PCM. Their results showed that
utilizing PCM in the buildings leads to a decline in maximum entering heat flux to
the building. Kara and Kurnuc [9] used test room to investigate the performance of
coupled novel triple glass (NTG) and PCMwall. PCM used are GR35 and GR41 and
were incorporated into the plaster of the walls. They found that overall efficiency of
the PCM walls varied from 20% to 36%, and solar transmittance of the NTG ranged
from 0.45 to 0.55 during the heating period. In another work, Kara and Kurnuc [10]
evaluated the performance of PCM walls in the summer only. They found that the
solar transmittance of the triple glass unit (TGU) decreased approximately 100%
during summer compared to winter. Izquierdo-Barrientos et al. [11] examined the
effect of melting temperature of PCM, the position of PCM layer, the orientation of
the wall, and environmental condition on thermal performance. Chwieduk [12]
examined the applicability of replacing the thick and weighty thermal mass external
walls utilized in high-latitude climates by thin and light thermal mass ones
containing PCM, without compromising the indoor comfort throughout the year.
Their results show that external light mass walls must contain insulation in an outer
layer if it is combined with a PCM panel in high-latitude countries. Jin et al. [13]
experimentally studied the performance of a gypsum wall with reference and six
different PCM layer locations. They showed a possible 41% reduction in the average
peak heat flux, yet concluded that in addition to layer location, the state of the PCM
significantly affected the thermal performance of the wall. Lei et al. [14] studied the
incorporation of PCM in a building located in a tropical climate with a concrete wall
for cooling load reduction through the whole year. They show the importance of
phase change temperature for performance and state that the location, thickness, and
enthalpy curve of PCM are critical for the selection of optimum phase change
temperature. In this chapter, a numerical analysis is carried out to evaluate the effect
of PCM layer location on the thermal performance of the wall. In this content, a one-
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dimensional model is developed, and parametric results are represented in the case of
a city with Mediterranean climate, Izmir, Turkey.

54.2 Material and Method

54.2.1 Definition of the Problem

A model room with dimensions of 4 m long, 4 m wide, and 2.5 m height is selected.
The room contains one window. By following the recent work of Chwieduk [12], the
total surface area of the wall and the area of the glass are taken to be Awall ¼ 38 m2

and Aglass ¼ 2 m2, respectively. The overall heat transfer coefficient for the glass is
defined to be Uglass ¼ 0.6 W/m2.K by Çengel and Ghajar [15]. The layers of the
building wall are retrieved from the Turkish standards [16], which is schematically
represented in Fig. 54.1. It consists of (1) 3 cm cement plaster layer (the left-most
layer adjacent to the outdoor), (2) 19 cm aerated concrete, (3) 9 cm thermal
insulation, and (4) 2 cm cement-lime plaster (the right-most layer adjacent to the
indoor).

The thermophysical properties of the building wall materials are assumed inde-
pendent of temperature variations except for the PCM. The corresponding properties
are defined according to the Turkish standards and listed in Table 54.1. The PCM has
been integrated with the insulation part (layer 3) in various configurations; the
parametric cases are defined by incorporating PCM into the wall in place of a part

Fig. 54.1 Schematic diagram for the building wall layers (1) cement plaster, (2) aerated concrete,
(3) insulation, (4) cement-lime plaster

Table 54.1 Thermophysical properties of the building materials [16, 17]

Layer # Type of material

Thickness Thermal conductivity Specific heat Density

(cm) (W/m.K) (J/kg.K) (kg/m3)

1 Cement plaster 3 1.4 1116 2100

2 Aerated concrete 19 0.13 1116 400

3 Insulation 9 0.1 1116 400

4 Cement-lime plaster 2 0.9 1116 1800
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of the insulation as given in Fig. 54.2. The thermophysical properties for the PCM
are given in Table 54.2.

The volume of the air inside the room are Vair ¼ 40 m3, and the thermophysical
properties of air are the density ρair ¼ 1.1 kg/m3 and the specific heat cp, air ¼ 1005 J/
kg.K [15]. The outdoor surface of the wall is exposed to solar radiation and
combined forced and natural convection, while on the indoor face of the wall,
natural convection is the only heat transfer mechanism between the wall surface
and the indoor air. In numerical analyses, the real weather data for the city of Izmir is
defined at the exterior wall. The data for the ambient temperature, solar load, and
wind speed are used in the analysis for July as shown in Fig. 54.3.

54.2.2 Mathematical Modeling

A one-dimensional time-dependent mathematical model for the wall integrated with
PCM is developed. The energy equation for the building wall layers with PCM can
be written as follows:

Fig. 54.2 General configuration of building wall with PCM

Table 54.2 Thermophysical
properties of the phase change
material [18]

Properties Paraffin wax

Melting temperature, �C 32

Latent heat of fusion, kJ/kg 251

Specific heat of solid, kJ/kg.K 1.92

Specific heat of liquid, kJ/kg.K 3.26

Thermal conductivity of solid, W/m.K 0.514

Thermal conductivity of liquid, W/m.K 0.224

Density of solid, kg/m3 830

Density of liquid, kg/m3 830
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∂
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ρcTð Þ ¼ ∂
∂x
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ð54:1Þ

By following the apparent heat capacity approach of Alawadhi [4], the volumetric
heat capacity of the PCM can be expressed as a function of temperature as follows:

CPCM ¼
Csolid T < Tsolidus Solid
Csolid þ Cliquid

2
þ ρsolid þ ρliquid

2

hsf
sf

ΔT

 !
T solidus � T � T liquidus Mushy

Cliquid T > T liquidus Liquid
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>>:

ð54:2Þ
The energy balance of air in the room can be written as follows:

∂
∂t

ρcV Tð Þair ¼ qconv þ qglass ð54:3Þ

where qconv represents the heat transfer by convection between the inner surface and
the interior air. The term qglass in Eq. (54.3), on the other hand, accounts for the heat
transfer through the glass as follows:

qglass ¼ UglassAglass Tindoor � Tambð Þ ð54:4Þ

Fig. 54.3 Weather data for Izmir (July)
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On the exterior surface of the wall, a mixed boundary condition is defined as
follows:

�k
∂T
∂x

����
exterior wall

¼ q00conv þ q00rad þ Isolar ð54:5Þ

where the convective heat transfer is evaluated as the sum of the natural and forced
components

q00conv ¼ htotal Ts � Tambð Þ ð54:6Þ
where htotal indicates the combined forced and natural convection heat transfer
coefficient between the outer surface and ambient. Hendricks and van Sark
[19] define the combined convective heat transfer coefficient as follows:

htotal ¼ h3natural þ h3forced
� �1=3 ð54:7Þ

The heat transfer coefficients for the natural (caused by buoyancy) and forced
(caused by the wind) convections on the outdoor building wall are obtained from the
following equations of Hendricks and van Sark [19].

hnatural ¼ 1:78 Ts � Tambð Þ1=3 ð54:8Þ

hforced ¼ 2:8þ 3:0v ð54:9Þ
where v is the wind speed. The heat transfer by radiation from the surface is
calculated using the well-known Stefan-Boltzmann equation [20]. The sky temper-
ature (Tsky), on the other hand, is defined using a modified Swinbank equation
[21, 22]

Tsky ¼ 0:037536 T1:5
amb þ 0:32Tamb ð54:10Þ

54.2.3 Solution Method

Numerical analyses were conducted in ANSYS FLUENT [23] software by resolving
the Eqs. (54.1 to 54.10) iteratively. A set of user-defined functions (UDF) is coded in
C++ language to incorporate the boundary conditions adequately on the inner and
outer walls. According to the preliminary runs, the time step size and convergence
criterion are decided as 10 s and 1E-7, respectively.
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54.3 Results and Discussion

Time-wise temperature variations and temperature distributions within the wall are
evaluated for four different envelope designs. As listed in Table 54.3, Case 1 con-
siders the reference case without PCM layer. In Case 2 and Case 4, 1 cm of PCM is
placed in layers B and A, respectively (see Fig. 54.2). Case 3, on the other hand, has
the highest storage capacity since it includes PCM in layers A and B.

Figure 54.4 demonstrates the time-wise variations of the ambient and sky tem-
peratures with the indoor, inner and outer wall temperatures of the wall throughout
15 days. Due to the higher thermal inertia of the wall, it takes nearly 7 days to reach
cyclic temperature variation under the current conditions. The surface temperatures
and the indoor air temperature are close to each other and fluctuate around 38 �C
under periodic steady-state condition.

Figure 54.5 compares the indoor temperature variations for each case. The
implementation of PCM mass into the wall shifts the time to reach the periodic
steady-state condition. In Case 1, in which there is no PCM mass, the indoor
temperature variation settles to a cyclic regime in a shorter time in comparison
with the ones which incorporate PCM. In Case 2, the temperature history resembles
with Case 1 for the first 40 h. Beyond this time, the thermal inertia of PCM (both
sensible and latent) prevents the increase of indoor temperature, and indoor temper-
ature maintains at the melting temperature of the PCM for an extended period. In

Table 54.3 Configuration of
each case

Case Layer A Layer B Total PCM thickness (cm)

1 Insulation Insulation No PCM
2 Insulation PCM 1

3 PCM PCM 2

4 PCM Insulation 1

Fig. 54.4 Temperature variations for Case 1
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Case 2, the complete melting occurs on day 10 and the indoor temperature gradually
increases beyond this point. For Case 3 and Case 4, indoor temperature variations
differ from the others, particularly in the early stages of the process, since the PCM
mass in Layer A delays the sudden increase in indoor temperature. Besides, since
Case 3 involves the highest amount of PCM, the indoor temperature remains at
32 �C throughout the 1 days.

In Fig. 54.6, local temperature variations are given for each case at the noon of the
13th day. It is clear that the outer wall temperature is same in all of the cases
independent of being with or without PCM. The influence of PCM on the

Fig. 54.5 Evolution of
indoor temperature

Fig. 54.6 Variation of
temperature inside the wall
at 12 am in 13th day
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temperature distribution becomes apparent at the mid-width of Layer 2 and in Layers
3 and 4. The lowest temperatures are observed for Case 3, which includes the highest
PCM mass. Case 3 reduces the wall temperature significantly. The reduction in
indoor wall temperature is nearly 6 �C. Besides, the temperature distributions in
Case 2 and Case 4 look similar, and regarding the indoor wall temperature, the
difference between each case is 1 �C.

Lastly, Fig. 54.7 compares the local temperature variations at three selected hours
of the last 3 days (13th, 14th, and 15th). It is clear that for Cases 1 and 3, the
temperature variations for each day overlap. Since the transient temperature varia-
tions do not reach a periodic steady-state condition for Cases 2 and 4 (see Fig. 54.5),
the local variations for each day have different trends especially nearby the inner

Fig. 54.7 Comparison of local temperature variations at selected hours of the last 3 days (a) Case
1 (b) Case 2 (c) Case 3 (d) Case 4
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wall. Even though literature studies usually give results after 3 or 5 days, longer
periods are necessary to reach steady-state condition for PCM incorporation.

It is interesting to note that from 8 a.m. to 16 p.m., even if the outer wall
temperatures vary by nearly 30 �C, the variation of the inner wall surface temper-
atures is less than 5 �C. The thermal inertia of the insulation layer dampens the
sudden temperature alterations of the indoors, and even in the case without PCM, the
variation of the inner wall surface temperatures is very limited.

54.4 Conclusions

In this chapter, a one-dimensional model for a PCM-embedded building wall is
developed in ANSYS FLUENT to simulate the transient indoor temperature varia-
tions for four different envelope designs. Unlike the previous works in the literature,
both spatial and temporal temperature variations inside the wall are considered. For
cooling under the Mediterranean climatic conditions, the following conclusions can
be listed:

• Due to the higher thermal inertia of the building wall, transient analyses should be
carried out longer periods to obtain a periodic steady-state condition for
interpretation,

• The implementation of 1 cm PCM, either closer to indoors or outdoors, is not
sufficient to hold the indoor temperature at the desired lower values.

• Incorporating 2 cm PCM significantly inhibits the heat transfer to the indoors and
maintains the indoor temperature at 32 �C, which is 6 �C lower than the reference
case. Usage of PCM in the building walls is a quite promising technology to
reduce the energy consumption of the air-conditioning units and decrease the
required cooling system implementation costs.

• While the PCM absorbs solar energy during the day, the main energy damping
takes place in the thermal insulation material due to its amount; therefore the
optimization of the amount of thermal insulation material would improve results.

Further studies should be conducted to discuss the influence of PCM under
different climatic conditions and for various PCMs and wall configurations. In
these studies, the energetic and economic aspects would also be considered in
addition to the heat transfer physics. The current model in CFD software is quite
promising since it allows the researchers to investigate complicated designs, such as
2D or 3D models, irregular geometries, and various climatic conditions.

Nomenclature

A Area (m2)
c Specific heat (J/kg.K)
k Thermal conductivity (W/m.K)
q Heat transfer rate (W)
T Temperature (K)
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U Overall Heat transfer coefficient (W/m2.K)
V Volume (m3)
v Wind speed (m/s)

Greek letters

ρ Density (kg/m3)
μ Viscosity (Pa.s)
ΔT Phase change temperature range K

Subscripts

air Air
amb Ambient
glass Glass
m Melting
s Surface
sky Sky
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Chapter 55
Improving Energy Efficiency in a Municipal
Building: Case Study of Ekurhuleni
Metropolitan Municipality Buildings in
South Africa

Johanna Pérez, Fernando Alay, Aashis Joshi, Rocío Nallim, Lucas Chacha,
and Luis Rojas-Solórzano

55.1 Introduction

Power and heat generation are the largest greenhouse gases (GHG) emitting activ-
ities, accounting up to 55% of global GHG emissions, according to the Fifth
Assessment Report of the Intergovernmental Panel on Climate Change (IPCC)
[1]. Besides transitioning to renewable sources of energy to limit fossil fuel use,
reducing energy demand through energy efficiency improvement is key to limiting
global temperature increase.

According to the United Nations Development Program (UNDP), residential,
commercial, and public buildings account for 30–40% of global energy consumption
and are responsible for nearly 30% of total GHG emissions including energy end-use
emissions, electricity generation emissions, and district heat [2]. Energy end use in
buildings vary among building types (residential, commercial, and public); however,
the top three largest shares correspond to heating, ventilation, and air conditioning
(HVAC) systems (32–39%), followed by lighting (12–25%) and water heating
(6–12%) [3].

Technological advancements in energy-demanding systems, along with decreas-
ing costs, mean that more effective measures can be implemented in buildings to
enhance energy efficiency. As stated by the Global Environment Facility (GEF),
“retrofitted buildings can reduce heating and cooling energy requirements by
50–90%.” In a study done for the city of Hong Kong, Li and Lam (2003) claim
that artificial lighting can account for 20–30% of the electricity consumption in
typical nonresidential buildings [4]. Principi and Fioretti (2014) show that LEDs can
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provide a 41–50% reduction in electricity demand and global warming potential
compared with CFL lighting systems [5].

In South Africa (SA), municipal and commercial buildings account for 12% of
the national electricity demand [6], and typically 40% of the electricity is used in
lighting and water heating. Electricity generation in SA relies heavily on fossil fuels,
especially coal. Therefore, reducing electric consumption in these two systems could
have a substantial impact on energy consumption and carbon emissions. In this
work, the case of retrofitting the Germiston Civic Center and the EGSC buildings in
the city of Ekurhuleni, South Africa, is presented as an example of energy efficiency
improvement in a municipal building.

55.2 Background

Ekurhuleni is a city of 3.2 million people in Gauteng, SA [7], and it is a member of
the International Council for Local Environmental Initiatives (ICLEI) Cities for
Climate Protection Campaign (CCP). In 2005, a retrofitting project in the Ekurhuleni
Metropolitan Municipality (EMM) buildings took place, involving the replacement
of incandescent light bulbs with fluorescent light bulbs, installation of timers for the
lighting and hot water systems (geysers), and substitution of kettles with hydroboils.
The original project developed in 2005 received a capital incentive of 50% of the
initial cost through a grant secured by ICLEI, achieving a payback period of
1.2 years [8]. Thus, the retrofit project attained energy savings of 53% and emissions
reduction of 308 tonnes of CO2 eq., 3 tonnes of SOx and 1 tonne of NOx.

In this work, a new project is evaluated in which current fluorescent lighting is
replaced by LED and motion sensors. The possibility of replacing the existing
geysers with a solar water heating system is also investigated. For both the lighting
and hot water scenarios, an analysis of the energy, cost, and CO2 emissions savings,
as well as financial indicators to evaluate the financial feasibility of the project, is
presented. In addition, the impact of existing energy efficiency policies of the
South African government on the financial outlook of the project is assessed.

55.3 Methodology

Life-cycle cost assessment (LCCA) is a tool for assessing the total cost of acquiring,
operating, and disposing of an investment. It allows estimating the overall costs of
project alternatives to compare and select the one with the lowest overall cost. Based
on the available information from 2005, a retrofitting project for the year 2016 is
proposed and a LCCA of energy efficiency measures in the EMM buildings is
performed, thus evaluating the impact of current technologies, costs, and policies
in the financial behavior of the project.
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The data gathered for this project included the location, current energy consump-
tion of each system, current and proposed equipment technical data, and costs.

Given the level of completeness of the data, this work is considered as a
feasibility study, and therefore the results obtained from the methodology described
below are expected to have an accuracy of �25%.

55.3.1 Lighting System

55.3.1.1 Changing Technology: From Fluorescent to LED (Scenario 1A)

The EMM buildings consist of office spaces and workspace with different lighting
needs. The goal is to propose a LED lighting system that provides the same or greater
illumination (measured in lumens) as the fluorescent system in place (base case).

For the office area, the proposal is to install the same number of LED lamps as the
CFLs, to make use of all the current lighting fixtures and layout. The workspace area
has 5-foot fluorescent tubes, and it is proposed to install LED tubes of the same
length to avoid costs associated with installing new fixtures. The methodology is
outlined below.

• For the office space:

With data including yearly energy consumption and operation time of lighting
system in this area, as well as the number of CFLs in place, it is possible to estimate
the power load of each CFL, by using Eqs. (55.1) and (55.2).

Ptot,CFL ¼ Qtot,CFL

t
ð55:1Þ

PCFL ¼ Ptot,CFL

NCFL
ð55:2Þ

With the average value of lumen rating (RCFL) and the power, the lumen output of
each CFL is determined.

LCFL ¼ PCFL � RCFL ð55:3Þ
Since the LEDs are expected to provide the same lumen output as the CFLs, the

average value of lumen rating (RLED) is used to estimate the power required per LED
with Eq. (55.4), as follows:

PLED ¼ LLED
RLED

ð55:4Þ

By keeping the number of light bulbs and the operation time constant, it is
possible to estimate the yearly energy consumption of the new lighting system
using a rearrangement of Eq. (55.1).
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• For the workspace:

Like the office space, the data for the workspace allowed to estimate the load of
the existing system of T5 fluorescent tubes:

Ptot,T5 ¼ Qtot,T5

t
ð55:5Þ

Since each fixture in the workspace holds two T5 tubes, the number of tubes is
determined by Eq. (55.6):

NFT ¼ NT5 � 2 ð55:6Þ
The power of each existing fluorescent tube is estimated with Eq. (55.7) and the

lumen rating (RFT) is considered to determine the lumen output of the existing
system with Eq. (55.8):

PFT ¼ Ptot,T5

NFT
ð55:7Þ

LFT ¼ PFT � RFT ð55:8Þ
Since the LED tubes are expected to provide the same lumen output as the

fluorescent, the average value of lumen rating (RT5, LED) is used to estimate the
power of the tube with Eq. (55.9) as follows:

PT5,LED ¼ LT5,LED
RT5,LED

ð55:9Þ

These calculations, for both the offices and workspace, allow to estimate the
wattage of the new LED light bulbs and tubes. This serves as a guide to search
products commercially available to define the final system.

Finally, the total cost of purchase, installation, and operation and maintenance
(O&M) of the LEDs is compared with the savings resulting from decreased elec-
tricity consumption and decreased O&M costs, to assess the feasibility of the project.

55.3.1.2 Changing Technology: From Fluorescent to LED with Motion
Sensors (Scenario 1B)

Motion sensors allow switching lights on and off depending on the occupancy of a
space. Each motion sensor can detect movement within a certain area range.
Installing motion sensors reduces electricity consumption by around 32%
[9]. LEDs used in conjunction with motion sensors therefore achieve greater energy
efficiency and reduce electricity expenditure, which enhances the feasibility of the
project.

The number of sensors required is calculated based on the coverage area (Acov)
and the total floor space area. The number of sensors is calculated with Eq. (55.10):
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Nsensor ¼ Afloor

Acov
ð55:10Þ

Passive infrared (PIR) motion or vacancy sensors are proposed for both the office
and workspaces. These have an average power consumption of approximately
0.002 W, which amounts to 0.006 kWh/year per sensor in electrical energy
consumption.

55.3.2 Hot Water System

55.3.2.1 Changing Technology: From Electric Heaters to Solar Water
Heater (Scenario 2)

The current hot water system consists of electric heaters operated with timers that
limit the electric resistance consumption to a fraction of hours a day. Although
further efficiency may be achieved by installing new electric heaters, the aim of this
work is to explore the possibility of using a renewable energy technology, such as a
solar water heating system. This allows reducing the energy demand from conven-
tional electricity (which is originated mostly from fossil fuels).

55.3.2.2 Hot Water Estimation

Since data about the volume of annual hot water consumed or number of occupants
were not available, the electric system dimension (average daily hot water used) was
estimated based on the operation hours and the current yearly energy consumption
reported for the electric heaters.

First, the daily energy consumption of the water heaters is estimated using daily
and yearly operation times as in Eq. (55.11):

Qday ¼
Qyear � tday

tyear
ð55:11Þ

To estimate the hot water consumption, an average water inlet temperature
(Tin ¼ 14 �C) and outlet temperature (Tout ¼ 60 �C) are assumed.

Vday ¼
Qday

Cp � ΔT � ρ
ð55:12Þ

The value obtained for the hot water estimation was entered to RETScreen (2013)
model platform by adjusting parameters such as load type (office), number of
occupants, occupancy rate, and schedule. RETScreen possesses an integrated cli-
mate database of the location in SA, which allows estimating the yearly energy
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consumption for the base case (electric heating). This value coincided with the
original data available for the base case of the project, which served to validate the
assumptions and as a basis for dimensioning the solar water heating system.

The proposed solar water heating system can replace 74% of the use of the
electric heaters. The system consists of an evacuated heating system, given the
temperature gradient required during the winter season (increase from 10 �C to
60 �C), since evacuated systems can deliver larger heating than glazed and unglazed
heaters. In addition, environmental temperature does not involve a risk of water
freezing in the heating system; thus a direct system is proposed.

55.3.3 Implementing Energy Efficiency Policies

Over the last few years, the Government of the Republic of South Africa has been
actively implementing policies to promote energy efficiency. The National Energy
Efficiency Strategy of the Department of Energy set a national target for an energy
efficiency improvement of 12% by 2015, using the consumption in 2000 as the
baseline. A target of 15% improvement in energy efficiency in commercial and
public buildings is part of this strategy [10].

South Africa’s electricity public utility, Eskom, has a rebate model that offers
consumers an incentive for converting their energy inefficient technologies to
efficient ones. Its Standard Offer, which is available to consumers who can achieve
verifiable energy savings in projects consuming from 50 kW to 5 MW, covers both
lighting and solar water heating systems. For implementing LED light bulbs, Eskom
offers a rebate of 0.04 USD per kWh saved, and for hot water systems, the rebate is
0.03 USD per kWh saved [11].

55.3.3.1 Effect of Policies on Lighting System Project (Scenario 3A)

Based on the amount of energy saved, the total amount of incentives possible for the
project are calculated and added to the cash flow as a reduction in the cost of the
project. According to the Policy, this incentive is received during the first 3 years
after the installation of the new technology. The incentives are applied to the more
attractive financial scenario (in this case, installation of LED technology and motion
sensors, scenario 1B).

55.3.3.2 Effect of Policies on Solar Water Heater Project (Scenario 3B)

In addition to the rebates offered by Eskom, the National Energy Regulator of
South Africa (NERSA) plans to save 1730 MW in the 5-year period from
2013–2014 to 2017–2018. To this end, it has approved US$ 670 million in funding,
which amounts to US$ 387 per kW installed of solar water heating systems [11]. As

774 J. Pérez et al.



in the lighting project, the rebates are calculated based on the amount of energy
saved and added to the cash flow, considering it as a reduction in the cost of the
project.

55.4 Results and Discussions

55.4.1 Technical Design

55.4.1.1 Lighting System

The calculations proposed in the previous section allowed to define the lighting
system configuration for both the office and workspace. Table 55.1 below shows
these results and the data used for the energy and cost assessment for the workspace
and the office area, respectively.

The data for this project included the area (m2) for the spaces evaluated and this
allows to estimate the power load (W/m2), which is the coefficient of the sum of the
loads of all the lamps in an area, and the area. This parameter is the main input for the
energy and environmental analysis for lighting retrofit projects in RETScreen.

55.4.1.2 Solar Water Heating

From the daily hot water use estimated, the solar water heater configuration is
determined, including collector area, storage tank capacity, and the elements
required for the energy and cost evaluation.

Table 55.1 Lighting system configuration

Scenario Base Case (2005) Proposed Case

Workspace

Floor area, m2 3200 3200

Lighting technology 5-ft fluorescent tubes 5-ft LED tubes

Lamp power, W 32 20

Lamp quantity, units 192 212

Power load, W/m2 1.9 1.3

Office area

Floor area, m2 11,700 11,700

Lighting technology CFL LED

Lamp power, W 15 9

Lamp quantity, unit 2003 2003

Power load, W/m2 2.6 1.6

Power load (sensors), W/m2
– 1.1
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The model available in RETScreen allows entering data such as a detailed
operational schedule and consumption parameters. It also has embedded the techni-
cal specifications of commercially available heaters which provide important data for
the design. The proposed solar water heating system is outlined in the Table 55.2
below.

55.4.2 Energy Savings

The results of the energy analysis for each proposed scenario shown in Table 55.3
evidence the improvement in energy savings, due to the change in the technology. It
is possible to save up to 37.3% of total energy usage and to achieve emissions
reduction of 41.6 tonnes CO2 eq., only by changing CFL to LED technology
(scenario 1A) and up to 56.8% energy saving and 63.3 tonnes CO2 eq. when motion
sensors are incorporated (scenario 1B).

The use of solar water heaters as an alternative thermal energy source allows
reducing the energy consumption in geysers by 73.8% (scenario 2).

Table 55.2 Solar water
heating system configuration

Solar water heating

Load type Office

Number of units, person 290

Occupancy rate, % 85

Daily hot water use, L/d 937

System technology Evacuated, direct

Number of collectors, units 3

Solar collector area, m2 14.43

Capacity, kW 8.74

Storage capacity, L 936

Heating delivered, MWh 9.3

Table 55.3 Energy savings and environmental results (from RETScreen)

Scenario. 1A 1B 2

Pre-retrofit energy use (kWh/yr.) 114,000 114,000 12,600

Post-retrofit energy use (kWh/yr.) 72,000 49,000 3300

Energy savings (kWh/yr.) 43,000 65,000 9300

Energy saving (%) 37.3 56.8 73.8

Emission reduction (tonnes CO2) 41.6 63.3 9.2
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55.4.3 Financial Results

By making use of publicly available information on the costs of the systems
suggested, as well as other variables such as electricity cost in SA, inflation rate,
and discount rate, a financial analysis for the scenarios 1A, 1B, and 2 is built.

For the most energy-efficient scenario for lighting (scenario 1B) and for the solar
water heater (scenario 2), the effect of energy policies is included in the project
financial indicators. From this, scenarios 3A and 3B are obtained. Table 55.4 shows
the financial results.

In scenario 3A, replacing CFLs with LEDs and motion sensors, the policy allows
obtaining a rebate that increases the NPV to USD 36,263; this is a 22% increment
from the NPV without incentives (scenario 1B). Also, the payback period of this
retrofit drops from 2.4 to 1.4 years.

The scenario 3B, replacing geysers with a solar water heating system, allows
receiving a rebate that rises the NPV to USD 7515, thus increasing 120% the NPV of
the project without incentives (scenario 2) and lowering the payback period from 9.2
to 5.7 years.

55.5 Conclusions

In this work, the life-cycle cost assessment for the water heating and lighting
retrofitting in a municipal building in Ekurhuleni, South Africa, is presented. The
change from fluorescent to LEDs (including motion sensors) and from electric to
solar water heating allows for significant energy savings (56.8% and 73.8%, respec-
tively). Combined, these two measures could achieve 72.5 tonnes CO2 eq. emissions
reduction yearly.

For the lighting system project, the decrease in electricity consumption leads to
enough cost savings to cover the capital costs within a reasonable payback period of
2.8 years and an NPV of 17,163 USD. These indicators improve to 2.4 years and
29,682 USD with the use of motion sensors. The water heating retrofit project has a
payback period of 9.2 years with an NPV of 3417 USD.

Table 55.4 Financial results (From RETScreen)

Scenario. 1A 1B 3A 2 3B

Investment (thousand USD) 12.1 15.7 15.7 9.0 9.0

Incentives (thousand USD) – – 6.6 – 4.1

NPV (thousand USD) 17.2 29.7 36.3 3.4 7.5

IRR (%) 35.6 43.4 75.0 11.7 20.5

Benefit–cost (ratio) 2.4 2.9 3.3 1.4 1.8

Equity payback (yrs.) 2.8 2.4 1.4 9.2 5.7
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The financial outlook for both projects improve significantly when the incentives
and grants offered by Eskom and NERSA are considered, with the payback period
decreasing to 1.4 and 5.7 years for the lighting and hot water projects, respectively,
and the NPVs increasing to 36,263 and 7515 USD, accordingly.

Nomenclature

P Power (W)
Q Energy (J)
t Operation time (s)
N Number
L Luminous flux (lm)
R Lumen rating (lm/W)
A Area (m2)
V Volume (liter)
Ρ Density of water (kg/liter)
Cp Specific heat capacity of water (kJ/kg/�C)
ΔT Temperature difference (�C)

Subscripts

CFL Compact fluorescent lamp
Tot Total
LED Light-emitting diode
FT Fluorescent tube
T5 T5 fixture
Floor Floor space
Cov Coverage area for sensor
sensor Motion sensor
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Chapter 56
Assessment of Energy Consumption
in Spanish Hospitals

Justo García-Sanz-Calcedo, Alfonso G. González, and David R. Salgado

56.1 Introduction

At present, there is a global commitment to reduce carbon dioxide emissions in order
to avoid novice global levels of 450 ppm CO2 in our planet. This could prevent the
rise of the global temperature on Earth [1].

According to the Spanish Institute for Diversification and Saving of Energy
(IDAE), the building sector represents one of the areas with the highest influence
on carbon dioxide emissions to the atmosphere [2].

The US Department of Energy estimates that hospitals are buildings within the
tertiary sector, which, because of their infrastructure and purpose, consume large
energy resources [3].

The saving and energy efficiency guide for hospitals in 2010 issued by Energy
Madrid Foundation indicates that the annual energy consumption in a small hospital
reaches 40.000 kWh with an annual expense of €8400 [4].

Santamouris et al. (2008) carried out a detailed analysis of audits for 30 healthcare
buildings in Greece (Hellas). The results show that it is possible to save up to 20% of
energy [5].

J. García-Sanz-Calcedo (*)
Graphical Expression Department, University of Extremadura, Badajoz, Spain
e-mail: jgsanz@unex.es

A. G. González
Department of Mechanical, Energy and Materials Engineering, University of Extremadura,
Mérida, Spain

D. R. Salgado
Department of Mechanical, Energy and Materials Engineering, University of Extremadura,
Badajoz, Spain

© Springer International Publishing AG, part of Springer Nature 2018
S. Nižetić, A. Papadopoulos (eds.), The Role of Exergy in Energy
and the Environment, Green Energy and Technology,
https://doi.org/10.1007/978-3-319-89845-2_56

781

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-89845-2_56&domain=pdf
mailto:jgsanz@unex.es


Vanhoudt et al. (2011) demonstrated that in a hospital in Belgium, potentially it is
possible to save up to 71% of the primary energy system by using thermal energy
storage in combination with a heat pump compared to a gas-based boilers and water
chiller [6].

Szklo et al. (2004) analysed the energy consumption indicators and CHP techni-
cal potential in the Brazilian hospital sector and determined that the average ratio
between electric and thermal loads in the hospitals was suitable for a cogeneration
system operation [7]. An analysis performed for a non-optimized cogeneration
system predicted large potential for energy savings and CO2 reduction. Short et al.
(2012) showed that the UK health sector accounts for 30% of public sector
emissions [8].

Hu et al. studied energy consumption at a large acute care hospital in Taiwan (Hu,
Chen and Chuah, 2004). They concluded that the use of air conditioning (HVAC)
has a great impact on the electricity consumption, since it comprises more than 50%
of the total energy used [9]. Other research studies carried out by Natural Resources
Canada indicated that the highest energy consumption was due to how heating,
lighting and ventilation were managed [10].

Kapoor and Kumar (2011) showed that heating, ventilation and air conditioning
(HVAC) generate the highest energy consumption in hospitals, followed by illumi-
nation, with a percentage between 30–65% and 30–40%, respectively [11]. The
Australian Department of Health in a study performed in 2012 on a suburban
hospital concluded that HVAC is the most contributory to energy consumption
and emissions, adding up to 65 and 47%, respectively [12].

In Spain, the savings potential derived from the energy management in hospitals
has not been studied systematically. However, studies of other smaller types of
sanitary buildings, such as healthcare centres, were carried out. Authors reported on
the analysis of energy efficiency in healthcare buildings to conclude that the poten-
tial to reduce the energy consumption of a healthcare building sized 1000 m2 is
10,801 kWh by making an average investment of €11,601, thus saving €2961/year
with 3.92 years average payback time [13].

The aim of this paper is to analyse and quantify the final average energy
consumption in hospitals in Spain, according to different variables.

56.2 Methodology

An analytical study was carried out between 2005 and 2014 in 18 hospitals located in
Spain. They were built between 1980 and 2005.

The data analysed were obtained from EMAS Regulation (European Parliament,
2009), a voluntary European Union standard that recognizes organizations that have
implemented an environmental management system (EMS), and they have a com-
mitment to continuous improvement, verified by independent audits [14]. Eco-
Management and Audit Scheme (EMAS) statements from hospitals have been
analysed.
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The correlation coefficient was obtained by dividing the covariance of the two
variables by the product of their standard deviations [15]. The population correlation
coefficient ρX,Y between two random variables X and Y with expected values μX and
μY and standard deviations σX and σY is defined by Eq. 56.1:

ρX,Y ¼ corr X; Yð Þ
σXσY

¼ E X � μXð Þ Y � μYð Þ½ �
σXσY

ð56:1Þ

where E is the expected value operator, cov means covariance, and corr is a widely
used alternative notation for the correlation coefficient.

If we have a series of n measurements of X and Ywritten as xi and yi for i¼ 1, 2,...,
n, then the sample correlation coefficient can be used to estimate the population
Pearson correlation r between X and Y. The sample correlation coefficient was
written as shown in Eq. 56.2:

rxy ¼
Pn

i¼1

�
xi � �x

��
yi � �y

�

n� 1ð Þsxsy ¼
Pn

i¼1

�
xi � �x

��
yi � �y

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1

�
xi � �x

�2 Pn

i¼1

�
yi � �y

�2
s ð56:2Þ

where x and y are the sample means of X and Y, and sx and sy are the corrected sample
standard deviations of X and Y.

The final energy consumption was obtained after conversion of the corresponding
thermal energy consumption into its equivalent electrical energy. In order to do so, a
relationship between both energies was set as a function of the coefficient of
performance (COP) of a conventional air condensation heat pump [16] to yield the
following expression:

C ¼ Ct=2:6þ Ce, ð56:3Þ
where C, Ct and Ce represent the annual consumptions for final, thermal and electric
energies, respectively, expressed in kWh.

56.3 Results

The correlation between the average annual energy consumption and the three
indicators selected (built surface area, number of employees and number of beds)
is now presented.
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56.3.1 Relationship Between Average Annual Final Energy
Consumption and Built Surface Area per Hospital

Figure 56.1 shows the final energy consumption and built surface area of the
analysed sample. A high correlation (R2 ¼ 0.8840) was observed between the
average annual consumption and built surface area.

Equation 56.4 defines the relationship between the average annual final energy
consumption as a function of the built surface area per hospital:

EC ¼ 0:23Aþ 1, 261:9 ð56:4Þ
where EC represents the average annual final energy consumption, expressed in
MWh, and A is the value of the built surface area, expressed in m2.

56.3.2 Relationship Between Average Annual Final Energy
Consumption and Number of Employees per Hospital

Figure 56.2 shows the energy consumption and the number of employees per
hospital. A clear correlation between those two variables was noted, showing a
Pearson coefficient of 0.8630. Equation 56.5 defines the relationship between

Fig. 56.1 Relationship between the average annual final energy consumption and the built surface
area
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average annual energy consumption as a function of the number of employees per
hospital:

EC ¼ 6:20NWþ 2, 437:60 ð56:5Þ
where EC represents the average annual consumption of final energy, expressed in
MWh, and NW indicates the number of employees per year and hospital.

56.3.3 Relationship Between Average Annual Final Energy
Consumption and Number of Beds per Hospital

In Fig. 56.3, we can see the relationship between the average annual final energy
consumption (in kWh) and the number of beds (NB). In this case, although the
correlation remains high, the result for the Pearson coefficient (0.8380) is the lowest
of the three indicators analysed to estimate final energy consumption in a hospital.

Equation 56.6 defines the relationship between the average annual final energy
consumption as a function of the number of beds per hospital:

EC ¼ 31:67NBþ 679 ð56:6Þ

Fig. 56.2 Relationship between the average annual final energy consumption and the number of
employees
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where EC represents the average annual energy consumption, expressed in MWh,
and NB is the number of beds per hospital.

56.3.4 Relationship Between Number of Hospitals and Mean
Consumption Values

The ratios of the average annual final energy consumption shown in Figs. 56.4, 56.5
and 56.6 have been collected according to the built surface area, the number of
employees and the number of beds per hospital.

The average annual final energy consumption according to the built surface area
is 271.69 kWh/m2.

Figure 56.5 shows the average annual final energy consumption according to the
number of employee, with a value of 9992.45 kWh/employee.

Similarly, the above figure represents the average annual final energy consump-
tion according to the number of beds (34,609.98 kWh/bed).

Fig. 56.3 Relationship between the average annual final energy consumption and the number of
hospital beds
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56.4 Discussion

Any measures taken in order to improve the energy efficiency of a hospital must
consider the climatic and the proper operating conditions of this type of buildings.
They should not contravene other essential requirements, such as accessibility,
safety and reliability of their facilities. The prevailing indoor conditions should
ensure air quality and thermal and visual comfort, in order to have a healing effect
on patients [17].

It has been detected in general that a large amount of the budget is directly used
for to the daily management of the hospital [18]. It is advisable to promote awareness
campaigns for energy-saving measures. Also, reasonable goals should be set in order
to improve energy-saving motivation, which would preferably involve the change of
user habits.

Healthcare engineering has a relevant issue in hospital management, since one of
its objectives is focused on energy and environmental efficiency of the building
[19]. Also objective is fulfilment of the Environmental Biosafety conditions, keeping
the perspective of patient safety [20].

It is recommended to perform periodic maintenance audits in order to determine
whether building management actions are adequate and to anticipate the trend for
maintenance demand in the future [21].
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An appropriate selection of energy service companies for the implementation and
financing of energy efficiency measures would improve the management of this type
of public buildings. It is necessary to take into account to carry out a correct planning
of the hospital projects [22].

However, thermal discomfort or inadequate lighting levels may affect medical
diagnosis [23], and appropriate infection control measures could be directly affected
by insufficient ventilation. Taking into account the particular characteristics of this
type of public building, none of the energy-saving measures can compromise the
health and comfort of users.

56.5 Conclusions

In this chapter, assessment of energy consumption in Spanish hospitals was analysed
by using Pearson’s product-moment coefficient. The results show that the average
annual energy consumption in normal operation conditions in the hospitals under
study can serve as a starting point for the development of indicators in order to
quantify the exact consumption of energy. They can also help to set optimal hospital
infrastructure through healthcare engineering.

The results obtained in this research will allow us to have average reference
indicators on energy consumption. With these indicators are able to know which are
saving measures more effective to reduce the energy consumption in hospitals.
Table 56.1 shows the average energy consumption as a function of the different
variables studied.

The results of this research may serve as a starting point for the development of
indicators to quantify the exact consumption of energy in a given hospital. A
comparative research study in different types of organizations and hospitals in
other countries may be of interest to establish a more thorough comparison in energy
building efficiency, particularly in the correlation of thermal comfort with energy
consumption.

The data and results of this research have been provided to the regional health
authorities so that they can serve to improve the management of hospital facilities.

Table 56.1 Consumption
ratios

Ratio Average

average energy consumption kWhð Þ�

built surface area m2ð Þ
270

average energy consumption kWhð Þ
number of employees

10,000

average energy consumption kWhð Þ
number of beds

35,000
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Nomenclature

A Built surface area (m2)
C Annual consumptions for final energy (kWh)
Ce Annual consumptions for electric energy (kWh)
Ct Annual consumptions for thermal energy (kWh)
EC Average annual final energy consumption (MWh)
NB Number of beds per hospital.
NW Number of employees per year and hospital
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Chapter 57
Energy Efficiency in the Building Sector:
The Effect of Residential Progressive
Electricity Tariffs on the Economic
Performance of the Building-Integrated
Photovoltaic Blind

Jeongyoon Oh, Choongwan Koo, and Taehoon Hong

57.1 Introduction

South Korea is implementing the residential progressive electricity tariffs (RPET),
which imposes different electricity rates on residential buildings based on the
amount of electricity consumption [1]. RPET can greatly affect the economic
performance of the photovoltaic (PV) system in residential buildings [2]. As the
RPET was revised in December 2016, the economic performance of the PV system,
which had been evaluated based on the conventional RPET (RPET conventional),
would change. In this regard, it is necessary to analyze the effect of RPET on the
economic performance of the PV system. This study focused on building-integrated
photovoltaic blind (BIPB) among the PV system, which can be applied to residential
building facade with a considerable amount of area and effectively reduce the
air-conditioning loads in buildings through the awning function [3–5].

The previous studies on the PV system can be summarized from two perspectives
(i.e., technical analysis and economic analysis). First, some previous studies ana-
lyzed the technical performance of the PV system [6–11]. Bueno et al. [3] proposed
the optimized installation of the PV panel over building surfaces and estimated the
total amount of electricity generated from the PV system through the “Autodesk
Ecotect” simulation program. Hussein et al. [6] conducted a performance evaluation
of monocrystalline silicon-type PV modules at different tilt angles and orientations
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using the “TRNSYS” simulation program. Second, other previous studies analyzed
the economic performance of the PV system considering its technical performance
[12–16]. Bhuiyan et al. [2] conducted an economic evaluation of a stand-alone
residential PV system in a rural area in Bangladesh and compared renewable
generators with nonrenewable generators via life cycle cost (LCC) analysis.
Kazem and Khatib [14] assessed the techno-economic performance and the produc-
tivity of grid-connected PV systems in Oman considering the capacity factor and
cost of energy.

Based on the literature review, the previous studies had the following limitations.
First, most of studies, having focused on the technical performance of the PV
system, mainly used energy simulation tools. However, it is difficult for decision-
makers (e.g., designer or construction manager) to predict the technical performance
of the PV system through energy simulation at the early design stage. Second, few of
studies focused on RPET in analyzing the economic performance of the PV system
since RPET was not considered in the target countries, or there was a minimal
difference in the electricity rates according to the amount of electricity consumption.
Therefore, this study aimed to develop a finite element model for estimating the
techno-economic performance of BIPB, in which the economic performance of
BIPB was analyzed considering RPET.

57.2 Materials and Methods

This study was conducted in three steps: (i) step 1, development of a finite element
model for estimating the techno-economic performance of BIPB; (ii) step 2, estab-
lishment of representative household types; and (iii) step 3, impact analysis of RPET
on the economic performance of BIPB.

57.2.1 Finite Element Model for Estimating the Techno-
economic Performance of the BIPB

This study developed a four-node-based Lagrangian finite element model for esti-
mating the techno-economic performance of BIPB (FEM4-nodeBIPB) for residential
buildings. FEM4-nodeBIPB was developed in three steps: (i) estimation of the
technical performance of BIPB, (ii) estimation of the economic performance of
BIPB, and (iii) systemization of the proposed model.
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57.2.1.1 Estimation of the Technical Performance of BIPB

In this study, the technical performance of BIPB was estimated in the following
process: (i) definition of variables, (ii) establishment of a standard database using
energy simulation, and (iii) estimation of the technical performance of BIPB
using FEM.

First, the design variables affecting the amount of electricity generated from BIPB
(EGBIPB) were defined as follows: (i) architectural design elements (i.e., the region
and orientation), (ii) window design elements (i.e., the visible transmittance
(VT) and exterior window area), and (iii) BIPB design elements (i.e., the window-
to-PV panel ratio and efficiency of the PV panel) [17, 18]. In addition, the design
variables can be categorized into the nominal-scale design variables (i.e., orientation,
VT) and ratio-scale design variables (i.e., exterior window area, window-to-PV
panel ratio).

Second, a standard database was established using the “Autodesk Ecotect”
software program in the following process: (i) definition of the reference model
and (ii) establishment of a standard database.

(i) Definition of reference model: The reference model of BIPB was defined
considering three aspects (i.e., the size of the reference model, the blind type
of the reference model, and the efficiency of the PV panel in the reference
model). First, the size of the reference model was determined to be 1 m2

(1000 � 1000 mm) by considering the linear relationship between the amount
of EGBIPB and the installation area of the BIPB. Second, the blind type of the
reference model was set as a 50-mm-wide venetian blind. Third, the copper
indium gallium selenide (CIGS) PV panel with 11.70% efficiency was deter-
mined to be used in the reference model by considering the usability and
constructability of the PV panels to be applied to the BIPB [19].

(ii) Establishment of a standard database: Based on the defined reference model,
this study established a standard database using the “Autodesk Ecotect Analy-
sis” software program. A standard database was set by considering three
nominal-scale variables (i.e., region (3 types), orientation (8 types), and VT
(6 types)) and the monthly EGBIPB (12 types). Accordingly, a total of 1728
standard databases (3 � 8 � 6 � 12) were generated. Table 57.1 shows an
example of a standard database for the amount of EGBIPB under the following
conditions: southern part of the region, 1m2 of the exterior wall area, 100% of
the window-to-PV panel ratio, and 11.70% of the CIGS PV panel efficiency.

Finally, the technical performance of BIPB using FEM was estimated in the
following process: (i) definition of the independent variables to be applied to FEM,
(ii) discretization of the continuum of the independent variables, and (iii) determi-
nation of the shape and interpolation function.

(i) Definition of the independent variables to be applied to FEM: Among the six
design variables (i.e., the region, orientation, VT, exterior window area,
window-to-PV panel ratio, and efficiency of the PV panel), the orientation (ξ)

57 Energy Efficiency in the Building Sector: The Effect of Residential. . . 795



and VT (η) were selected as the design variables to be applied to FEM, which
can affect the amount of EGBIPB.

(ii) Discretization of the continuum of the independent variables: This study
conducted the discretization for the continuum of the independent variables
(i.e., the orientation (ξ) and VT (η)). As a result, the orientation between 0 and
360� was divided into 8 intervals in 45� unit (i.e., south, 0�; southeast, 45�; east,
90�; northeast, 135�; north, 180�; northwest, 225�; west, 270�; and southwest,
315�), and the VT between 0.3 and 0.8 was divided into 6 intervals in 0.1 unit
(i.e., 0.3, 0.4, 0.5, 0.6, 0.7, and 0.8). The ξ�η matrix for the amount of EGBIPB

was established on the basis of the results of discretization. Table 57.2 shows an
example of the ξ�η matrix for the amount of EGBIPB in January. In addition,

Table 57.1 Standard database for the amount of EGBIPB

a

VT Month

Orientation
bS:
0�

cSE:
45�

dE:
90�

eNE:
135�

fN:
180�

gNW:
225�

hW:
270�

iSW:
315�

0.8 January 8722 7759 4469 1967 1822 1829 2962 5778

February 8908 7492 4571 2114 1918 1964 3700 6721

March 7543 7331 5878 3656 3026 3259 4956 6636

April 5937 7035 7019 5240 3738 4385 6012 6579

May 5101 6703 7688 6296 4220 5504 6911 6594

June 4700 6221 7347 6486 4714 5493 6051 5559

July 4408 5285 5860 5270 4238 4915 5552 5247

August 4916 6392 7050 5662 3892 4583 5718 5763

September 5593 6124 5429 3793 3026 3377 4545 5290

October 8651 8130 5779 2965 2428 2569 4500 6850

November 8544 7059 4242 1846 1639 1666 3416 6294

December 9698 7604 3856 1634 1569 1569 3075 6712

Note: aVT stands for the visible transmittance, bS stands for the south, cSE stands for the southeast, d

E stands for the east, eNE stands for the northeast, fN stands for the north, gNW stands for the
northwest, hW stands for the west, and iSW stands for the southwest. Unit (Wh/m2)

Table 57.2 ξ�η matrix of the amount of EGBIPB (in January)

a

VT
(η)

Orientation (ξ)
b

S:0� cSE: 45� dE: 90� eNE: 135� fN: 180� gNW: 225� hW: 270� iSW: 315�

0.3 6777 5904 3138 1418 1335 1340 2081 4324

0.4 7126 6231 3323 1473 1379 1384 2171 4599

0.5 7463 6644 3578 1738 1477 1482 2288 4871

0.6 7898 7026 3886 1716 1606 1612 2527 5188

0.7 8281 7371 4154 1821 1694 1699 2729 5463

0.8 8722 7759 4469 1967 1822 1829 2962 5778

Note: aVT stands for the visible transmittance, bS stands for the south, cSE stands for the southeast, d

E stands for the east, eNE stands for the northeast, fN stands for the north, gNW stands for the
northwest, hW stands for the west, and iSW stands for the southwest. Unit (Wh/m2)
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based on the ξ�η matrix for the amount of EGBIPB, the four extreme points,
which should be used for the determination of the shape and interpolation
function, could be derived.

(iii) Determination of the shape and interpolation function: The shape function was
derived from the variable configuration (i.e., ξ and η were defined as the
orientation and VT, respectively), and the function configuration (i.e., ϕ (ξ, η)
was defined as the amount of EGBIPB). Also, based on the derived shape
function, the interpolation function was defined. The general expression of
the four-node-based Lagrangian shape function was defined in Eq. (57.1). By
applying the four extreme points in the ξ�η matrix to Eq. (57.1), four polyno-
mial equations can be derived. As shown in Eq. (57.2), the interpolation
function can be defined with the four polynomial equations. Also, the coeffi-
cients of the four-node-based Lagrangian shape function can be calculated
using the inverse matrix in Eq. (57.3).

φ ξ; ηð Þ ¼ α1 � ξþ α2 � ξ � ηþ α3 � ηþ α4 ð57:1Þ
ξn ξn � ηn ηn 1
ξnþ1 ξnþ1 � ηn ηn 1
ξn ξn � ηnþ1 ηnþ1 1
ξnþ1 ξnþ1 � ηnþ1 ηnþ1 1

2
664

3
775

α1
α2
α3
α4

2
664

3
775 ¼

φ1 ξn; ηnð Þ
φ2 ξnþ1; ηnð Þ
φ3 ξn; ηnþ1

� �
φ4 ξnþ1; ηnþ1

� �
2
664

3
775 ð57:2Þ

α1
α2
α3
α4

2
664

3
775 ¼

ξn ξn � ηn ηn 1
ξnþ1 ξnþ1 � ηn ηn 1
ξn ξn � ηnþ1 ηnþ1 1
ξnþ1 ξnþ1 � ηnþ1 ηnþ1 1

2
664

3
775
�1 φ1 ξn; ηnð Þ

φ2 ξnþ1; ηnð Þ
φ3 ξn; ηnþ1

� �
φ4 ξnþ1; ηnþ1

� �
2
664

3
775 ð57:3Þ

where, ϕ stands for the amount of electricity generated from BIPB (EGBIPB); ξ
stands for the orientation as design variable; η stands for the VT as design variable;
and α1�α4 stand for the coefficients of the four-node-based Lagrangian shape
function.

57.2.1.2 Estimation of the Economic Performance of BIPB

In this study, the economic performance of BIPB was evaluated using LCC analysis.
As shown in Table 57.3, this study established five main assumptions: (i) analysis
approach, (ii) starting point of analysis, (iii) analysis period, (iv) real discount rate,
and (v) significant costs of ownership [1, 19].

The economic performance of BIPB can be provided in three ways: (i) the net
present value (NPV) as an absolute value, (ii) the saving-to-investment ratio (SIR) as
relative values, and (iii) the payback period. Also, if “NPV � 0” or “SIR�1”, it
could be reasonable to apply BIPB to residential buildings in terms of economic
viability (refer to Eqs. (57.4) and (57.5)).
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NPVn ¼
Xn
t¼0

EGt þ ETt

1þ rð Þt �
Xn
t¼0

IICþ RCt

1þ rð Þt ð57:4Þ

SIRn ¼
Xn
t¼0

EGt þ ETt

1þ rð Þt
 !

=
Xn
t¼0

IICþ RCt

1þ rð Þt
 !

ð57:5Þ

where NPVn stands for net present value during n years, SIRn stands for saving-to-
investment ratio during n years, r stands for real discount rate, n stands for LCC
analysis period, EGt stands for the benefit from the electricity generation in year t,
ETt stands for the benefit from the emission trading in year t, IIC stands for initial
investment cost in year t, and RCt stands for repair cost in year t.

Table 57.3 Main assumption of the LCC analysis

Classification Detailed description
Analysis approach Present worth method

Starting point of analysis 2017

Analysis period 25 years

Real discount rate Inflation rate 3.30%

Electricity price growth
rate

0.66%

CO2 trading price growth
rate

2.66%

Significant costs of
ownership

Cost aIIC bBIPB using cCIGS PV panel: 258.11 US$/m2

Repair cost 0.5% of IIC/year

Benefit Electricity-sav-
ing benefit

dRPETconventional
eRPETrevised

• Under 100kWh:
0.050 US$/kWh
• 101~200kWh:
0.105 US$/kWh
• 201~300kWh:
0.156 US$/kWh
• 301~400kWh:
0.233 US$/kWh
• 401~500kWh:
0.347 US$/kWh
• Over 500kWh:
0.590 US$/kWh

• Under 200kWh:
0.078 US$/kWh
• 201~400kWh:
0.156 US$/kWh
• Over 400kWh:
0.233 US$/kWh

fKCERs 8.77 US$/tCO2eq 8.77 US$/tCO2eq

Note: aIIC stands for the initial investment cost, bBIPB stands for the building-integrated photovol-
taic blind, cCIGS stands for the copper indium gallium selenide, dRPETconventional stands for the
conventional residential progressive electricity tariffs, eRPETrevised stands for the revised residential
progressive electricity tariffs, and fKCERs stand for the Korean certified emission reductions. The
exchange rate (KRW/USD) is 1203.00 won to a US dollar (as of January 4, 2017)
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57.2.1.3 Systemization of the Proposed Model

This study conducted the systemization of the proposed model (FEM4-nodeBIPB) for
residential buildings. Since it is difficult for decision-makers to carry out the
aforementioned complex process (i.e., estimation of the techno-economic perfor-
mance of BIPB using FEM and LCC analysis), especially at the early design stage,
the developed system will be very useful for them. The systemization of the
proposed model can be conducted using the “Microsoft-Excel-based Visual Basic
for Application.”

As shown in Fig. 57.1, if decision-makers select design variables for a residential
building in Part 1 (i.e., variable selection), the model can provide them with the
techno-economic performance of BIPB, which can be estimated through both FEM
in Part 2 (i.e., estimation of the technical performance of BIPB) and LCC analysis in
Part 3 (i.e., estimation of the economic performance of BIPB).

57.2.2 Establishment of Representative Household Types

This study established representative household types to analyze the impact of RPET
on the economic performance of BIPB, which was conducted in two steps: (i) data
collection and (ii) definition of the representative household types.

Fig. 57.1 The graphic user interface for the proposed model (FEM4-nodeBIPB for residential
buildings)
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57.2.2.1 Data Collection

Data collection was conducted in the following process: (i) definition of the facade
design variables of residential building and (ii) establishment of database. First, the
electricity consumption in a household (EChousehold) and the EGBIPB can be affected
by the facade design variables of residential buildings [17, 18, 20]. Thus, this study
defined the facade design variables of residential buildings from the four viewpoints:
(i) architectural design elements (i.e., the region and orientation, which can affect
both EChousehold and EGBIPB, and the household floor area, which can affect only
EChousehold), (ii) exterior wall design elements (i.e., the number of exterior walls,
U-value of the exterior wall, wall-to-floor ratio, and exterior wall area by orientation,
which can affect only EChousehold), (iii) window design elements (i.e., the U-value of
the windows, solar heat gain coefficient, direct solar transmittance, VT, window-to-
wall ratio, and window area by orientation, which can affect both EChousehold and
EGBIPB), and (iv) BIPB design elements (i.e., the window-to-PV panel ratio and
efficiency of the PV panel, which can affect only EGBIPB) [20–31]. Second, this
study established a database for 5002 households, including the facade design
variables of residential buildings, EChousehold, and EGBIPB. The databases on the
facade design variables were established using design drawings. The database of
EChousehold was established through the energy service provider (i.e., Korea Electric
Power Corporation). Based on the defined facade design variables, this study
established a database of EGBIPB using FEM4-nodeBIPB for residential buildings.

57.2.2.2 Definition of Representative Household Types

Based on the established database for 5,002 households, representative household
types were defined in the following process: (i) clustering of 5,002 households
considering the facade design variables of residential buildings and (ii) selection of
representative household types. First, the households with the identical facade
design variables were classified into the same group. Accordingly, a total of 57 clus-
ters were generated. Second, using Monte Carlo simulation, this study estimated the
probability density function for EChousehold by each cluster. Based on the results, the
median value of EChousehold by each cluster was established as a representative value
by each cluster. Accordingly, a total of 57 representative household types were
defined.

57.2.3 Economic Impact Analysis of Residential Progressive
Electricity Tariffs on the BIPB

In this study, the economic performance of BIPB was analyzed with focus on RPET
in two ways: (i) conventional residential progressive electricity tariffs
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(RPETconventional) and (ii) revised residential progressive electricity tariffs
(RPETrevised). In terms of RPETconventional, the standard for electricity rates consists
of six zones in 100kWh unit, based on the monthly EChousehold. On the other hand, in
terms of RPETrevised, the standard for electricity rates consists of three zones in
200kWh unit, based on the monthly EChousehold. As shown in Table 57.4, in case of
RPETconventional, the maximum electricity rate (US$0.590/kWh) was 11.3 times
higher than the minimum electricity rate (US$0.050/kWh). In case of RPETrevised,
however, the maximum electricity rate (US$0.233/kWh) was 2.98 times higher than
the minimum electricity rate (US$0.078/kWh).

As shown in Fig. 57.2, there are remarkable differences between RPETconventional

and RPETrevised in accordance with the amount of monthly EChousehold. First, when
RPETconventional was applied to the households whose monthly EChousehold was under
200 kWh (i.e., tariff zones “A” and “B”), the electricity rates decreased by a small
margin compared to those based on RPETrevised. Second, the electricity rates before
and after the revision of RPET were identical for the households whose monthly
EChousehold was between 201 and 300 kWh (i.e., tariff zone “C”). Third, when
RPETconventional was applied to the households whose monthly EChousehold was
over 300 kWh (i.e., tariff zones “D,” “E,” and “F”), the electricity rates considerably
increased compared to RPETrevised [1].

Table 57.4 Electricity rates in South Korea by RPETconventional and RPETrevised

Classification
Basic charge (US
$/household)

Electricity rates
(US$/kWh)

aRPETconventional Under 100kWh (tariff zone
“A”)

0.341 0.050

101~200kWh (tariff zone “B”) 0.756 0.105

201~300kWh (tariff zone “C”) 1.330 0.156

301~400kWh (tariff zone “D”) 3.200 0.233

401~500kWh (tariff zone “E”) 6.068 0.347

Over 500kWh (tariff zone “F”) 10.756 0.590
bRPETrevised Under 200kWh (tariff zones

“A” and “B”)
0.756 0.078

201~400kWh (tariff zones “C”
and “D”)

1.330 0.156

Over 400kWh (tariff zone “F”) 6.068 0.233

Note: aRPETconventional stands for the conventional residential progressive electricity tariffs,
bRPETrevised stands for the revised residential progressive electricity tariffs. The exchange rate
(KRW/USD) is 1203.00 won to a US dollar (as of January 4, 2017)
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57.3 Results and Discussion

The feasibility of FEM4-nodeBIPB was verified based on the comparison between the
energy simulation (i.e., Autodesk Ecotect software program) and the developed
model. In addition, the impact of RPET on the economic performance of BIPB
was analyzed by using the developed FEM4-nodeBIPB for residential buildings. To
do this, the EChousehold and the EGBIPB of the 57 representative household types were
used. The results can be explained in detail from two perspectives: (i) economic
performance of BIPB under RPETconventional and (ii) economic performance of BIPB
under RPETrevised.

57.3.1 Validation of the Proposed Model

In order to verify the feasibility of the developed FEM4-nodeBIPB, the EGBIPB from
the energy simulation (i.e., Autodesk Ecotect software program) was compared with
that from the developed model in terms of MAPE (mean absolute percentage error)
(refer to Eq. (57.6)). The validation was conducted by using the EGBIPB at the
following points: (i) orientation (ξ) 22.5, 67.5, 112.5, 137.5, 202.5, 247.5, 292.5,
and 337.5� and (ii) VT (η) 35, 45, 55, 65, and 75%.

Fig. 57.2 Analysis on the electricity rates by considering residential progressive electricity tariffs
(RPET)
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Table 57.5 shows the results of validation for the FEM4-nodeBIPB. As shown in
Table 57.5, the yearly based MAPE was determined to be 4.54%. In addition, the
FEM4-nodeBIPB can provide the estimated techno-economic performance of the
BIPB within a short time in an easy way. Therefore, the feasibility of FEM4-

nodeBIPB was verified in terms of two aspects: (i) the effectiveness (i.e., its superior
estimation accuracy) and (ii) the efficiency (i.e., computational time).

57.3.2 Economic Performance of BIPB under
RPETconventional

As shown in blue circle in Fig. 57.3 and green circle in Fig. 57.4, this study analyzed
the correlation between EChousehold and the economic performance of BIPB (i.e., SIR
and payback period) under RPETconventional. It showed that as the EChousehold

increased, the SIR improved and the payback period became shorter. Such results
can be explained in detail by focusing on the economic performance of BIPB based
on each zone of EChousehold (e.g., tariff zones “C,” “D,” “E,” and “F”).

In case of the households in tariff zone “F” (dark blue circle in Fig. 57.3 and dark
green circle in Fig. 57.4), the economic performance of BIPB (i.e., SIR and payback
period) was shown to have much superior, compared to those in tariff zone “D”
(light blue circle in Fig. 57.3 and light green circle in Fig. 57.4). As the EChousehold

increased, the total electricity bills rose sharply under RPETconventional. This is
because the electricity rates increase by 100kWh unit of EChousehold. In other
words, the electricity-saving benefit generated from EGBIPB is higher for the

Table 57.5 The results of
validation on FEM4-nodeBIPB Classification

aMAPE

Monthly Yearly

January 6.00% 4.54%

February 5.07%

March 3.09%

April 3.54%

May 4.94%

June 3.42%

July 3.19%

August 3.99%

September 2.80%

October 4.02%

November 6.67%

December 7.79%

Note: aMAPE stands for the mean absolute percentage error
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households in tariff zone “F” (dark blue circle in Fig. 57.3 and dark green circle in
Fig. 57.4), compared to those in tariff zone “D” (light blue circle in Fig. 57.3 and
light green circle in Fig. 57.4). As a result, it was determined that it would be more
effective to apply BIPB to households with higher EChousehold than to those with
lower EChousehold.

Fig. 57.3 Correlation between the EChousehold and the SIR of the BIPB for 57 representative
household types

Fig. 57.4 Correlation between the EChousehold and the PP of the BIPB for 57 representative
household types
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57.3.3 Economic Performance of BIPB under RPETrevised

As shown in red circle in Fig. 57.3 and yellow circle in Fig. 57.4, this study analyzed
the correlation between EChousehold and the economic performance of BIPB (i.e., SIR
and payback period) under RPETrevised. It showed that as the EChousehold increased,
the economic performance of BIPB (i.e., SIR and payback period) improved in
common with the case of RPETconventional.

However, as RPET was reorganized to increase the electricity rates by 200kWh
unit of EChousehold, the margin of increase in the electricity rates in accordance with
the amount of EChousehold decreased, compared to that under RPETconventional. In
other words, the ratio of the maximum electricity rates to the minimum electricity
rates decreased from 11.3 to 2.98 as RPET was reorganized. Since the EChousehold of
all the 57 representative household types were included in tariff zones “D,” “E,” and
“F,” the total electricity bills under RPETrevised (refer to red circle in Fig. 57.3)
decreased, compared to those under RPETconventional (refer to blue circle in
Fig. 57.3). As a result, it was determined that the overall economic performance of
BIPB (i.e., SIR and payback period) decreased under RPETrevised, which was caused
by the reduction of the electricity-saving benefit from the application of BIPB.

57.3.4 Discussion

As RPET was reorganized in December 2016, the potential of electricity-saving
benefit by applying BIPB to residential buildings was reduced. Accordingly, the
economic performance of BIPB of the 57 representative household types was
decreased. Nevertheless, as the electricity rate changes based on EChousehold, the
economic performance of BIPB is expected to increase for the households with a
large floor area. That is, it will be more economical to apply BIPB to households
with higher EChousehold. It is because EChousehold and the household floor area
generally have a positive correlation.

57.4 Conclusions

This study developed FEM4-nodeBIPB for residential buildings, which used to
analyze the economic performance of BIPB considering RPET. This study was
conducted in three steps: (i) step 1, development of a finite element model for
estimating the techno-economic performance of BIPB; (ii) step 2, establishment of
representative household types; and (iii) step 3, impact analysis of RPET on the
economic performance of BIPB. The main findings can be summarized as follows:
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• Compared to the energy simulation, the yearly based MAPE of the FEM4-

nodeBIPB was determined to be 4.54%. Therefore, the developed model appeared
to have excellent prediction accuracy.

• As for the economic performance of BIPB based on the 57 representative house-
hold types, the households with a higher EChousehold showed to be superior due to
the effect of RPET. Namely, it will be more economical to apply BIPB to
households with a larger household floor area.

• As the electricity rates were lowered after the reorganization of RPET, the
electricity-saving benefit through the application of BIPB to the 57 representative
household types decreased. As a result, the economic performance of BIPB under
RPETrevised tended to decrease, compared to RPETconventional.

This study provided intuitive results on the economic performance of BIPB
considering RPET in accordance with the household properties (i.e., the EChousehold

and household floor area). This study focused on the self-consumed utilization plan
for EGBIPB. The results showed that the economic performance of BIPB would
decrease after the reorganization of RPET in South Korea. In this regard, it is
necessary to conduct further research not only for the self-consumed utilization
plan but also for the grid-connected utilization plan. Toward this end, the developed
model (FEM4-nodeBIPB for residential buildings) should be expected to conduct a
multilateral economic analysis, for which the research team is conducting a follow-
up study.

Nomenclature

BIPB Building-integrated photovoltaic blind
EChousehold Electricity consumption in a household
EGBIPB Electricity generated from BIPB
FEM Finite element model
FEM4-nodeBIPB Four-node-based Lagrangian finite element model for estimating

the techno-economic performance of BIPB
RPET Residential progressive electricity tariffs
RPETconventional Conventional residential progressive electricity tariffs
RPETrevised Revised residential progressive electricity tariffs
VT Visible transmittance

Acknowledgments This research was supported by the National Research Foundation of Korea
(NRF) grant funded by the Korean government (MSIP; Ministry of Science, ICT and Future
Planning) (NRF-2016R1C1B2007941).

References

1. Bahr W (2014) A comprehensive assessment methodology of the building integrated photo-
voltaic blind system. Energ Buildings 82:703–708

2. Bhuiyan MMH, Asgar MA, Mazumder RK, Hussain M (2000) Economic evaluation of a stand-
alone residential photovoltaic power system in Bangladesh. Renew Energy 21(3):403–410

806 J. Oh et al.



3. Bueno L, Ibliha M, Vizcarra B, Chaudhry GM, Siddiki MK (2015) Feasibility analysis of a solar
photovoltaic array integrated on façades of a commercial building. In Photovoltaic Specialist
Conference (PVSC), 2015 IEEE 42nd, 1–4

4. EPBD (The Energy Performance of Buildings Directive) (2005) Improving the energy effi-
ciency of the existing housing stock. In: Delft Universit of Technology (DUT)

5. GFE (Glass for Europe) (2010) The energy performance of buildings directive: business
opportunities for the glass industry and national implementation challenges. In: Brussels

6. Hussein HMS, Ahmad GE, El-Ghetany HH (2004) Performance evaluation of photovoltaic
modules at different tilt angles and orientations. Energ Convers Manag 45(15):2441–2452

7. Hwang T, Kang S, Kim JT (2012) Optimization of the building integrated photovoltaic system
in office buildings-focus on the orientation, inclined angle and installed area. Energ Buildings
46:92–104

8. Hong T, Koo C, Kim D, Lee M, Kim J (2015) An estimation methodology for the dynamic
operational rating of a new residential building using the advanced case-based reasoning and
stochastic approaches. Appl Energ 150:308–322

9. Hummon M, Denholm P, Margolis R (2012) Impact of photovoltaic on orientation on its
relative economic value in wholesale energy markets. Prog Photovolt Res Appl 21(7):1531–
1540

10. Kacira M, Simsek M, Babur Y, Demirkol S (2004) Determining optimum tilt angles and
orientations of photovoltaic panels in Sanliurfa, Turkey. Renew Energ 29(8):1265–1275

11. Hong T, Koo C, Oh J, Jeong K (2017) Nonlinearity analysis of the shading effect on the
technical–economic performance of the building-integrated photovoltaic blind. Appl Energ
194:467–480

12. KEPCO (Korea Electric Power Corporation), The electricity rates. Available at http://home.
kepco.co.kr/ (January 4, 2017)

13. Kaldellis J, Zafirakis D (2012) Experimental investigation of the optimum photovoltaic panels’
tilt angle during the summer period. Energy 38(1):305–314

14. Kazem HA, Khatib T (2013) Techno-economical assessment of grid connected photovoltaic
power systems productivity in Sohar, Oman. Sust Energ Technol Assessments 3:61–65

15. Koo C, Hong T, Lee M, Kim J (2016) An integrated multi-objective optimization model for
determining the optimal solution in implementing the rooftop photovoltaic system. Renew Sust
Energ Rev 57:822–837

16. Koo C, Hong T, Jeong K, Ban C, Oh J (2017) Development of the smart photovoltaic system
blind and its impact on net-zero energy solar buildings using technical-economic-political
analyses. Energy 124:382–396

17. Koo C, Hong T, Park H, Yun G (2014) Framework for the analysis of the potential of the
rooftop photovoltaic system to achieve the net-zero energy solar buildings. Prog Photovolt Res
Appl 22(4):462–478

18. Koo C, Park S, Hong T, Park H (2014) An estimation model for the heating and cooling demand
of a residential building with a different envelope design using the finite element method. Appl
Energ 115:205–215

19. Lee H, Park J, Yoon J, Shin U (2013) A study on the economic evaluation of photovoltaic
system in the greenhome. Korean Solar Energy Soc 4:47–52

20. ZCH (Zero Carbon Hub) (2011) Energy performance of building directive: Introductory guide
to the recast EPBD-2. London

21. Lee J (2010) A study on support policy for popularization of BIPV. In: Korean J (ed) The
Korean Journal of Air-Conditioning and Refrigeration Engineering, pp 1608–1612

22. Mandalaki M, Tsoutsos T, Papamanolis N (2014) Integrated PV in shading systems for
Mediterranean countries: Balance between energy production and visual comfort. Energ Build-
ings 77:445–456

23. Ordóñez J, Jadraque E, Alegre J, Martínez G (2010) Analysis of the photovoltaic solar energy
capacity of residential rooftops in Andalusia (Spain). Renew Sust Energ Rev 14(7):2122–2130

57 Energy Efficiency in the Building Sector: The Effect of Residential. . . 807

http://home.kepco.co.kr/
http://home.kepco.co.kr/


24. Shukla A, Sudhakar K, Baredar P (2016) Simulation and performance analysis of 110 kW p
grid-connected photovoltaic system for residential building in India: a comparative analysis of
various PV technology. Energy Reports 2:82–88

25. Pillai G, Putrus G, Georgitsioti T, Pearsall N (2014) Near-term economic benefits from grid-
connected residential PV (photovoltaic) systems. Energy 68:832–843

26. Vieira F, Moura P, de Almeida A (2017) Energy storage system for self-consumption of
photovoltaic energy in residential zero energy buildings. Renew Energ 103:308–320

27. Park H, Koo C, Hong T, Oh J, Jeong K (2016) A finite element model for estimating the techno-
economic performance of the building-integrated photovoltaic blind. Appl Energ 179:211–227

28. Masa-Bote D, Caamaño-Martín E (2014) Methodology for estimating building integrated
photovoltaics electricity production under shadowing conditions and case study. Renew Sust
Energ Rev 31:492–500

29. MLTM (Ministry of Land, Transport, and Maritime Affairs) (2010) Standard for the design and
performance evaluation of residential green buildings. Seoul (South Korea)

30. MLTM (Ministry of Land, Transport, and Maritime Affairs) (2012) Building envelope design
guidelines for achieving energy savings. Seoul (South Korea)

31. Siraki AG, Pillay P (2012) Study of optimum tilt angles for solar panels in different latitudes for
urban applications. Sol Energ 86(6):1920–1928

808 J. Oh et al.



Chapter 58
Numerical Models for Prediction of Energy
Performance and Noise Emissions
of Building Roof Fan

Ivo Marinić-Kragić, Zoran Milas, and Damir Vučina

58.1 Introduction

Until recently, centrifugal roof fans did not attract much attention since they were
considered as “small” machines (installed power is usually bellow 2 kW). Never-
theless, they account for 30% of all nonresidential ventilation [1]. If we consider
them on a large scale, this makes them large energy consumers. The centrifugal roof
fans have efficiency between 30% and 50%, which means that large space for
improvement exists. These facts attracted researchers mostly from areas of fluid
mechanics and numerical optimization. Recent numerical studies consider various
centrifugal fan sizes (and designs), ranging from very small (outer diameter smaller
than 100 mm) to large (outer diameter up to 500 mm). Numerical simulation of a
very small centrifugal fan (used for CPU cooling) was conducted in [2]. This study
includes numerical simulation of performance and noise emissions and a comparison
with experimental results. Experimental and numerical study of a fan similar in size
(centrifugal fan for a refrigerator) was conducted by [3]. They adopted an URANS
CFD model for performance analysis. The results from CFD simulation were
subsequently used for acoustic noise calculation using Ffowcs Williams-Hawkings
equations [4]. This noise calculation model in combination with URANS is also used
for larger centrifugal fans, for example, in [5] for a fan which has 510 mm outer
diameter. Some authors have also used a similar but computationally more efficient
noise estimation model developed by [6]. Example is the study by [7]. Additionally,
for flow simulation they used SAS turbulence model [8]. This is a hybrid
LES-RANS turbulence model which uses the RANS kω–SST model in the areas
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near the solid walls and the LES far away. Recent studies also include numerical
optimization of energy conversion efficiency and acoustic emissions [9, 10]. It was
shown that single-objective (fan efficiency) optimization case has a very low sensi-
tivity in the area near the optimal solution. This means that multiple different
solutions exist with almost the same efficiency. The first approach in solving the
low sensitivity problem was to define the efficiency as an average over multiple
operating regime. The second approach implemented multi-objective optimization
with noise emission as a second criterion. The use of an appropriate numerical model
is important in all optimization scenarios. Here, we tested various CFD models
regarding the prediction of fan pressure, efficiency, and noise emission. Steady-state
RANS, URANS, and LES turbulence models were investigated. Frozen rotor
approach was used in all cases.

58.2 Roof Fan Design and Performance

58.2.1 Design and Geometry

Since roof fans expel the air directly into the ambient, they do not require a scroll
housing. Roof fan housing is usually a simple axisymmetric cap, used merely as a
weather shield as illustrated in Fig. 58.1. Electric motor usually drives the impeller
by a direct drive without a belt or gears. In any case, the far-field flow conditions are
axisymmetric.

58.2.2 Performance Definition

The most important fan performance parameters are the total pressure increase and
the corresponding fan efficiency. Since roof fans do not have a pressure duct, the

impeller electric
motor

housing

building roof

air inflow

air
outflow

air
outflow

Fig. 58.1 Simplified roof
fan schematic
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outlet dynamic pressure is ignored. Hence, the total pressure increase Δpt is defined
as:

Δpt ¼
Z

Ao

po
�
v
!
o
d �Ao

�
= _V �
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pi þ
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2
ρv2i
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�
= _V ð58:1Þ

where po is static pressure at outlet and pi is the static pressures at inlet. The absolute
velocities at outlet and inlet are designated by v

!
o
and v

!
i
, respectively. Area of fan

outlet section is designated Ao while the inlet section area is designated by Ai, ρ is the
air density, and _V is the volume flow rate.

The fan efficiency is defined as:

η ¼ _V Δpt=P ð58:2Þ
where P is the fan power. The fan power Pcan be calculated by:

MiωþM fdω ð58:3Þ
where Mi is the torque due to the aerodynamic forces acting on the inside impeller
surface andMfd the disc friction torque. In reality, additional power is required due to
the volumetric and mechanical losses (which have only a minor impact on the overall
efficiency). To calculate the torque, pressure and shear stress are integrated along the
fan impeller walls according to:
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58.2.3 Experimental Results

This section presents the experimental results from [10]. The experiments include
measurements of pressure and efficiency as defined by Eqs. (58.1) and (58.2),
respectively. Table 58.1 defines the geometric characteristics of the investigated
fan. This geometry was later used for constructing the numerical model.

Table 58.1 Fan geometric
characteristics [10]

Impeller diameter (outlet) D (mm) 325

Impeller eye Do (mm) 235

External rotor
(el. motor)

der (mm) 138

Impeller width b (mm) 75

Number of vanes z 14

Vane outlet angle β (O) 45

Vane thickness t (mm) 1,5

58 Numerical Models for Prediction of Energy Performance and Noise. . . 811



The impeller outer diameter and the impeller width are shown in Fig. 58.2, while
the impeller eye is only visible from the bottom view (not shown).

Measurements were conducted for multiple flow rates and the results are shown in
Fig. 58.3. This small roof fan was tested in laboratory conditions. The fan “housing”
was only a simple axisymmetric horizontal cap, and far-field conditions can also be
regarded as axisymmetric. The peak efficiency (42%) was measured at flow rate of
918 m3/h, with the pressure increase 81 Pa. Measurements were conducted up to
flow rate of 1650 m3/h where efficiency drops to near zero. Rotational speed was
constant in all tests ω ¼ 103 rad/s. These results were compared with the numerical
as shown later in results section.

D der
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air
inlet
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shroud
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z
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Fig. 58.2 Impeller
geometry

Fig. 58.3 Experimental fan characteristics from [10]
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58.3 Numerical Model

58.3.1 Computational Domain

Computational domain is selected such that it encapsulates only one vane. This is
sufficient since the periodic boundary conditions can be used. A single segment of
impeller computational sub-domain is illustrated in Fig. 58.4. In addition to impeller
sub-domain, intake pipe and outflow atmospheric domain has to be modeled. Again,
only one segment is modeled. Intake pipe segment with length twice the impeller
diameter (D) was used, while the diameter of the atmospheric domain was six times
the impeller diameter. Atmospheric sub-domain is divided in two domains so that
different element sizes can be used near the fan outlet and far away. The impeller
sub-domain and the inner atmospheric sub-domain were analyzed in a rotating
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y
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y
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fan
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outer
atmospheric
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Fig. 58.4 Computational
(sub-)domains: (a) impeller
computational domain
(CD) segment with periodic
boundary conditions
(BC) and (b) remaining
computational sub-domains
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reference frame, while the rest of the computational domain was stationary. Mass
flow boundary condition was set at the pipe inlet section, while the pressure outlet
(zero pressure) was prescribed at the outer atmospheric sub-domain.

58.3.2 Domain Discretization

The computational domain is discretized by the finite volumes using the ANSYS
Meshing. Regarding the number of elements, two different domain discretizations
were used. A courser mesh is used for the RANS simulations while finer mesh was
used for LES. Structured mesh with hexahedral elements was used in the atmosphere
domains. Intake pipe domain was constructed with unstructured swept mesh with
inflation zone near the pipe wall. In the impeller domain, tetrahedral elements were
used with prism inflation layers near the wall surfaces. In RANS model, 17 inflation
layers were used. The first layer height was set to 0.015 mm and growth rate was set
to 1.17. For LES model, inflation zone with 30 layers and growth rate of 1.035 were
used. Figure 58.5 illustrates the mesh at half-height of the impeller (Fig. 58.6).

Fig. 58.5 Mesh at half-
height of impeller domain
for RANS model – whole
impeller view

Fig. 58.6 Mesh near the vane leading edge at half-height of impeller domain: (a) RANS model and
(b) LES model
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While the total number of elements required for RANS simulation is about 0.5
million, LES (LES-WALE) requires a mesh with about 50 million elements (almost
700 million elements without the periodic boundary conditions). The distribution of
elements per sub-domain is shown in Table 58.2.

58.3.3 Flow and Acoustics Modeling

The averaged continuity and momentum equations in the case of incompressible
flows (and body forces excluded) can be written in index notation and Cartesian
coordinates as:

∂ρui
∂xi

¼ 0 ð58:5Þ
∂ρui
∂t

þ ∂
∂x j

�
ρuiu j þ ρu0iu

0
j

� ¼ � ∂�p
∂xi

þ ∂τij
∂x j

ð58:6Þ

where ρ, p, and �ui are the time-averaged flow density, pressure, and the Cartesian
velocity components, respectively: xi is the Cartesian coordinate; τij are the time-
averaged viscous stress tensor components:

τij ¼ μ
∂ui
∂x j

þ ∂u j

∂x j

� �
ð58:7Þ

The generalized transport equation for the time averaged of a scalar quantity ϕ
(velocity u for momentum conservation and 1 for mass conservation) can be
written as:

∂ρϕ
∂t

þ ∂
∂x j

�
ρuiϕþ ρu0jϕ

0� ¼ ∂
∂x j

Γ
∂ϕ
∂x j

� �
ð58:8Þ

The presence of fluctuating terms in the conservation equations, namely, Reyn-
olds stresses and turbulent scalar flux, means that the equations are not closed. The
closure requires the use of some approximations, which usually take the form of
prescribing the Reynolds stress tensor and turbulent scalar fluxes in terms of the
time-averaged flow quantities. The effect of turbulence can be represented as an

Table 58.2 Number of finite
volume elements per
sub-domain for mesh used
with RANS and LES models

Sub-domain

Number of elements

RANS model LES model

Inlet pipe 31,416 186,873

Impeller 336,812 40,780,027

Atmosphere (inner) 90,600 2,213,843

Atmosphere (outer) 167,859 6,322,836
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increased viscosity (which is called turbulence viscosity μt) [11]. This leads to the
Boussinesq eddy-viscosity model for the Reynolds stress Rij:

Rij ¼ �ρu0iu
0
j ¼ μt

∂ui
∂x j

þ ∂u j

∂xi
� 2
3
∂uk
∂xk

δij

� �
� 2
3
ρδijk ð58:9Þ

In (58.9), k is the turbulence kinetic energy:

k ¼ 1
2
u0iu

0
i ð58:10Þ

The eddy-viscosity hypothesis is widely used due to easy to implement and its
application has shown reasonably good results for many types of flows. Turbulent
viscosity μt and turbulence kinetic energy k are determined by the turbulence model.
The system of time-averaged equations with time term is also termed as unsteady
RANS (URANS). Specifically, this chapter implemented k�ω SST [12] as RANS
turbulence model. In addition to RANS turbulence model, this chapter presents the
results obtained by model LES (large-eddy simulation). LES equations are derived by
averaging (in space and time) only on scales with a prescribed limit (usually defined
indirectly by the mesh size). The LES equations result in a system similar to RANS
equations but with different definition of turbulence viscosity and Reynolds stresses.
The LES-WALEmodel [13] was selected for LES. Convergence criteria were set to 10
�4 for residuals in all cases. In unsteady simulations, time step was 2�/ω.

The selected method for modeling the noise problem is the Ffowcs Williams and
Hawkings (FW-H) method [4]. The FW-H method uses the most general form of the
Lighthill’s acoustic analogy. This method is appropriate for the prediction of sound
generated by rigid bodies moving at subsonic velocities. FW-H method was
implemented using the ANSYS Fluent. Stationary observer was set at 1 m distance
from the rotational axis. In order to calculate the overall pressure caused by all vanes,
multiple observers were to be used (one for each vane).

58.4 Results and Discussions

58.4.1 Steady State Model

First test case was steady-state RANS simulation with SST turbulence model. First-
order upwind discretization scheme was used. Figure 58.7 shows the comparison of
the results obtained by numerical simulation and experiment. A very good agree-
ment is evident especially near the maximum efficiency point (flow rate 900 m3/h).

The following figure (Fig. 58.8) shows the flow field velocities at two
sub-domains for the flow rate 1650 m3/h. Apparently, no or very little flow separa-
tion appears at the vane surface. Looking at the outlet flow, it can be observed that
the flow direction is slightly axial.
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The data from the CFD simulation can now be used for calculation of the acoustic
pressure at the observer point. This requires “virtual” rotation of the vane since only
steady-state solution exists. The observer point was set at 1 m distance from the
rotation axis. The result of the acoustic pressure for a single vane at the flow rate
918 m3/h is illustrated in Fig. 58.9a. This is the acoustic pressure that would appear
at the observer location if there was only a single vane. Since multiple vanes exist,
the FW-H equation has to be integrated over the whole fan. Since periodic conditions
are assumed, this does not require additional CFD simulation. To obtain the acoustic
pressure caused by the remaining vanes, the single-vane acoustic pressure result is
time-translated (Δt ¼ 2*π/14/ω). By summing the results over all vanes, the overall
acoustic pressure for the whole fan can be obtained. By conducting a Fourier

Fig. 58.7 Comparison of experimental results (exp) and steady-state RANS numerical (CFD)
simulation
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Fig. 58.8 Flow field velocities for RANS simulation at flow rate 1650 m3/h (Vstf, velocity in
stationary frame; Vstf,t, velocity in stationary frame tangential to current plane; Vrel, relative velocity;
Vrel,t, relative velocity tangential to current plane): (a) x–y plane section at z ¼ 0 and (b) x–z plane
section at half vane height
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transformation, sound pressure level as a function of frequency can be calculated as
shown in Fig. 58.9b.

As already mentioned, this solution was obtained by using the first-order upwind
discretization scheme. When the same simulation was conducted using higher-order
discretization schemes, residuals did not converge to the defined criterion 10�4.
Upwind scheme is known to introduce lots of numerical dissipation (stability). This
means that physically unsteady solution can become a steady-state solution. Thus,
the next case conducts an unsteady RANS simulation with a higher-order
discretization scheme.

58.4.2 URANS Model

Next, transient RANS simulation was conducted with the same settings as earlier but
with 2�/ω time step. Simulation was conducted for approximately two rotations and
the results were averaged. The results are illustrated in Fig. 58.10. Compared to the
previous case, CFD prediction capability for pressure and efficiency has deterio-
rated. For example, earlier the maximum fan flow rate was about 1650 m3/h, while
now it is approximately 10% lower and amounts approximately 1500 m3/h. The
pressure obtained at maximum efficiency point has also reduced from about 80 Pa to
65 Pa. Since this was not an expected result, various test cases with different mesh
sizes and domain shapes were conducted, but the results did not improve.

In order to evaluate acoustic pressure, now a transient solution is required. Since
FW-H equation only uses surface integration, this requires storage of transient
solution only at the selected source surfaces which is a considerable memory saving
in comparison to storing full 3D transient solution. The observer point was again set
at 1 m distance from the rotation axis. The result of the acoustic pressure for a single
vane at the flow rate 918 m3/h is illustrated in Fig. 58.11a. In total, 14 observer points

Fig. 58.9 Acoustic noise for observer at 1 m distance using RANS model at flow rate 918 m3/h: (a)
acoustic pressure caused by single vane (b) sound pressure level as a function of frequency
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were set at equidistant angles for calculating the acoustic pressure. Assuming
periodic conditions, the data from these 14 points can be used to integrate the
acoustic pressure for the overall fan. Next, sound pressure level as a function of
frequency is shown in Fig. 58.11b. In comparison to earlier case, URANS results in
wider spectrum of acoustic noise and much higher sound pressure levels. Experi-
mental data for the fan noise emissions is not available, but this is clearly a much
more realistic result.

Fig. 58.10 Comparison of experimental results (exp) and averaged transient URANS numerical
(CFD) simulation

Fig. 58.11 Acoustic noise for observer at 1 m distance using URANS model at flow rate 918 m3/h:
(a) acoustic pressure caused by single vane (b) overall fan sound pressure level as a function of
frequency
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58.4.3 LES Model

Next, the LES WALE turbulence model is used. This model requires a very fine
computational mesh with about 50 million elements which is about 100 times more
than required for RANS simulation. The same time step 2�/ω was used. The pressure
and efficiency results are shown in Fig. 58.12. Still, the maximum fan flow is
approximately 10% lower than experimental, but the result at the maximum effi-
ciency point is considerably improved in comparison to URANS simulation.

The flow field for the LES simulation at the flow rate 1650 m3/h is shown in
Fig. 58.13. Now, the flow field contains lots of turbulent eddies. Some of these
eddies are apparently generated near the leading edge at the pressure side of the vane.

Fig. 58.12 Comparison of experimental results (exp) and averaged transient LES numerical (CFD)
simulation
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Fig. 58.13 Flow field velocities for LES simulation at flow rate 1650 m3/h (Vstf, velocity in
stationary frame; Vstf,t, velocity in stationary frame tangential to current plane; Vrel, relative velocity;
Vrel,t, relative velocity tangential to current plane): (a) x–y plane section at z ¼ 0 and (b) x–z plane
section at half vane height
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This kind of flow field is expected to produce more acoustic emissions especially at
higher frequencies.

As was the case in URANS simulation, in order to calculate the acoustic pressure
by FW-H equation, the transient solution at the selected source surfaces needs to be
stored. Figure 58.14a shows the acoustic noise for observer at 1 m distance using the
LES model. Flow rate 918 m3/h was used. Figure 58.14b shows the sound pressure
level as a function of frequency for full fan. It is visible that up to about 100 Hz, the
solution is approximately the same as was when using URANS. While the URANS
simulation predicted that peak acoustic emissions would be generated at 100 Hz, the
LES predicts that the most noise will be generated at 800 Hz frequency. In order to
confirm these results, future work would have to include experimental acoustic
measurements.

58.5 Conclusions

This chapter presented the evaluation of RANS, URANS, and LES turbulence
models for simulating the centrifugal roof fan performance and noise emissions,
and the results were compared to the available experimental results. The best
performance prediction model is obtained by using the steady-state RANS model
with the first-order upwind discretization. The first-order scheme introduces lots of
numerical dissipation; thus, higher-order schemes are usually recommended. But,
when using higher-order schemes, it was shown that the solution does not converge
to a steady state. Instead of steady state, high-order scheme can be used solved in a
transient simulation (URANS). The results obtained by the URANS do not achieve
as good performance prediction as the RANS with the first-order discretization
scheme. In comparison with the URANS, it was shown that the LES achieves

Fig. 58.14 Acoustic noise for observer at 1 m distance using LES model at flow rate 918 m3/h: (a)
acoustic pressure caused by single vane (b) overall fan sound pressure level as a function of
frequency
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improved performance predictions. The fan noise emission was also predicted using
RANS, URANS, and LES models. It was shown that steady-state RANS model
results in unrealistically small sound pressure levels. Meanwhile, the URANS and
the LES models predict more noise emissions especially at higher frequencies.

In this chapter, only the frozen rotor approach was used. Future work will
investigate also the sliding-mesh approach. Since LES is very computationally
demanding, hybrid approaches such as DES will be tested. These hybrid turbulence
models might achieve as good results but with considerably reduced computational
requirements.
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Chapter 59
Improving the Energy and Environmental
Efficiency of the Hotel Sector

Effrosyni Giama, Dimitris Karakasidis, and Agis M. Papadopoulos

59.1 Introduction

Energy management in complex and large commercial buildings with strongly
varying heat/cold and/or electricity loads, such as big urban hotels, requires a holistic
optimization approach in order to ensure economic, environmental and operational
efficiency as well as natural resource conservation. In general, buildings contribute
approximately 30% to total global GHG emissions. In efforts to reduce global
warming, GHG reductions in this area would make a significant contribution
[1]. According to the Intergovernmental Panel on Climate Change (IPCC), there
are three areas to focus on in reducing emissions from buildings: reducing energy
consumption and building embodied energy, switching to renewable energy and
controlling non-CO2 emissions [2].

Hotels are typically purpose-dedicated pieces of infrastructure handling facilities,
installations and equipment to serve the overall variety of tasks required by contem-
porary logistics services but also quite extensive retail and leisure services. In that
sense, they have to satisfy commercial as well as entrainment services for visitors.
For these reasons, hotels, especially the bigger one, show significant demand for
energy. The energy demand is composed mainly of electricity, space cooling and
heating and hot water provision. Given these high-energy requirements but also its
quite significant variation on a daily and seasonal basis depending especially on the
local climatic conditions, energy conservation measures as well as the implementa-
tion of renewables and state-of-the-art energy management can contribute to reduce
the energy demand by increasing energy efficiency, by optimizing the overall
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environmental performance, by lowering operational cost and by improving the level
of services provided. Moreover hotels are demanding energy consumers due to their
24-hour-based operation the variety of facilities and functions provided [3].

Despite this, not intensive research has been made based on environmental
assessment with carbon footprint analysis methodology. Carbon footprint analysis
is focusing on mapping greenhouse gas emissions throughout the products or
processes, targeting at sustainability and economic benefits. A “carbon footprint”
is in that sense a measure of the greenhouse gas emissions associated with an activity
or group of activities of a product or process. This study discusses the potential
environmental assessment of tourism accommodation facilities and their contribu-
tion to global carbon footprint. The carbon footprint analysis was used as a tool to
define the processes, supported by Gabi Software, taking into consideration the most
significant energy consumption, and improve the present situation of a hotel studied
in Greece. Energy and environmental goals were set to improve the environmental
and consequently the energy efficiency processes [4]. The results produced were
compared with other similar cases reported in the literature considering the hotel
sector in Europe. For the accomodation cluster (that means for hotels), reductions in
carbon emissions, in energy consumption, in cost can be achieved by using the
existing, state of the art technologies, in processes such as lighting, heating, cooling
which are important for hotels’ energy efficiency.

59.2 Carbon Footprint Analysis Methodology

The task of calculating carbon footprints can be approached methodologically from
two different directions: (a) bottom-up, based on process analysis (PA), and (b)
top-down, based on environmental input-output (EIO) analysis. Both PA and EIO
deal with the aforementioned challenges and strive to capture the full life cycle
impacts [4]. Wiedmann [5] describes two methods to calculate the carbon footprint
using LCA: process analysis (PA) and environmental input-output (EIO) analysis.
The process analysis is a bottom-up approach to analyse a product from creation to
the end of its life, taking into account direct and some secondary emissions but
having the disadvantage of double counting. EIO involves a top-down approach and
is applied on sectoral level, expanding boundaries and eliminating the problem of
double counting. The authors recommend the application of a hybrid model, com-
bining advantages of the two methods: using EIO as primary method and locally
applying the PA [6].

The analysed emissions within such a model are divided into three levels,
depending on the control power of the organization/community on their sources:
scope 1, direct emissions, for activities directly controlled by the organization/
community; scope 2, indirect emissions, derived from the use of electricity, heat
and cooling; and scope 3, other indirect emissions, from downstream and upstream
(along the supply and retail chain).
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A number of internationally organized standards for reporting in GHG emissions
exist: The Greenhouse Gas Protocol Initiative (GHG Protocol) is more popular in the
USA where it is recognized as a primary GHG emission accounting and reporting
tool for organizations. It provides indicators for a number of processes of business
sector including services. Another approach to calculate carbon footprint indicator is
the ISO 14064–65 series of standards. These standards are fully compatible to the
standards adopted by the GHG Protocol. The Intergovernmental Panel on Climate
Change (IPCC) has also developed guidelines for calculating carbon footprint
indicator. IPCC makes activity- or process-specific estimates of carbon impacts on
the basis of the GHG emission coefficients retrieved from a range of sources,
including governmental agencies (US EPA, European Environment Agency
(EEA)), industry-related databases, academic publications and surveys as well as
consultation with experts. All these have been summarized in a special IPCC
emission factor database [7]. The UK’s Department of Environment, Food and
Rural Affairs (DEFRA) has developed independent standards for carbon footprint
accounting and reporting, the DEFRA’s GHG conversion factors. The GHG con-
version factors from DEFRA’s guide are also based on a number of the previous
mentioned sources such as IPCC, IEA and EEA. An attempt to make a holistic
approach estimation of the carbon footprint indicator by applying a universal GHG
emission reporting tool has been undertaken in the UK where the Carbon Trust
together with DEFRA has appointed the British Standards Institute to develop the
Publicly Available Specification (PAS) 2050 [8]. The main objective of this initia-
tive was to provide a simplified standardized approach for carbon footprint estima-
tion and reporting that could be used from a boarder audience.

59.3 Environmental Assessment at the Hotel Sector

In order to perform environmental assessment by implemented life cycle analysis or
carbon footprint analysis on hotels, it is necessary to identify the critical aspects of
energy use. The operational energy of a commercial building is associated with
energy consumption in the form of heating, ventilation and air conditioning, use of
elevators, use of electric appliances and lightning the building. In the hotel sector,
these activities may account for up to 85% of the total energy use. Other popular and
energy-consuming activities related to the hotel sector are cooking and catering
facilities and laundry and transportation services [9].

To measure the extent to which hotels have addressed environmental sustainabil-
ity and implemented green practices and to calculate their carbon footprint, a
statistical analysis regarding 5-star hotels in six major European cities (London,
Paris, Rome, Madrid, Berlin, Amsterdam) was conducted. As a source, we used the
official websites of the hotels to extract the necessary information and also several
Internet websites that promote sustainable tourism. In total, the 5-star hotels in these
six cities amounted to 262. From the data collected and presented in Table 59.1 and
the following charts, we can see that more than ¾ of the hotels (76%) apply some
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kind of “green” practice, while slightly fewer (69%) are those that have been
awarded an official environmental certification (Ecolabel, Green Key, etc.). Addi-
tionally, 39% of the units report that they have proceeded to calculate the carbon
emissions from their operations, and 27% of them publish a full sustainability report.
In general, however, most hotels that are positively graded in the four categories
belong to one of the major hotel chains (Accor, Marriott, InterContinental, Hilton,
Hyatt, Wyndham), while in the privately owned units, the situation is somewhat
different, with many of them already applying environmentally friendly practices,
but very few have quantified their carbon emissions.

Separate analysis for each city suggests that the most environmentally friendly
hotels are located in Berlin and Amsterdam. For the German capital, 24 of the 29
5-star hotels (83%) report that they have already applied green practices and they are
also certified by an international or domestic organization. Also, 18 of them (62%)
say they have calculated their carbon footprint. The situation is similar for the capital
of the Netherlands, with 17 out of 21 hotels (81%) applying measures for energy
saving and environmental protection, while 16 of them have an official certification.
About a half of the hotels (52%) have calculated their emissions to the atmosphere.

The hotels in Berlin and Amsterdam are followed by those in London and Paris,
the two cities in which the most 5-star hotels in Europe are located (75 and
71, respectively). Finally, Madrid and Rome occupy the last two positions of the
list, with their rates for implementation of “green” practices and certifications being
below 70%. This is probably because many units in these cities do not belong to
large hotel chains, which as mentioned are those involved to a greater extent to the
environmental consequences of their properties. We should not neglect the fact that
these two countries (Spain and Italy) were affected by the economic crisis in a much
greater extent than the others, so the main priority of their operators is the survival of
their units, leaving no room for environmental improvements.

The majority of the hotels in Greece are operating seasonally, with the peak being
monitored at high season (July and August), and are located in areas enjoying high
levels of solar radiation and of sunshine such as the Cycladic islands, Peloponnese
and Chalkidiki. Within the sample, 67% of the hotels are big units (with more than
100 beds), 33,3% are 5-star hotels (luxury hotels), 40,6% are 4-star hotels, 23,2% are
3-star hotels and only 2,9% are 2-star hotels. The total number of hotels in Greece is
9.677 (773.445 beds). Only 19% of the hotels were built after 2004. Nevertheless
and despite the economic recession, after 2012, there is a significant activity in
construction of 5-star hotels in Greece [10].

Table 59.1 Total emissions (Kg CO2) and carbon footprint indicator per month

Month Total emissions Guest nights kg CO2 eq./guest night

May 8157,78 2006 4,07

June 12645,16 3521 3,59

July 16340,00 3932 4,16

August 19581,45 3889 5,04

September 11740,33 2830 4,15
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59.4 Results and Discussion

The statistical analysis is divided in two main aspects; initially a descriptive analysis
is conducted and then an inferential focusing on the correlations among comfort
sensation and environmental parameters.

The population under evaluation is composed of both male and female occupants
with 43,4% of the respondents being men and 56,6% women. The age range of the
respondents specified is typical for office buildings as it varies from 26- to 73-year-
old occupants with a mean of 45 years and a standard deviation of 8.239.

The evaluation of the indoor environmental conditions for winter and summer
period focused on the occupants’ perception concerning air temperature, indoor air
quality, lighting, noise and comfort conditions. In detail, the indoor air temperature
conditions are determined as comfortable during winter by 71,8% of the respondents
while during summer are described as moderate by 50,6% and comfortable by 39,2%
of the respondents. Moreover, the indoor air quality is evaluated, and the analysis
denoted that 55% of the respondents describe it as moderate and moderate to
satisfied 76,9% during winter and summer period, respectively.

Furthermore, the majority of the respondents for both winter and summer period
specify the lighting conditions as satisfactory for 81,9% and 80,8%, respectively.
Considering noise, 57,1% of the respondents consider it as moderate, while 33,3% as
satisfactory during winter period, whereas during summer the majority of the
respondents (54,4%) are satisfied. Regarding the perceived comfort sensation, the
analysis deduced that in both seasons under evaluation, the respondents are moder-
ately to highly satisfied. Therefore, as deduced from the analysis concerning indoor
environmental parameters, the respondents are satisfied with the existing conditions.

Energy and consequently the environmental performance of hotels vary
depending on their size, class, types of energy used and services and facilities
provided [11]. The hotel used for the energy and environmental evaluation case
study is a Greek 4-star hotel.

Hotel Porto Koufo is located in the second leg of Chalkidiki, an area also known
as Sithonia. The region is the largest tourist destination in northern Greece and in the
summer attracts both residents of Thessaloniki and other major cities of Macedonia,
as well as guests from other cities. Also, in the last few years, foreign tourist arrivals
have increased from countries bordering or relatively close to Greece to the northern
border, due to the small distances that make the area easy to reach by car. The hotel
unit is situated just outside the village of Koufos, near the end of the second leg,
about 155 km from Thessaloniki Centre and 140 km from the airport. The hotel
started operating in 1993, and the most recent renovation was completed in
March 2011.

It belongs to the 3-star category and is built on an area of 3000 square metres,
surrounded by pine trees, palm trees and a garden, with the beach and the sea just in
front of the hotel. The total area of the building, consisting of two floors, is 1600
square metres. The hotel offers private parking, fitness centre, conference room with
audiovisual equipment suitable for presentations, bar and free Internet in all rooms.
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Available from May to the end of September, the hotel offers a total of 36 rooms,
3 junior suites and 10 studios, all recently renovated and with excellent view. The
rooms are fully equipped with air conditioning, and each of them has a satellite TV,
hairdryer, refrigerator, telephone, TV, safe and balcony with sea view (Fig. 59.1).

The system’s boundaries include input data for all the types of energy used, raw
materials, personnel and guests. The processes connected to the input data studied
were heating, cooling, air conditioning, lighting, electric appliance use, catering
services, laundry and transportation of the guests and personnel. The outputs calcu-
lated based on the processes studied are CO2 emissions, solid waste and waste water.
The functional unit suggested for the environmental analysis is the energy used
registered in kWh or MJ and associated GHG emissions in kg CO2 eq per one guest
night. The “per guest night” benchmarking indicator is the most commonly used
indicator in the tourism accommodation sector (Fig. 59.2).

The carbon footprint indicator was calculated with GaBi software with Ecoinvent
database. Gabi is a next-generation software sustainability solution with a powerful

Fig. 59.1 Hotel located in Porto Koufo, Chalkidiki, Greece

Fig. 59.2 Overall view of the hotel building studied
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life cycle assessment engine to support the following business applications: life
cycle assessment; design for environment; eco-efficiency, reducing material, energy
and resource use in the most cost-effective way; as well as eco-design, developing
products with smaller environmental footprints such as fewer GHG emissions and
reduced water consumption and waste.

All the input data for all the types of energy used, raw materials, personnel and
guests related to the processes studied (heating, cooling, air conditioning, lighting,
electric appliances use, catering services, laundry, transportation of the guests and
personnel) were registered based on the system’s boundaries defined above. The
energy consumption was translated to carbon footprint with the Gabi software tool,
and for ensuring results reliability, the carbon footprint was also calculated with
DEFRA impact factor emissions. As the transportation parameter was taken into
consideration for the carbon footprint analysis, a list of all the tourists and their
origin country was registered. Stays of 16.235 were listed for 2015, majority of them
belong to Bulgarian tourists with 3.518 stays and και 21,67% of the total. Greek and
Turkish follow with 16,47% and 9,74%, respectively (Table 59.2).

Based on the input energy data concerning the operational hotel’s energy, the
4 months responsible for the 74% of the total CO2 emissions are August, September,
June and July. If we normalize the CO2 emission results with the total guest nights, it
derives 3,73 kg CO2 eq./guest night in June, while in August which is a peak-season
month, the carbon footprint per month is increased to 5,05 kg CO2 eq./guest night.
The average CO2 emission per guest night is 4,25 kg CO2 eq./guest night for the
year 2015. Electric energy consupmtion registered includes all the processes such as
air conditioning, laundry, catering services, lighting, small electric appliances. There
is no separate thermal system used as the hotel is not used during winter. So the main
energy consumption is electric energy consumption (Fig. 59.3).

Table 59.2 Total emissions (Kg CO2) from electric energy use

Year 2013 2014 2015

Electric energy (kWh) 98.559 102.543 110.790

Electric energy emissions (kg CO2) 70.786,4 73.647,3 79.570,5

Transmission & Distribution Emissions (kg CO2) 2.192 2.280,5 2.464

Total emissions (kg CO2) 72.978,4 75.927,9 82.034,5
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The transport process is the process from which the majority of the CO2 emis-
sions were registered. More specific 69,7% of the total CO2 emissions derive from
airplane use and 22% from road transportation. The major pollutant process respon-
sible for the carbon footprint of the hotel is the transportation process if we take into
consideration that electricity is responsible for the 7,8% of CO2 emissions.

The total CO2 emissions calculated with Gabi software tool are 894,5 tn CO2 eq
annually, while the DEFRA emission factors methodology estimated 617,5 tn CO2
eq. In correspondence the carbon footprint indicator for the annual operation of the
Greek hotel studied reached the 55,1 kg CO2 eq./guest night και 38 kg CO2 eq./
guest night, respectively. The difference is not important as different emission
factors were used (Table 59.3).

It is also concluded that actually the carbon footprint analysis is a more energy-
focused LCA, a life cycle energy analysis (LCEA) which can evaluate the environ-
mental profile of the building and services and estimate the carbon footprint of the
system studied. Conversion emission factors are the multipliers used to convert a
quantifiable unit of resource into mass of carbon. Most of the conversion factors are
based upon an LCA methodology. This means that the conversion factor for each
aspect measured in a carbon footprint analysis arises from a previous life cycle study
of the particular aspect, e.g. the conversion factor for 1 kWh of gas would be
obtained from LCA of gas extraction and distribution.

59.5 Conclusions

Europe faces multiple socio-economic challenges, which have a direct impact on the
energy and the financial sector. The increase in energy demand, observed in the past
years, led to the gradual depletion of fossil fuels. Furthermore, the significant
increase in gas pollutants (e.g. CO2 and NOx) has had major impacts on climate
and environmental quality (e.g. global warming). Therefore, and also because of the
strict European legislation framework, global climate change and carbon emissions
as indicative environmental factors have been a top priority in the decision-making
process for governments and companies.

Table 59.3 CO2 emissions from transport process

Month Car emissions Airplane emissions Total emissions

April 2.318,19 9.134,33 11.452,52

May 32.413,72 130.709,16 163.122,88

June 43.113,94 144.970,27 188.084,20

July 42.294,00 105.057,21 147.351,21

August 33.241,11 110.879,52 144.120,63

September 42.730,06 121.396,61 164.126,66

Total 196.111,01 622.147,10 818.258,11
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Environmental sustainability has emerged as a key issue amongst governments,
policymakers, researchers and the public. Increasing efforts and resources have been
devoted to research and environmental policies in order to identify, evaluate and
assess harmful environment impacts. This study discusses the potential environmen-
tal assessment of tourism accommodation facilities and their contribution to global
carbon footprint. The carbon footprint analysis was used as a tool to define the
processes, supported by Gabi Software, taking into consideration the most signifi-
cant energy consumption, and improve the present situation of a hotel studied in
Greece. Energy and environmental goals were set to improve the environmental and
consequently the energy efficiency processes. The results produced were compared
with other similar cases reported in the literature considering the hotel sector in
Europe. For the accomodation cluster (that means for hotels), reductions in carbon
emissions, in energy consumption, in cost can be achieved by using the existing,
state of the art technologies, in processes such as lighting, heating, cooling which are
important for hotels' energy efficiency.

It is within this context that carbon footprint analysis has emerged as a more
targeted method to assess the environmental impact and to foster sustainability in a
broad range of activities. Moreover, and in spite of the rather volatile international
financial background, there is evidence for a positive trend: many companies and
organizations seem to recognize that applying environmental management schemes
and implementing sustainability policies help to reduce energy consumption as well
as the use of raw and auxiliary materials and can therefore lead to a cleaner, leaner
and more cost-efficient production, a recognition that is mirrored in the continual
increase of the energy and environmental management certificates. In that sense,
sustainability is essential for the hotel industry as well, for two main reasons: (a) as a
means for the improvement of the quality of services and (b) as a major tool for
marketing and promoting. On a broader scale, one cannot omit to mention the
increasing concern about global climate change, which is reflected in the European
legislative framework, carbon emissions being the major causal factor.

Companies and organizations are therefore pursuing “carbon footprint” indicators
to estimate their own contributions to global climate change and to assess the saving
potential. The results of hotels refurbishments and renovation is focused on energy
reduction and environmental management as a tool for reducing cost and attracting
visitors.
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Chapter 60
Comfort Sensation Versus Environmental
Aspects in Office Buildings

Panagiota Antoniadou, Effrosyni Giama, Sandro Nižetić,
and Agis M. Papadopoulos

60.1 Introduction

Indoor environment conditions of both working and living areas are extremely
important as they can affect the occupants’ health and well-being. In this framework,
the determination of the buildings’ energy and construction profile is imperative. As
stated by Eurostat, the existing building stock, despite its improvement regarding
energy performance, is responsible for 38% of the total final energy consumption
[1, 2]. In this line of approach, the decrease of the consumed energy and in parallel
the maintenance and even increase of the occupants’ comfort is imperative and stated
through a variety of international standards (EN ISO 7730:2005, EN ISO
15251:2006) and European Directives (91/2002, 31/2010) [3–8].

In order to achieve an integrated and effective institutional framework, the
determination of the existing building stock is essential. The European buildings
are classified among three periods, before 1960, from 1961 to 1990, and from 1991
to 2010, with the majority of the buildings constructed in the first two periods
corresponding to the 38% and 45.3% of the buildings, respectively [2]. An approx-
imately similar building distribution regarding their construction period is deter-
mined in case of Greece with only 32% of the buildings being constructed in
accordance to a national thermal insulation regulation [9, 10]. Therefore, the need
to upgrade the energy and comfort profile of the existing building stock is profound,
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as comfort constitutes a parameter that affects the occupants’ concentration, produc-
tivity levels, health, and well-being [6]. Moreover, as research indicates, comfort is
an aspect of constant and intense development, with the majority of the researchers
especially during the last years focusing on a more personalized approach, where
both the indoor conditions and the occupants’ characteristics are considered [11–14].

A series of studies were performed in this field, determining probable correlations
among occupants’ characteristics and thermal comfort. In detail, Indraganti et al.
investigated probable correlations among behavioral adaptation of the occupants and
their age and gender in India, determining statistical important correlations among
the parameters [15]. Moreover, Kim and de Dear identified the nonlinear relationship
between individual indoor environmental quality and workspace satisfaction,
whereas Antoniadou et al. determined a binary logistic regression model between
the expression of complaints for ventilation and the social and building characteris-
tics [16, 17]. As research shows, further analysis on the buildings evaluation and
occupants’ interaction is appropriate.

Building rating systems are environmental and management tools that aid in
focusing on the construction sector and aiming at sustainability, as well as at
economic and social benefits. Rating systems for buildings have incorporated the
expertise and knowledge from environmental methodologies, decision-making, and
management tools, which have been used in other productive sectors and were
therefore influenced by those. It is therefore only reasonable that a majority of the
rating systems are based on the concept of life cycle analysis (LCA) methodology
and demonstrate similarities with the environmental management systems. They also
include the energy audit part and extend this philosophy to other environmental
issues, such as water conservation, indoor air quality, materials’ selection, and waste
management.

In this sense, rating systems are scoring systems designed to evaluate new and
existing buildings based on a selected standard of assessing environmental perfor-
mance. The most popular certification schemes based on the number of certifications
accredited are Building Research Establishment Environmental Assessment Method
(BREEAM) [18]: It is a European rating system developed in the UK, but also
available and applicable to any other country, with measurable evaluation charac-
teristics and practical to be implemented for the users. Together with Leadership in
Energy and Environmental Design (LEED), they are the most widespread schemes.
BREEAMwas created in 1990 by the British organization BRE, and since then more
than 200,000 buildings have been certified, while more than 500 have been regis-
tered for evaluation in and outside the UK. BREEAM assesses the overall perfor-
mance of buildings using environmental aspects such as energy efficiency, water
consumption, internal environment (health and well-being), pollution, transport, and
materials, awarding credits in each area according to buildings’ performances.
LEED [19]: It was developed in America in 2000 by the US Green Building Council
and is more popular in North America (USA and Canada). Still, it is also used in
other regions around the world, such as South America, Europe, and Asia. The main
advantage of the assessment method is the user-friendly interface adopted in the
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evaluation procedure which is used for quantifying the buildings’ environmental
performances.

In correspondence to BREEAM, LEED assesses the overall performances of
buildings using environmental aspects such as energy efficiency, water consump-
tion, indoor air quality, pollution, transport, and sustainable sites selection, awarding
credits for each environmental criterion according to the building’s performance
[20]. Moreover, as depicted from integrated green certification schemes for buildings
such as BREEAM and LEED, a variety of environmental parameters are to be taken
into consideration during certification as they influence the occupants’ well-being
and health [18, 19]. In detail, in case of BREEAM certification, 14 parameters are
evaluated regarding the occupants’ health and welfare. Those parameters are con-
centrating on the indoor environment conditions (air quality, lighting, acoustics,
ventilation, and comfort), office space, and windows’ view, parameters that establish
preferable work environment conditions [18]. Additionally, in the framework of an
environmental evaluation, aspects as neatness and waste management are of high
priority with recycling, composting, and reuse of material being the most popular
and green applied methodologies.

Within this study, two main goals are to be met: (a) the evaluation of indoor
conditions in cases of office buildings through qualitative analysis and (b) the
linkage of the occupants’ perception of comfort to environmental parameters. This
approach enables both a qualitative evaluation of the buildings, depicting the
parameters that need to be taken into account by the policy makers and also outlining
the perceived existing indoor conditions, so that appropriate strategies and plans can
be applied for achieving in the near future nZEB status. Concerning the indoor
conditions evaluation, the under evaluation parameters for both winter and summer
periods are the indoor air temperature, air quality, lighting, and noise levels. There-
fore, it can easily be outlined whether the perceived indoor conditions are in
compliance with the constructions characteristics and HVAC systems.

Finally, during the qualitative evaluation, except for the traditional indices of
thermal comfort, as set by P.O. Fanger, probable linkage between the occupants’
perception of comfort and a variety of environmental characteristics are studied
[21]. In this line of approach, an integrated evaluation of the office buildings is
presented, considering both the buildings’ energy and structural capabilities, along
with the occupants’ needs and well-being.

60.2 Case Study

For evaluating the indoor environmental conditions of the existing building stock,
three office buildings were evaluated through a revealed preference survey. They all
are public buildings and located in the Municipality of Pylaia-Hortiatis, a suburb of
Thessaloniki, Greece. Thessaloniki is a typical Mediterranean, coastal city with both
mild winter and warm and humid summer periods.
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60.2.1 Building A

Building A houses the municipality’s technical services. It is a two-storied building
with a basement, ground floor, and two upper floors, as shown in Fig. 60.1. The
entire building is occupied by offices; its construction was completed in 1998, and it
is in compliance with the first Greek Thermal Insulation Regulation, issued in 1979.
Its successor is the regulation on the energy performance of buildings, known as
KENAK, which was issued in 2010, as part of the implementation of the initial
European Energy Performance of Buildings Directive. Then, in 2013, the Greek Law
4122/2013 was published, introducing the definition of the net zero energy buildings
for both commercial and private buildings [22], in accordance with the requirements
of the recast Energy Performance of Buildings Directive.

Concerning the current state of the building, the two main areas of interest are
(a) the building’s envelope and (b) the HVAC systems. Building A is a cornered,
square building with a variety of openings in all facades and double glazed,
aluminum framed windows, with no external sun protection systems but internal
blinds. The number and dimensions of openings in every office are considered to be
sufficient for lighting and ventilation, based on the offices’ dimensions, number of
employees, and usage.

In order to achieve the appropriate indoor conditions during winter, a central gas
boiler with autonomy per zone is used, which feeds radiator panels. Furthermore,
local heat pumps (room air conditioners) are installed almost in every office and are
occasionally used for heating. The operation schedule of the central heating system
corresponds with the office hours of the Municipality, namely, from 07:00 am to

Fig. 60.1 Main facade of Building A
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04:00 pm. During summer period, cooling is achieved by means of natural ventila-
tion and by the aforementioned local air conditioning unit. Concerning the artificial
lighting, the majority of the lamps used are fluorescent, and the total level of lighting
in all offices can be characterized as adequate. However, there is neither occupancy
nor lighting intensity sensors.

60.2.2 Building B

The second Building B is the former Town Hall of Pylaia-Hortiatis’ Municipality,
which was constructed in 1995. It can be seen in Fig. 60.2 and is a two-building
complex with a ground floor and two upper floors; they are connected with an
external corridor.

Concerning the architectural characteristics of the building, it features openings in
every façade, and all windows are aluminum framed, with tinted double glazing, to
ensure low thermal losses and sufficient natural lighting. Given its construction
period, the building can be considered to be adequately insulated, with respect to
contemporary requirements.

In order to achieve a better understanding of the building, the HVAC systems
should also be mentioned. During the winter period, heating in Building B is
achieved by means of a geothermal system, heat pumps, and fan-coils as terminal
units; its operation schedule is from 7:00 am to 4:00 pm. Moreover, in addition to the
central heating system, portable heating means are used (e.g., electric heaters). The

Fig. 60.2 Main facade of Building B
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geothermal system is also being used for the cooling period. It should be noted, that
this building was the first Greek public building to be heated and cooled by means of
geothermal energy. The performance of the building was measured and evaluated by
the Process Equipment Design Laboratory of the Aristotle University Thessaloniki
over a 4-year period: As it was found out, annual primary energy savings between
45% and 97% where achieved for the heating period, compared to a conventional oil
boiler heating. With respect to cooling, savings between 28% and 55% were
achieved compared to conventional air-to-air heat pumps by Michopoulos et al. [23].

Finally, concerning the artificial lighting, fluorescent tubes are used, and the total
level of lighting in offices is found to be adequate. In cases of corridors, an
autonomous artificial lighting system is implemented that detects movement, to
achieve decrease of the energy consumed for lighting.

60.2.3 Building C

The last building under evaluation is the Town Hall of Pylaia-Hortiatis Municipality
(Building C, Fig. 60.3). This construction is a two-building structure with basement,
ground floor, and first floor, which are connected with an external corridor. The
building was constructed in 2002 and is well insulated, based on the regulatory
requirements valid then, but also with respect to contemporary ones. In both
structures, offices are located, but in the East building, the majority of areas are art
and culture halls.

Both structures have openings in all their external façades, with sliding, alumi-
num framed, double glazed windows for achieving a satisfactory level of energy
efficiency. In order to achieve adequate daylight control, internal and external blinds
are installed and used. Moreover, the number and dimensions of openings in the
offices are considered sufficient for lighting and ventilation, based on the offices’
dimensions, number of employees, and usage.

Fig. 60.3 Main facade of Building C
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Concerning the HVAC systems of the buildings, heating and cooling are
achieved by means of a central, natural gas fired boiler and a central chiller,
respectively. A dual air duct system is being used to circulate the warm and cold,
respectively. The same duct system is also being used for the building’s ventilation.
In addition, natural ventilation is being carried out through the windows, particularly
in the spring and fall period. Finally, concerning the artificial lighting, fluorescent
tubes are used, and the total level of lighting in offices is found to be adequate.

60.3 Qualitative Environmental Evaluation

In order to conduct a qualitative evaluation of the indoor environment conditions, a
revealed preference survey was carried out specifying the occupants’ perception of
indoor environment conditions during winter and summer period. The implementa-
tion of this methodological approach is exceptionally popular and widely applied for
the specification of indirect conditions and goods [24]. The applied methodology is
outlined in four different stages: (a) evaluation of criteria, (b) construction of
questionnaires, (c) data collection, and (d) data analysis. The structure of the
questionnaire is divided in three main aspects: (a) general social characteristics,
(b) personalized evaluation of indoor conditions during winter and summer period,
and (c) a variety of parameters focusing on the interaction between occupants and
HVAC systems.

Main goal of the analysis is the determination of the environmental parameters
and their influence on the occupants’ comfort sensation during winter and summer
period. The collected sample consists of 106 questionnaires with an error of 4% and
a confidential interval of 95% based on the population.

The respondents were asked to evaluate the indoor environmental conditions and
to express through a Likert scale their opinion concerning six indirect environmental
parameters that as outlined from green building certifications, BREEAM and LEED,
affect the occupants’ well-being. Those parameters are (a) how productive the
occupants feel during they stay in their offices, (b) in which scale does the indoor
environment conditions contribute to their concentration level, (c) whether they are
satisfied with their work environment conditions, (d) neatness and (e) window view
of their offices, and finally (f) the frequency of recycling.

The qualitative evaluation of the indoor environment conditions along with the
correlation of occupants’ comfort sensation and environmental parameters is carried
through statistical analysis. Initially, a descriptive analysis is conducted determining
the occupants’ attitude and perspective concerning the indoor conditions. Second
stage of the analysis is the specification of probable correlations between occupants’
comfort sensation and the aforementioned environmental parameters. This method-
ological approach can lead to a successful determination of the linkage between the
occupants’ comfort sensation and the environmental parameters, enabling the afore-
mentioned effect of those parameters on the occupants’.
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60.4 Results and Discussion

The statistical analysis is divided in two main aspects; a descriptive analysis is
conducted and then an inferential focusing on the correlations among comfort
sensation and environmental parameters. Τhe under evaluation population is com-
posed of both male and female occupants with 43.4% of the respondents being men
and 56.6% women. Regarding the age of the respondents, it varies from 26 to
73 years old with a mean of 45 years and a standard deviation of 8.239.

Through the analysis, a variety of personal characteristics and indoor conditions
are evaluated. Regarding the evaluation of indoor environment conditions, the
occupants’ perception concerning air temperature, indoor air quality, lighting,
noise, and comfort conditions for winter and summer period are evaluated. In detail,
the indoor air temperature conditions are determined as comfortable in case of winter
by 71.8% of the respondents, while during summer are described as moderate by
50.6% and comfortable by 39.2% of the respondents. Moreover, the indoor air
quality is evaluated, and the analysis denoted that 55% of the respondents describe
it as moderate and moderate to satisfied 76.9% during winter and summer period,
respectively.

Furthermore, the majority of the respondents for both winter and summer period
specify the lighting conditions as satisfactory for 81.9% and 80.8%, respectively.
Considering noise, 57.1% of the respondents consider it as moderate, while 33.3% as
satisfactory during winter period, whereas during summer the majority of the
respondents (54.4%) are satisfied. Regarding the perceived comfort sensation, the
analysis deduced that in both under evaluation seasons, the respondents are moder-
ately to highly satisfied. Therefore, as deduced from the analysis concerning indoor
environmental parameters, the respondents are satisfied with the existing conditions.

In addition to the qualitative evaluation of the indoor environment conditions, an
inferential analysis is carried out, determining probable correlations among per-
ceived comfort sensation during winter and summer period and a variety of envi-
ronmental parameters. The respondents were asked to determine their perceived
level of comfort for both winter and summer in a Likert scale from 1 (unsatisfactory)
to 7 (satisfactory) and their satisfaction of the aforementioned parameters in a Likert
scale from 1 (unsatisfactory) to 7 (satisfactory). Due to the nature of the data, a
nonparametric Wilcoxon analysis is conducted, and the results of the analysis are
depicted in Table 60.1.

As deduced from the analysis, all the presented correlations in Table 60.1 are
statistically important but the occupants’ concertation and point of view about
neatness in correlation to the total comfort sensation during summer. The rest
correlations have a confidentiality interval of 99% ( p < 0.05).

The analysis depicts a positive correlation among the occupants perception of
comfort during winter and summer period and the aforementioned environmental
parameters. In detail, the analysis deduced that the more productive the occupants
fell, the higher their comfort perception is in both under evaluation season. More-
over, the more concentrated the occupants fell in their office area, the higher their
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comfort sensation during winter is (Fig. 60.4a). Another parameter under evaluation
is the neatness of the area. From the analysis is outlined that the more satisfied the
occupants are with the neatness of their office area, the higher their comfort sensation
during winter is (Fig. 60.4b).

Moreover, the work environment conditions are analyzed. In this case the major-
ity of the respondents are satisfied with their work environment conditions (plants,
pictures, etc.), and as deduced from the analysis, the more satisfied the occupants are
with the indoor decoration and office environment, the higher the level of comfort
sensation in both seasons is. Regarding the occupants’ satisfaction concerning their
window view, it is outlined that the more satisfied the occupants are with the existing
view, the higher their comfort sensation during winter and summer period is
(Fig. 60.5). The final under evaluation correlation is the one among the frequency
of recycling and the comfort sensation. In this case, the correlation among the
variables is once more positive with increase of the comfort sensation when the
recycling frequency is high (Fig. 60.6).

Therefore, it is safe to say that as expected and depicted from the literature
research, those environmental parameters are strongly and positively correlated
with the occupants’ comfort sensation, but in the summer period, not all parameters
under evaluation are correlated with the occupants’ comfort sensation.

Table 60.1 Correlations among occupants’ comfort perception and environmental parameters

Correlations Z
Asymp. Sig.
(2-tailed)

Felt of productivity in the office – total comfort sensation during
winter

�2.063 0.039

Concentration in the office – total comfort sensation during winter �2.272 0.023

Point of view for work environment – total comfort sensation
during winter

�3.923 0.000

Point of view for neatness – total comfort sensation during winter �2.454 0.014

Window view – total comfort sensation during winter �2.872 0.004

Frequency of recycle – total comfort sensation during winter �4.859 0.000

Felt of productivity in the office – total comfort sensation during
summer

�3.082 0.002

Concentration in the office – total comfort sensation during
summer

�1.129 0.259

Point of view for work environment – total comfort sensation
during summer

�2.990 0.003

Point of view for neatness – total comfort sensation during
summer

�1.255 0.209

Window view – total comfort sensation during summer �2.084 0.037

Frequency of recycle – total comfort sensation during summer �4.033 0.000
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Fig. 60.4 Relation between the total comfort sensation during winter and (a) the concentration
level of occupants in their office area and (b) the point of neatness in the office area
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Fig. 60.5 Relation between the occupants’ satisfaction regarding window view during (a) winter
and (b) summer period
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Fig. 60.6 Relation between the occupants’ frequency of recycle during (a) winter and (b) summer
period
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60.5 Conclusions

Determination and evaluation of the indoor environmental parameters along with the
environmental parameters that affect the occupants’ perception of comfort sensation
in case of office buildings are essential, as main goal of the existing and forthcoming
legislation is the energy upgrade of the existing and new constructed buildings,
creating an environmental friendly and with low energy footprint building. It was
within this line of approach that an extensive qualitative evaluation of three office
buildings in northern Greece was carried out.

Regarding the results of the study, a revealed preference survey was carried out
and an evaluation of the indoor environment conditions was conducted, to determine
the occupants’ perception of indoor air temperature, air quality, lighting, and noise
conditions along with their general sense of comfort during winter and summer
period. Taking into account the construction period of the buildings, a satisfactory
level of thermal protection and a good heating and cooling ability of the buildings
was confirmed. This prevision is successful as for both under evaluation periods, the
majority of the respondents are moderately to highly satisfied, for all parameters
considered.

In addition to the aforementioned qualitative evaluation, an inferential statistical
analysis was conducted, determining the existence and nature of probable correla-
tions among the occupants’ comfort sensation and a variety of environmental
parameters. The analysis depicted that all parameters under evaluation are positively
correlated with the occupants’ comfort sensation during winter. In case of summer
period, all under evaluation parameters but the concentration and neatness in the
office area are specified as statistically important correlated. The deduced correla-
tions also during summer period are positive with the upgrade of any environmental
parameter leading to an upgrade of the occupants’ comfort sensation.

Concluding, the analysis highlighted the need to determine and evaluate the
existing correlations between the perceived comfort sensation and the environmental
parameters that affect the occupants’ well-being and productivity. Linking those
parameters to the decision-making stage of the design and construction process is
essential. Moreover, the adaptation and creation of a healthy and comfortable work
environment that fosters the occupants’ productivity and well-being is imperative, as
they can help the policy makers accomplish the vision of a green building, not only
concerning energy consumption but the occupants.
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Chapter 61
Evaluation of Thermal and Visual Comfort:
Bioclimatic Strategies for Office Buildings

David C. Avila

61.1 Introduction

The starting point of this research project, funded by the National Council of Science
and Technology (CONACYT), was an analysis of the conditions of use and con-
sumption of energy at administrative and educational sites, taking as an example the
physical spaces of the Cultural Building and Administrative Building at the Univer-
sity of Guadalajara, by interdisciplinary researchers from different universities to
propose adequate solutions for each case in the process of achieving comprehensive
energy saving.

The analysis was based mainly on the energy used in air conditioning, artificial
lighting, and the connected equipment in each unit. On the basis of the results
obtained through the various stages of the research, it has been possible to perform
an energy audit and, in the process, propose recommendations for environmental
adaptation of the architectural spaces at the institution in search of energy saving and
optimization of the institutional resources, as well as improvement of the working
conditions of the users.

The methodology is described below in three steps:

A. General inspection of the present condition of the analyzed buildings and
observation of the physical characteristics of spaces, the daylighting, and the
electrical power conditions. The kind of electrical installation is also analyzed,
making it feasible to determine the annual energy consumption, percentages of
annual costs, and kinds of energy used.

B. Diagnosis to determine the loss or excessive use of electrical energy inside the
buildings by means of the specific consumption by electrical installations,
artificial lighting, connected equipment, and special equipment. Besides that,
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the available daylight and the bioclimatic conditions are delimited in the spaces,
according to the layout of openings and the facades orentation.

Proposals are devised, mainly based on readjustment of previously
established architectonic spaces (classroom type), as well as implementation of
energy-saving systems in the aforementioned spaces.

C. Analysis.

Characteristics of the building: The building analyzed is located at a latitude of
20� north and 1450 meters above sea level. It is used as a teaching center, and
activities such as reading, writing, and painting take place there. The total built
surface is 18,017 square meters, distributed across nine buildings. A maximum of
1300 people congregate in it.

The areas are divided as shown in Fig. 61.1.

61.2 Census of Facilities

To obtain information on the total energy consumption of the existing electrical
facilities in the School of Architecture buildings, we carried out a registration of the
lighting system and all electrical equipment in each building. The results of the
census showed, in a general way, that more than a third of the electricity consump-
tion was used for artificial lighting at the School of Architecture. Two thirds of that
lighting consumption occurred in buildings F and G, the classrooms. To reduce the
consumption in these classrooms, a potential savings would be obtained by the
implementation of energy-saving systems and by taking advantage of natural light-
ing (Fig. 61.2).

Fig. 61.1 Census of building facilities
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61.2.1 Air Conditioning Requirements

Energy requirements depend on activities. It is necessary to define acclimatization
strategies according to the seasons of the year to obtain environmental comfort:

In the hot season:

• Ventilation needs to be maximized (0.3–2.5 m/s) to obtain an internal building
temperature within the comfort range.

• The external ambience of the building needs to be humidified (2–3.5 kg/cm2) to
improve internal comfort.

• Direct sun radiation over inhabitable spaces needs to be avoided.
• The air is humid.
• Cross-ventilation needs to be optimized (0.3–2 m/s) to avoid humidity inside the

buildings.
• Protection is needed to avoid direct sun radiation, which results in an undesired

calorific contribution to the building.

In the dry and temperate seasons:

• An adequate reduction between external and internal temperatures to optimize the
entire comfort of the building (thermic delay).
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Fig. 61.2 Energy consumption and electric charge installed
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• Direct solar radiation is favored only in the early morning in order to obtain light
heating of the buildings (70–3500 W).

Such recommendations allow us to define the means of environmental control in
the buildings by examining the constructive elements in an analytical way or by tests
in models in simulated environments.

61.2.2 Available Natural Illumination

The setting of the applicable illumination grade is made using a Dresler graphic.
Here it is observed that at a latitude of 20�N we can easily obtain high levels of
illumination (9000–13,000 lux) of 90–95% during the working day, which deter-
mines the daylight factor (DLF). This graphic is based on average conditions of time
and climate. If seasons are drier or more humid, it is obvious that these values are
only a design guide, because absolute values are not usable for adequate lightning
design anyway. Once the abovementioned information is analyzed, it is feasible to
know the lighting strategies needed according to the energy saving program [1]
(Fig. 61.3).

61.3 Diagnostics

Energy revision: For the present work, classrooms of the same kind as those in the
north and south wings were chosen as ones that summarize the light and climatic
conditions of all classrooms (general characteristics), as well as its place on the
whole and general characteristics. The results obtained here would be used in all of
the center’s educational spaces since, according to the initial analysis, they were
considered suitable for this area survey.

Measurements of available electrical power: There is a need to know the energetic
behavior of the consumption curve and the demand for electrical power, obtained by
means of measurements of the feed transforms. Such measurements produce two
basic graphs: the energy demand and the power factor. The behavior of the demand
of the 300 kVA transformer is connected to the charges of equipment and lighting
that correspond to Buildings A, B, C, D, E, F, and I. It is shown that a maximum
value of 75 kW is reached near the hour of highest demand (19.00 h).

Making a detailed forecast of energy consumption based on measurements during
a typical day, it is shown that the hour of highest demand for energy at the center is
the hour of maximum demand established by the CFE (Federal Commission of
Electricity). The foregoing means that the energy consumption in this hour repre-
sents a higher cost (Fig. 61.4).
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Behavior of electrical demand: On the other hand, we must consider—besides
the demand cost, which coincides in a proportional way during most of the year—
the electrical demand in kilowatts. Except in the months of January and April, the
real cost of the energy is greater that the demand, which means that with the
highest demand, the energy cost is greater per kilowatt hour. Regarding energy
consumption for each kilowatt hour, the proportional cost of energy is presented
during the whole year. For example, in January the consumption is higher and so
is the cost [2].

Fig. 61.3 Dresler graphic
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61.3.1 Lightning Behavior of Real Measurements in Model
Classrooms

The analyses of real conditions in model classrooms are performed taking into
account two aspects: measurement at 16 points of work levels using luxometers in
real conditions of the sky CIE and through graphic analysis of fisheye photos
regarding the resulting daylight (Fig. 61.5).

The abovementioned helps to establish certain criteria for the proportions of the
optimum size, form, and placement of windows. Using the lecture survey and the
position of such measurement points (fisheye), it was intended to make a proposal to
modify classrooms. The parameters analyzed in the openings were:

• Coefficient and proportion of windows
• Form and geometry
• Layout and location
• Illumination of working levels
• External reflected levels

For the two points of view of the analysis in model classrooms, they could be
divided into two groups: those referring to aspects of opening and those related to
receptor surfaces [3].

Fig. 61.4 Behavior of electrical demand
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61.4 Proposals

Selection of the components of the steps: First, it is convenient to remember the main
principles that must guide the steps in the analysis of natural illumination of the
architectural project; three different objectives can be observed:

• Optimization of the reception of diffusion of light
• Selection of direct sun penetrations according to the season
• Homogeneous distribution of light in spaces of interest

It can be seen that there are two great groups of natural illumination components:
the lateral and the zenithal. The available light in a spot in the space depends on the
sky type, the horizontal exterior component, the solid angle of the opening, and the
cosine of the angle of media incidence of that light over a respective level.

It is deduced, by this relation, that zenithal openings are more effective in a
horizontal plane than lateral openings, because they produce high interior illumi-
nation over the horizontal surface. Concerning the direct sun incidences (sunlight)
it can be said that lateral openings are more favorable because the penetration is
selective depending on the season of the year, the day, and the hour, as opposed to
zenithal openings where the incidence in summer is critical and in winter it is
lower, even though in the case of the classrooms we contemplated only the lateral
analysis of the sky CIE classification (2; covered sky), which means the diffusion
of light. This also takes into account consideration of control devices for direct
solar incidence. The bioclimatic criteria mark the guides to reach this
preconclusion regarding the percentages of windows and their geometry and
disposition on different walls. Even though the proportion is marked according
to climatic matters, illumination levels that can be reached with these proportions
are well accepted to accomplish visual tasks in solar orientation. The results

Fig. 61.5 Percentages of available natural lighting
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obtained show that the proportions of the original north–south windows provide
only 261 lux in the position shown in, which are the activity visual requirements in
drawing 750 lux (Fig. 61.6).

61.4.1 Complementary Saving Measures

Some complementary measures are set forth in the readjustment of typical spaces to
obtain an integral saving inside the buildings, from which are obtained a series of
savings in consumption, in maximum demand, and in costs, besides the percentages
of consumption and maximum demand [4] (Fig. 61.7).

Photometry of the interior surfaces: The factor of reflection of the light in a space
depends to a great extent on the materials used for construction of the walls, floor,
and roof. The light consequences due to the factor of reflection off the walls are in
direct relation to the light comfort that will be had in the space. With the help of the
computer program GENELUX, we verified the aerial map-making of the coating
materials’ effects on the distribution of light inside a given volume (Fig. 61.8).

The top figure shows the light distribution (in curves) of different finishes. In the
aforementioned analysis it appeared that between curve 2 and curve 3 there was a
decrease of 20% in the part close to the window and that at the back of the space,
both diminished by 100%. From this it is possible to conclude that half of the
available lighting at the back of the space comes only from interreflections of light

Fig. 61.6 Daylight data and estimation
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on the walls, floor, and roof of the space. If we compare curves 1 and 2, it can be
appreciated that the available quantities of light at the back of the space are of the
order of multiplication by two, or half of a totally white space. Both comparisons
show the importance of bearing in mind the aerial map-making of the coating
materials in an architectural space.

Therefore, it is possible to affirm that with different interior surfaces the behavior
would be as described below.

Clear sky: In general, the roof does not receive natural lighting in a direct way; it
does not intervene in an important way in the distribution of the light. On the other
hand, in cases where light is turned upward (mantelpieces of light), it receives a
certain quantity that it can redistribute in turn to the whole space. As a consequence,
the factor of reflection of this surface will have to be raised (0.7–0.8).
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Floor: First of all, it suits to add in a general way that the surfaces of the floors are
strange free or clear. The furniture and especially the tables (levels) of work cover a
great part of the surface.

The analysis centers on considering the horizontal levels of work, which are those
that will receive the most important quantity of light, and it places major importance
on taking care that there are not high levels of lighting that provoke discomfort by
dazzling the eye (Fig. 61.9).

61.4.2 Walls

Since it is verified in the simulations that the walls receive both direct and diffuse
lighting, they play the most important role in the architectural space in terms of
distributing the aforementioned light to the interior. As a general rule, it is possible to
say that if the factor of reflection of the walls is lower than 0.5, it will be difficult for
the lighting to adequately illuminate the back of the space in question (Fig. 61.10).

Fig. 61.9 Reflection factors of materials. (Source: Damelincourt et Rangueil, Universite Paul
Sabatier. Adapted by David Carlos Avila)
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With regard to the variety of available materials in the construction market, where
it is possible to compare the characteristics of each of them (Fig. 61.11).

61.5 Conclusion

For a suitable saving in energy consumption for artificial lighting, it becomes
necessary to take into account all of the variables that intervene in the distribution
of the luminous flow, from the disposition of the windows (form, size, orientation,
and location) to the architectural elements that intervene in the process, and the
materials, the textures, the colors, the proportions, etc.

• Physical readjustments in classrooms can obtain a substantial saving by taking
maximum advantage of natural illumination.

• Taking into account integration of the five saving measures that were introduced,
it has been deduced that with an initial investment of US$1022.00 and a useful
lifetime of 6.6 years, the savings are 3556.63 KWh/month or 42,679.5 KWh/year,

Fig. 61.10 Reflection factors of different paint colors. (Source: Damelincourt et Rangueil,
Universite Paul Sabatier)
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recovering the investment in only 0.75 years (9 months), as well as saving
expenses of US$128/month or US$1539/year.

In addition, the following ecological benefits are obtained during the lifetime of
the project, estimated at 6.6 years:

Reduction of CO2: 128,848 kg
Reduction of SO2: 2343 kg
Reduction of NOX: 264 kg
Conservation of hydrocarbons: 53,858 kg
Reduction in water consumption: 662,637 kg

Acknowledgements The author appreciates the financial support received from the National
Council of Science and Technology (CONACYT), the contribution of the technical consultancy
made by the Commission for the Saving of Energy (CONAE), and the support of the University of
Guadalajara.

Fig. 61.11 Reflection factors of different paint colors. (Source: Damelincourt et Rangueil,
Universite Paul Sabatier. Adapted by David Carlos Avila)
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Chapter 62
LED Lighting for Healthcare Facilities

Canan Perdahci

62.1 Introduction

Good healing environments can be created through efficient lighting, and therefore
lighting design plays an important role in multifunction and diverse habitat environ-
ments like hospitals. In a hospital environment, a wide variety of activities can be
differentiated so in the design step of the lighting system, the following objectives
are needed to be considered: the physical and emotional comfort of patients,
motivation and the critical visual requirements for hospital staff and visitor experi-
ence [1]. A sensitive design of lighting schemes that is used in lighting systems
enables significant energy cost savings in addition to above-mentioned targets.

Performance and comfort limits defined by the relevant standards must be
established prior to a productive system. This improves patient’s comfort as well
as employee’s performance.

Lighting criteria in hospitals are much more complex than a general environment.
Within the hospital structure, there are many areas with different functionalities and
many groups (such as patients, staff and doctors) with different needs. Most of the
hospital structures, which are used 24 h a day and have a constant dynamic structure,
are very important for the patient and health personnel. These environments must
provide comfort and performance conditions for all patients and hospital personnel
at all times.

In hospitals, lighting systems perform several functions:

– By bringing the appropriate degree of visibility and visual comfort, lighting
systems offer a prestigious design which satisfies patients in terms of the expec-
tation of well-being.
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– For doctors and nursing staff, lighting should meet the visual task requirements in
each area of the hospital and also heighten motivation.

– Emotions and well-being feelings of non-medical personnel can be affected by a
good lighting system design [2].

The determination of lighting demands is based on the saturation of visual
comfort (i.e. where the workers have a feeling of well-being which can also conduce
to a high productivity level), visual performance (i.e. where the workers are able to
perform their visual tasks, even under difficult circumstances and during longer
periods.) and safety (EN 12464-1 2002) [3].

Large amounts of energy for heating, ventilation, air conditioning, lighting and
operating medical equipment are consumed in hospitals and care facilities with
several hundreds of beds. Hospitals are responsible for high amount of energy due
to the continuous operation, and it would be very desirable to reduce this consump-
tion. Consuming energy for artificial lighting is a large percentage of the overall
energy; estimates range from 26% to about 36% [4]. Thus, the total energy balance is
significantly affected by lighting. Modern lighting technologies, which have a long
service life and low-energy and maintenance requirements, are the basis for energy
saving. A huge improvement of lighting quality is achieved by modern light sources
and luminaires which provide energy consumption.

Hospitals are places where people are not willing to go and where they have to be
under compulsory conditions and on the other hand are places where people work
and spend their time. These spaces should be illuminated by considering the different
needs of people and not affecting their working performances during the day.
Illuminations that are usually applied only to illuminate a single level and have no
other factor in mind can negatively affect patients and doctors. Optimum yield from
the employees and making the patients feel as comfortable and peaceful as possible
with the preference of the lighting are important aspects of the hospital lighting.

Another issue of today, energy saving, is the fast-changing process with LED
lighting system. High-energy savings achieved through regeneration efforts accel-
erate this process. It is not difficult to raise the savings to 70% in LED lighting
system with intelligent automation systems by integrating the opening, closing and
throttling operations where necessary.

For this reason, performance and comfort are as important as energy efficient use.
Studies show that lighting is one of the important systems in healthcare, and in many
cases lighting has a positive effect on psychology and indirectly on the patient
treatment process. Energy saving in lighting should be ensured by reducing energy
consumption without changing the desired or required light level. For this reason,
LED lighting luminaires are now the most popular projects in the lighting industry
(Perdahci) [5].

DIALux 4.8 simulation software as per the international standards is used to
present hospital lighting system design procedure. This study focuses on the most
appropriate selection of lighting type which is visually and financially viable.
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62.2 Patient Room Lighting

Apart from the treatment facilities, the atmosphere and the appearance of rooms are
important criteria for the patients’ hospital choice.

The right general lighting can make a perceptible contribution towards creating a
pleasant and homely atmosphere in patient rooms, and the right general lighting
should suffice to allow simple nursing duties. A number of separately switched
lighting systems should fulfil the lighting requirements of patients’ rooms: general
comfort lighting, reading light for the patient, lighting for bedside examinations and
treatment, night/observation lighting and orientation lighting.

Providing indirect lighting delivering at least 100 lux illuminance and warm
white light can encourage comfortable atmosphere in patient rooms. As a result of
indirect lighting, rooms look larger which is favoured by the patients. Furthermore,
another positive effect is the calming one. The risk of direct glare for bedridden
patients can be eliminated by limiting the average luminance of luminaires visible
from the bed to 1000 candela per square metre according to DIN 5035-3. Another
general lighting requirement for patient rooms is that 500 candela per square metre is
the maximum permissible brightness produced by the indirect lighting at the
ceiling [6].

In order to perform personal activities such as reading and manual activities,
patients need sufficient lighting provided by the lighting integrated in each bed
(indirect lighting and reading lighting from headboard) [1]. The reading lamps –

which are required for every hospital bed –with a minimum of 300 lux on the reading
plane create pleasant reading conditions. The reading lamps are to be switched one
by one or separately, so as not to bother other patients hosted at the same room as
well [6]. Especially the patients staying at their bed always on resting position need
to see a variety of colours on the ceiling with reflection factor of not less than 0.7
[1]. Patients will be appreciated by using a kind of potential control at their ambience
with immediate effect in terms of local lighting control [7].

Adequate luminance levels for the medical and auxiliary staff are required in
patient rooms to ensure performance of medical examinations and care activities on
the patients. Lighting system should provide optimal illumination with high levels of
visual comfort and the absence of glare against the staff, since the visual task have
the difficulties. When considered from this point of view, it is also important to use
lighting sources with colour rendering as close as possible to the natural light
[1]. DIN EN 12464-1 and DIN 5035-3 recommend illuminance of around 300lux
on the examination plane for nursing tasks and simple examinations. It is also
important to note that the uniformity – the ratio of maximum to average illuminance
– should be minimum 1:2. The recommended illuminance for examinations and
treatments or emergencies is a minimum of 1000 lux [6].

Night/observation lighting systems are possible solution to how patient rooms are
lit at night when patients are asleep. The required average illuminance is 5lux on a
plane 0.85 m above floor level. At night the staff need to be able to check patients
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without unnecessarily disturbing them and perform simple tasks; a very low level of
light is therefore necessary [6].

In order to help patients find their way at night without disturbing sleeping
patients in unfamiliar surroundings, the quality of orientation lighting has to be
taken into account. The wide-angled LED lighting luminaires mounted below bed
level and the vicinity of the door are able to comply with requirements in patient
rooms or care facilities as needed [6].

Patients require lighting that is tailored to their needs and individually adjustable
so that all luminaires need to be separately switched in patient rooms [6].

Owing to light colour’s and dynamic lighting scenes’ positive influences on
biological well-being of patients and staff, biologically effective artificial lighting
solutions need to be installed in hospitals apart from the functional lighting essential
for hospital operations. A patient’s sleep/wake rhythm (human circadian system) can
be positively impacted by changing brightness and light colour. Patients’ natural
active and resting phases, good night’s sleep and a swifter recovery are supported by
biologically effective artificial lighting (Lichtwissen) [6].

In patient rooms different numbers of patients have to share the same room. In
such a case, hygiene is important. It is necessary to prevent bacterial formation in
luminaires using antibacterial dyes. The protection type of the luminaire used should
be IP65 so that people can be accommodated in clean hygiene rooms.

The recommended principles of lighting requirements of indoor workplaces for
visual comfort and visual performance purposes are set out in the European Standard
EN 12464-1 titled – European Committee for Standardization: EN 12464-1, Light
and Lighting- Lighting of work places – Part 1: Indoor work placesk. Within the
frame of this standard, some reference values from EN 12464-1 for healthcare
premises are shown in Table 62.1. Table 62.1 defines the most important require-
ments that need to be met by lighting in terms of parameters such as the minimum
values of average maintained illuminance (Em), the illuminance uniformity (U0), the
colour rendering index (Ra) of the lamps and the maximum values of discomfort
glare (UGRL). Visual sign boards for especially health usage are subject to change in
required areas with illuminance level range from 100 lux to usual lighting to 1000
lux in accordance with EN12464-1 [8]. The lowest of Em indicated in the EN12464-
1 is adjusted from the bottom levels (e.g. 5 lx, for night lighting) to normal level for
absolute environment (e.g.100 lx, for general lighting) to the highest levels
(e.g. 1000 lx, for examination and treatment performed by medical staff).

Table 62.1 Recommended
lighting requirements for
patient rooms in hospitals
according to EN12464-1

Task or activity Em (lx) UGRL U0 Ra

General lighting 100 19 0.4 80

Reading lighting 300 19 0.7 80

Simple examinations 300 19 0.6 80

Examination and treatment 1.000 19 0.7 90

Night lighting 5 – – 80
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62.3 Case Study

The case study has been conducted in a patient room in Istanbul. The length, breadth
and height of the rectangle patient room are 12,61 m, 5,87 m and 3 m, respectively.
The reflection coefficients (supposed diffuse) of the walls are ρwall ¼ 0.5, floor
ρfloor ¼ 0.2 and the ceiling ρceiling ¼ 0.70. As seen in Table 62.1, the required lux
level for the examination and treatment is 1000 lx, and the required lux level for the
general lighting is 100 lux. The measurement of required illumination was taken on a
workplane that has a height 0.850 m. The lighting scheme is designed with an
assumed maintenance factor 0.9. An experimental procedure based on measurement
of different types of lamps like T8 (T26) FL and LED lamps has been performed in
order to assess the visual comfort through glare effect, colour rendering and the
power consumption of the patient room of the hospital. In the design, hospitals are
considered to deliver high-quality care sustainable 24 h a day, 7 days a week. The
lighting scheme for the study has been designed by using DIALux 4.8 simulation
software, and the simulation results are presented for each scenario.

Scenario 1
LITPA product LITPA 200331881 FGS 300/4x18W-WP is used for the illumination
of patient room of the hospital.

The lighting distribution values in lux are illustrated in Fig. 62.1. The luminous
flux of used luminaire is 2581 lumen, and the power is 64 W. The luminous flux of
lamps of luminaire is 5400 lumen. The energy efficiency can be calculated as
2581lumen/5400lumen ¼ %48. Totally seven luminaires were used for the study.
So the total luminous flux is the sum of all the flux emitted by seven luminaires and
equals 18067lumen. Also the total used power equals:

Pt ¼ n:P ¼ 7:64 W ¼ 448 W

According to result of DIALux program, the average illuminance measured at
workplane Eav [lx] ¼ 215 lux, the minimum illuminance measured at workplane
Emin[lx] ¼ 53 lux and the maximum illuminance measured at workplane Emax
[lx] ¼ 326 lux.

Figure 62.2 presents photometric data. Figure 62.3 illustrates the luminaire layout
plan. Figure 62.4 is 3D colour rendering and presents the effect of lighting on
different area in the room. Figure 62.5 presents false colour rendering scheme, and
Fig. 62.6 presents the value chart for this scenario.

Scenario 2
LITPA product LITPA 200331882 HFC /38 W-WP LED is used for the illumination
of patient room of hospital.

The lighting distribution values in lux are illustrated in Fig. 62.7. The luminous
flux of used luminaire is 3696 lumen, and the power is 44 W. The luminous flux of
lamps of luminaire is 4400 lumen. The energy efficiency can be calculated as
3696lumen/4400lumen ¼ %84. Totally seven luminaires were used for the study.
The total luminous flux is the sum of all the flux emitted by seven luminaires and
equals 25,872 lumen. Also the total used power equals:
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Fig. 62.1 Lighting distribution values in Lux

Fig. 62.2 Photometric data
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Fig. 62.3 Layout plan

Fig. 62.4 3D rendering

Fig. 62.5 False colour rendering (lighting level distribution - lux)
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Pt ¼ n:P ¼ 7:44 W ¼ 308 W

According to result of DIAlux program, the average illuminance measured at
workplane Eav [lx] ¼ 347 lux, the minimum illuminance measured at workplane
Emin [lx] ¼ 84 lux and the maximum illuminance measured at workplane Emax
[lx] ¼ 524 lux.

Figure 62.8 presents photometric data. Figure 62.9 illustrates the luminaire layout
plan. Figure 62.10 is 3D colour rendering and presents the effect of lighting on
different area in the room. Figure 62.11 presents false colour rendering scheme, and
Fig. 62.12 presents the value chart for this scenario.

62.4 Results and Conclusions

The aim of the study presented herein was to analyse efficiency using simulation
method. In this study, the lighting project in the patient rooms in the hospital is
designed using antibacterial LED panel and fluorescent lamp connected to electronic
ballast. Their consumed power (W), luminous flux (lumen) and luminous efficacy
were measured. Luminous flux (lum) values were compared to the amount of power
consumed by using two types of luminaires. Electrical power consumption has been
analysed.

Table 62.2 illustrates the summary of the simulation results of the lighting system
design in order to assess the efficiency of fluorescent lamp and LED. The most
important conclusion from the Table 62.2 is that fluorescent lamp luminaire (40 lm/
W) has lower lumen/watt value when compared with LED luminaire (84 lm/W)
(Table 62.3).

Fig. 62.6 Value chart (metre)
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In scenario 1, FLs are utilized, and the design is requiring seven luminaires to
give 326 lx levels. In scenario 2, LED luminaires are introduced, and the design is
requiring seven luminaires to give 524 lx levels (Table 62.4).

Fig. 62.7 Lighting distribution values in lux

Fig. 62.8 Photometric data
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Fig. 62.9 Layout plan

Fig. 62.10 3D rendering

Fig. 62.11 False colour rendering (lighting level distribution - lux)
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In scenario 1, the total luminous flux of the fluorescent luminaire lamps equals
5400lumen, and the luminous flux of the fluorescent luminaire equals 2581lumen.
Based on the luminous fluxes measured for the fluorescent luminaires, one can infer
that the efficiency of the fluorescent luminaire is 48%. In scenario 2, the total
luminous flux of the LED luminaire lamps equals 4400lumen, and the luminous
flux of the LED luminaire equals 3696lumen. Based on the luminous fluxes mea-
sured for the LED luminaires, one can infer that the efficiency of the LED luminaire
is 84%. Therefore, in terms of luminaire efficiency, LED lamp luminaires are 57%
more efficient than fluorescent lamp luminaires.

Fig. 62.12 Value chart (metre)

Table 62.2 Simulation results summary

Type
Φ (Lamps)
[lm]

Φ (Luminaire)
[lm]

Luminous efficacy
(lm/W)

Total Φ (7Luminaire)
[lm]

FL 5400 2581 40 18,067

LED 4400 3696 84 25,872

Table 62.3 Photometric
results

Luminaire Eav Emin Emax Uo

FL 215 lux 53 lux 326 lux 0.245

LED 347 lux 84 lux 524 lux 0.243

Table 62.4 Lum/W values for FL and LED luminaires

Type

Power
consumed
P (W)

Total power
consumed P (W)

Luminaire
efficacy

Total Φ
(7 luminaire)
[lm]

Luminous
efficacy (lm/W)

FL 64 W 448 W 48 18,067 40,32

LED 44 W 308 W 84 25,872 84
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In order to compare two lamp types, we can either obtain the same lumen values
and compare the amount of power consumed or we can compare the luminous flux
values using the lamps at the same power.When we replace the fluorescent lamps with
LED luminaires in a hospital that is being used in this study, we have to replace seven
fluorescent lamp luminaires with seven LED luminaires. Because using different
luminaire sizes and numbers during this replacement would require renovation in
the hospital room, this would lead to both an economic expense and an unwanted
situation by the administrators of the hospital. So we used LED lamp luminaires in the
same sizes of fluorescent lamp luminaires that are being used in this replacement.

For these reasons, seven luminaires were used in the above tables. However, in
order to make comparison, we used the same power to compare lumens in both
luminaires. In other words, while a total of seven fluorescent lamp luminaires
consume 448 W, a total of 10 LED lamp fixtures consume 440 W. In two scenarios
with approximately equal power consumption, the luminaries in Scenario 1 produce
18,067 lum, while the luminaries in Scenario 2 produce 36,960 lum. Therefore, as
can be seen from Table 62.5, LED lamp luminaires are 48.9% more efficient than
fluorescent lamp luminaires at approximate power.

Accordingly, in order to achieve the same luminous level, the same luminous
level can be achieved by consuming 229 W instead of 448 W using LED lamps
which are about 49% efficient. A total savings of 220 Wh is achieved. This is
approximately 1425.6kWh for a single room, and this saves energy of 1425.6kWh
per annum for luminaires used at 18 h per day at about this luminous level.

Acknowledgement The author would like to also thank University of Kocaeli and LITPA
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Chapter 63
Thermoeconomic Analysis and Evaluation
of a Building-Integrated Photovoltaic (BIPV)
System Based on Actual Operational Data

Arif Hepbasli, Mustafa Araz, Emrah Biyik, Runming Yao,
Mehdi Shahrestani, Emmanuel Essah, Li Shao, Armando C. Oliveira,
Teodosio del Caño, Elena Rico, and Juan Luis Lechón

63.1 Introduction

Photovoltaic (PV) systems used on buildings can be classified into two main groups,
namely, building-attached PVs (BAPVs) and BIPVs. It is rather difficult to identify
whether a PV system is a building-attached (BA) or building-integrated (BI) system, if
the mounting method of the system is not clearly stated [1]. BAPVs are added on the
building and have no direct effect on structure’s functions. On the other hand, BIPVs
are defined as PV modules, which can be integrated in the building envelope (into the
roof or façade) by replacing conventional building materials (e.g., tiles) [2–4].

BIPV technology is a promising addition to the mix of renewable energy gener-
ation technologies. The majority of the BIPV performance assessment efforts have
focused on energetic aspects, while exergetic studies are very low in numbers and
have not been comprehensively performed. There is a wide range of BIPV electric
generation capacity reported, ranging from a few MWh/yr to more than 100 MWh/
yr, with efficiency values ranging from 5% to 18%. In addition, both façade and
rooftop BIPV applications are equally common in the literature [4].

The term thermoeconomics (in the United States), also referred to as
exergoeconomics (in Europe), is a kind of engineering branch, which combines
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exergy analysis and economic principles. It has been widely used for more than
20 years to support the design, synthesis, and operation of energy-related systems
with higher exergetic efficiency and lower unit production costs. It also provides the
system designer or operator with valuable information, which cannot be obtained
from conventional energy analysis and economic assessments [5].

Shukla et al. [6] reviewed studies on energy and exergy analyses of BIPV modules
to evaluate the electrical performance, exergy destruction, and exergy efficiency with
photonic method. They concluded that exergetic assessment of BIPV systems was
highly dependent on the daily solar radiation and radiation intensity, while the BIPV
module temperature had a great effect on the exergy efficiency.

As far as exergoeconomic analyses and assessments of BIPV systems are
concerned, Gaur and Tiwari [7] proposed the modified EXCEM method. They
calculated annual electricity and net present values for the composite climatic
conditions of New Delhi, India. Irrespective of the solar cell type, the semitranspar-
ent PV modules showed higher net energy and exergy loss rates compared to the
opaque ones. Among all types of solar modules, the one based on c-Si had minimum
energy and exergy loss rate values. Hepbasli et al. [1] used the exergy, cost, energy,
and mass (EXCEM) analysis method to assess the BIPV system installed at Yasar
University. Exergoeconomic parameters based on energetic and exergetic terms
ranged from 0.001 to 0.714 W/€ and 0.001 to 0.664 W/€, with daily average values
of 0.315 and 0.293, respectively.

Based on the literature review we performed, some limited studies on exergetic
assessment of BIPV/T systems have been conducted, while any studies on the
thermoeconomic analysis and evaluation of a BIPV system using the SPECO
method based on the actual operational data have not appeared in the open literature
to the best of the authors’ knowledge. This was the primary motivation behind this
contribution.

63.2 System Description

The BIPV system installed at Yasar University, Izmir, Turkey, consists of a total of
48 crystalline silicon (c-Si) modules in 4 rows and 12 columns, with a gap of
150 mm between the modules and the wall [8]. There are shading effects that were
considered, as the southeast façade lies on the lower part of the building. The total
façade area is 57.6 m2 with a cell area of 42.08 m2, while the total peak installed
power is 7.44 kW with a peak power per PV unit of 155 Wp. A picture of the system
is given in Fig. 63.1 [8].

This system is called as a ventilated façade and increases the efficiency of the
system due to cooling effect. A 7 kW three-phase inverter with two independent
MPPT inputs was selected for the system. The inverter converts the DC input to AC
and feeds the building grid. It also serves as a measuring instrument, and all electrical
data are recorded to the integrated FTP server inside the inverter with 5-minute
intervals.
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As can be seen in Fig. 63.2 [8], the surface temperatures of the PV modules are
measured on 24 points, while the air temperatures between the wall and the modules
are measured at 16 different locations. The air velocity behind the modules is also
measured on six points. For the irradiation measurements, six pyranometers are
mounted on the system (four in the corners and two at midpoints), and one
pyranometer is located on top of the building horizontally, where there is no shadow.
Also, a weather station is located just next to the upper string. Wind velocity and
direction, air temperature, and humidity are measured at this point. All these measure-
ments are continuously recorded on a 60-channel internet-connected data logger.

The single line diagram of the system is illustrated in Fig. 63.3 [8] where panels
are connected in two series to the inverter. The installation of the BIPV system was
completed on February 8, 2016, and since then, the performance of the system has
been monitored through Sunny Portal, while a total electrical energy of
10009.67 kWh was produced as of October 12, 2017 (15:16 PM).

Fig. 63.1 A picture of the BIPV system installed [8]

Fig. 63.2 A schematic diagram of the BIPV system investigated [8]
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63.3 Analysis

The following assumptions are made during the analysis:

(a) The salvage value of the system is neglected.
(b) The interest rate is taken as 10%.
(c) The expected lifetime of the BIPV panels is 30 years, while that of the inverter is

taken to be 15 years. This means that the inverter will be replaced two times
within the lifetimes of BIPVs.

(d) Yearly operation and maintenance costs are taken as 40 €/kWp, which includes
the replacement of the inverter after the 15th year.

(e) The yearly degradation of the system is taken to be 0.6%.

The performance of a BIPV system can be evaluated using both the first and
second laws of thermodynamics. The energetic efficiency of the system can be
defined as the ratio of power produced at maximum power point by the BIPV system
(W ) to the irradiation (G) received over the BIPV area (A) [9]. Because the panels
used in the BIPV system studied are partially transparent, two different efficiencies
based on the total area and cell area are determined in this study.

η ¼
_W

AG
ð63:1Þ

The exergy efficiency of the system is the ratio of the exergetic output of the
system (power produced) to the exergy of the irradiation received (Exsol), [9].

ψ ¼
_Ex BIPV

_Ex sol
¼

_W
_Ex sol

ð63:2Þ

There are various ways of determining the exergy of solar irradiation. In this
study, the following relation developed and proposed by Petela was used [10].

Fig. 63.3 Single line diagram of the BIPV system [8]
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where Tsun is taken as 6000 K. Energetic and exergetic efficiencies over a time period
can be calculated using Eqs. (63.4) and (63.5) [9].

η ¼
P

_WP
AG

ð63:4Þ

ψ ¼
P

_WP
_Ex sol

ð63:5Þ

In this study, the SPECO method was applied to the system. The most general
form of the equation used in this method is given as follows [11, 12]:

X
e

�
ce: _Ex e

�
k þ cw,k _W k ¼ cq,k: _Ex q,k þ

X
i

�
ci: _Ex i

�
k þ _Z k ð63:6Þ

where ci, ce, cw, and cq denote average costs per unit of exergy in Euros per kWh,
while _Z k is the total cost rate of the kth component, which is the sum of capital
investment and operation and maintenance cost rates, as given below [11, 12].

_Z ¼ _Z CI þ _Z OM ð63:7Þ
Because there are only two main pieces of equipment, namely, the BIPV panels

and the inverter in the BIPV system, one needs to use Eq. (63.6) for both of them.
For the BIPV panels, Eq. (63.6) can be written as follows:

csun _Ex sun þ _Z BIPV ¼ cDC _Ex DC ð63:8Þ
On the other hand, inverters are used to convert the generated electricity from DC

to AC, and during this process, some amount of exergy is always destroyed. The
exergetic efficiencies of such devices are always zero and they are regarded as
dissipative devices.

The cost associated with dissipative devices should be charged to productive
components being responsible for its use, which are the BIPV panels in the present
study. The following equation should be used for this purpose [12]:

_C e þ _C diff, dc ¼ _C i þ _Z dc ð63:9Þ
Rewriting Eq. (63.9) for the inverter, one can get:

cDC _Ex DC þ _Z inv ¼ cAC _Ex AC þ _C diff, dc ð63:10Þ
If one takes _C diff, dc from Eq. (63.10) and uses the F principle (cDC ¼ cAC), the

following is obtained:
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_C diff, dc ¼ cAC
�
_Ex AC � _Ex DC

�þ _Z inv ð63:11Þ
Adding this cost to the cost of the BIPV panels, one can write:

_Z BIPV ¼ _Z CI þ _Z OM þ cAC
�
_Ex AC � _Ex DC

�þ _Z inv ð63:12Þ
Inserting Eq. (63.12) into Eq. (63.8), one can get the following:

csun _Ex sun þ _Z CI þ _Z OM þ _Z inv ¼ cAC _Ex AC ð63:13Þ
where csun ¼ 0. This approach is assuming that instantaneous or average hourly
exergy flows are constant throughout the operating period and is reliable for large
power plants. However, due to discontinuous profile of renewable energy sources,
the exergy flows should be cumulatively calculated over a defined time period [13]:

Ex ¼
Z
period

_Ex ð63:14Þ

On the other hand, the costs of the inverter and BIPV panels can be calculated
using the following equations [13]:

_Z CI ¼ Z:CRF:
τoperation
8760

ð63:15Þ

where τ is the operation period and CRF is the capital recovery factor.

CRF ¼ i iþ 1ð Þn
iþ 1ð Þn � 1

ð63:16Þ

where i is the interest rate and n is the lifetime of the system. Because the expected
lifetime of the inverter is 10 years, it should be replaced two times during the lifetime
of the BIPV panels. Therefore, a replacement cost should also be added to the total
cost [14].

ZR ¼ Z inv
1

1þ ið Þ10
" #

þ Z inv
1

1þ ið Þ20
" #

ð63:17Þ

63.4 Results and Discussion

In the first part of the study, energetic and exergetic analyses were performed for
September 17, 2016. The daily distribution of the irradiation, the exergy of solar
irradiation, and the power generation are shown in Fig. 63.4.

Figure 63.5 illustrates a variation of the power conversion and exergy efficiencies
based on cell and module (total) areas with a measurement period of 15 min.
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As can be seen from the figure, there is a good agreement between the power
conversion and the exergy efficiencies, while the difference in the efficiencies based
on cell area and module area is about 4%. Also, the exergy efficiencies are always
higher than the corresponding power conversion efficiencies. That is expected
because the exergy of solar irradiation is always lower than the energy of solar
irradiation.

Fig. 63.4 Daily power generation and irradiation variations on September 17, 2016

Fig. 63.5 Daily variation of power conversion and exergy efficiencies on September 17, 2016
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In the second part of the study, an uncloudy day was selected from each month,
and the efficiencies based on total area and the exergetic cost associated with the
generated electricity (cAC) are calculated. The results are given in Table 63.1.

As can be seen in the table, the daily average energetic and exergetic efficiencies
are in the range of 10.7%–12.7% and 11.4%–13.6%, respectively. According to the
exergoeconomic analysis, the exergetic cost of generated electricity varies between
0.21 and 0.36 €/kWhex for the selected days. cAC is also calculated for the whole
year, i.e., for 8760 h of operation time, and obtained to be 0.368 €/kWhex.

63.5 Conclusions

In this study, a BIPV system installed at Yasar University, Izmir, Turkey, was
considered. The performance of the system was evaluated using energy, exergy,
and exergoeconomic analysis methods.

The main conclusions we have drawn from the results of the present study may be
summarized as follows:

(a) The exergy efficiencies were determined to be higher than the power conversion
efficiencies during the whole day, while there is an average difference of 4%
between the total and cell area-based efficiencies.

(b) Exergetic costs associated with the generated electricity ranged between 0.21
and 0.36 €/kWhex for the selected days, while the average exergetic cost for the
whole year is found to be 0.368 €/kWhex.

(c) The authors expect that this study would be beneficial to the researchers,
designers, and manufacturers, who are interested in applying exergy-based
economic analysis methods to BIPV systems.

Table 63.1 Some monthly thermoeconomic analysis results of the selected days

T0
(�C)

ηsys
(%)

φsys

(%)
Exdest
(kWh)

W
(kWh)

cAC
(Euro/kWh)

Jan 10.38 0.117 0.125 153.33 21.82 0.24

Feb 8.52 0.114 0.121 181.43 25.05 0.21

Mar 13.29 0.108 0.115 187.76 24.41 0.22

Apr 27.12 0.107 0.115 166.04 21.62 0.25

May 26.33 0.107 0.115 140.63 18.25 0.29

Jun 32.65 0.107 0.115 115.17 14.96 0.36

Jul 31.57 0.110 0.118 119.72 15.96 0.33

Aug 33.06 0.109 0.117 122.90 16.32 0.56

Sept 30.36 0.119 0.127 134.23 19.58 0.27

Oct 21.79 0.107 0.114 152.15 19.66 0.27

Nov 18.07 0.127 0.136 119.09 18.75 0.28

Dec 10.27 0.120 0.129 115.68 17.06 0.31
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Nomenclature

A Area (m2)
c Average costs per unit exergy (€/kWh)
_C Exergetic cost rate (€/h)
CRF Capital recovery factor
Ex Amount of exergy (kWh)
_Ex Exergy rate (kW)
G Solar irradiation (W/m2)
i Inflation rate (�)
T Temperature (�C or K)
_W Power (kW)
Z Cost (€)
_Z Cost rate (€/day or €/year)

Greek Letters

η Energy efficiency (�)
φ Exergy efficiency (�)
τoperation Operation period (h)
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Index

A
Absorbance/turbidity, 378
Absorption cooling

absorption cooling system, 126
COP, 127
gas turbine cycle efficiency, 126
gas turbine inlet air cooling, 128
LiBr-H2O, 126
LiBr-H2O and NH3-H2O, 127
NH3-H2O, 126
solar-assisted, 134
thermodynamic analysis, 131

Absorption power cycles (APC), 104–105
ammonia-water and water-LiBr, 103
ammonia-water mixture, 100, 103
application, 108
boundary conditions, 101
configuration, 103
corrosivity, 109
cycle evaluation, 101–102
desorber, 102
environmental impact and toxicity, 108
exergy efficiency, 106
gross cycle efficiency, 106
heat source temperature, 99
IL, 101
imidazolium-R134a, 107
ionic liquids, 105
isothermal boiling and condensation, 99
liquid stream, 102
low-temperature heat, 99, 106
methanol-heptanol, 103, 105
n-pentane-cyclohexane, 108
ORC, 102

pure component, 104
zeotropic mixtures, 104–105

parameters, 101, 107
pressure levels and expander outlet

quality, 108
Q-T curves, 107
recuperators, 100
temperature glide effect, 106
trilateral flash cycle, 100
vacuum, 107
waste heat recovery, 99, 100

Acid hydrolysis, 365
Acoustic noise, 809, 818, 819, 821
Aerodynamic design

blade angle distribution, 167, 168
blade profiles, 166, 168
design code, 164
designed impeller vs. existing impeller, 164
direct and indirect method, 153
direct method and design codes, 168
efficiency comparison, 166, 167
efficiency vs. pressure ratio, 164, 165
experimental facility, 157–158
geometrical constraints, 153
hub and shroud

camber line, 163
primary curve, 162

impeller (see Impeller)
inlet and outlet Mach number, 154
inlet and outlet velocity, 164, 165
mass parameter comparison, 166, 167
mass parameter vs. pressure ratio, 165, 166
1D modeling, 153

algorithm, 160, 161
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Aerodynamic design (cont.)
energy loss coefficient, 159
full and partial admission, 159
moving channel, 160
stationary channel, 159–160

radial-inflow turbines, 153
three-dimensional design, 154
turbine’s performance, 164, 165
turbocharger lab, 157, 158

Air conditioning requirements, 851, 852
Air Distribution System, 641
Albedo

AP, 44
CP, 44, 46
HRP, 44
monthly maximum temperature, 45
solar reflectance, 43
temperature sensors, 45
temperature variation, 48, 49
values, 43, 46–48

Aleutian mink disease (AMD) virus, 373
Alkaline hydrolysis, 365
Alternative fuels and raw materials (AFR), 424
Aluminum conductor clashing, 14
Analysis of variance (ANOVA), 563, 568
Analytic hierarchy process (AHP), 235, 284
Analytic network process (ANP), 284
Analytical hierarchy process (AHP)

Añana salt dome
socio-economic parameters, 241
technical parameters, 242

salt domes, 232
site selection and classification, 240
socio-economic criteria, 235, 236, 238
technical criteria, 239
weight assessment, 238

Angular velocity
assumption, 268
cavitation, 268, 269, 272
CFD analysis, 268
CFD modelling, 269–270
cross-sectional areas, 276, 278
drop curve, 272, 274, 276
governing equations, 271–272
inlet pressure, 272, 275–277
numerical scheme, 270–271
numerous studies, 268
screw pump, 267
screw pump with 12TS shroud and 12TS

hub, 269
turbomachines, 268

Animal waste, 486, 487, 490, 491
Aquaculture farms, 573

Architectural development method (ADM), 317
Asphalt pavement (AP), 44, 47

ambient air temperatures, 53
atmospheric warmth islands, 52
color, 51
concrete, 51, 53
daily average solar times, 52, 53
heat flux, 52, 54
heat flux vs. surface temperature, 58
monthly maximum temperature values, 53
outgoing radiation, 54–55
road surface materials, 52
temperature variation, 56, 57
temperatures, 53
thermal performance, 51
thermocouples, 53, 55
university campus, 52, 54
urban surfaces, 52
warmth flux, 58

Astana, 603, 605–609, 612, 613
ASTM E1918, 62
AutoCAD program, 52
Autodesk Ecotect simulation program, 793
Autodesk Ecotect software program, 795
Average unit consumption, 620

B
Basque-Cantabrian basin, 232, 233
Benefit-cost (B-C) ratio, 604
Beta-carotene, 389
Bezier polynomial curve, 161
Bi-objective optimization, 459–460
Biodiesel

analyses and characterizations, 464
catalysts preparation, 465
diesel fuel and PL, properties, 470
KF/CaO, 465, 466, 468
KF/MgO, 466–468
Pistacia lentiscus, 465, 469
PL fruits, 464

Biomass
chemical exergy, 197
dry-biomass weights, carbon, oxygen,

hydrogen and sulphur, 198
energy balance, 195
fired ORC systems, 190, 194
geothermal, solar and waste heat, 189
lower heating value, 198

Biomass estimation methods, 378
Biowaste

collection and treatment, 439
dry recyclables, 436
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plastic waste management, 432
PPI4Waste project, 439
separate collection, 435, 440
Waste Framework Directive, 438

BIPV module, 878
Boilers, 642
Boundary condition

hydraulic diameter, 32
parameters, 32, 33
turbulent intensity, 32

Boussinesq eddy-viscosity model, 816
Box-Behnken design, 565
Bright-Line™ hemocytometer, 379
Bubble dynamics, 268
Budgetary hardships, 496
Building electricity consumption, 516, 517
Building electricity supply and demand, 512,

516, 518, 522
Building envelope, 758
Building envelope area, 750
Building Research Establishment

Environmental Assessment Method
(BREEAM), 834

Building-attached (BA), 877
Building-attached PVs (BAPVs), 877
Building-integrated (BI) system, 877
Building-integrated photovoltaic (BIPV)

system
analysis, 880–882
applications, 877
cost, panels, 882
costs of inverter, 882
dissipative devices, 881
electric generation capacity, 877
energy and exergy analyses, 878
exergoeconomic analyses and

assessments, 878
installation, 879
MPPT, 878
panels and inverter, 881
performance, 877, 880
single line diagram, 879, 880
SPECO method, 878, 881
technology, 877

Building-integrated photovoltaic blind
(BIPB), 793

Buildings
characteristics, 850
embodied energy, 704
energy saving, 857
energy-efficient, 705
energy-saving, 705
GHG emissions, 704

green building, 705, 706
life cycle assessment, 704
sustainable, 706

Burning mine waste dump, 481
characteristics, 475
coal mine, 473
experimental data analysis, 476, 477
fixed-bed reactor, 476
PAH, 474
PCA (see Principal component analysis

(PCA))
risk assessment, 473
samples collection, 474

Bus system, 357
Bushfire ignition, 14, 15, 17

C
Calciner, 206, 208, 209
Calciner burner gas flow, 420
Canadian Phycological Culture Centre

(CPCC), 375
Canadian Standards Association (CSA), 221
Carbon dioxide emission reduction

annual maintenance and repair costs, 80
bottoming cycle integration, 72, 89
carbon capture and storage/utilization, 71
cost functions, 78, 79
economic model, 77–81
gas turbine

bottoming cycle, 82–83, 87–89
heliostat field, 85–89
inlet air cooling, 83–84, 87–89

gas turbine performance, 71
gas turbine power plant configuration, 73
heliostat field collector, 72, 89
heliostat field design, 76
hybridization, 89
inlet air cooling technologies, 71
parameters, 75
power generation, 71
power plant hybridization, 72
renewable energy integration, 71
simple gas turbine, 81–82
solar thermal collector, 72
system configurations, 73–74
thermodynamic model, 74–77
thermoeconomic optimization, 72

Carbon dioxide equivalent emissions, 623
Carbon emission reduction (CER), 6
Carbon footprint (CF), 704, 710
Carbon footprint analysis, 824–825
Cascade refrigeration, 141
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Cavitation
bubbles, 268, 272
in turbomachinery design and operation, 267
NPSH, 269
Rayleigh-Plesset equation, 271
screw pumps, 269

Cell count (CC), 390, 393–394, 398, 399,
401, 404–407

Cell temperature, 625
Cement manufacture

characteristics, 428
co-processing of waste and experience

feedback, 414–415
Cement production, 207

clinker cooler, 206
clinker nodules, 205
cooler efficiency vs. recuperation air, 215
cooling process (see Cooling process)
discharge side, 215
energy consumption, 205, 206
energy-/fuel-saving and maintenance

issues, 206
energy-intensive and extreme heat-

demanding process, 205
experiences, 216
global carbon dioxide emissions, 205
greenhouse gases, 205
modern cooler, 216
standard loss of cooler, 215
state-of-the-art technology requirements, 216
theoretical analyses, 209–214

Central composite design, 565
Centrifugal roof fans

computational domain, 813–814
design and geometry, 810
domain discretization, 814–815
fan experimental fan characteristics, 812
fan impeller geometry, 812
first-order discretization scheme, 821
flow and acoustics modeling, 815–816
geometric characteristics, 811
LES model, 820–821
multi-objective optimization, 810
noise estimation model, 809
nonresidential ventilation, 809
numerical simulation, 809
performance definition, 810–811
RANS and LES models, 815
SAS turbulence model, 809
sliding-mesh approach, 822
steady state model, 816–818
URANS CFD model, 809
URANS model, 818–819

Channel mass velocity, 192
Chemical engineering plant cost index

(CEPCI), 77
Chlorella kessleri, 384
Chlorella protothecoide, 384
Chlorella pyrenoidosa, 374
Chlorella vulgaris, 375, 378, 382, 383
Chlorofluorocarbons (CFCs), 149
Chlorophyll a, 390, 394–396, 399, 402–407
Chlorophyll method, 394–396
Circuit breaker and relay model parameters, 355
Circular Economy Package, 440
CIVITAS DESTINATIONS approach

environmental assessment, 302
Clean Energy Management Software

system, 750
Climate change, 71
Climate Protection Campaign (CCP), 770
Clinker cooler

calcium oxide, 207
chemical composition, 207
desirable performance, 206
functions, 209
modern coolers, 206
Portland cement, 208
quality, 206
VDZ, 214

Clinkerization, 208
CO2 emission, 250, 501, 507
CO2 secondary loop/cascade system, 142
Coal-fired thermal power plants, 245, 246, 262
Coaxial flow system

allocations and diagrams, 671–672
collector’s geometry and data, 664–666
convection regime, 669–670
efficiency and losses, 668, 669
energy and exergy analysis, 664
energy balance, 666–668
ETC technology, 664
flat plate collector, 663
inlet water temperatures, 666
inner tube effect, 670–671
operating conditions, 666, 673
renewable energy sources, 663
solar thermal collectors, 663
thermal and optical performance, 663
thermal and optical properties, 665
U-pipe system, 664

CoDePro, 561, 569
Coefficient of efficiency, 398, 399, 405,

406, 408
Coefficient of performance (COP), 116, 140,

144, 783
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Coefficient of variation, 398, 400, 406, 407
Combined Rankine-Kalina cycle system, 250

CW pump, 251
energy/exergy index, 251

Combustion
EDC model, 30
equivalence ratio, 39
non-premixed combustion, 28
premixed hydrogen/air combustion, 29
thermal power, 29, 39
3D micro planar model, 29

Combustor geometry, 29
Comfort sensation vs. environmental aspects

behavioral adaptation, 834
binary logistic regression model, 834
BREEAM, 834
building A, 836–837
building B, 837–838
building C, 838–839
building rating systems, 834
buildings’ energy and construction

profile, 833
correlations, 840, 841
European buildings, 833
goals, 835
indoor environment, 833
integrated green certification schemes, 835
LEED, 834
national thermal insulation regulation, 833
office buildings, 835, 845
personal characteristics and indoor

conditions, 840
qualitative environmental evaluation, 839
qualitative evaluation, 835, 839, 845
recycling frequency, 841, 844
statistical analysis, 840
window view, 841, 843
winter and summer period, 840, 842

Compound parabolic collector (CPC)
configurations, 651
daily clearness index, 653
diffusive daily horizontal plane solar

irradiation, 653
diffusive hourly horizontal plane solar

irradiation, 653, 654
East-West axis orientation, 654–657, 659
hourly clearness index, 652
integrated solar systems, 650
North-South axis orientation, 656–659
optical and thermal performance, 649
optical performances, 650
semicylindrical configuration, 649
solar energy utilization, 649

symmetric and asymmetric reflector,
650, 651

total daily horizontal plane solar
irradiation, 653

total hourly and daily horizontal plane
extraterrestrial solar irradiation, 652

total hourly horizontal plane solar
irradiation, 653

Compressed air energy storage (CAES), 4, 9, 10
AHP methodology, 235
Basque-Cantabrian basin, 232, 233
GIS, 235
multi-criteria algorithms, 232
salt domes, 231
structure hierarchization method, 232, 234

Compressor power consumption, 148
Concentrated photovoltaic (CPV) system, 526
Concentrated solar power (CSP), 604
Concentration ratio (CG), 537
Concrete pavement (CP)

albedo values, 64, 68
asphalt pavement, 58, 64, 65, 67
heat flux, 66
maximum surface temperatures, 68
slag/white cement, 62
subsurface temperature measurements, 53
surface areas, 44
temperature variation, 53, 57
urban areas, 68

Conductor clashing
aluminum particle, 21, 22
biomass after particle landing, 19
copper particle, 21, 22
critical diameter, 14
height of, 20
hot metal particles, 24
overhead power lines, 13
particle emission, 14–16
particle flight

aluminum particles, 16–18
copper and aluminum conductors, 16
copper particles, 16
criterion of Glassman, 16

Continuously reinforced concrete pavement
(CRCP), 51

Control panel, 226
Cool pavements, see Albedo
Cool Roof Rating Council (CRCC), 61
Cooler system energy, 212
Cooling fan flow rates, 210
Cooling fan power consumption, 211
Cooling machines, 145
Cooling process
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Cooling process (cont.)
ASTM Type I cement, 208
calcareous and siliceous constituents, 207
chemical constituents, Portland cement, 209
clinker, 208
clinker cooler functions, 209
clinkerization, 208
cyclonic motions, 208
electricity consumption, 207
gypsum, 208
hard nodule, 207
hydraulic behavior properties, 207
Portland cement clinker, 208
precalciner, 208
raw ingredients, 207
raw materials, 207

Cooling System-Operation Principle, 641
Cooling systems, 141
Cooperative mobility, 301
Copenhagen Meeting, 146
Copper indium gallium selenide (CIGS), 795
Coprocessing of waste

cement industry, 428
cement manufacture and experience

feedback, 414–415
Core losses, 224
Corrugation dimensions, 191
Council for Local Environmental Initiatives

(ICLEI), 770
Critical diameter

aluminum particle, 21–23
calculations, 24
conductor clashing, 14
conductor material, 14, 19
copper particle, 21–23
metal particles, 24
non-burning particle, 24
particles, 24

CSA-390, 221
Cumulative cash flow, 598
Cumulative cash flows graph, 597
Current transformer parameters, 355
Cyanobacteria

accurate predictor, 393
biomass, 394, 397
chlorophyll a, 407
conventional methods, 390
cultivation, 389, 397
cultures, 391
dry biomass, 396
measurement, 398
microalgae, 389–391
Pearson’s correlation (r) matrix, 404

Cyanobacteria cultivation, 380
Cycle-Tempo, 246

D
Danish fish farm, 573
Degree of superheating (DOSH), 77
Delphi method, 286
Demand-side management (DSM), 727–729
Department of Environment, Food and Rural

Affairs (DEFRA), 825
Desalination industry, 339
Design for deconstruction (DfC), 705
Design for environment (DfE), 705
Design of experiment (DOE), 560
Design science research (DSR), 315
DIALux 4.8 simulation software, 867
DIALux program, 867
Diesel engines, 171–173
Diesel particulate matter (DPM), 180
Dinitrosalicylic acid (DNS) method, 365
Distillate production cost, 342, 347–348
Distillate yield and performance ratio, 343–345
Distributed solar generation (DSG), 511

electricity consumption, 521
installed condition, 514

Diversification and Saving of Energy
(IDAE), 781

Domestic hot water (DHW), 618, 619, 635, 734
Dresler graphic, 852, 853
Drip irrigation, 546, 550, 551, 554
Dry weight (DW), 378, 390–393, 398–401,

403–408
Dulong’s formula, 198
Dust concentration, 416

E
Ecoinvent database, 622
Ecological footprint approach, 512
Eco-Management and Audit Scheme

(EMAS), 782
Economic model, 77–81
Ecopower, 721, 722
Eddy dissipation concept (EDC), 30, 31
Efficiency

calciner, 208
cooler, 215
cooling fan power consumption, 211
energy and exergy, 206
recuperation and actual, 214

Ekurhuleni Metropolitan Municipality
(EMM), 770
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Electric power generation, 248
Electrical demand, 852, 853
Electrical energy generation, 4–5
Electrical equivalent circuit, 526
Electrical heating system, 754
Electrical power consumption, 870
Electrical resistances, 115
Electricity, 734
Electricity export rate, 592
Electricity generation, 485–487, 489, 490
Electronic expansion valve (EEV), 140
Electrotechnical Commission (IEC) 34-2

standard, 222
Embodied energy, 341, 704, 708
Embodied impacts, 708, 713
Emissions

carbon monoxide and hydrocarbon
emissions, 28

CO2, 312
energy and reduction, 311
greenhouse gas, 317
NOx, 38, 39
thermal power, 29

EMM buildings, 770
office space, 771
workspace, 772

Energy audit
clinker cooler, 209
clinker cooler performance, 206
and performance tests, 206
TPD rotary kiln system, 206

Energy balance equation, 145
Energy conservation, 574, 583
Energy consumption, 139, 625

analytical study, 782
built surface area, 784
energy-saving measures, 788
energy-saving motivation, 788
mean consumption values, 786
number of beds, 785–786
number of employees, 784–785
thermal discomfort/inadequate lighting

levels, 789
Energy efficiency (EE), 496, 500, 636, 638, 867

copper losses, 220, 227
cost assessment, 775
electric motors, 219
friction and wind losses, 220
hot water system, 773–774
iron losses, 220
lighting system

fluorescent to LED, 771–772
motion sensors, 772–773

municipal building, 770
policies, 774–775
productivity, 219
standard TSE 60349-2, 227
thermodynamics, 219

Energy efficiency 2020 program, 590
Energy Efficiency Design Index (EEDI), 312
Energy Efficiency Directive, 733
Energy Efficiency Law, 495
Energy Efficiency Operational Index

(EEOI), 312
Energy efficiency tests

direct methods, 221
estimation methods, 223
indirect methods, 221–223

Energy efficient, 705
Energy Madrid Foundation, 781
Energy management, 635

decision-making process, 312
EMIS, 315
institutional, 312
and productivity, 316
ships (see Ships)

Energy model, 574
Energy payback time, 345, 346
Energy Performance Certificates (EPCs), 712
Energy Performance Contracting (EPC)

economic recession, 733
energy consumption, 733
energy transition, 733
financial schemes and mechanisms, 734
Greece, 736–740
investment assessment and benchmarking

tool, 740
SMEs, 733
South Europe, 734–736
tertiary sector buildings, 740–745

Energy Performance of Buildings Directive,
733

Energy recovery
and raw material conservation, 414, 428

Energy savings, 770, 774, 776, 777, 852, 856,
858, 864

Energy source selection, 283, 284
Energy storage, 231, 235, 242
Energy storage computational tool (ESCT), 6
Energy storage select (ES-Select), 6
Energy storage technologies (ESTs)

chemical energy, 4
cumulative costs and benefits, 9
cumulative net cash flow, 8
discharge duration vs. energy efficiency, 10
electrical energy, 3

Index 893



Energy storage technologies (ESTs) (cont.)
feasibility criteria analysis, 7
gravitational potential energy, 4
implementation, 7
international level, 4
kinetic energy, 4
methods, 6–7
objectives, 4
payback period, 9
renewable energy storage, 4
sodium sulfur, 10
sulfur and sodium nickel chloride, 9

Energy-efficient, 705
Energy-saving, 705
Energy-saving policies, 723
Engineering Equation Solver (EES), 103, 195
Envelope insulation, 749, 751, 754

in building, 752
LCCA, 749
residential energy, 750

Enviro-economic analysis, 341
economic analysis, 342–343
literatures, 341
solar desalination unit, 341–342

Environmental Biosafety, 788
Environmental comfort, 851, 852
Environmental degradation, 545
Environmental impact assessment, 302
Environmental impacts, 705, 713
Environmental input-output (EIO) analysis, 824
Environmental management system

(EMS), 782
Environmental performance, 704, 706,

711, 712
Environmental Protection Agency (EPA), 61
Equivalent outdoor temperature, 693
2-Ethylhexyl nitrate (2-EHN), 172
European Environment Agency (EEA), 825
Evacuated collectors (ECs), 604
Evaporator, 246
Evapotranspiration, 53, 58
Excel-based software, 750
Exergoeconomic parameters, 878
Exergoeconomics, 877
Exergy, 117, 118, 120, 220
Exergy analyses

and energy, 199, 202
destruction, 196
destruction rate, 196
energy, 194
flow rate, 196
physical and chemical, 197
thermal energy systems, 196

Exergy analysis, 125
Exergy concept, 144–146
Exergy destruction, 248
Exergy efficiency, 146, 148
Exhaust gas recirculation (EGR), 28
Existing heating system, 751
Experimental data analysis, 476, 477

F
False colour rendering, 869, 872
Feasibility analysis

cumulative cash flow, 598
financial parameters, 596, 597
policy scenarios, 594
solar panels, 594

Feasibility study, 592
Feed water storage tank, 341
Feedback tools, 727
Feed-in-Tariff (FIT) schemes, 590
Fermentable food waste, 366
Fermentable kitchen waste, 365
Ffowcs Williams and Hawkings (FW-H)

method, 816
Ffowcs Williams-Hawkings equations, 809
Finance payback period, 348, 349
Financial hardships, 496
Financial parameters, 596
Finite element model

economic performance, 797–798
LCC analysis, 798
systemization of proposed model, 799
technical performance

architectural design elements, 795
BIPB design elements, 795
definition of independent variables, 795
definition of reference model, 795
discretization of independent

variables, 796
establishment of a standard database, 795
shape and interpolation function, 797
standard database, 796
window design elements, 795

Finland
electricity price, 575, 578–580, 583

SWH
financial parameters, 580
installation, 578
RETscreen, 583
risk factor, 579
training session, 578

Fixed-bed reactor, 473, 474, 476, 482
Flat plate (FPC), 639
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Flat plate solar collector
ANOVA, 568
components, 559
CuO/water nanofluid, 560
design parameters, 560
equations performance, 561
finite element method, 560
Grey relation analysis, 560
heat loss coefficient response, 568
OFAT approach, 560
optical efficiency response, 567
optimization methodology

ANOVA, 563
controlled factors levels, 562
design parameters levels and

characteristic responses, 561–562
environmental factors, 561
experimental design, 565
governing equations, 564–565
response model approach, 566
S/N ratio, 563
statistical analysis, 566
Taguchi method, 562–564
uncontrolled factors levels, 562

response model approach
desirability function, 569
regression models analysis, 569
validation, 569–570

structure, 559, 560
SWH system, 559
Taguchi method, 566–568
thermal performance, 560

Floating condensing temperature, 143
Fluorescent lamp luminaires, 873, 874
Formic acid (FA), 447
FORTRAN program, 154
Fossil fuels necessitates, 294
Friction coefficient tests, 45
Frictional pressure drop, 193
Fur Industry Act, 374
Fuzzy logarithmic least squares method

(FLLSM)
local and global fuzzy weights, 285
modified fuzzy LLSM, 285

Fuzzy multi-criteria decision-making, 295

G
GaBi LCA software, 638
Garrett turbocharger model GT-4082, 169
Gas turbine efficiency augmentation, 126
Gas turbine intake air cooling, 126
General Directorate of Meteorology, 52

Geographical information system (GIS),
235, 512

Gibbs free energy concept, 249
Glassman’s method, 164
Global Environment Facility (GEF), 769
Global warming, 262
Global warming potential (GWP), 113–115,

141, 708
Global warming potential (GWP) method, 622
Gravimetric method, 390–391
Green building, 705, 706
Green Dot System, 442
Green Rating™ methodology, 740
Greenhouse gas (GHG), 297, 769
Greenhouse gas (GHG) emissions, 146,

363, 590
Greenhouse gas (GHG) emission reduction,

583
Greenhouse Gas Protocol Initiative (GHG

Protocol), 825
GREPCon, 740

H
Hamburg Ship Evaluation Standards

(HSESs), 320
Hanna Multiparameter Photometer, 379
HCl pretreatment methods, 367
Healthcare engineering, 788, 789
Heat exchanger, 191
Heat flux, 52, 54, 66
Heat power

data analysis, 694
data, heat power and weather conditions,

694
regression coefficients, 700

Heat recovery steam generator (HRSG), 74
Heat storage tank

seasonal storage, 640
short-term storage, 640

Heat transfer fluid (HTF), 677
Heating and hot water systems, 694
Heating system, 694
Heating system replacement, 752–754
Heating, ventilation, and air conditioning

(HVAC), 769, 782
Heavy fuel oil (HFO), 172
Heliostat field optimization, 75
Heterogeneous catalysis, 463, 469
High peak demand, 3, 5
High-efficiency irrigation systems, 546
Highly reflected pavement (HRP)

reflector-based gray spray paint, 44, 47
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Highly reflected pavement (HRP) (cont.)
solvent-based gray spray paint, 44, 47
surface temperature, 47, 48
thermal camera view, 48

High-performance liquid chromatography
(HPLC), 476

Hospital project management, see Hospital,
energy consumption

Hospital, energy consumption, 784–786
average annual final energy

vs. number of beds, 785–786
vs. number of employees, 784, 785

Belgium, 782
built surface area, 784
EMAS Regulation, 782
HVAC, 782
mean consumption values, 787, 788
Pearson’s product-moment coefficient, 789

Hotel building, Greece, 642
Hotel sector

accommodation cluster, 824
building view, 828
business applications, 829
carbon footprint analysis, 824–825, 831
electric energy emissions per month, 829
energy and environmental goals, 824
energy consumption, 829
energy demand, 823
energy management, 823
environmental assessment, 825–826
environmental sustainability, 831
GHG emissions, 823
holistic optimization approach, 823
indoor air quality, 827
LCA methodology, 830
location, 828
occupants’ perception, 827
socio-economic challenges, 830
statistical analysis, 827
total emissions, 826, 829
tourism accommodation sector, 828
transport process, 830

House Construction and Savings Bank of
Kazakhstan (HCSBK), 611

Housing developments, 326
Humins, 448
Hybrid CPV-TEG system, 526

CPV, 538
diagram, 527
electrical equivalent circuit, 527
parameters, 530, 531
TE module, 530, 536
TEG power output, 536

temperatures, 531
voltage and current, 532

Hydraulic permeability tests, 45
Hydrocarbons, 28
Hydrochlorofluorocarbons (HCFCs), 149
Hydrogen

micro-stepped tube, 27
nozzle geometry, 28

Hydrogen/hydrocarbon-fuelled micro
combustors, 27

Hydrolysis performance, 366
Hydropower, 295
5-Hydroxymethylfurfural (5-HMF), 447

I
Ideal trilateral cycle, 99
IEC 34-2, 221–225
IEEE 112-B, 221, 222
IEEE 9 bus test system, 352, 353
Impeller

preliminary design
algorithm, 157, 158
assumptions, 154
blade loading, 156
clearance, 156
exit loss, 156
friction, 155
incidence, 155
radial-inflow turbine, 154

Index of agreement, 398–400, 405, 406, 408
Indian coal-based power plants, 341
Indicated fuel conversion efficiency (IFCE), 176
Induction motors

polyphase, 222
squirrel cage, 224

Information technologies
architectural infrastructure, 315
architectural structure, 323
multi-faceted and multilayered

structure, 320
ships, 312

Information technology (IT), 313
Inlet air cooling technique, 72
Institute of Electrical and Electronic Engineers

(IEEE), 221
Insulation replacement, 753
Integrated collector storage system (ICS), 650
Integrated power plants, 352
Intelligent autonomous agents, 727
Intergovernmental Panel on Climate Change

(IPCC), 636, 769, 823, 825
International Energy Agency (IEA), 283
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International Maritime Organization (IMO),
311, 312, 317, 323

Inverter design parameters, 356
Ionic liquids (IL), 101, 103, 105, 108, 109
Iron oxide (Fe2O3), 207
ISAT algorithm, 31

J
JEC 37, 221, 222
Jointed reinforced concrete pavement

(JRCP), 51
Joule heating, 526, 529
J-type thermocouple, 157

K
Kalina cycle, 246
Kalina cycle system 11 (KCS11)

ammonia mass fraction, 259
energy and exergy efficiencies, 259
energy input rate, 251
energy rejection rate, 252
exergy efficiency, 252
exergy input rate, 252
exergy rejection rate, 252
net energy efficiency, 251
thermodynamic analysis, 260

Kalina cycles, 100, 108, 109
Kazakhstan, 603, 604
Kazakhstani Unified Power System, 591
Kiln burner gas flow, 420
Kiln hood temperature, 426, 428
Kirchhoff law, 500
Kitchen waste, 363

dry, 367
glucose, 368
hydrolysis performance, 369
physicochemical analysis, 365
pretreatment, 366, 367, 370
raw and treated, 365
saccharification, 364
sample preparation, 364

Kitchen waste (KW) sample, 364
Korea Astronomy and Space Science Institute

(KASI), 514
Korea New and Renewable Energy Center

(KNREC), 514

L
Latent heat, 760
Leadership in Energy and Environmental

Design (LEED), 47, 62, 64, 834

Least square method, 561
LED lighting

brightness and colour, 866
EN 12464-1, healthcare premises, 866
energy savings, 864
energy, artificial, 864
false colour rendering scheme, 867
fluorescent lamp luminaires, 874
hospital environment, 863
hospitals, 863
lighting distribution values, 867
lighting scheme, 867
luminaire layout plan, 867
luminance levels, 865
luminous flux, 873
patient room lighting, 865–866
patient rooms, hospitals, 866
performance and comfort, 864
photometric data, 867
protection type, 866
reading lamps, 865
3D colour rendering, 867
value chart, 867

Legal and institutional hardships, 497
Less energy consumption, 142
Levelized cost of electricity (LCOE), 80, 264
Levulinic acid (LA)

acid-catalysed hydrolysis, 448–450, 457
Arrhenius relationship, 449
bi-objective optimization, 459–460
hemicellulose fraction, 447
humins, 448
kinetic modelling

acid-catalysed hydrolysis, 456
application, 453–454
Arrhenius equation, 451
assumptions, 450
HMF, 452, 456
residual plots, 456

lignocellulosic biomass, 447–449
multi-response optimization, 454–456
parity plot, 458
petroleum refining, 448
pseudo-first-order equations, 450
residual plot, 458
single-response optimization, 454
temperature and acid cone, 459
water hyacinth, 450
yield and selectivity, 448, 450, 453, 454,

458, 460
LiBr absorption systems, 108
Life cycle analysis (LCA)

concept, 637
environmental analysis, 643
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Life cycle analysis (LCA) (cont.)
environmental tool, 637
implementation, 637
methodology, 637
streamlined, 637

Life cycle assessment, 622, 710
building envelope and heating

system, 707
buildings, 704
design process, 712
embodied energy, 708
energy use, 707
EPCs, 712
GHG emissions, 711, 712
recycling and reuse, 711
stages, 709
WBCSD, 711

Life cycle climate performance (LCCP), 147
Life cycle cost (LCC), 794
Life cycle cost analysis (LCCA), 592–594,

605, 749
Life cycle energy analysis (LCEA), 830
Life-cycle cost assessment (LCCA), 770, 777
Light cycle, 375, 377, 381–383
Lighthill’s acoustic analogy, 816
Lighting

artificial, 769
EMM, 770
fluorescent to LED, 771, 772
motion sensors, 772, 773
office and workspace configuration, 775
policies, 774

Lighting distribution values, 867, 868, 871
Lime saturation factor (LSF)

values, 418, 420, 421
Load and test motor, 225
Load model parameters, 354
Local lighting control, 865
Locked rotor characteristic test, 227
Low-charge multi-compressor refrigeration

systems, 142
Low-charge multiplex refrigeration system

(LCMRS)
air conditioning systems, 143
condenser capacity and cooling effect, 142
control valve, 140
COP and exergetic performance, 140
floating condensation, 142
liquid refrigerant, 142
refrigeration systems, 140
saturated refrigerant temperatures, 142
traditional, 142

Luxometers, 854

M
Manual cell count method, 379
Maritime

IMO, 311
industry, 323

Marmaray project, 224
Material recovery facilities (MRFs), 439
MATLAB code, 74
Mean line design, 154
Mechanism design (MD), 728
Mediterranean region, 835
Mesh independency, 32, 33
Methylcyclohexane, 190
Micro combustor

boundary conditions, 32
cylindrical channels, 28
equivalence ratio, 28, 40
flame stability, 28
governing equations, 30–31
heat transfer principles, 36
hydrogen fluxes and equivalence

ratios, 37, 38
hydrogen/air flames, 30
input chemical energy, 37
mathematical model, 29–30
MEMS, 27
mesh independency study, 32
MTPV, 27
non-premixed hydrogen/air flames, 28
NOx formation, 38, 39
outer wall mean temperature value, 36
RNG k-ε model, 31–32
structure, 29
temperature contours, 34, 35
temperature resistance, 36
TPV power generator, 28
validation, 33, 34
wall temperature distributions, 34, 35

Micro thermophotovoltaic (MTPV), 27
Microalgae

accurate measurements, 390
biomass, 390
biomass monitoring, 392
chlorophyll a, 396
cultivation, 389, 397
cultures, 391
cyanobacteria, 389, 391
dilute aqueous suspension, 389
measurement, 398
Pearson’s correlation (r) matrix, 404
pigment extraction, 395

Microelectromechanical systems (MEMS), 27
Microscopic method, 393–394
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Mineral and organic contents, 424, 426
Ministry of Electricity and Water (MEW), 4, 5
Ministry of Environment and Water

Resources, 603
Ministry of Land, Infrastructure, and

Transport (MOLIT), 513
Minkery wastewater

agricultural, 374
ammonium concentrations, 384
biomass, 407
biomass accumulation comparisons,

381–382
characteristics, 380–381
coefficient of variation, 407
cultivation techniques, 375
dilution, 380
evaluation, 379
experimental design, 377
experimental unit, 376
mediums, 397
microalgae and cyanobacteria

production, 374
nitrogen removal, 383
nutrient concentration, 380
nutrient content, 380
nutrient removal comparisons, 383–385
organic compounds, 374
phosphorus removal, 384, 385
photobioreactor, 377
pretreatment, 375–376

Mixed MSW collection scheme, 436
Mixed municipal solid waste collection, 442
Modified Bold’s Basal medium, 396, 397
Modified FLLSM

fuzzy group triangular, 288, 289
local and global fuzzy weights, 289–290

Mono-material collection, 442
Mono-stream collection system, 436
Monte Carlo ray-trace code, 678
Monte Carlo ray-tracing method, 649
Montreal Protocol, 146
Motion sensors, 770, 772, 774, 776, 777
Motor control unit, 226
Motor losses

copper, 220
friction and wind, 220
iron, 220

Motor plate values, 224
Multi-criteria decision, 234
Multi-criteria decision-making (MCDM)

capability, 284
ELECTRE III, 284
energy planning, 284
fuzzy logic, 284

PMCA, 284
PROMETHEE II, 284
UK energy policy, 284
VIKOR-AHP methods, 284

Multi-criteria evaluation (MCE), 284
Multifamily buildings, 618–620, 623
Multi-material collection, 442
Multi-material collection scheme, 434, 435
Multi-response optimization

desirability approach, 454–456
objective function, 455

Municipal building, 770, 777
Municipal waste management, 433

N
NASA’s spatial system, 153
National Electric Manufacturers Association

(NEMA), 221
National Energy Regulator of South Africa

(NERSA), 774
National peak load growth, Kuwait, 5
Natural gas, 734
Natural lighting

clear sky, 857
data and estimation, 856
Dresler graphic, 852
graphic analysis, 854
lateral and zenithal, 855
walls, 858

Natural resources assessment, 606
Nazarbayev University Research Innovation

System (NURIS), 605
n-butanol

diesel engine, 172
fuel properties, 173
on-road tractor test, 181
PM emissions, 181
WPO, 172

Nearly zero-energy building (nZEB), 511
Net present value (NPV), 753, 797
Network – power plant operation flowchart, 357
Night/observation lighting systems, 865
Non-optimized cogeneration system, 782
Nonparametric Wilcoxon analysis, 840
Nova Scotian mink industry, 373
Novel triple glass (NTG), 758
NOx concentration, 417
NRTL model, 103

O
Oak Ridge National Laboratory, 146
One factor at time (OFAT), 560
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On-grid PV system, 591, 598
Nazarbayev University, 590
on-campus project, 591

Open Group Architecture Framework, 317
Operational tests, 618
Optical density (OD), 391–393, 398, 399,

401, 404–408
Optimal design, 565
Optimal operating condition, see Micro

combustor
Organic compound concentration, 418
Organic Rankine cycle (ORC)

biomass-fired ORC systems, 190
configurations, 190
energy and exergy analysis, 202
geometry, 190
mathematical model

energy analysis, 195–196
exergy analysis, 196–197
performance assessment parameters,

198–199
ε-NTU method, 193, 194
number of plates, 199
parameters, 189
plate heat exchanger modelling, 190–193
Python Software, 190
vapour pressure, 189
working fluid type, 199–202

Organic Rankine Cycle (ORC), 246
Orthogonal array (OA), 562
Overhead power line

characteristics, 20
conductor clashing, 13
low-voltage and high-voltage, 13
in transmission and distribution network, 20

P
Packaging waste collection, 443
Pair-wise comparison matrixes, 286–288
Parabolic trough solar collectors (PTSCs)

aperture width, 683, 684
differential and non-algebraic

correlations, 678
EES, 678
engineering applications, 677
exergetic efficiency vs. solar radiation, 683
exergetic efficiency vs. wind speed, 683, 684
exergy analysis, 682
layers, 678
optical model, 678, 679
outer diameter of receiver, 684, 685
outlet temperatures, 684, 685

parameters, 677, 682
single dimensional model, 677
Taguchi method, 685–687
thermal model, 678, 680–682
usage, 677

Participatory multi-criteria analysis
(PMCA), 284

Particulate matter (PM) emissions, 181
Part-load operation, 256–258
Passive infrared (PIR), 773
Passive thermal controller, 757, 758
Patient room lighting, 865–866
Pearson’s correlation (r) matrix, 404
Pearson’s correlation coefficient, 399
Pearson’s product-moment coefficient, 789
Peltier effect, 625
Peltier heating, 526
Peng-Robinson equation of state, 103
Performance prediction, 153
Phase change material (PCM)

ANSYS FLUENT software, 762
building envelope, 758
building wall layers, 759
CFD software, 766
configuration, 759, 760
cyclic regime, 763
design parameters, 758
direct-gain room, 758
energy consumption, 757
envelope designs, 763, 766
indoor temperature, 764
latent heat, 763
mathematical modeling, 760–762
Mediterranean climatic conditions, 766
numerical analyses, 758, 760
one-dimensional model, 758
steady-state condition, 763, 766
temperature variations, 763–765
thermophysical properties, 759, 760
two-dimensional model, 757
wallboard system, 757

Photobioreactors, 397
Photometric outcomes, 873
Photometry, 856
Photovoltaic (PV) systems, 552, 793, 877
Photovoltaic cell model

cell temperature, 626
TEC and PV system, 625
TEC module, 627, 628
thermoelectric module, 627

Photovoltaic installation, 591
Pinch-point analysis, 102
Pistacia lentiscus (PL) oil, 463, 465, 469, 471
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Pitot tube, 157
Plant performance analyses, 256
Plastic waste management

biowaste, 438–439
European policies, 438
PPI4Waste project, 439
trends, 440–443
WEEE, 439

Plate geometry, 191
Plate-type heat exchangers

biomass-fired ORC system, 194
in ORC, 190

Pollutant emission reduction, 414
Polychlorinated biphenyls (PCBs), 414
Polychlorinated naphthalenes (PCNs), 414
Polycyclic aromatic hydrocarbons (PAHs)

fixed-bed reactor, 477
self-ignition, mine waste, 479, 480
vapor pressure, 479

Polyethylene glycol 400 (PEG 400), 172
Polyolester (POE), 115
Port mass velocity, 193
Portland cement

chemical constituents, 209
compounds, 208

Power consumption, 148
Power conversion and exergy efficiencies,

882, 883
Power generation and irradiation variations,

883
Power plant hybridization, 72, 90
Power system, 593
Preheater outlet analyser CO, 427
Preheater outlet NO, 427, 428
Preheater outlet O2, 427
Prehydrolysis pretreatment, 364
Premium priced clinker, 419–421
Premium priced clinker proportions, 419
Pretreatment methods, 363, 364
Principal component analysis (PCA)

data compression, 477
PC1, 482
PC2, 482
PC3, 482

Process analysis (PA), 824
Productivity, 316, 317
Project uncertainty, 579, 582
PROMETHEE method, 284
Proper input and process control, 424
Protection system flowchart, 360
Public Procurement of Innovation for Waste

(PPI4Waste) project, 438–440
biowaste, 440

collection systems, 437, 438
EU directives, 444
in material recovery facilities, 444
innovation performance, 432
municipal waste management in Europe,

432–434
OECD, 432
and plastic (see Plastic waste management)
waste collection schemes, 433–437
waste recovery and recycling, 444

Public sector
administrations, 495
annual average temperature, 502
annual natural gas consumption, 507
building features and solar potential,

498–502
CO2 emission, 507
collector distributions, 504
coverage ratio, 505
energy management, 496–498
energy technologies, 495
environmental impact analyses, 506
global warming and climate change, 495
hot water consumption, 502
national energy consumption, 495
solar energy, 508
solar energy applications, 503
storage capacity, 503
thermo-economic evaluations, 506
thermo-economic analyses, 506

Publicly Available Specification (PAS), 825
Pumped hydroelectric storage (PHS), 231
Pumped storage hydroelectricity (PSH), 4
Pumping system design, 546, 551, 552
PV module parameters, 356
PV panel parameters, 356
Python Software, 190

Q
Quantitative assessment, 140

R
R1234yf

ambient temperature, 120, 121
automobile air-conditioning systems, 114
characteristics, 115
compressor discharge pressure, 120
cooling capacity, 118
COP, 114, 119
electrical power consumption, 114
energy and exergy analysis, 116–118
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R1234yf (cont.)
exergetic efficiency, 120
experimental setup, 115–117
IHX, 113
low-GWP refrigerants, 113
power consumption, 119
refrigeration and domestic air-conditioning

systems, 113
refrigeration cycle, 121
shell-and-tube-type evaporator, 114
tested refrigerants, 115
thermodynamic properties, 114

R134a
air-conditioning systems, 113
ASHRAE, 115
chiller, 113
COP, 119, 122
energy and exergy analyses, 114
HFO-based refrigerants, 115
piston-type compressor, 115
R1234yf, 113, 114

Radial turbine, 153, 154
Rankine cycles, 72, 99
Rankine-Kalina cycle power plant, 256
Raw material conservation, 414, 428
Rayleigh-Plesset equation, 268, 271, 272
Recirculating aquaculture system (RAS), 573
Refrigerant

COP advantages, 148
COP distributions, 147
effects of emissions, 146
environmental features, 149
exergy efficiencies, 149
GWP, 141
propane and CO2, 142
synthetic, 146
TEWI values, 150
type, 141

Refrigeration processes, 139
Refrigeration systems, 140–143

COP distributions, 145
energy consumption, 141
energy-consuming activities, 141
leakage, 141
power consumption, 148
self-contained systems, 142

Regression models analysis, 569
Relay time dial settings, 358
Renewable and energy-saving technologies, 711
Renewable assisted cooling, 126
Renewable energy, 351, 352, 463, 546

animal husbandry waste management, 491
annual biogas, 487

biogas, 486
biogas potential, 489, 490
biomass, 485
CO2 emission, 485
data, 487, 488
ecological crises, 485
fossil fuels, 485
National Renewable Energy Action Plan

for Turkey, 486
organic resources, 491
total biogas capacity distribution, 490
Turkey’s gross electricity generation, 486

Renewable Energy Directive and the Electricity
Directive, 733

Renewable energy policy, 583, 585
Renewable energy sources (RES), 591, 727, 733
Renewable energy sources cooperatives

(REScoops)
behavioural analysis, 723
data and behavioural patterns, 719
demand-side management, 718
DSM, 727–729
energy communities, 724, 725
energy-savings measures, 725–727
features and benefits, 717
modern artificial intelligence, 718
statistical analysis, 718, 719

ANOVA, 720
data gathering, 721
EBO dataset, 721
Ecopower, 721, 722
technical support, 721

Residential energy, 750
Residential progressive electricity tariffs (RPET)

data collection, 800
EChousehold, 805
economic impact analysis, 800–801
economic performance, BIPB

RPETconventional, 803–804
RPETrevised, 804, 805

electricity consumption, 794
electricity rates, 793, 801, 802
energy simulation tools, 794
finite element (see Finite element model)
PV system, 793, 794
representative household types, 800
self-consumed utilization plan, 806
steps, 805
validation, 802–803

Response surface methodology (RSM), 560
Retrofitting project, 770
RETScreen, 574, 582, 583, 585, 590, 592,

606, 608, 750, 755
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Reynolds number, 192
RNG k-ε model, 30–32
Robust design, 561–564
Rooftop solar photovoltaic (PV) system

building electricity consumption, 516
building electricity supply, 517
building information data, 512
calculation, 514
DSG, 511, 517
electricity supply, 511
and footprint outcomes, 516
numerical scheme, 515
occupancy rate of individual building, 520
occupancy rate of the individual

building, 518
potential and energy consumption data, 514
potential and footprint outcomes, 519
self-sufficiency rate, 512
shaded rooftop area, 513
small rooftop area, 514
solar radiation data, 513

Royal Olympic Hotel Athens, 642

S
Saccharification process, 371
Salt domes, 231, 232, 235
Sankey diagram, 213
Saving-to-investment ratio (SIR), 797
Screw pump

analytical model, 268
angular velocity, 278
labyrinth, 268
Reynolds stress equations, 268
12TS shroud and 12TS hub, 269
types, 267

Seasonal water consumption, 622
Secondary loop systems, 141
Seebeck effect, 528
Seebeck voltage, 533
Sensitivity analysis, 293, 294
Ship

architectural infrastructure, 321
energy systems, 323
IMO, 323
information technologies, 315
management, 312
management layers and components, 320
SEEMP, 312
SMS, 312
sustainable energy management

information systems, 312–315
valuation processes, 316
value effect, 318–320

Ship Energy Efficiency Management Plan
(SEEMP), 312

Short circuit fault, 360
Short circuit values, 358
Sign distance method, 290–293
Signal-to-noise ratio (S/N ratio), 563
Simple payback period (SPP), 262
Simulink model, 530
Single-headed pyranometer, 45
Single-response optimization, 454
Sithonia, 827
660 MW SupC coal-fired steam power plant

and KCS11, 248
process flow path, 246

Smart grid, 717, 727, 728
SO2 concentration, 417
Solar collectors, 575
Solar combi systems technology

collector surface, 638
collector type, 640
components, 643
DHW, 638
EVC, 639
FPC, 639
solar collector, 639–640

Solar control, 855
Solar desalination unit, 345
Solar distillation unit, 346
Solar domestic hot water installations, 618
Solar domestic hot water systems, 622, 623
Solar energy

building features, 498–502
in clean energy technologies, 497

Solar energy utilization, 649
Solar hybridization, 72
Solar irradiation, 528, 532
Solar Photovoltaic Projects, 590
Solar power plant

CO2 emission, 352
electrical energy, 351
ETAP, 352
ETAP environment, 353
generator model parameters, 354
grid integration scheme, 353
grid network, 352
integration studies, 351

Solar power plant integration, 352
Solar power plant model, 355, 356
Solar radiation intensity, 343
Solar reflectance

aggregate wear resistance, 67
Albedo, 43
albedo measurements, 63–64
CMA6 parameter, 62
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Solar reflectance (cont.)
concrete pavement, 62
cool materials, 61
electricity demand, 61
elevated temperatures, 61
heat-absorbing materials, 61
HRP, 46
maximum surface temperature

measurements, 65
outgoing radiation, 66–67
properties, 68
single-headed pyranometer, 62, 63
surface temperature, 62
surface temperature and albedo values, 66
thermal camera and pyranometer, 62

Solar reflection, 48
Solar reforming systems, 72
Solar thermal systems, 618

energy analysis, 642
environmental analysis, 643, 644
environmental performance, 645
IPCC, 636
LCA, 637
solar collector, 644

Solar water heating (SWH) systems, 608–613,
773–777

assessment, 604
B-C ratio, 604
cost analysis, 575, 576, 578, 607–608
ECs, 604
electrical heaters, 603
electricity generation, 604
emission-reduction analysis, 583
energy model, 574
environmental impact, 605
feasibility analysis

cash flow diagram, 612, 613
equipment and component costs,

609–610
financial indexes, 610–612
natural resources, 608–609
risk and sensitivity analysis, 613

financial analysis, 608
financial parameters, 579, 580
financial viability, 605
LCCA, 605
methods, 603
natural resources assessment, 606
NPV, 580
NURIS, 605
policy recommendation, 583, 584
project evaluation, 605–606
renewable energy, 603

risk analysis, 581, 582
risk and sensitivity analyses, 608
solar collectors, 559, 606, 607
tested system, 607

Solar-assisted cooling, 132
Solar-driven thermoelectric technologies, 626
Solar-powered drip irrigation

climatological characteristics, 547, 548
crop water requirement, 548, 549
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