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Preface

This volume contains the papers presented at CAI 2018: the 31st Canadian Conference
on Artificial Intelligence held May 8–11, 2018, at York University in Toronto, Ontario.
CAI is an event organized by the Canadian Artificial Intelligence Association. The
event is collocated with the Canadian Graphics Interface and the Computer and Robot
Vision conferences. These events (AIGICRV 2018) bring together hundreds of leaders
in research, industry, and government, as well as Canada’s most accomplished stu-
dents. We are pleased to once again showcase Canada’s ingenuity, innovation, and
leadership in artificial intelligence research and advanced information and communi-
cations technology.

There were 72 submissions to the main conference track, of which 67 were valid and
sent for peer review. We ran a double-blind review process, where each submission
was reviewed by at least two Program Committee members. Based on the recom-
mendations of the committee members, 16 submissions were accepted as long papers
(24%) and 18 submissions as short papers (27%). In addition, the program included
seven papers presented at the Graduate Student Symposium, chaired by Luiza Antonie
and Kate Larson, which ran an independent review process, and four papers in the
Industry Track, chaired by Don Turnbull. We would like to thank Luiza, Kate, and Don
for organizing these sessions and chairing the review processes.

We would also like to thank the Program Committee members and the external
reviewers of the main conference, the Graduate Student Symposium, and the Industry
Track reviewers, for their time and effort in providing valuable reviews in a timely
manner. We thank all the authors for submitting their contributions and the authors of
accepted papers for preparing the final version of their papers and presenting their work
at the conference.

The conference was enriched by three keynote speakers, who are leaders in the field
from academia and industry: Jian Pei (Simon Fraser University), Amanda Stent
(Bloomberg), and Peter van Beek (Waterloo). We are grateful to them for their time
and participation in this event.

The Canadian Conference on Artificial Intelligence is sponsored by the Canadian
Artificial Intelligence Association (CAIAC). We would like to thank and acknowledge
the work of the executive committee of CAIAC, Ziad Kobti, Leila Kosseim, Xin Wang,
Marina Sokolova, and Cory Butz. They kept the conference organization on track and
running smoothly. We would also like to thank Fabrizio Gotti, who designed and
maintained the conference website with the utmost efficiency. We would like to express
our sincere gratitude to Michael Jenkin, the General Chair of AI/GI/CRV 2018, for his
help with the organization of the conference.



Finally, we thank our Financial sponsors, including Springer, Borealis AI,
Element AI, and the National Research Council of Canada.

March 2018 Ebrahim Bagheri
Jackie C. K. Cheung
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Compressing Bayesian Networks:
Swarm-Based Descent, Efficiency,

and Posterior Accuracy

Yang Xiang(B) and Benjamin Baird

University of Guelph, Guelph, Canada
yxiang@uoguelph.ca

Abstract. Local models in Bayesian networks (BNs) reduce space com-
plexity, facilitate acquisition, and can improve inference efficiency. This
work focuses on Non-Impeding Noisy-AND Tree (NIN-AND Tree or
NAT) models whose merits include linear complexity, being based on
simple causal interactions, expressiveness, and generality. We present a
swarm-based constrained gradient descent for more efficient compression
of BN CPTs (conditional probability tables) into NAT models. We show
empirically that multiplicatively factoring NAT-modeled BNs allows sig-
nificant speed up in inference for a reasonable range of sparse BN struc-
tures. We also show that such gain in efficiency only causes reasonable
approximation errors in posterior marginals in NAT-modeled real world
BNs.

Keywords: Uncertainty · Bayesian Networks
Causal independence models

1 Introduction

Local models (modeling the CPT over an effect and its causes) in BNs, such as
noisy-OR [9], noisy-MAX [2,3], context-specific independence (CSI) [1], recur-
sive noisy-OR [6], NIN-AND Tree or NAT [12], DeMorgan [7], cancellation model
[11], and tensor-decomposition [10], reduce the space complexity of BNs, facili-
tate knowledge acquisition, and can improve efficiency for inference. This work
focuses on NAT models [12], whose merits include linear complexity, being based
on simple causal interactions (reinforcement and undermining), expressiveness
(recursive mixture, multi-valued, ordinal and nominal [13]), and generality (gen-
eralizing noisy-OR, noisy-MAX [14], and DeMorgan [12]). In addition, NAT
models support much more efficient inference, where two orders of magnitude
speedup in lazy propagation is achieved in very sparse NAT-modeled BNs [14].
Since causal independence encoded in a NAT model is orthogonal to CSI, NAT
models provide an alternative mechanism to CSI for efficient inference in BNs.

This work advances the state of the art of NAT modeling around three issues.
Given a general BN, it can be compressed into a NAT-modeled BN for improved
c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 3–16, 2018.
https://doi.org/10.1007/978-3-319-89656-4_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-89656-4_1&domain=pdf


4 Y. Xiang and B. Baird

space and inference efficiency. A key step of compression is to parameterize
alternative NAT models through constrained gradient descent. We investigate a
swarm-based constrained gradient descent for more efficient compression.

NAT-modeling has been shown to improve inference efficiency in very sparse
BNs. In this work, we apply NAT-modeling to BNs with a wider range of struc-
tural densities, and assess the impact on inference efficiency in that range.

Compression of a general BN into a NAT-modeled BN introduces
approximation errors. The compression errors have been evaluated through
Kullback−Leibler divergence and Euclidean distance between the target CPT
(from the general BN) and the NAT CPT [13]. In this work, we investigate the
impact of compression errors on the posterior marginals from inference, which
provide a more direct evaluation of approximation errors of NAT-modeling.

The remainder of the paper is organized as follows. Section 2 reviews the
background on NAT modeling. The swarm-based parameterization is presented
in Sect. 3. Evaluations on efficiency gain in inference due to NAT modeling and
on posterior accuracy are reported in Sects. 4 and 5, respectively.

2 Background on NAT Models

NAT models deal with uncertain causes, that can render their effects but do not
always do so. The effect and causes in NAT models are causal variables.

Definition 1 [13]. A variable x that can be either inactive or be active in mul-
tiple ways, and is involved in a causal relation, is a causal variable if when all
causes of the effect are inactive, the effect is inactive with certainty.

A causal variable can be ordinal or nominal, and hence is more general than
the graded variable, commonly assumed in noisy-OR or noisy-MAX, e.g., in [2].
The inactive value of a causal variable e is indexed as e0, and its active values
are indexed arbitrarily. In practice, some orders of indexing on active values are
preferred over others. However, the semantics of NAT models does not dictate
choice on such orders.

In general, we denote an effect by e and the set of all causes of e by C =
{c1, ..., cn}. The domain of e is De = {e0, ..., eη} (η > 0) and the domain of
ci (i = 1, ..., n) is Di = {c0i , ..., c

mi
i } (mi > 0). An active value may be written

as e+ or c+i .
A causal event is a success or failure depending on whether e is rendered

active at a certain range of values, is single-causal or multi-causal depending on
the number of active causes, and is simple or congregate depending on the range
of effect values.

A simple single-causal success is an event that cause ci of value cj
i (j > 0)

caused effect e to occur at value ek (k > 0), when every other cause is inactive.
Denote the event probability by P (ek ← cj

i ) = P (ek|cj
i , c

0
z : ∀z �= i) (j > 0).

A multi-causal success involves a set X = {c1, ..., cq} (q > 1) of active causes,
where each ci ∈ X has the value cj

i (j > 0), when every other cause cm ∈ C \ X
is inactive. A congregate multi-causal success is an event such that causes in X
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collectively caused the effect to occur at value ek (k > 0) or values of higher
indexes, when every other cause is inactive. We denote the probability of the
event as

P (e ≥ ek ← cj1
1 , ..., cjq

q ) = P (e ≥ ek|cj1
1 , ..., cjq

q , c0z : cz ∈ C \ X) (j > 0),

where X = {c1, ..., cq} (q > 1). It can also be denoted P (e ≥ ek ← x+).
A congregate single-causal failure refers to an event where e < ek (k > 0) when

cause ci has value cj
i (j > 0) and every other cause is inactive. We denote the

probability of the event as P (e < ek ← cj
i ) = P (e < ek|cj

i , c
0
z : ∀z �= i) (j > 0).

Fig. 1. A direct NIN-AND gate (a), a dual NIN-AND gate (b), and a NAT (c)

A NAT consists of two types of NIN-AND gates, each over disjoint sets of
causes W1, ...,Wq. An input event of a direct gate (Fig. 1 (a)) is e ≥ ek ← w+

i

and the output event is e ≥ ek ← w+
1 , ..., w+

q . An input of a dual gate (Fig. 1 (b))
is e < ek ← w+

i and the output event is e < ek ← w+
1 , ..., w+

q . The probability
of the output event of a gate is the product of probabilities of its input events.

Interactions among causes may be reinforcing or undermining, either between
causes or groups of causes, as specified in Definition 2.

Definition 2 [12]. Let ek be an active effect value, R = {W1, ...} be a partition
of a set X ⊆ C of causes, R′ ⊂ R, and Y = ∪Wi∈R′Wi. Sets of causes in R
reinforce each other relative to ek, iff ∀R′ P (e ≥ ek ← y+) ≤ P (e ≥ ek ← x+).
They undermine each other relative to ek, iff ∀R′ P (e ≥ ek ← y+) > P (e ≥
ek ← x+).

Direct gates model undermining and dual gates model reinforcing. A NAT
organizes multiple gates into a tree and expresses mixtures of reinforcing and
undermining recursively, as illustrated in Fig. 1(c). A NAT specifies the interac-
tion between each pair of ci and cj , denoted by the PCI bit pci(ci, cj) ∈ {u, r},
where u stands for undermining and r for reinforcing. The collection of PCI
bits is the PCI pattern of the NAT. The PCI pattern for the NAT in Fig. 1(c)
is {pci(h1, h2) = r, pci(h1, b1) = u, pci(h1, b2) = u, pci(h2, b1) = u, pci(h2, b2) =
u, pci(b1, b2) = r}. A NAT can be uniquely identified by its PCI pattern [16].

From the NAT in Fig. 1(c) and probabilities of its input events, in the general
form P (ek ← cj

i ) (j, k > 0), called single-causals, P (e ≥ e1 ← h1
1, h

1
2, b

1
1, b

1
2) can

be obtained. From the single-causals and all derivable NATs, the NAT CPT
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P (e|h1, h2, b1, b2) is uniquely defined [12]. A NAT model for |C| = n is specified
by a NAT topology and a set of single-causals of space linear on n.

A general CPT over C and e has space exponential on n. The complexity is
reduced to being linear by compressing the CPT into a NAT model, with the
following main steps. (1) Extract one or more PCI patterns from the target CPT
[13]. (2) Retrieve NAT structures that are compatible with the PCI patterns [15].
(3) Search for numerical parameters for each NAT structure and return the NAT
structure and its parameters that best approximate the target CPT [13].

3 Parameterizing NAT Models by Swarm Descent

Parameterization (the step (3) above) is a time consuming compression step
(see experiment at end of section). This section presents a novel method to
improve its efficiency. To clarify key issues, we present the existing method [13]
algorithmically so that the enhancement can be elaborated.

The input includes a target CPT PT (e|C) and a set Ψ of candidate NATs over
C and e. The output is a NAT Y ∈ Ψ and a set SC of single-causals associated
with Y . The criterion is to select the NAT model M = (Y, SC) such that its
CPT PM best approximates PT . The difference of PM from PT to be minimized
is average Kullback−Leibler divergence,

KL(PT , PM ) =
1
Z

Z−1∑

i=0

∑

j

PT (i, j)log
PT (i, j)
PM (i, j)

,

where i indexes conditional probability distributions (CPDs) in PT , j indexes
probabilities in each CPD, and Z counts the CPDs. This is achieved by con-
strained gradient descent described below. In the experimental study, average
Euclidean distance

ED(PT , PM ) =

√√√√ 1
K

Z−1∑

i=0

∑

j

(PT (i, j) − PM (i, j))2

is also obtained, where K counts probabilities in PT .
The gradient gM is the set of partial derivatives of KL(PT , PM ) relative to

each single-causal x ∈ SC, where gM (x) = ∂KL(PT , PM )/∂x. In a single-causal
descent step, a single-causal x is revised into x−α∗gM (x), where α is the descent
scale (e.g., 0.01). A descent step consists of |SC| single-causal descent steps, one
per x ∈ SC. During a descent step, each x in the general form P (ek ← cj

i )
(j, k > 1) is constrained by x ∈ (0, 1). In addition, for every cj

i , elements of
SC are collectively constrained by

∑η
k=1 P (ek ← cj

i ) < 1. One descent round
consists of up to MaxStep (e.g., 200) descent steps, as specified in Algorithm 1.
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Algorithm 1. Descent(PT , Y, SC)

1 for step = 1 to MaxStep,
2 compute gradient gM from PT and M = (Y, SC);
3 if gM signifies convergence, return SC;
4 for each x ∈ SC, x = x − α ∗ gM (x), subject to relevant constraints;
5 return SC;

Given a NAT Y , the returning SC and the KL distance of NAT model
M = (Y, SC) is often dependent on the initial single-causals SC. To get the best
KL distance from Y , MaxRound (e.g., 10) of descent rounds are performed as
Algorithm 2.

Algorithm 2. MultiDescent(PT , Y )

1 BestSC = null, BestKL = ∞;
2 for round = 1 to MaxRound,
3 randomly initialize a set SC of single-causals;
4 SC ′ = Descent(Y, SC);
5 compute KL(PT , PM ), where M = (Y, SC ′);
6 if KL(PT , PM ) < BestKL, then BestSC = SC ′, BestKL= KL(PT , PM );
7 return (BestSC,BestKL);

Parameterization step selects the best NAT from candidates as Algorithm 3.

Algorithm 3. ParameterizeNAT (PT , Ψ)

1 BestNAT = null, BestSC = null, BestKL = ∞;
2 for each NAT Y ∈ Ψ ,
3 (SC,KL) = MultiDescent(PT , Y );
4 if KL < BestKL, then BestNAT = Y , BestSC = SC, BestKL = KL;
5 return (BestNAT,BestSC);

The above method is time consuming (see experiment at end of section).
We observe that it conducts descent rounds independently, one for each can-
didate NAT and each initial SC set. In the following, we apply particle swarm
optimization [5] to develop a novel swarm-based constrained gradient descent,
where dependency between multiple descent rounds is introduced to improve
efficiency.

A particle captures a descent round relative to a NAT Y and an initial set
SC of single-causals. The descent round is divided into multiple descent inter-
vals, where each interval involves IntervalLength (e.g., 10) descent steps. The
operation of a particle during a descent interval is specified as Algorithm 4. It is
similar to Algorithm 1 but over a smaller number of steps. Instead of returning
SC, it saves SC, a flag, gradient, and KL distance as attributes of the particle,
to be used for evaluating the particle performance.
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Algorithm 4. ParticleDescent(PT , Y, SC)

1 init flag converged = false;
2 for step = 1 to IntervalLength,
3 compute gradient gM from PT and M = (Y, SC);
4 if gM signifies convergence, converged = true and break;
5 for each x ∈ SC, x = x − α ∗ gM (x), subject to relevant constraints;
6 compute kl = KL(PT , PM ), where M = (Y, SC);
7 save SC, converged, gM , and kl;

A particle group is a set of particles that share the same NAT Y . Performances
of particles in a group G are evaluated after each intra-group check period con-
sisting of a constant of InGroupCheckPeriod (e.g., 2) descent intervals. The
evaluation is specified in Algorithm5, where each particle R ∈ G is associated
with attributes such as its α value, converged flag, gradient, and KL distance at
the end of the last interval of the period. These attributes can be accessed by,
e.g., R.converged and R.kl. For each R.gM , we denote the average of its element
by R.gM .

In Algorithm 5 below, each particle R ∈ G not yet converged is evaluated as
promising, average, or poor. A particle is promising, if its average KL distance
is better than the group average and it is faster in descending. A particle is poor
performing, if its average KL distance is worse than the group average and it is
slower in descending. Each promising particle is rendered to descend even faster,
and each poor performing particle is halted, where γ and ρ are threshold scales
(e.g., ≥1).

Algorithm 5. InGroupCheck(G)

1 avgKL = (
∑

R∈G R.kl)/|G|;
2 avgGradient = (

∑
R∈G R.gM )/|G|;

3 for each particle R ∈ G, where R.converged = false,
4 if R.kl < γ ∗ avgKL and R.gM > avgGradient, increase R.α;
5 else if R.kl > ρ ∗ avgKL, R.gM < avgGradient, and |G| > 1,
6 remove R from G;
7 return G;

Each candidate NAT is processed by exactly one particle group. Performances
of all particle groups are evaluated after each inter-group check period consisting
of a constant of InterGroupCheckPeriod (e.g., 4) descent intervals. As the out-
come of evaluation, poorly performing groups are terminated. The evaluation is
specified in Algorithm 6, where Φ denotes the set of all particle groups, and β is
a threshold scale (e.g., 1.25). Lines 1 to 4 determine average group performance,
and the remainder uses it to identify poorly performing groups.
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Algorithm 6. InterGroupCheck(Φ)

1 avgKL = 0;
2 for each particle group G ∈ Φ,
3 G.bestKL = minR∈G R.kl, avgKL = avgKL + G.bestKL;
4 avgKL = avgKL/|Φ|;
5 for each particle group G ∈ Φ,
6 if G.bestKL > β ∗ avgKL and |Φ| > 1, remove G from Ψ ;
7 return Φ;

Algorithm 7 is the top level algorithm for swarm-based descent. GroupSize
defines the initial number of particles per particle group. It serves the role equiv-
alent to MaxRound in Algorithm 2. MaxInterval (e.g., 10) controls the total
number of descent intervals. Lines 1 to 5 initialize all particle groups. Parti-
cles descend in lines 6 to 11, subject to intra-group and inter-group evaluations
and eliminations. The remainder selects the best NAT model emerging from the
descent.

Algorithm 7. ParameterizeBySwarm(PT , Ψ)

1 create a set Φ of |Ψ | particle groups;
2 for each group G ∈ Φ,
3 assign a distinct NAT Y ∈ Ψ to G as G.Y ;
4 create GroupSize particles in G;
5 for each particle R ∈ G, init R.α and a set of single-causals as R.SC;
6 for interval = 1 to MaxInterval,
7 for each group G ∈ Φ,
8 for each particle R ∈ G, R runs ParticleDescent(PT , G.Y, R.SC);
9 if (interval mod InGroupCheckPeriod) = 0,
10 for each group G ∈ Φ, G = InGroupCheck(G);
11 if (interval mod InterGroupCheckPeriod) = 0, Φ = InterGroupCheck(Φ);
12 BestNAT = null, BestSC = null, BestKL = ∞;
13 for each group G ∈ Φ,
14 for each particle R ∈ G,
15 if R.kl < BestKL, then BestNAT = G.Y , BestSC = R.SC, BestKL = R.kl;
16 return (BestNAT, BestSC);

We observe that although ParticleDescent by multiple particles are exe-
cuted sequentially, they are independent until intra-group evaluations. To fur-
ther improve efficiency, we also investigated a parallel version of swarm-based
descent, where ParticleDescent by each particle is run on a separate thread.
The primary difference from Algorithm 7 is to execute line 8 by threads. All
particle threads must also be completed before line 9 is executed.

The three alternative methods for parameterization, referred to as CGD (con-
strained gradient descent), SSD (sequential swarm-based descent), and PSD
(parallel swarm-based descent), are evaluated experimentally. Five batches of
target CPTs are randomly generated with the number of causes n = 5, 6, 7, 8, 9,
respectively. Each batch consists of 2 groups with the variable domain size
bounded at s = 3, 4, respectively. Each group consists of 50 CPTs. Hence, the
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Fig. 2. Runtimes (msec) of PSD, SSD, and CGD in Log10

Fig. 3. Average KL distance between target and NAT CPTs from CGD and SSD

experiment consists of a total of 5 ∗ 2 ∗ 50 = 500 target CPTs. Each CPT is run
by each of the 3 methods, using a 6-core desktop at 3.7 GHz clock speed.

Figure 2 summarizes runtime. For each method, as n grows from 5 to 9,
computation cost grows by about 100 times. Change of domain sizes from 3 to 4
only increases the computational cost, but does not affect the relative efficiency
of the three methods. PSD is consistently more efficient than SSD, and SSD
is consistently more efficient than CGD. Furthermore, as n grows from 5 to
9, the advantage of PSD over SSD and that of SSD over CGD becomes more
pronounced. At n = 9, PSD is about 3.1 times faster than SSD and SSD is
about 3.1 times faster than CGD. This results in PSD being about one order of
magnitude faster than CGD.

Figure 3 compares the average KL distance of compressed CPTs from target
CPTs by CGD and SSD (PSD has the same KL distance as SSD). Figure 4
compares the average ED distance. As n grows from 5 to 9, the approximation
errors tend to increase, but the average ED distances are between 0.23 and 0.32.

Errors by SSD are similar to those of CGD, and are more often (but not
always) slightly larger. The slightly large errors can be attributed to early ter-
mination of some particles or particle groups. Although they do not perform
well in the early descent rounds (and hence are terminated by SSD), they could
lead to more accurate approximations later on if allowed to continue. Hence, the
swarm-based descent should be viewed as a good heuristic and trade-off of slight
accuracy for efficiency, rather than as a dominate strategy.
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Fig. 4. Average ED distance between target and NAT CPTs from CGD and SSD

4 Impact of MF of NAT Models on Inference Efficiency

In this section, we investigate the impact of NAT modeling on efficiency of infer-
ence with BNs. We consider BNs where the CPT of every non-root variable of
2 or more parents is a NAT model, which is referred to as a NAT-modeled BN.
For the inference method, we focus on lazy propagation (LP) [8]. In order to
perform LP with NAT-modeled BNs, we compile them through multiplicative
factorization (MF) [14]. In particular, the NAT model of each CPT is structured
into a hybrid graph, where link potentials for undirected links and family poten-
tials for directed families are assigned based on parameters of the NAT model.
As a result, the NAT-modeled BN is converted into a Markov network and then
compiled into a lazy junction tree (JT) for LP. We refer to BNs compiled as so
as MF of NAT-modeled BNs (MF-BN).

For comparison, we created a peer BN (PR-BN) for each NAT-modeled BN,
where each NAT model is expanded into a tabular CPT. The peer BN is then
compiled into a lazy JT for LP. In an earlier work, it has been shown that for
very sparse BNs (5% more links than singly connected), MF-BNs support up to
2 orders of magnitude speedup in LP than peer BNs [14]. The question of our
interest is whether the speedup in LP extends to less sparse NAT-modeled BNs.
We provide positive empirical evidence below.

We simulated NAT-modeled BNs with 100 variables per BN. The maxi-
mum number of parents per variable in each BN is bounded at n = 8, 10, 12,
respectively. The uniform domain size of all variables is controlled at m = 3, 4,
respectively. The structural density of BNs is controlled by adding w = 5, 10,
15, 20, 25, 30, 35, 40, 45, 50% of links to a singly connected network, respectively.
Hence, there are a total of 3 × 2 × 10 = 60 distinct (n,m,w) combinations.
For each combination, we simulated 10 BNs. This amounts to a total of 600
NAT-modeled BNs.

For each NAT-modeled BN, we perform LP with its MF-BN and PR-BN,
and compare runtimes from a laptop of 2.8 GHz clock speed. Figure 5 shows
MF-BN runtimes, that grow significantly as BN structures become denser (we
omit analysis based on tree-width growth due to space). On the other hand,
little growth is observed as n grows from 8 to 12. We attribute this to MF of
NAT models, which breaks large BN CPTs into smaller MF factors.
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Fig. 5. Runtimes for MF-BNs

Fig. 6. Ratios of PR-BN runtimes (TP ) versus MF-BN runtimes (TM )

Figure 6 shows ratios of PR-BN runtimes versus MF-BN runtimes. MF-BNs
have superior efficiency for very sparse structures (w = 5%), and the superiority
grows as n and m grow. This is consistent with findings in [14]. For n = 10, 12,
MF-BNs run faster than PR-BNs by up to 2 orders of magnitude (984 times faster
in one case). The superiority decreases as w grows (denser structures), but persists
up to w = 20% for n = 10, and up to w = 30% for n = 12. Hence, the advantage of
MF of NAT-modeling extends to a wider range of sparse structures than reported
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[14]. Between w = 25 and 35% for n = 10 and w = 35 and 45% for n = 12, either
MF-BNs or PR-BNs may run faster depending on particular BNs.

5 Posterior Accuracy After NAT-Modeling

CPT compression errors are assessed in Sect. 3, among others. This section inves-
tigates the degree in which they translate into errors of posterior marginals in
inference. Eight real world discrete BNs are selected from the well-known bnlearn
repository. The selection criterion is that the BN must contain a sufficient num-
ber of variables whose CPTs are suitable for NAT-modeling. More specifically,
the following variables are not suited for NAT-modeling.

1. Root: Its CPT is trivial (not conditional).
2. Single parent: Its tabular CPT is not exponentially spaced.
3. Some CPDs in the CPT are partially deterministic: The causes are not uncer-

tain causes as assumed by NAT models.
4. The variable has a large domain (e.g., of size 20) but a few parents (e.g., 4).

As analyzed in [14], MF of NAT models are not more efficient than tabular
CPTs for such variables.

Table 1 lists selected BNs. In their NAT-modeled versions, variables unsuited
for NAT-modeling keep original CPTs. CPTs of remaining variables in each BN
(percentage in 4th column) are NAT-modeled and subject to compression errors.
These errors translate into errors in posterior marginals during inference. The
objective of the experiment is to access the magnitude of errors in posterior
marginals, in relation to CPT compression errors.

For each BN, we perform LP on the original version (RW-BN) as well as
the NAT-modeled version (NT-BN), conditioned on the same observation over
10% of randomly selected variables. For each pair of RW-BN and NT-BN, 10
runs of LP are performed with distinct observations. This amounts to a total of
8 ∗ 2 ∗ 10 = 160 LP runs.

Table 1. Real world BNs (Andes−: Andes with 3 isolated nodes removed)

Network # Nodes # NAT CPTs % NAT CPTs # links w

Alarm 37 16 43.2 46 28

Andes− 220 106 48.2 338 54

Barley 48 28 58.3 84 79

Child 20 6 30.0 25 32

Hepar2 70 33 47.1 123 78

Insurance 27 8 29.6 52 100

Win95pts 76 8 10.5 112 49

Munin 1041 11 1.1 1397 34
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Fig. 7. Average KL and ED distances from LP runs

Average KL and ED distances (Sect. 3) are shown in Fig. 7. We observe that
both distances are reasonably small. Hence, the posterior marginals are reason-
ably accurate, even though a significant percentage of CPTs in each BN (between
30 and 50% for most BNs) are NAT-modeled. The posterior errors are generally
smaller than CPT compression errors (Figs. 3 and 4). That is, CPT compression
errors are attenuated, rather than amplified, by the inference.

Figure 8 (left) summarizes the NT-BN runtime. Ratios of RW-BN runtimes
over NT-BN runtimes are summarized in Fig. 8 (right). NT-BNs for Win95pts
and Munin run LP faster than RW-BNs, which can be attributed to their lower
density levels (w in Table 1). For other BNs, their density levels are generally
higher than the threshold level observed in Sect. 4, and their NT-BNs run LP
slower than RW-BNs.

Fig. 8. Left: NT-BN runtimes; Right: Runtime ratios (RW-BN over NT-BN)

In summary, the result demonstrates that NAT-modeling maintains reason-
able posterior accuracy in inference (while reducing BN CPT space from being
exponential to being linear). As MF of NAT-modeled BNs are more efficient in
inference when BN structures are sparse, a promising direction for future work
is to learn sparse NAT-modeled BNs directly from data (rather than building a
dense BN and then compressing it).
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6 Conclusion

Contributions of this work are on local modeling in BNs for more efficient infer-
ence, with focus on NAT models. First, we proposed swarm-based constrained
gradient descent that allows one order of magnitude faster search and parameteri-
zation of NAT-models. Second, our experimental study shows that by multiplica-
tively factorizing NAT-modeled BNs, LP efficiency can be improved for a range
of sparse BN structures. In particular, up to 2 orders of magnitude efficiency
gain can be obtained when BN structural densities are up to about 30% more
links beyond being singly-connected. Finally, our experimental study of NAT-
modeling real world BNs for LP inference demonstrated reasonable accuracy in
posterior marginals that tend to be more accurate than CPT compression.

A number of directions for future research can be envisioned. We have NAT-
modeled real world BNs by keeping deterministic CPTs. They may be approx-
imated by NAT models or other compact local models, e.g., algebraic decision
diagrams [4], and then integrated with NAT models in a same BN. The range of
structural densities where MF of NAT modeled BNs show superior LP perfor-
mance suggests direct learning of NAT modeled BNs constrained to that density
range. Finally, MF of NAT models is linear in number of causes but exponential
in the effect domain size. Methods other than MF without such limitation may
be explored.

Acknowledgement. Financial support from NSERC Discovery Grant to first author
is acknowledged.
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Abstract. Conditional independence encoded in Bayesian networks
(BNs) avoids combinatorial explosion on the number of variables. How-
ever, BNs are still subject to exponential growth of space and inference
time on the number of causes per effect variable in each conditional prob-
ability table (CPT). A number of space-efficient local models exist that
allow efficient encoding of dependency between an effect and its causes,
and can also be exploited for improved inference efficiency. We focus on
the Non-Impeding Noisy-AND Tree (NIN-AND Tree or NAT) models
due to its multiple merits. In this work, we develop a novel framework,
de-causalization of NAT-modeled BNs, by which causal independence in
NAT models can be exploited for more efficient inference. We demon-
strate its exactness and efficiency impact on inference based on lazy
propagation (LP).

Keywords: Bayesian nets · Causal independence models
Probabilistic inference

1 Introduction

Conditional independence encoded in BNs avoids combinatorial explosion on
the number of variables. However, BNs are still subject to exponential growth
of space and inference time on the number of causes per effect variable in each
CPT. A number of space-efficient local models exist that allow efficient encoding
of dependency between an effect and its causes. They include noisy-OR [9],
noisy-MAX [2,4], context-specific independence (CSI) [1], recursive noisy-OR
[5], Non-Impeding Noisy-AND Tree (NIN-AND Tree or NAT) [13], DeMorgan
[6], tensor-decomposition [10], and cancellation model [11].

We consider expressing BN CPTs as, or compressing them into, NAT models
[13]. The merits of NAT models include being based on simple causal interac-
tions (reinforcement and undermining), expressiveness (recursive mixture, multi-
valued), and generality (generalizing noisy-OR, noisy-MAX [15], and DeMorgan
[13]). Since causal independence encoded in a NAT model is orthogonal to CSI,
NAT models provide an alternative to CSI for efficient local modeling in BNs.

Local models not only reduce space and time to acquire CPT parameters,
they can also be exploited to improve inference efficiency. Through multiplicative
c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 17–30, 2018.
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factorization (MF) of NAT-modeled BNs, inference based on LP [7] was made
up to two orders of magnitude faster in very sparse BNs [15]. In this work, we
develop a framework alternative to MF which is referred to as de-causalization of
NAT-modeled BNs, where causal independence in NAT models can be exploited
for more efficient inference. We also evaluate its impact on LP efficiency.

The remainder of the paper is organized as follows. Section 2 reviews the
background on NAT modeling. In Sects. 3 and 4, we present how to de-causalize
dual and direct NIN-AND gate models. The tree-width of the de-causalized
representation is further reduced in Sect. 5. This de-causalization is extended to
a general NAT model in Sect. 6 and then to a NAT-modeled BN in Sect. 7. The
impact of de-causalization is empirically evaluated in Sect. 8.

2 Background on NAT Models

This section briefly reviews background on NAT models. More details can be
found in [13,14]. A NAT model is defined over an effect e and a set of n causes
C = {c1, ..., cn} that are multi-valued, where e ∈ De = {e0, ..., eη} (η ≥ 1) and
ci ∈ {c0i , ..., c

mi
i } (i = 1, ..., n,mi ≥ 1). C and e form one family (a child variable

plus its parents) in a BN, whose dependence is quantified by a CPT by default.
Values e0 and c0i are inactive. Other values (may be written as e+ or c+i ) are
active. A higher index often means higher intensity (graded or ordinal variables),
but that is not necessary (see [14] for generalization to nominal variables).

A causal event is a success or failure depending on if e is active up to a given
value, is single- or multi-causal depending on the number of active causes, and is
simple or congregate depending on value range of e. For instance, P (ek ← cj

i ) =
P (ek|cj

i , c
0
z : ∀z �= i) (j > 0) is probability of a simple single-causal success, and

P (e ≥ ek ← cj1
1 , ..., cjq

q ) = P (e ≥ ek|cj1
1 , ..., cjq

q , c0z : cz ∈ C \ X)

is probability of a congregate multi-causal success, where j1, ..., jq > 0, X =
{c1, ..., cq} (q > 1). The latter may be denoted as P (e ≥ ek ← x+). Interactions
among causes may be reinforcing or undermining as defined below.

Definition 1. Let ek be an active effect value, R = {W1, ...,Wm} (m ≥ 2) be a
partition of a set X ⊆ C of causes, S ⊂ R, and Y = ∪Wi∈SWi. Sets of causes in
R reinforce each other relative to ek, iff ∀S P (e ≥ ek ← y+) ≤ P (e ≥ ek ← x+).
They undermine each other iff ∀S P (e ≥ ek ← y+) > P (e ≥ ek ← x+).

A NAT has multiple NIN-AND gates. A direct gate involves disjoint sets of
causes W1, ...,Wm. Each input event is a success e ≥ ek ← w+

i (i = 1, ...,m), e.g.,
Fig. 1(a) where each Wi is a singleton. The output event is e ≥ ek ← w+

1 , ..., w+
m.

The probability of output event of a direct NIN-AND gate is

P (e ≥ ek ← w+
1 , ..., w+

m) =
m∏

i=1

P (e ≥ ek ← w+
i ). (1)
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Fig. 1. A direct NIN-AND gate (a), a dual NIN-AND gate (b), and a NAT (c).

Direct gates encode undermining causal interactions. Each input event of a dual
gate is a failure e < ek ← w+

i , e.g., Fig. 1(b). The output event is e < ek ←
w+

1 , ..., w+
m. The probability of output event of a dual NIN-AND gate is

P (e < ek ← w+
1 , ..., w+

m) =
m∏

i=1

P (e < ek ← w+
i ). (2)

Dual gates encode reinforcement causal interactions.
Figure 1(c) shows a NAT, where causes h1 and h2 reinforce each other, and

so do b1 and b2. However, the two groups undermine each other. From the NAT
and probabilities of its input events, in the general form P (ek ← cj

i ) (j, k > 0),
called single-causals, P (e ≥ e1 ← h1

1, h
1
2, b

1
1, b

1
2) can be obtained. From the single-

causals and all derivable NATs [12], CPT P (e|h1, h2, b1, b2) is uniquely specified
[13]. A NAT model is specified by the topology and a set of single-causals with
a space linear on n.

A BN where the CPT of every family of size 3 or larger is a NAT model
is a NAT-modeled BN. A discrete BN where every CPT is tabular has a space
complexity of O(N κn), where N is the number of variables, κ is the size of largest
variable domains, and n+1 is the largest family size. On the other hand, a NAT-
modeled BN has a linear space complexity of O(N κ n). The efficiency of NAT-
modeled BNs can extend to inference. A MF framework has been developed [15],
where each NAT model in the BN is converted into a hybrid network segment
by exploiting causal independence. The multiplicatively factorized NAT-model
BN allows up to two orders of magnitude speedup in LP for very sparse BNs.

3 De-Causalizing Dual NIN-AND Gate Models

First, we de-causalize a dual NIN-AND gate model, a building block of NAT
models. It has been shown that a dual NIN-AND gate over multi-valued variables
is equivalent to noisy-MAX [15]. A BN segment can be used [3] to structure
noisy-MAX models. Given the equivalence between a dual NIN-AND gate and
a noisy-MAX model, any structuring of noisy-MAX is also applicable to dual
gates. Nevertheless, we give below an alternative justification of the mapping of
dual gates to the BN segment, that is direct and hence more intuitive.

Figure 2 shows the BN segment structure, where root variables are the n
causes and the leaf is the effect e. For each cause ci, a probabilistic auxiliary
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Fig. 2. The DAG structure of BN segment of an NIN-AND gate model.

child variable zi is introduced, whose domain is De. It represents the impact of
cause ci to effect e. The CPT at zi, referred as single-causal (SC) CPT, is

P (zi = ej |ci = ck
i ) =

{
1, if ej = e0 and ck

i = c0i ,

P (ej ← ck
i ), if ej > e0 and ck

i > c0i .
(3)

The 1st formula says that when ci is inactive, it cannot render e active. The 2nd
formula expresses the impact to e when ci is active. The CPT at e, referred to
as a MAX CPT, encodes a MAX function as follows, where the domain of every
variable is De and the number of αi variables is finite.

P (τ |α1, α2, ...) =
{

1, if τ = MAX(α1, α2, ...),
0, otherwise.

(4)

For the MAX CPT at e, τ is substituted by e and α1, α2, ... by z1, ..., zn.

Definition 2. Let G be the DAG in Fig. 2 over C = {c1, ..., cn} and e, and CP
be the set of CPTs specified by Eqs. (3) and (4). Then Φ = (C, e,G,CP ) is the
BN segment for a dual NIN-AND gate model.

We show below that the BN segment Φ is equivalent to the dual gate model
illustrated in Fig. 1(b).

Proposition 1. Let Φ = (C, e,G,CP ) be a BN segment for a dual NIN-AND
gate model. Then the CPT P (e|c1, ..., cn) from Φ defined by the marginalized
product

∑

z1,...,zn

(P (e|z1, ..., zn)
n∏

i=1

P (zi|ci))

is the same as that defined by the dual NIN-AND gate model.

Proof: The dual NIN-AND gate model is characterized by Eq. (2). When each
set of causes is a singleton, Eq. (2) becomes the following where, without losing
generality, c1, ..., cm are active and cm+1, ..., cn are inactive:

P (e < ek ← c+1 , ..., c+m) =
m∏

i=1

P (e < ek ← c+i ), (k = 1, ..., η).

It is equivalent to

P (e ≤ ek ← c+1 , ..., c+m) =
m∏

i=1

P (e ≤ ek ← c+i ), (k = 0, ..., η − 1),
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which is a cumulative causal distribution. If Φ has the same cumulative distri-
bution (which we show below), then P (e|c1, ..., cn) from Φ is also the same as
that of the dual gate model.

Assume that c1, ..., cm are active and cm+1, ..., cn are inactive. In Φ, since the
CPT by Eq. (4) encodes the MAX function, we have

P (e ≤ ek ← c+1 , ..., c+m) =
∑

MAX(z1,...,zn)≤ek

P (z1, ..., zn|c+1 , ..., c+m, c0m+1, ..., c
0
n).

Since MAX(z1, ..., zn) ≤ ek iff zi ≤ ek for i = 1, ..., n, the above is equal to
∑

z1≤ek,...,zn≤ek

P (z1, ..., zn|c+1 , ..., c+m, c0m+1, ..., c
0
n)

=
∑

z1≤ek

...
∑

zn≤ek

P (z1, ..., zn|c+1 , ..., c+m, c0m+1, ..., c
0
n).

By the DAG structure of Φ, zi is independent of zj for i �= j given ci. Hence,
the above equals

∑

z1≤ek

...
∑

zn≤ek

(P (z1|c+1 ) ... P (zm|c+m)P (zm+1|c0m+1) ... P (zn|c0n))

=
∑

z1≤ek

P (z1|c+1 ) ...
∑

zm≤ek

P (zm|c+m) ...
∑

zm+1≤ek

P (zm+1|c0m+1) ...
∑

zn≤ek

P (zn|c0n).

Since
∑

zi≤ek P (zi|c0i ) = 1 for i = m + 1, ..., n, the above equals

∑

z1≤ek

P (z1|c+1 ) ...
∑

zn≤ek

P (zm|c+m) =
m∏

i=1

P (zi ≤ ek ← c+i ).

From Eq. (3), the above equals
∏m

i=1 P (e ≤ ek ← c+i ). Hence, we have

P (e ≤ ek ← c+1 , ..., c+m) =
m∏

i=1

P (e ≤ ek ← c+i ). �

4 De-Causalizing Direct NIN-AND Gate Models

Next, we de-causalize a direct NIN-AND gate model, another building block of
NAT models. The structure of BN segment is the same as Fig. 2. However, the
domain of each auxiliary variable zi is Da = {e0, ..., eη, aaci}, where an extra
value aaci (all above causes inactive) is added to De. Its semantics are elaborated
below. When values of zi are compared, the relation e0 < ... < eη < aaci is
assumed. Note that events in Fig. 1 are causal events, while events in Fig. 2 are
not. Hence the name de-causalization.
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The CPT at zi, referred to as a single-causal-plus (SC+) CPT, is the follow-
ing, where + signifies the enlarged domain of zi beyond De:

{
P (zi = aaci|ci = c0i ) = 1,

P (zi = ej |ci = ck
i ) = P (ej ← ck

i ), (ej > e0, ck
i > c0i ).

(5)

The 1st formula explicitly signifies that ci is inactive (the above cause is inactive).
The 2nd formula covers all cases where ci is active. The CPT at e, referred to
as PMIN CPT, encodes a pseudo-MIN (PMIN) function below over a finite set
of arguments, where each argument has domain Da and function range is De:

PMIN(α1, α2, ...) =

{
e0, if ∀i αi = aaci,

MIN(α′
1, ..., α

′
m), if α′

1, ..., α
′
m �= aaci (m > 0).

The PMIN CPT at e is the following:

P (τ |α1, α2, ...) =

{
1, if ∀i αi = aaci ∧ τ = e0,

1, if α′
1, ..., α

′
m �= aaci (m > 0) ∧ τ = MIN(α′

1, ..., α
′
m).

(6)
We define the BN segment below and establish its soundness.

Definition 3. Let G be the DAG in Fig. 2 over C = {c1, ..., cn} and e, and CP
be the set of CPTs specified by Eqs. (5) and (6). Then Φ = (C, e,G,CP ) is the
BN segment for a direct NIN-AND gate model.

We show below that the BN segment Φ is equivalent to the dual gate model
illustrated in Fig. 1(a). The proof is omitted due to space limit.

Proposition 2. Let Φ = (C, e,G,CP ) be a BN segment for a direct NIN-AND
gate model. Then the CPT P (e|c1, ..., cn) from Φ defined by the marginalized
product

∑

z1,...,zn

(P (e|z1, ..., zn)
n∏

i=1

P (zi|ci))

is the same as that defined by the direct NIN-AND gate model.

5 Reducing Tree-Width of BN Segment

The complexity of probabilistic reasoning with a BN is critically dependent on
its tree-width. By reducing the tree-width of BN segments, the tree-width of a
BN may also be reduced. The BN segments presented in previous sections have
a tree-width of n. Below, we take advantage of deterministic CPTs in Eqs. (4)
and (6), and apply parent divorcing [8] to reduce the tree-width of these BN
segments from n to 2.

Figure 3 shows the enhanced DAG structure. A total of n − 2 deterministic
auxiliary variables yi are introduced. Since the DAG is a directed tree where
each node has no more than two parents, its tree-width is 2.
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Fig. 3. The DAG structure of BN segment by applying parent divorcing.

For the enhanced BN segment of a dual gate model, the domain of each yi

is De. The CPT at each yi (i = 1, ..., n − 2) and e is a MAX CPT defined by
Eq. (4). It can be shown that the collection of CPTs at yi and e is equivalent to
the single MAX CPT P (e|z1, ..., zn) described in Sect. 3. We omit the proof due
to space considerations.

Assume that all cause variables have the same domain size η + 1 as e. The
total size of the CPT collection is (n − 1)(η + 1)3, while the single CPT has a
size of (η + 1)n+1. For n = η = 4, the two sizes are 375 and 3125.

For the enhanced BN segment of a direct gate model, the domain of each yi is
Da. The CPT at e is a PMIN CPT defined by Eq. (6), where condition variables
are yn−2 and zn. When one of yn−2 and zn is not aaci, the MIN function is
trivialized.

The CPT at each yi (i = 1, ..., n−2), referred to as a PMIN+ CPT, encodes
the following pseudo-MIN-plus (PMIN+) function:

PMIN+(α1, α2) =

{
aaci, if αi = aaci (i = 1, 2),
MIN(α′

1, α
′
m), if α′

1, α
′
m �= aaci (m > 0).

When m = 1, the MIN function is trivial. The PMIN+ CPT at each yi is the
following, where τ is substituted by yi, and αi are substituted by parents of yi:

P (τ |α1, α2) =

{
1, if αi = aaci (i = 1, 2) ∧ τ = aaci,

1, if α′
1, α

′
m �= aaci (m > 0) ∧ τ = MIN(α′

1, α
′
m).

(7)

The 1st formula signifies that all causes above yi are inactive, so that the non-
impeding behavior of a direct gate model is enabled. It can be shown that the
collection of CPTs at yi and e are equivalent to the single PMIN CPT described
in Sect. 4. The size of the CPT collection is (n − 2)(η + 2)3 + (η + 1)(η + 2)2,
while the single PMIN CPT has a size of (η +1)(η +2)n. For n = η = 4, the two
sizes are 612 and 6480.

6 De-Causalizing NAT Models

A NAT model generally consists of multiple NIN-AND gates organized into a
tree. To de-causalize a general NAT model, we apply the BN segment for each
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gate and interface the gate segments so that the BN segment of the NAT model
encodes the exact CPT of the NAT model. If an NIN-AND gate feeds into
another in the NAT model, its effect variable is replaced with a quasi-effect
variable.

Consider the NAT in Fig. 4(a), where labels of causal events have been sim-
plified (e.g., input events to gates) or omitted (e.g., output events). Suppose
that the leaf gate g2 is dual. Then g1 is direct. The (enhanced) BN segment
of the NAT is shown in (b). The BN segment of g1 consists of causes variables
ci(i = 1, 2, 3), probabilistic auxiliary variables zi (i = 1, 2, 3), deterministic aux-
iliary variable y1, and quasi-effect variable q. This segment can be implemented
as in Sects. 4 and 5, except that the variable e there is renamed as q.

The BN segment of g2 consists of causes variables ci (i = 4, 5), quasi-effect
variable q as an input from g1, probabilistic auxiliary variables zj (j = 4, 5),
deterministic auxiliary variable y2, and effect variable e. This segment can be
implemented as in Sects. 3 and 5, except that the quasi-effect variable q should
be treated in the same way as probabilistic auxiliary variables zj (j = 4, 5).

Next, suppose that the leaf gate g2 is direct and g1 is dual. The BN segment
of the NAT is the same as in Fig. 4(b). However, the BN segment of dual gate g1
must be modified relative to that of Sects. 3 and 5. In Sects. 3 and 5, auxiliary
variables zi and yi, as well as the effect e, have the domain De. This is no longer
valid. Since g1 is not the leaf gate, it now feeds into the direct gate g2. To support
non-impeding behavior of the direct gate, domains of zi, yi, and quasi-effect q
have to be enlarged into Da.

Due to this enlargement, SC CPTs cannot be applied to zi (i = 1, 2, 3), and
MAX CPTs cannot be applied to y1 and q. Instead, auxiliary variables zi(i =
1, 2, 3) adopt SC+ CPTs (Eq. (5)). A new form of CPT is needed for y1 and
q. It is referred to as PMAX+ CPTs, and encodes the following pseudo-MAX-
plus (PMAX+) function, where domain of each argument and function range
are Da:

PMAX+(α1, α2) =

{
aaci, if αi = aaci (i = 1, 2),
MAX(α′

1, α
′
m), if α′

1, α
′
m �= aaci (m > 0).

Fig. 4. (a) A NAT. (b) The enhanced BN segment.
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The PMAX+ CPTs at y1 and q are the following:

P (τ |α1, α2) =

{
1, if αi = aaci (i = 1, 2) ∧ τ = aaci,

1, if α′
1, α

′
m �= aaci (m > 0) ∧ τ = MAX(α′

1, α
′
m).

(8)

The BN segment of the direct leaf gate g2 can be encoded as Sects. 4 and
5, except that the quasi-effect q should be treated in the same way as auxiliary
variables z4 and z5.

In general, domains of auxiliary variables (both probabilistic and determin-
istic) and quasi-effect variables should be set as summarized in Table 1, where
level 0 is the leaf level. The primary criteria are to keep the domain as small as
possible, while ensuring non-impeding behavior of direct gates.

CPTs for auxiliary, quasi-effect, and effect variables should be set as sum-
marized in Table 2, where the last column refers to effect (level 0) or quasi-effect
(level 1+). The primary criteria are to maintain exact CPT as corresponding
NIN-AND gate model, while ensuring non-impeding behavior of direct gates
downstream.

It can be shown formally that the collection of CPTs in the BN segment of
the NAT model ensures the exact P (e|c1, ..., cn) of the NAT model. We omit the
formal analysis due to space restriction. Instead, we demonstrate the exactness
empirically in Sect. 8.

Table 1. Summary of variable domains

Auxiliary variable Quasi-effect

Level 0 Dual gate De NA

Direct gate Da NA

Level 1 Dual gate Da Da

Direct gate Da De

Level 2+ Dual gate Da Da

Direct gate Da Da

Table 2. Summary of variable CPTs

Level Gate Probabilistic aux Deterministic aux (Quasi)-effect

0 Dual SC CPT MAX CPT MAX CPT

Direct SC+ CPT PMIN+ CPT PMIN CPT

1 Dual SC+ CPT PMAX+ CPT PMAX+ CPT

Direct SC+ CPT PMIN+ CPT PMIN CPT

2+ Dual SC+ CPT PMAX+ CPT PMAX+ CPT

Direct SC+ CPT PMIN+ CPT PMIN+ CPT
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7 De-Causalizing NAT-Modeled Bayesian Networks

To de-causalize a NAT-modeled BN, for each NAT model family (child e plus
parents c1, ..., cn), delete the directed link from each parent to the child (as well
as the CPT of the child), reconnect the family by the de-causalizing BN segment,
and assign a CPT to each variable (except c1, ..., cn) as presented above.

Consider the example NAT-modeled BN in Fig. 5, where the NAT model over
family of v8 is shown with simplified labeling, and all variables are ternary. The
gate g3 is direct and remaining gates are dual.

The de-causalized BN is shown in Fig. 6. For causes vi (i = 1, ..., 7) in that
order, the probabilistic auxiliary variables are x10, x16, x11, x20, x17, x21, x18,
respectively. For gate g2, the quasi-effect is q13. For gate g1, the deterministic
auxiliary variable is y19 and the quasi-effect is q12. For gate g3, the deterministic
auxiliary variables are y14 and y15. A BN with the DAG in Fig. 5(left), where all
variables are ternary and all CPTs are tabular, has 6642 numerical parameters
(values in all CPTs). The de-causalized BN has 489 parameters.

Let a NAT-modeled BN be over the set V of variables and its de-causalized
BN be over the set V ∪ W of variables, where W is the set of all auxiliary and

Fig. 5. Left: DAG of a NAT-model BN. Right: NAT-model over family of v8.

Fig. 6. The NAT-modeled BN in Fig. 5 after de-causalization.
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quasi-effect variables. Let P (V ) be the joint probability distribution (JPD) of the
NAT-modeled BN, and P (V,W ) be the JPD of the de-causalized BN. Since for
each replaced BN family, the CPT P (e|c1, ..., cn) specified by the de-causalizing
segment is equal to the original NAT CPT of the family, we have

∑

w∈W

P (V,W ) = P (V ).

The de-causalized BN can be used for probabilistic reasoning using any stan-
dard inference algorithm. Only observations over variables in V can be entered,
as variables in W are not observable. In Sect. 8, we demonstrate the posterior
marginals thus computed from de-causalized BNs are exact as computed from
original NAT-modeled BNs.

8 Experiments

The 1st experiment evaluates the space of a NAT model-CPT as a tabular CPT
(TAB), of a de-causalized CPT without parent divorcing (DEC), and of a de-
causalized CPT with parent divorcing (DPD). The numbers of causes per CPT
are n = 5, 7, 9, 11. The uniform domain sizes of variables in each CPT are d =
3, 5, 7. For each combination of (n, d), 30 random NAT topologies are generated.
Hence, a total of 4 ∗ 3 ∗ 30 = 360 distinctly structured NAT models are evaluated.

Figure 7 show spaces of CPTs in log10 by TAB, DEC, and DPD when d = 7.
Due to space consideration, we omit presentation of result for d = 3, 5. Space of
TAB CPTs are completely determined by n and d, and are constant. Spaces of
both DEC and DPD CPTs are sensitive to the NAT topology, but DPD CPTs
are only slightly so. DEC CPTs are often more space-efficient than TAB CPTs.
But for some NAT topologies, they are less efficient. For instance, the 11th DEC
CPT for n = 11 and d = 7 is less efficient than the TAB CPT, whose NAT
has two gates and one of them has 10 inputs. DPD CPTs are always the most
efficient, and are 5 orders of magnitude more efficient than TAB CPTs for n = 11
and d = 7.

Fig. 7. Spaces (s) of CPTs as TAB, DEC, and DPD, where d = 7.

The 2nd experiment evaluates the impact of de-causalization on inference
efficiency, where the inference method is LP. We simulated NAT-modeled BNs
with 100 variables per BN. The maximum number of parents per variable in
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each BN is bounded at m = 6, 8, 10, 12, respectively. The uniform domain size of
all variables is controlled at s = 2, 3, respectively. The structural density of BNs
is controlled by adding w = 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55% of links to a
singly connected network, respectively. Hence, there are a total of 4×2×11 = 88
distinct (m, s,w) combinations. For each combination, we simulated 10 BNs.
This amounts to a total of 880 NAT-modeled BNs.

For each NAT-modeled BN, we created a normalized BN (NM-BN) where
each NAT model is expanded into a tabular CPT, and a de-causalized BN (DC-
BN). Both NM-BN and DC-BN are compiled for LP, conditioned on the same
observation over 10% of randomly selected variables. For each pair of NM-BN
and DC-BN, LP resulted in the same posterior marginals, which empirically
demonstrates exactness of de-causalization. LP runtimes for m = 10, 12, using a
desktop of 3.4 GHz clock speed, are summarized in Fig. 8. Runtimes for m = 6, 8
are omitted due to space restriction.

The inference becomes harder as m, s and w grow. For sparse BN structures,
as inference becomes harder, DC-BNs become more advantageous than NM-BNs.
For instance, with w = 5, as m and s grow, the runtime by DC-BNs become
significantly less than NM-BNs. At (m = 12, s = 3, w = 5), LPs with DC-BNs
are two orders of magnitude fasters than NM-BNs.

Furthermore, as m and s grow, the range of structural densities where DC-BNs
are more efficient than NM-BNs grows as well. For instance, for (m = 6, s = 3),
DC-BNs and NM-BNs tie in runtime around w = 20. As m grows to 8, 10, 12, the
corresponding structural density grows to w = 30, 50, 55, respectively.

Fig. 8. LP runtimes (msec in log10) for NM-BNs and DC-BNs where m = 10, 12.
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9 Conclusion

The main contribution of this work is the novel de-causalization framework,
by which a NAT-modeled BN is converted into a de-causalized BN for infer-
ence computation. An existing alternative is the MF framework. In comparison,
the MF frame has a limitation where one potential for each NIN-AND gate is
exponential on η (domain size of effect e). In the de-causalization framework, no
component is exponential. We demonstrated that the de-causalized BNs support
exact inference, and can speed up LP inference by up to two orders of magni-
tude for a wide range of sparse BN structures. We are currently investigating
the efficiency impact of de-causalization, when inference is performed through
sum-product networks (SPNs).

Acknowledgement. Financial support from NSERC Discovery Grant to first author
is acknowledged.
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Abstract. We propose a novel evaluation methodology for assessing off-
policy learning methods in contextual bandits. In particular, we provide
a way to use data from any given Randomized Control Trial (RCT)
to generate a range of observational studies with synthesized “outcome
functions” that can match the user’s specified degrees of sample selection
bias, which can then be used to comprehensively assess a given learning
method. This is especially important in evaluating methods developed
for precision medicine, where deploying a bad policy can have devastat-
ing effects. As the outcome function specifies the real-valued quality of
any treatment for any instance, we can accurately compute the quality of
any proposed treatment policy. This paper uses this evaluation method-
ology to establish a common ground for comparing the robustness and
performance of the available off-policy learning methods in the literature.

Keywords: Contextual bandits · Off-policy learning
Evaluation method

1 Introduction

Precision medicine is a rapidly emerging field that tries to determine which spe-
cific treatment (e.g., surgery, drug therapy, etc.) leads to the best outcome for
each patient. This not only improves the patients’ quality of life, but also typi-
cally reduces the health-care costs, especially in situations where the first course
of treatment does not provide desirable outcomes, which means the patient has
to receive a second (hopefully better) treatment. Many attempt to learn models
for precision medicine from observed data; here, it is often necessary to answer
counterfactual questions such as: “Would this patient have lived longer, had she
received an alternative treatment?”. To answer such questions, it is required to
know the underlying causal relationships between the patient’s attributes and
the outcomes associated with each potential treatment. Such causal relationships
can only be learned from experimental studies that involve making interventions
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and collecting data on-line [1]. As such studies are often not available, we have
to approximate the causal effects from off-line datasets [2].

In a Randomized Control Trial (RCT), the treatment assignment T to a
patient is independent of the patient attributes X (see Fig. 1a). This makes it
straightforward to infer the causal effects on a population level [2]. However,
it is not possible to run an RCT for every causal query; since, they are at
best expensive, or in most cases infeasible. By contrast, in observational studies,
the health-care provider suggests a treatment based on the patient’s attributes,
according to her training and/or the established clinical pathway. This is sample
selection bias, as the assignment of treatment T depends on the patient’s health
history/attributes X (see Fig. 1b). However, while RCTs are rare, observational
studies are abundant and are therefore our main source of data for developing
algorithms that produce the personalized models needed for precision medicine.

Fig. 1. Types of data collection

The whole setup can be viewed in a contextual bandit setting [3] where,
given a vector of attributes xi ∈ X describing patient i and her received
treatment ti ∈ T , we observe an outcome value y(xi, ti) ∈ IR. Treatment is
selected according to an established clinical pathway represented by a condi-
tional probability distribution π0( t |x ). Following the literature, we refer to
this as the logging policy (a.k.a. “behaviour policy” in reinforcement learn-
ing [4]). Also note that, for each patient, we only get to observe the outcome
y(xi, ti) associated with the received treatment ti and not the outcomes associ-
ated with the alternative treatment(s) (t �= ti). Since such counterfactual out-
come(s) are inherently “unobservable” (and not just “unobserved”), there is
no way to truly determine the best personalized treatment for each patient.
The case of y(xi, ti) ∈ IR≥0 might represent life expectancy after treatment,
while y(xi, ti) ∈ {0, 1} might indicate whether a patient would die or sur-
vive. In general, such contextual bandit datasets have the following informa-
tion: D = { [xi, ti, y(xi, ti), π0( ti |xi )] }i=1..n The goal here is to find the best
policy, π∗( t |x ), whose most likely selected treatment t∗ = arg maxtπ

∗( t |x )
for patient x, indeed matches the best one. In other words, had we known all
outcomes (observed and counterfactuals(s)), we want:

t∗ = arg max
t

y(x, t) (1)

The problem of learning an optimal policy from observational studies
(a.k.a. “off-policy learning” [4]) is not limited to medical applications. It also
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appears in A/B testing, ad-placement systems [5,6], recommender systems [7],
intelligent tutoring systems [8], etc. It is challenging to evaluate a proposed pol-
icy given an observational dataset, due to (i) the inherent unobservability of the
counterfactual outcomes, and (ii) the unknown degree of existing selection bias –
i.e., the strength of the link between X and T . To overcome these two issues,
we have to somehow create synthetic datasets with full information on outcome
(i.e., both factual and counterfactual). However, to the best of our knowledge,
all the existing approaches only evaluate their proposed method on an observa-
tional study generated under a fixed level of selection bias – see Sect. 3.1 for more
details. This paper addresses this gap by proposing an evaluation methodology
to establish a common ground for comparing the efficiency and effectiveness of
the proposed methods for off-policy learning from observational datasets. Our
contribution is an algorithm that, given an RCT dataset, can synthesize a spec-
trum of observational datasets that exhibit various degrees of selection bias.

2 Background

All the existing methods for off-line policy learning must address the sample
selection bias to effectively learn an optimal policy from bandit feedback data.
Many, including [9,10], use rejection sampling to extract a RCT-like subset of
data. That is, they find and discard a subset of instances, such that the proba-
bility of assigning any treatment becomes uniform for all the remaining samples.
This approach is extremely data inefficient, which might be acceptable for appli-
cations that have access to enormous amounts of data, such as ad-placement
in search engines. However, this inefficiency means it cannot be used for small
medical datasets. Besides the methods mentioned above, there are two other
main approaches for handling the sample selection bias: (i) outcome prediction
and (ii) utility maximization. Below, we briefly summarize such methods.

2.1 Outcome Prediction

Outcome prediction (OP) methods (a.k.a. “direct methods”) try to learn a
regression fit that predicts the outcome for patient i given feature vector xi

for any treatment t ∈ T (i.e., ŷ(xi, t )). Assuming the learned regression fit is
accurate, we can rank different treatments in terms of their estimated outcome
and choose the treatment that has the best outcome. This can be done following
Eq. 1 by replacing y(x, t) with the predicted (counter)factual outcomes ŷ(x, t ).

Although this method seems straightforward, obtaining an accurate regres-
sion fit is often not easy as this requires addressing (i) selection bias and (ii) mod-
eling bias. While there are ways to deal with selection bias, such as importance
sampling (cf. [5]) modeling bias is more challenging to address, because it is
not easy to identify the right model and/or features to produce an accurate
estimator. Moreover, the outcome prediction method tries to answer the harder
question of accurately predicting the counterfactual outcomes, while all we need
to find an optimal policy is to rank the potential treatments. Therefore, other
methods have been proposed that try to maximize a utility function instead.
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2.2 Inverse Propensity Scoring

Inverse Propensity Scoring (IPS), an importance sampling technique that adjusts
the weights of different instances, is one of the main ways to address the selec-
tion bias problem. Here, we use a variant of the early works of Horvitz and
Thompson [11] and Rosenbaum and Rubin [12], since we are interested in evalu-
ating a stochastic policy π(t |x) as opposed to a deterministic one. This variant
has been used in many closely-related applications, such as off-policy reinforce-
ment learning [4], off-policy learning for contextual bandits [9,10], and coun-
terfactual learning with causal graphs [5]. First, we formulate a utility function
with importance sampling weights π(·)

π0(·) as:

̂UIPS(π) =
1
n

n
∑

i=1

π(ti |xi)
π0(ti |xi)

y(xi, ti) (2)

where n is the number of instances in the given contextual bandit dataset,
π0(ti |xi) is the policy used to sample treatments in the training set (i.e., the
“logging policy”), π(ti |xi) is the probability of selecting ti given xi by the pro-
posed policy π(·), and y(xi, ti) is the observed outcome. Note that IPS is an
unbiased estimator of the true [unknown] utility U(π), meaning:

ED[ ̂UIPS(π) ] = U(π) (3)

for any π(·) provided that π0(·) has a non-zero value everywhere in its sup-
port [12]. Ultimately, the optimal policy π∗ is obtained by:

π∗ = arg max
π∈Π

̂U(π) = arg min
π∈Π

̂R(π) (4)

where Π is the hypothesis space containing all possible policies and ̂R(π) =
−̂U(π) is the empirical risk. Although unbiased, the IPS estimator has a high
variance due to the π0(ti |xi) term in its denominator. That is, some importance
sampling weights (i.e., π(·)

π0(·) ) will be very large for any instance with small π0

– i.e., treatments that had a small chance of being selected, but were selected
anyway. The most common approach is to clip the weights [5]:

wi = min
{

M,
π(ti|xi)
π0(ti|xi)

}

(5)

where the M hyperparameter is an upper bound for the importance sampling
weights. The risk calculated with the clipped weights is denoted as ̂RM (π).

2.3 Doubly Robust Estimator

As discussed earlier, methods based on OP enjoy a low variance estimate at the
cost of a high bias. On the other hand, although IPS is an unbiased estimator,
it suffers from a high variance. This motivated Dud́ık et al. [13] to propose the
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Doubly Robust (DR) estimator, which leverages the strengths and mitigates the
weaknesses of the above mentioned methods. Prior to [13], Robins et al. [14] had
proposed a variant of this method for evaluating deterministic policies that have
binary choice of treatment. DR’s utility function is formulated as:

̂UDR(π) =
1
n

n
∑

i=1

[

π(ti|xi)
π0(ti|xi)

(

y(xi, ti) − ŷ(xi, ti)
)

+ Et∼π|xi

[

ŷ(xi, t)
]

]

(6)

where ŷ(x, t) is the regression fit (obtained from an OP method) that predicts
the (counter)factual outcome for any given patient x and treatment t ∈ T .

2.4 Self-Normalized Estimator

In order to alleviate the high variance problem, the doubly robust estima-
tor employs a regression fit to predict counterfactual outcomes to be used as
additive terms in the utility function (see Eq. 6). Alternatively, Swaminathan
and Joachims [15] take amultiplicative approach by proposing the Self-Normalized
(SN) estimator, which is a stochastic variant of the method proposed by Hirano
et al. [16] for evaluating deterministic policies with a binary choice of treatment.
Self-Normalized (SN) estimator uses the fact that E

[

∑n
i=1

π(ti|xi)
π0(ti|xi)

]

= n, which

motivates replacing n with
∑n

i=1
π(ti|xi)
π0(ti|xi)

in Eq. 2, leading to:

̂USN (π) =
n
∑

i=1

π(ti|xi)
π0(ti|xi)

y(xi, ti)

/

n
∑

i=1

π(ti|xi)
π0(ti|xi)

(7)

The intuition is: since the main source of variance is the importance sampling
weights appearing in the numerator of the utility function, having a similar factor
in the denominator may cancel out some of the variability.

2.5 Counterfactual Risk Minimization

Swaminathan and Joachims [17] studied the variance of the IPS estimator with
clipped weights under the Empirical Risk Minimization (ERM) principle (see
Eq. 4) to prove the following generalization bound:

P

⎡

⎣ ∃π ∈ Π : R(π) > ̂RM (π) + λ

√

̂V ar (u(·))
n

+ C

⎤

⎦ ≤ γ (8)

where R(π) is the true risk, u(·) = y(x, t)min
{

M, π(t|x)
π0(t|x)

}

, ̂V ar(·) is the esti-
mated variance of u(·), 0 < γ < 1 bounds the probability that this generalization
bound fails, and λ and C are constants. This suggests adding the square-root
term to the ERM objective function:

π∗ = arg min
π∈Π

⎧

⎨

⎩

̂RM (π) + λ

√

̂V ar (u(π))
n

⎫

⎬

⎭

(9)
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This addition to the objective function yields the Counterfactual Risk Min-
imization (CRM) principle [17], which is designed to penalize high empirical
variance in weighted observed outcomes. The CRM principle can be used along
with any utility function described in Sects. 2.2 to 2.4.

3 Evaluation Methodology

As described earlier, observational studies inherently contain partial information,
as we only observe the outcome for the one treatment that was administered
to each patient. When evaluating a new learned policy, however, due to the
variance of the utility estimators, it is challenging to know if the new proposed
policy is indeed better than the in-place policy. The best way to determine the
effectiveness of a new policy is to actually deploy it on-site, record the factual
outcomes for a reasonable period of time, and then analyze the results. However,
it is neither ethical, nor allowed by the health-care community, to deploy a
policy that has a chance of producing results that may reduce the patients’
quality of life. Therefore, we need to synthesize bandit datasets in such a way
that their counterfactual outcomes are also known, merely for the purpose of
evaluation. In the following two sections, we first review the existing evaluation
methodology [18] and point out its shortcomings, and then explain our proposed
evaluation methodology, which allows for a more comprehensive assessment of a
proposed algorithm in terms of robustness to various degrees of selection bias.

3.1 The Existing Approach

Beygelzimer and Langford [18] proposed an approach that converts the train-
ing partition of a full-information binary multi-label supervised dataset1 D∗ =
{[(xi, t∗i )]}i=1..n with t∗i ∈ {0, 1}k into a partial-information bandit dataset for
training off-policy learning methods.2 They view each label t∗i as the best pos-
sible treatment for patient i – that is, the outcome value-function y(xi, ti) is
defined such that y(xi, t∗i ) > y(xi, ¬ti), where ¬ti is any of the treatments other
than t∗i , as this ensures that Eq. 1 holds, and so the optimal policy π∗(t|xi) will
prefer t∗i . One can convert this supervised dataset into a bandit dataset by sam-
pling a set of new labels ti ∼ h0(t |xi) for each xi, where h0(·) is the underlying
mechanism that creates this observational study. This allows a single subject to
appear many (r < 2k) times in the dataset, each time associated with a different
treatment.

In many applications, such as ad-placement, the underlying treatment assign-
ment mechanism (i.e., the deployed algorithm) is known [5]. To mimic the same
situation, Swaminathan and Joachims [19] set h0(t|x) to be a logistic regression
function, whose parameters are learned from a small portion (e.g., 5%) of the
supervised training set. This h0(·) is then used to guide the sampling process of
1 This is not one-hot encoding as there may be instances with multiple associated

labels – e.g., a news article concerning political initiatives on climate change.
2 Note that the test set remains intact for evaluating the learned policy.
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new labels ti for each xi, and log the propensities π0(ti|xi) = h0(ti|xi). Finally,
the outcome y(xi, ti) is calculated as the Jaccard index between the supervised
label t∗i and the bandit label(s) ti(s). This completes the procedure of generating
a bandit dataset D = {[xi, ti, y(xi, ti), π0(ti|xi)]}i=1..n.

There are several reasons why this evaluation framework is not appropriate
for assessing off-policy learning methods for medical observational studies:

1. It is not clear how to map the concept of binary multi-label ∈ {0, 1}k to
treatment, e.g., letting each bit in a label vector to be 1 (resp. 0) refer to
taking (resp. not taking) a certain medication, a multi-label target would
mean a combination of several drugs. However, due to drug interactions,
such combinations might neutralize the effect of the treatment or worse, be
detrimental to the patient’s health. Therefore, unless there is a principled way
to consider such interactions, a single class label seems more appropriate.

2. Using the Jaccard index to define outcomes implies assigning equal impor-
tance to various treatment options. However, this assumption does not hold
in medicine since receiving the wrong treatment might be catastrophic for
some cases while minor for others. Here, continuous measures such as sur-
vival time (y ∈ IR≥0) that directly correspond to the consequences of the
assigned treatment on the patient’s health status seem more appropriate.

3. Unlike applications such as ad-placement, where the underlying mechanism
of action selection is known, it may not be fully understood in medical obser-
vational studies (e.g., clinical pathways). In reality, we never have access to
[even a small] subset of data with ground truth labels. Hence, the propensities
π0(·) have to be calculated directly from the bandit dataset, as opposed to
readily deriving them from h0(·) (i.e., estimated from 5% of supervised data).

3.2 The Proposed Approach

This section discusses our proposed evaluation methodology and its advantages
over the existing approach. In addition to overcoming the shortcomings of the
existing approach, we want to address the following requirements: (i) design a
bandit dataset that is as realistic as possible in terms of similarity to an actual
medical observational study (Sect. 3.2); and (ii) include a procedure to generate
many different observational studies from a single RCT dataset to allow for
comprehensive evaluation of learning methods for contextual bandits (Sect. 3.2).

Designing a Bandit Dataset: We require that the designed bandit dataset be
as similar as possible to a real medical observational dataset. Therefore, instead
of converting a supervised dataset to a bandit dataset, we directly work with a
real-world RCT dataset as the source and from it synthesize various observational
studies with different degrees of sample selection bias.3 This makes sense because
there is no selection bias in RCT datasets and therefore, one can often estimate

3 This means the X values are realistic. By contrast, we do not know whether the X
values from a supervised dataset look like realistic [medical] observational studies.



38 N. Hassanpour and R. Greiner

the counterfactual outcomes reliably. In addition to the primary constraints (e.g.,
t ∈ {0, 1} and y ∈ IR≥0), we want to preserve the statistical characteristics of
the original (source) RCT dataset; characteristics such as:

(i) Average Treatment Effect: ATE = 1
N1

∑

y(xi, 1)− 1
N0

∑

y(xi, 0), where N1

(resp., N0) is the number of subjects assigned to t = 1 (resp. t = 0); and
(ii) Coefficient of Determination: R2

t = 1−
∑

[y(xi,ti)−ft(xi)]
2

∑
[y(xi,ti)−ȳ]2 for ti ∈ {t0, t1, . . . },

where ȳ is the mean of y. Coefficient of Determination is calculated on
each treatment arm separately and measures the amount of variance in
the response variable that can be explained by the observed explanatory
variables.4

Given a RCT dataset with two treatment arms (i.e., t ∈ {0, 1}), we first
fit two Gaussian Process (GP) [20] models ft(·) to calculate an initial estimate
of the counterfactual outcomes; one for each treatment arm. More concretely,
ft(x) provides a mean μt(x) along with a standard deviation σt(x) that indi-
cates the confidence of estimation at any point x in the function domain. We
can now calculate the counterfactual outcome for each subject. For example,
the counterfactual outcome for a subject whose received treatment was t = 1
(with observed outcome y(xi, 1)) is defined as: ŷ(xi, 0) = μ0(xi) + k0 × σ0(xi),
where k0 is determined such that the average personalized treatment effect
calculated on the N1 subjects whose received treatment was t = 1 (i.e.,
ÂTE1 = 1

N1

∑

i s.t. ti=1

(

y(xi, 1) − ŷ(xi, 0)
)

) matches the ATE calculated on

the original RCT dataset. Solving for ÂTE1 = ATE and ÂTE0 = ATE yields:

kt =
(

ATE − (2t − 1)
1

N¬t

∑
(

μt(xi) − y(xi,¬ti)
)

)

/

1
Nt

∑

σt(xi) (10)

This procedure ensures that any synthetic RCT data generated by random re-
assignment of treatments will have an ÂTE close to the original ATE.

We also want our synthetic datasets to match the R2
t measure on every

treatment arm t. To do so, we first calculate ̂R2
t for each treatment arm t, on

all subjects, using either observed, or counterfactual outcomes as derived in the
previous step. Then, if the ̂R2

t was higher than the original R2
t value, we modify

the counterfactual outcomes by adding noise to them as follows:

ŷ(xi, t)+= et × εi, t �= ti (11)

where et is the amplitude of the noise (tuned such that ̂R2
t matches R2

t ) and
ε ∼ U(−0.5, 0.5). As E[ε] = 0, ŷ(xi, t)’s expected increase is 0, and therefore we
expect that ÂTE would not change.

With this complete set of outcomes (observed as well as counterfactual), we
can determine the best treatment for each patient (i.e., ground truth labels),

4 A low R2 measure suggests that there must exist [some] unobserved confounder(s)
that [significantly] contribute to the outcome.
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following Eq. 1. It is also possible to synthesize any observational study (includ-
ing RCT) by simply designing an appropriate h0(·) function. Figures 2a and b
respectively show the scatter plots of an original RCT dataset and a sample
synthetic RCT generated from it, following the procedure described above. The
next section explains how our proposed evaluation methodology can synthesize
various observational studies, covering a wide range of selection bias.

Fig. 2. The proposed method generates a synthetic RCT dataset (right) that is very
similar to a real RCT dataset (left)

Various Generating Policies h0(·): Unlike [15,17,19], our proposed evalu-
ation methodology decouples the generating policy h0(·) from the supervised
dataset. This means we can easily design different h0(·) policies with various
degrees of selection bias and/or conservatism, which in turn enables us to study
the behaviours/robustness of different learning algorithms under such various
circumstances. In order to create a bandit dataset, our basis function for sam-
pling labels (i.e., treatments) is a sigmoid function:

σ(z) = σα,β(z) =
1

1 + e−α(z−β)
(12)

where |z| is the amount of improvement in outcome for a patient in case she
receives the best treatment; z is positive for t∗ = 1 class and negative for t∗ = 0
class. For instances in t∗ = 1 class, the treatments t are then drawn according
to σ(z) via rejection sampling and for t∗ = 0 class according to 1 − σ(z).

Parameter α in Eq. 12 controls the degree of selection bias. With α = 0, σ(z)
is a uniform distribution, which results in synthesizing a RCT dataset. Increased
α creates a more biased dataset such that at the limit of α = ∞, σ(z) becomes
a step function at β. At β = 0, a larger α increases the chance that a sampled
treatment t is equal to its respective ground truth label t∗. We can simulate the
tendency towards prescribing a certain treatment more than the alternative(s)
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(i.e., conservatism) by modifying β. As such, a β > 0 would assign treatment 0
to more patients and treatment 1 to fewer ones, and vice versa for β < 0.

4 Experiments, Results, and Discussions

We experimented the proposed framework with the following two RCT datasets:

Acupuncture. RCT [21,22] was designed to study the potential benefit of
acupuncture (in addition to the standard care) for treatment of chronic headache
disorders. It has 18 features, all measured prior to applying any treatment. There
were two main outcomes: “severity score” and “headache frequency”, each mea-
sured at two points in time: “immediately after the treatment is completed”
and “at one year follow-up”. Out of 401 participants, we use the 295 subjects
with no missing values. Due to space limitation, we only report the performance
results on one of the main outcomes (i.e., severity score at one year follow-up)
in the main text (the rest are closely similar). For this outcome, ATE = −6.15,
R2

0 = 0.68, and R2
1 = 0.33, while our synthesized RCTs has ÂTE = −6.17(0.76),

R̂2
0 = 0.60(0.05), and R̂2

1 = 0.36(0.07).

Hypericum. RCT [23] was designed to assess the acute efficacy of a standard-
ized extract of the herb St. John’s Wort in treatment of patients with major
depression disorder. This study has three arms (placebo, hypericum, and an SSRI
medication). The primary outcome measure is Hamilton Depression scale at the
end of week 8. We compiled 278 features from assessment forms. In our experi-
ments, we use the “hypericum” and “SSRI” as the binary treatment options (82
and 79 patients in each arm respectively). The original RCT has ATE = −2.25,
R2

0 = 0.24, and R2
1 = 0.00. Our synthesized RCTs has ÂTE = −2.65(0.97),

R̂2
0 = 0.15(0.10), and R̂2

1 = 0.04(0.09).
The following methods are compared in terms of classification accuracy on

the ground truth labels derived following the procedure described in Sect. 3.2.
Baseline: predict the majority class. Logger: use the logging policy π0(·) as
the classifier. Outcome Prediction: find a regression fit with a simple linear
least squares method with L2 regularization (OP), then use Eq. 1 to predict
the best label (i.e., treatment). Inverse Propensity Scoring: use the ERM
objective function (IPS-ERM), as well as the CRM objective function (IPS-
CRM) to learn a new policy π(t|x) that acts as our classifier.5 Doubly Robust:
use the same regression function as OP for the regression component with either
ERM (DR-ERM) or CRM (DR-CRM) objective functions to obtain π(t|x). Self-
Normalized: use either ERM or CRM objective functions (SN-ERM and SN-
CRM respectively) to obtain π(t|x).

Figure 3 summarizes the performance results; showing the effect of changing
α at β = 0 in Figs. 3a and c, and changing β at α = 0.05 in Figs. 3b and d. Each
5 Our implementation of IPS (and SN below) is obtained from Policy Optimizer for

Exponential Models (POEM [19]). We extended POEM substantially to include a
way to deal with the missing components (i.e., OP and DR), as well as implemen-
tation of the proposed evaluation methodology.
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α ∈ [ −0.25 : 0.05 : 0.45 ], β = 0 α = 0.05(b)(a)

(c) (d)

, β ∈ [ −5 : 5 ] × 9.97

α ∈ [ −0.25 : 0.05 : 0.45 ], β = 0 α = 0.05, β ∈ [ −5 : 5 ] × 6.01

Fig. 3. Mean and 1
10
× standard deviation of the classification error rates on the

“Acupuncture” (top) and “Hypericum” (bottom) datasets; best viewed in color (Color
figure online)

point on the plots represents the mean classification error rate across 25 runs and
its respective error bar indicates a fraction (10%) of the standard deviation of the
error rates (in order to maintain the plots’ clarity). Also note that the Baseline
accuracy for neither of the datasets is 1.0, meaning that not all patients benefit
from receiving “acupuncture” or “SSRI”; indeed, for some, “no acupuncture” or
“St. John’s Wort” achieves a better outcome, i.e., personalized medicine.

Effects of changing α. As α increases, it is trivial that the Logger’s accu-
racy would improve since a higher α produces a bandit dataset with a higher
tendency towards sampling the ground truth treatments more often. Moreover,
OP’s prediction of (counter)factual outcomes is not accurate as α moves away
from 0, resulting in a bad performance for DR as well. IPS’s performance is
also correlated with α and it tends to do worse as α increases, as opposed to
that of Logger’s. SN tends to perform worse as |α| increases since this imposes
π0 to be small in parts of its domain which, due to weight clipping, results in
E

[

∑n
i=1

π(ti|xi)
π0(ti|xi)

]

�= n. This breaks the fundamental idea of SN (see Sect. 2.4).
This suggests that SN is only useful for datasets that are close to RCT.



42 N. Hassanpour and R. Greiner

Effects of changing β. We know that the effect of changing β varies relative
to the degree of class imbalance in a dataset. In ours, since the majority class is
labeled as “1”, a β > 0 would result in assigning fewer samples with label t = 1.
This, in turn, would generate a bandit dataset that is more exploratory (which
SN seems to prefer); but, on the other hand, is far from the true underlying label
distribution (which is not desirable for OP and DR).

ERM versus CRM principle. We found that the CRM principle often
improves SN’s performance (not statistically significant though). However, it
does not do so for IPS and DR. In general, our results indicate that if a reliable
OP method is available, then DR is the most effective and robust method for
various α and β values. However, we should bear in mind that most OP (and as a
result DR) methods require more processing power than IPS and SN. Therefore,
we face a trade-off between a quick response versus a more accurate one.

5 Future Directions and Conclusions

The proposed evaluation methodology can be extended in three directions:

1. Increase the pool size of possible treatments from |T | = 2 (i.e., t ∈ {0, 1}).
This could cover combining several medications or other medical interven-
tions.

2. Explore ways to extend this evaluation methodology for sequential observa-
tional studies. This is not trivial since the space of all possible decisions grows
exponentially as we progress through the course of treatment.

3. We can create observational datasets that contain censored samples, i.e., only
a lower bound of the survival time of some patients is available. Such datasets
can then be used to develop and evaluate survival analysis/prediction based
methods that can handle sample selection bias.

In this paper, we proposed a novel evaluation methodology for assessing off-
policy learning methods in contextual bandits. Unlike the existing methodology
(cf., [18]), our approach allows for a comprehensive assessment of the learning
methods in terms of performance and robustness with respect to various degrees
of sample selection bias. Moreover, it does not require the underlying mechanism
for data generation to be known, and it better matches medical applications as
it allows the outcomes to be more realistic (y ∈ IR≥0). Using the proposed eval-
uation methodology, we assessed several prominent off-policy learning methods
in contextual bandits – namely, outcome prediction, Inverse Propensity Scoring,
Doubly Robust [13], Self-Normalized [15], and Counterfactual Risk Minimization
principle [17] – on observational datasets synthesized using two RCT datasets.
Our analyses identify the conditions under which a certain off-policy learning
method performs best (e.g., SN is preferable for a close-to-RCT dataset). Such
analysis was not possible with [18]’s evaluation methodology as it has no means
to generate such diverse observational datasets in terms of selection bias. Thus,
we believe the proposed evaluation methodology should become a standard way
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for comprehensive assessment of new off-policy learning methods in contextual
bandits, especially in costly applications such as precision medicine where deploy-
ing a bad policy can have devastating effects.

References

1. Pearl, J.: Causality. Cambridge University Press, New York (2009)
2. Imbens, G.W., Rubin, D.B.: Causal Inference for Statistics, Social, and Biomedical

Sciences: An Introduction. Cambridge University Press, New York (2015)
3. Wang, C.C., Kulkarni, S.R., Poor, H.V.: Bandit problems with side observations.

IEEE Trans. Autom. Control 50(3), 338–355 (2005)
4. Sutton, R.S., Barto, A.G.: Reinforcement Learning: An Introduction, vol. 1. MIT

Press, Cambridge (1998)
5. Bottou, L., Peters, J., Candela, J.Q., Charles, D.X., Chickering, M., Portugaly, E.,

Ray, D., Simard, P.Y., Snelson, E.: Counterfactual reasoning and learning systems:
the example of computational advertising. JMLR 14(1), 3207–3260 (2013)

6. Li, L., Chen, S., Kleban, J., Gupta, A.: Counterfactual estimation and optimiza-
tion of click metrics in search engines: a case study. In: Proceedings of the 24th
International Conference on World Wide Web. ACM (2015)

7. Schnabel, T., Swaminathan, A., Singh, A., Chandak, N., Joachims, T.: Recom-
mendations as treatments: debiasing learning and evaluation. In: Proceedings of
the 33rd International Conference on Machine Learning, vol. 48 (2016)

8. Liu, Y.E., Mandel, T., Brunskill, E., Popovic, Z.: Trading off scientific knowledge
and user learning with multi-armed bandits. In: Educational Data Mining (2014)

9. Li, L., Chu, W., Langford, J., Schapire, R.E.: A contextual-bandit approach to per-
sonalized news article recommendation. In: Proceedings of the 19th International
Conference on World Wide Web. ACM (2010)

10. Li, L., Chu, W., Langford, J., Wang, X.: Unbiased offline evaluation of contextual-
bandit-based news article recommendation algorithms. In: Proceedings of the 4th
International Conference on Web Search and Data Mining, Hong Kong (2011)

11. Horvitz, D.G., Thompson, D.J.: A generalization of sampling without replacement
from a finite universe. J. Am. Stat. Assoc. 47(260), 663–685 (1952)

12. Rosenbaum, P.R., Rubin, D.B.: The central role of the propensity score in obser-
vational studies for causal effects. Biometrika 70, 41–55 (1983)

13. Dud́ık, M., Langford, J., Li, L.: Doubly robust policy evaluation and learning. In:
International Conference on Machine Learning (2011)

14. Robins, J.M., Rotnitzky, A., Zhao, L.P.: Estimation of regression coefficients when
some regressors are not always observed. J. Am. Stat. Assoc. 89(427), 846–866
(1994)

15. Swaminathan, A., Joachims, T.: The self-normalized estimator for counterfactual
learning. In: Advances in Neural Information Processing Systems (2015)

16. Hirano, K., Imbens, G.W., Ridder, G.: Efficient estimation of average treatment
effects using the estimated propensity score. Econometrica 71(4), 1161–1189 (2003)

17. Swaminathan, A., Joachims, T.: Counterfactual risk minimization: learning from
logged bandit feedback. In: International Conference on Machine Learning (2015)

18. Beygelzimer, A., Langford, J.: The offset tree for learning with partial labels. In:
Proceedings of the 15th ACM SIGKDD. ACM (2009)

19. Swaminathan, A., Joachims, T.: Batch learning from logged bandit feedback
through counterfactual risk minimization. JMLR 16, 1731–1755 (2015)



44 N. Hassanpour and R. Greiner

20. Rasmussen, C.E., Williams, C.K.: Gaussian Processes for Machine Learning, vol. 1.
MIT Press, Cambridge (2006)

21. Vickers, A.J., Rees, R.W., Zollman, C.E., McCarney, R., Smith, C.M., Ellis, N.,
Fisher, P., Van Haselen, R.: Acupuncture for chronic headache in primary care:
large, pragmatic, randomised trial. BMJ 328(7442), 744 (2004)

22. Vickers, A.J.: Whose data set is it anyway? Sharing raw data from randomized
trials. Trials 7(1), 15 (2006)

23. Hypericum Depression Trial Study Group, et al.: Effect of Hypericum perfora-
tum (St. John’s Wort) in major depressive disorder: a randomized controlled trial.
JAMA 287(14), 1807–1814 (2002)



Synthesizing Controllers:
On the Correspondence Between LTL

Synthesis and Non-deterministic Planning

Alberto Camacho1(B), Jorge A. Baier2, Christian Muise3,
and Sheila A. McIlraith1

1 Department of Computer Science, University of Toronto, Toronto, Canada
acamacho@cs.toronto.edu

2 Chilean Center for Semantic Web Research,
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Abstract. Linear Temporal Logic (LTL) synthesis can be understood
as the problem of building a controller that defines a winning strategy,
for a two-player game against the environment, where the objective is
to satisfy a given LTL formula. It is an important problem with applica-
tions in software synthesis, including controller synthesis. In this paper
we establish the correspondence between LTL synthesis and fully observ-
able non-deterministic (FOND) planning. We study LTL interpreted over
both finite and infinite traces. We also provide the first explicit compi-
lation that translates an LTL synthesis problem to a FOND problem.
Experiments with state-of-the-art LTL FOND and synthesis solvers show
automated planning to be a viable and effective tool for highly structured
LTL synthesis problems.

Keywords: Automated planning · Controller synthesis · LTL
Non-deterministic planning

1 Introduction

The problem of synthesizing software, including controllers, from logical speci-
fication is a fundamental problem in AI and computer science more generally.
Church’s synthesis problem was first posed by Church in 1957 in the context
of synthesizing digital circuits from a logical specification [1] and is consid-
ered one of the most challenging problems in reactive systems [2]. Two com-
mon approaches to solving the problem have emerged: reducing the problem to
the emptiness problem of tree automata, and characterizing the problem as a
two-player game.

In 1989, Pnueli and Rosner examined the problem of reactive synthesis using
Linear Temporal Logic (LTL) [3] as the specification language (henceforth “LTL
synthesis”) viewing the problem as a two-player game, and showing that this
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problem was 2EXPTIME-complete [4]. This discouraging result has been miti-
gated by the identification of several restricted classes of LTL for which synthesis
is less complex. For example, if the LTL specification is restricted to the class
of so-called Generalized Reactivity(1) (GR1) formulae, an N3-time algorithm
exists [2]. Today, a number of synthesis tools exist with varying effectiveness
(e.g., Acacia+ [5], Lily [6]).

Recent work has explored various connections between automated planning
and synthesis (e.g., [7–12]) but has not provided a full mapping between the two
problems, nor have the practical implications of such a mapping been explored
from an automated planning perspective. In this paper we investigate the rela-
tionship between (LTL) synthesis and automated planning, and in particular
(LTL) Fully Observable Non-Deterministic (FOND) planning. We do so by lever-
aging a correspondence between FOND and 2-player games. This work is inspired
by significant recent advances in the computational efficiency of FOND planning
that have produced FOND planners that scale well in many domains (e.g., myND
[13] and PRP [14]). Our insights are that just as SAT can be (and has been)
used as a black-box solver for a myriad of problems that can be reduced to SAT,
so too can FOND be used as a black-box solver for suitable problems. Estab-
lishing the connection between FOND and 2-player games not only provides a
connection to LTL synthesis – the primary subject of this exploration – it also
provides the key to leveraging FOND for other problems.

In Sect. 3 we establish the correspondence between LTL synthesis and strong
solutions to FOND planning. In Sect. 4 we provide the first automatic transla-
tion of a realizability problem into a planning problem, described in the Planning
Domain Definition Language (PDDL), the de facto standard input language for
automated planners. Experiments with state-of-the-art LTL synthesis and FOND
solvers illustrate that the choice of formalism and solver can have a dramatic
impact. Indeed, planning-based approaches excel if the problem is highly struc-
tured and the uncertainty largely restricted, as is the case for synthesis problems
associated with engineered physical devices.

2 Preliminaries

FOND: A FOND planning problem is a tuple 〈F , I,G,A〉, where F is a set
of fluents; I ⊆ F characterizes what holds initially; G ⊆ F characterizes the
goal condition; and A is the set of actions. The set of literals of F is Lits(F) =
F ∪ {¬f | f ∈ F}. Each action a ∈ A is associated with 〈Prea,Eff a〉, where
Prea ⊆ Lits(F) is the precondition and Eff a is a set of outcomes of a. We
sometimes write oneof(Eff a) to emphasize that Eff a is non-deterministic. Each
outcome e ∈ Eff a is a set of conditional effects of the form (C → �), where
C ⊆ Lits(F) and � ∈ Lits(F). Given a planning state s ⊆ F and a fluent f ∈ F ,
we say that s satisfies f , denoted s |= f , iff f ∈ s. In addition s |= ¬f if f �∈ s,
and s |= L for a set of literals L, if s |= � for every � ∈ L. Action a is applicable in
state s if s |= Prea. We say s′ is a result of applying a in s iff, for one outcome e
in Eff a, s′ is equal to s \ {f | (C → ¬f) ∈ e, s |= C}∪{f | (C → f) ∈ e, s |= C}.
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A policy p, is a partial function from states to actions such that if p(s) = a,
then a is applicable in s. An execution π of a policy p in state s is a sequence
s0, a0, s1, a1, . . . (finite or infinite), where s0 = s, and such that every state-
action-state substring s, a, s′ are such that p(s) = a and s′ is a result of applying
a in s. Finite executions ending in a state s are such that p(s) is undefined.

A finite execution π achieves a set of literals L if its ending state s is such
that s |= L. An infinite execution π achieves a set of literals L if there exists a
state s that appears infinitely often in π and that is such that s |= L. An infinite
execution σ is fair iff whenever s, a occurs infinitely often within σ, then so does
s, a, s′, for every s′ that is a result of applying a in s [15]. Note this implies that
finite executions are fair. A policy p is a strong plan (resp. strong-cyclic plan)
for a FOND problem P = 〈F , I,G,A〉, iff every execution (resp. fair execution)
of p over I satisfies the goal G.

Linear Temporal Logic: Linear Temporal Logic (LTL) is a propositional logic
extended with temporal modal operators next ( �) and until (U). The set of LTL
formulae over a set of propositions P is defined inductively as follows. p is a
formula if p ∈ P or the constant 	. If ϕ1 and ϕ2 are LTL formulas, then so are
¬ϕ1, ϕ1 ∧ ϕ2, �ϕ1 and ϕ1 Uϕ2. Let σ = s0, s1, . . . be an infinite sequence of
subsets of P, and ϕ be an LTL formula. Then σ satisfies ϕ, denoted as σ |= ϕ
iff σ, 0 |= ϕ, where:

σ, i |= p, for each p ∈ P ∪ {�} iff si |= p σ, i |= ¬ϕ iff σ, i |= ϕ does not hold
σ, i |= ϕ1 ∧ ϕ2 iff σ, i |= ϕ1 and σ, i |= ϕ2 σ, i |= �ϕ iff σ, (i + 1) |= ϕ

σ, i |= ϕ1 Uϕ2 iff there exists a j ≥ i such that
σ, j |= ϕ2, and σ, k |= ϕ1, for each k ∈ {i, i + 1, . . . , j − 1}

Intuitively, the next operator tells what needs to hold in the next time step,
and the until operator tells what needs to hold until something else holds. The
modal operators eventually (♦) and always (�) are defined by ♦ϕ ≡ 	Uϕ, �ϕ ≡
¬♦¬ϕ. Additional constants and operators are defined by following conventional
rules as follows ⊥ ≡ ¬	, ϕ1 ∨ ϕ2 ≡ ¬(¬ϕ1 ∧ ¬ϕ2), ϕ1 → ϕ2 ≡ ¬ϕ1 ∨ ϕ2,
ϕ1 ↔ ϕ2 ≡ (ϕ1 → ϕ2) ∧ (ϕ2 → ϕ1).

LTL over Finite Traces: LTLf is a variant of LTL interpreted over finite
traces [16]. Such finite variants have been applied to problems in verification,
model checking and planning. LTLf and LTL share the same syntax, but their
interpretations differ. For example, the LTLf formula ♦¬ �	 is true in a finite
trace, whereas the same formula in LTL evaluates false on infinite traces. Simi-
larly, weak next must often replace next to avoid unintended interpretations of
LTL over finite traces. (See [16] for details.)

Automata: There is a well-established correspondence between LTL and
automata. A Non-deterministic Büchi Automaton (NBA) is a tuple M =
(Q,Σ, δ, q0, QFin), where Q is the set of automaton states, Σ is the alphabet,
δ ⊆ Q × Σ × Q is the transition relation, q0 is the initial state, and QFin ⊆ Q is
the set of accepting states. The automaton is deterministic (DBA) when for each
q ∈ Q, and s ∈ Σ, there exists a unique q′ ∈ Q such that (q, s, q′) ∈ δ. A run of
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M on an infinite word σ = s0, s1, . . . of elements in Σ is a sequence of automaton
states, starting in q0, such that (qi, si, qi+1) ∈ δ for all i ≥ 0. A run is accept-
ing if it visits an infinite number of accepting states. Finally, we say that M
accepts σ if there is an accepting run of M on σ. Non-deterministic Finite-state
Automata (NFAs) differ from NBAs in that the acceptance condition is defined
on finite words: a word σ = s0, s1, . . . , sm is accepting if qm+1 ∈ QFin. Finally,
Deterministic Finite-state Automata are NFAs where the transition relation is
deterministic.

Given an LTL formula ϕ, it is possible to construct an NBA Aϕ that accepts
σ iff σ |= ϕ. The construction is worst-case exponential in the size of ϕ [17].
It is not always possible to construct a DBA, and the construction is double
exponential. Similar results hold for LTLf : it is always possible to construct an
NFA (resp. DFA) that accepts σ iff σ |= ϕ, and the construction is worst-case
exponential (resp. double exponential) [18].

LTL FOND: Recently [11] extended FOND with LTL goals. An LTL FOND
problem is a tuple 〈F , I,G,A〉, where G is an LTL or LTLf formula over F , and
F , I,A are defined as in FOND planning. In short, LTL FOND executions are
defined just like in FOND, and a policy is a strong-cyclic (resp. strong) plan for
problem P if each fair (resp. unrestricted) execution π results in a sequence of
states σ such that σ |= G.

LTL Synthesis: Intuitively, the LTL synthesis problem [4] describes a two-
player game between a controller and the environment. The game consists of an
infinite sequence of turns. In each turn the environment chooses an action, and
the controller then chooses another. Each action corresponds to setting the values
of some variables. The controller has a winning strategy if, no matter how the
environment plays, the sequences of states generated satisfy a given LTL formula
ϕ. Formally, a synthesis problem is a tuple 〈X ,Y, ϕ〉, where X = {x1, . . . , xn},
the environment variables, and Y = {y1, . . . , ym}, the controller variables, are
disjoint sets. An LTL formula over X ∪ Y is realizable if there exists a function
f : (2X )∗ → 2Y such that for every infinite sequence of subsets of X , X1X2 . . ., it
holds that π = (X1 ∪ f(X1)), (X2 ∪ f(X1X2)) . . . is such that π |= ϕ. Intuitively,
no matter what the choice of the environment is, which is given by the sequence
X1X2 . . ., the controller has a strategy, given by f , that ensures formula ϕ is
satisfied in the resulting game. The synthesis problem corresponds to computing
function f . Synthesis has also been studied over finite sequences of turns using
LTLf specifications (e.g. [10]). In the rest of the paper, we write LTL synthesis
to also refer to LTLf synthesis, and make the distinction explicit only when
necessary.

3 Relationship Between FOND and Synthesis

Both LTL synthesis and FOND are related to two-player games: in both problems
an agent (or controller) seeks a solution that achieves a condition regardless of the
choices made by the environment. There are, however, two important differences.
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First, in LTL synthesis the controller reacts to the environment; in other words,
the environment “plays first”, while the controller “plays second”.1 In FOND, the
play sequence is inverted since the environment decides the outcome of an action,
which is in turn defined by the agent (controller). Second, state-of-the-art FOND
solvers find strong-cyclic solutions predicated on an assumption of fairness in
the environment, which is not an assumption inherent to LTL synthesis. Thus a
correct mapping between FOND and Synthesis must handle fairness correctly.

Previous work has explored the relation between FOND and synthesis. [9]
show how to translate FOND as a reactive synthesis problem by expressing
fairness constraints as temporal logic formulae. [16] sketches a mapping from
FOND to LTL synthesis, in which the effects of actions are specified using LTL.
This approach, however, does not dive into the details of the inverted turns.
Neither do the works by [7,19], which show a correspondence between two-player
game structures and FOND planning. In the rest of the section we provide an
explicit mapping between LTL FOND and LTL synthesis. Efficiency is the focus
of the next section.

To establish a correspondence between LTL synthesis and LTL FOND, we
address the inverted turns by considering the negation of realizability. Observe
that an instance 〈X ,Y, ϕ〉 is not realizable iff there exists a sequence X1X2X3 . . .
of subsets of X such that for every function f : (2X )∗ → 2Y :

X1 ∪ f(X1),X2 ∪ f(X1X2),X3 ∪ f(X1X2X3) . . . |= ¬ϕ

Note that what comes after the “iff” maps directly into an instance of LTL
FOND: we define the problem Pϕ = 〈F , I,G,A〉 such that fluents are the union
of all variables (i.e., F = X ∪Y), and the set of actions is the set of subsets of X
(i.e., A = {ax | x ⊆ X}). Intuitively action ax is always executable (has empty
preconditions) and deterministically sets to true the variables in x and to false
the variables in X \ x. In addition, it non-deterministically sets the values of
variables in Y to every possible combination. Formally, Eff ax

= {ex,y | y ⊆ Y},
where each ex,y = {f | f ∈ x ∪ y} ∪ {¬f | f ∈ (X ∪ Y) \ (x ∪ y)}. Finally, we set
I = {} and G = �¬ϕ.

A more involved argument follows for LTLf synthesis. In this case, an
instance 〈X ,Y, ϕ〉 is not realizable iff for every finite m there exists a sequence
X1X2 . . . Xm of subsets of X such that, for every function f : (2X )∗ → 2Y :

X1 ∪ f(X1), . . . , (X1 . . . Xm) ∪ f(X1 . . . Xm) |= ¬ϕ

What follows after the “iff” cannot be directly mapped into an instance of LTL
FOND, because the formula above has to hold for all m. We can mitigate for
this by adding a new variable to Pϕ, yok, that acts like any other variable in Y.
The goal of Pϕ is the LTLf formula G = �(¬ϕ∧♦(yok ∧ ¬ �	))∨♦(¬yok ∧ ¬ �	).

Theorem 1. LTL synthesis problem 〈X ,Y, ϕ〉 is realizable iff Pϕ has no strong
plan.
1 The problem with inverted turns, where the agent “plays first”, has also been studied

(e.g. [5]).
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In the other direction, let P = 〈F , I,G,A〉 be an LTL FOND problem. We
now construct a synthesis problem 〈XP ,YP , ϕP 〉 following well-known encodings
of planning as SAT [20]; we use LTL to establish a connection between a state
and its successors, instead of different variables, and we consider explicitly that
actions have a number of outcomes. The specification ϕP is: ϕP := ϕinit →
(ϕenv → (ϕagt ∧ ϕg)). Intuitively, ϕinit models the initial state I, ϕenv and ϕagt

model the dynamics in P, and ϕg is the LTL goal formula G.
For each action in a ∈ A, we create a variable a ∈ XP . Each fluent f ∈ F

is also a variable in XP . Variables in YP are used to choose one of the non-
deterministic outcomes of each action; this way if the action with the largest
number of outcomes has n outcomes, we create �log n� variables, whose objective
is to “choose” the outcome for an action. To model the preconditions of the
action, we conjoin in ϕenv, for each action a the formula �(a → ∧

�∈Prea
�). We

express the fact that only one action can execute at a time by conjoining to ϕenv

the formulae �
∨

a∈Aa, and �(a → ¬a′), for each a′ ∈ A different from a. To
model the fact that the environment selects the outcome being performed, for
each action outcome e we create a variable ae in XP . For each action a ∈ A
and outcome e ∈ Eff a, ϕagt has formulae of the form �(a ∧ χa,e → ae), where
χa,e is a formula over YP , which intuitively “selects” outcome e for action a.
For space, we do not go into the details of how to encode χa,e. However, these
formulae have the following property: for any action a, given an assignment for
YP variables there is exactly one e ∈ Eff a for which χa,e becomes true. This
models the fact that the YP variables are used to select the outcomes.

Finally, we now conjoin to ϕenv formulae to express the dynamics of the
domain. Specifically we add successor-state-axiom-like expressions [21] of the
form:

�( �f ≡ (φ+
f ∨ (f ∧ ¬φ−

f )), for each f ∈ F

where φ+
f is a formula that encodes the conditions under which f becomes true

after an outcome has occurred, and where φ−
f encodes the conditions under which

f becomes false in the next state. Both of these formulae can be computed from
Eff a [21], and have fluents ae for e ∈ Eff a. Finally, ϕinit is the conjunction of
the fluents in the initial state I, and ϕg is the goal formula, G. When the goal of
P is an LTLf formula, the construction conjoins �	 to the successor state axioms
in ϕenv .

Now, it is not hard to see that there exists a strong solution to the LTL
problem P iff there exists a (finite for LTLf goals, infinite for LTL) sequence of
settings of the XP variables, such that for every sequence of settings of the Y
variables (i.e., for every function f : (2X )∗ → 2Y), it holds that (X1 ∪ Y1), (X2 ∪
Y2), (X3 ∪ Y3), . . . |= ϕP .

Theorem 2. LTL FOND problem P = 〈F , I,G,A〉 has a strong plan if and
only if 〈XP ,YP ,¬ϕP 〉 is not realizable.
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4 Approach

In Sect. 3 we established the correspondence between existence of solutions to
LTL synthesis, and existence of strong solutions to LTL FOND planning. In this
section we introduce the first translation from LTL synthesis into FOND planning
(and by inclusion, into LTL FOND), and a translation for LTLf specifications.

Our approach to solve an LTL synthesis problem P = 〈X ,Y, ϕ〉 as FOND
consists of three stages. First, we pre-process P. Second, we compile it into a
standard FOND problem P ′. Finally, we solve P ′ with a strong-cyclic planner.
Extracting a strategy for P from a solution to P ′ is straightforward, and we omit
the details for lack of space.

Automaton Transformation: In a pre-processing stage, we simplify the spec-
ification by removing from X and Y those variables that do not appear in ϕ.
Then, we transform ϕ into an automaton, Aϕ = (Q,Σ, δ, q0, QFin), that can
be a DBA when the LTL formula is interpreted over infinite traces, or an NFA
(or DFA, by inclusion) when the specification is an LTLf formula. In addition
to DBAs, our algorithm can seamlessly handle NBAs at the cost of losing its
completeness guarantee. NBAs are a good alternative to DBAs as they are usu-
ally more compact, and only a subset of LTL formulae can be transformed into
DBAs. The transition relation δ in Aϕ implicitly defines the conditions under
which the automaton in state q is allowed to transition to state q′. These con-
ditions are known as guards. Formally, guard(q, q′) =

∨
(q,s,q′)∈δ s. In our case,

elements of the alphabet Σ are conjunctions of boolean variables, that allow for
guard formulae to be described in a compact symbolic form. In what follows,
we assume guard formulae guard(q, q′) =

∨
m cm are given in DNF, where each

clause cm is a conjunction of boolean state variables. We denote as δ� the set of
tuples Tm = (q, cm, q′) for each pair (q, q′) with guard(q, q′) �= ⊥, and for each
clause cm in guard(q, q′). For convenience, we write guard(Tm) = cm, and refer
to elements of δ� as transitions. Wherever convenient, we drop the subindex of
transitions and simply write T .

In the second stage, we compile P = 〈X ,Y, ϕ〉 with automaton Aϕ into a
parameterized FOND problem P ′(X ,Y, Aϕ,H) = 〈F , I,G,A〉 that integrates
the dynamics of Aϕ with a two-player game between the environment and the
agent. Before introducing the technical details of the compilation, we give an
overview. The compilation simulates automaton states by means of fluents q,
one for each automaton state with the same name. Planning states s have the
following property: an automaton fluent q is true in s iff for some σ, a run σ
of Aϕ finishes in q. Notably, the input word σ can be obtained directly from
the state-action plan that leads the initial state to s in the search tree. When
the input to the algorithm is a non-deterministic automaton (NBA or NFA),
planning states can simultaneously capture multiple runs of the automaton in
parallel by simultaneously having multiple q fluents set to true.

The acceptance condition behaves differently for Büchi and non-Büchi
automata, and this is reflected in our compilation. For Büchi automata, the
planning process expands a graph that simulates the environment and agent
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moves, and the search for solutions becomes a search for strong cyclic compo-
nents that hit an accepting state infinitely often. The latter property is checked
by means of tokenized fluents qt, one for each q. Intuitively, the truth of q ∧ qt

in state s indicates a commitment to progress runs finishing in q into runs that
reach an accepting state. Conversely, s |= q∧¬qt represents that such a commit-
ment has been accomplished. The role of the parameter H is twofold: it bounds
the horizon in the search for cycles, and it allows the use of strong-cyclic solvers
to find solutions to a problem whose non-determinism has unrestricted fairness.

The compilation runs in two sequentially alternating modes simulating each
two-player turn. The environment mode simulates the environment moves, which
are non-deterministic and uncontrollable to the agent. In automaton mode, the
agent moves are simulated and the automaton state fluents are synchronized
according to valid transitions in δ�. Auxiliary fluents qs and qs,t are used to
store the value of automaton state fluents q and qt prior to synchronization, so
that more than one transition can be simulated in the case of non-deterministic
automata compilations. When an accepting state q is recognized, the agent can
set the token fluents qt to commit to progress the runs that finish in q into a run
that hits another accepting state.

The dynamics of the compilation are similar for non-Büchi automata. The
exception is that accepting runs are recognized whenever an accepting automa-
ton state fluent is reached, and there is no need to commit to reaching another
accepting state. Consequently, tokenized fluents qt and qs,t are not needed but
have been kept, for generality, in the algorithm below.

The sets of fluents (F) and actions (A) of the problem are listed below. In
what follows, we describe the technical details of the compilation.

F =
{
q, qs, qt, qs,t | q ∈ Q

} ∪ {goal} ∪ {next(h + 1, h)}0≤h<H ∪ {turnk}1≤x≤|X|
∪ {at horizon(h)}0≤h≤H ∪ {env mode, aut mode, can switch, can accept}
∪ {vx, v¬x}x∈X ∪ {vy, v¬y}y∈Y

A = {move k}1≤k≤|X| ∪ {transT }T∈δ� ∪ {switch2aut, switch2env, accept}

Environment Mode: In the environment mode, the dynamics of the problem
simulates the move of the environment. As this move is not controllable by the
agent, it can be simulated with a non-deterministic action that has 2|X | effects,
each simulating an assignment to variables in X . Fluents vl simulate the truth
value of variables in X ∪Y. More precisely, vx (resp. v¬x) indicates that x ∈ X is
made true (resp. false), and similarly for y ∈ Y. In order to reduce the explosion
in non-deterministic action effects, we simulate the environment’s move with a
cascade of non-deterministic actions movek, each one setting (vxk) or unsetting
(v¬xk) the value of a variable xk in X ,

Premove k = {env mode, turnk}
Eff move k = oneof({vxk,¬v¬xk} , {¬vxk, v¬xk}) ∪ Ψk
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where Ψk = {turnk+1,¬turnk} if k < |X |, and Ψk = {can switch,¬turnk}
if k = |X |. After the environment’s move has been simulated, the switch2aut
action switches the dynamics to automaton mode, and the automaton configu-
ration (represented by fluents of the form q and qt) is frozen into copies qs and
qs,t. Special predicates at horizon(h) capture the number of turns from the last
recognized accepting state in the plan. If h < H, the horizon value is incremented
by one.

Automaton Mode: The automaton mode simulates the assignment to variables
in Y and the automaton state transitions. Whereas the update in the automaton
configuration is usually understood as a response to the observation to variables
in X ∪ Y, the dynamics of the encoding take a different perspective: the agent
can decide which automaton transitions to perform, and then set the variables
in Y so that the transition guards are satisfied. Such transitions are simulated
by means of transT actions, one for each T = (qi, guard(T ), qj) ∈ δ�:

PretransT
= {aut mode, qs

i ,¬qj} ∪ {¬v¬l}l∈guard(T )

Eff transT
= {qj} ∪ {vl}l∈guard(T ) ∪ ΨtransT

where ΨtransT
=

{
qs,t
i → qt

j

}
if qj �∈ QFin and ΨtransT

= {can accept} other-
wise. A transition T = (qi, guard(T ), qj) can be simulated when there exists
a run of the automaton finishing in qi (as such, qi had to be frozen into qs

i

by means of switch2aut). Preconditions include the set {¬v¬l | l ∈ guard(T )},
that checks that the transition guard is not violated by the current assignment
to variables. Here, we abuse notation and write l ∈ guard(T ) if the literal l
appears in guard(T ). As usual, we use the equivalence ¬(¬l) = l. The effects
{vl | l ∈ guard(T )} set the variables in Y so that the guard is satisfied and T
can be fired. In parallel, the automaton state fluent qj is set, as to reflect the
transition T . According to the semantics of the tokenized fluents, when qs,t

i holds
in the current state the token is progressed into qt

j to denote a commitment to
reach an accepting state. If qj is indeed an accepting state, then the tokenized
fluent is not propagated and instead the fluent can accept is set. Notably, the
conditional effects qs,t

i → qt
j do not delete the copies qs

i and qs,t
i . This allows

the agent to simulate more than one transition when the automaton is an non-
deterministic, thereby capturing multiple runs of the automaton in the planning
state (although it is not obliged to simulate all transitions). When the automa-
ton is deterministic, the effects of transT allow for at most one transition can be
simulated. Finally, the fluent qj appears negated in the preconditions of transT

merely for efficiency purposes, as executing transT when qj is true has no value
to the plan (and transT can be safely pruned).

The agent has two action mechanisms to switch back to environment mode:
accept and switch2env. At any time during automaton mode, the agent can exe-
cute switch2env causing all frozen copies qs and qs,t to be deleted. The purpose
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of Regularize, which is optional and defined as {¬vz,¬v¬z | z ∈ X ∪ Y}, is to
improve search performance.

Preswitch2env = {aut mode}
Eff switch2env = {env mode, ¬aut mode, turn1} ∪ {¬qs, ¬qs,t | q ∈ Q

} ∪ Regularize

The accept action is useful to compilations based on Büchi automata, and rec-
ognizes runs that have satisfied a commitment to hit an accepting state. At
least one of these runs exist if fluent can accept (which is part of the precon-
ditions) holds true. By executing accept, the agent forgets those runs that did
not satisfy the commitment to hit an accepting state, and commits to progress
the rest of the runs into runs that hit another accepting state. The agent can
postpone action accept as much as necessary in order to progress all relevant
runs into runs that hit an accepting state. Action accept has a non-deterministic
effect goal, introduced artificially as a method to find infinite plans that visit
accepting states infinitely often. Full details can be found in [11].

Preaccept(h) = {aut mode, can accept, at horizon(h)}
Eff accept(h) = oneof({goal} ,

{turn1, at horizon(0), ¬at horizon(h)} ∪ {env mode, ¬aut mode, ¬can accept} ∪
{
qs → ¬qs, qs,t → ¬qs,t | q ∈ Q

} ∪ {
q ∧ qt → {¬q, ¬qt

} | q ∈ (Q \ QFin)
} ∪

{
q ∧ ¬qt → qt | q ∈ Q

} ∪ Regularize)

Initial andGoal States:The initial state of is I = {next(h + 1, h) | h ∈ 0 . . . H}
∪ {q0, env mode, turn1, at horizon(0)}. When the input of the algorithm is a
Büchi automaton, the goal is G = {goal}. For NFAs and DFAs, the goal is G =
{can accept}.

These steps comprise our compilation of LTL synthesis into FOND,
Syn2FOND.

Definition 1 (Syn2FOND). For LTL synthesis problem P = 〈X ,Y, ϕ〉, (NBA,
DBA, NFA, or DFA) automaton Aϕ, and parameter H, the Syn2FOND compi-
lation constructs the FOND problem P ′(X ,Y, Aϕ,H) = 〈F , I,G,A〉 as described
above.

Solutions to the compiled problem P ′ yield solutions to P (cf. Theorem 3). The
iterated search of solutions to Syn2FOND compilations (with H = 1, 2 . . . , 2|Q|)
is guaranteed to succeed, if P is realizable, when the input automaton is a DBA,
NFA, or DFA (cf. Theorem 4). This follows, intuitively, from the fact that if a
solution exists, then a strong cyclic policy can be unfolded and simulated in a
Syn2FOND compilation search graph. If the agent’s strategy cannot always guar-
antee hitting an accepting state within H ≤ 2|Q| turns, then the environment can
force a non-accepting cycle – i.e., the environment has a winning strategy that
prevents the agent from satisfying the specification. With deterministic automata,
the bound can be lowered to H ≤ |Q|. We illustrate below with a counter-example
that completeness is not guaranteed for NBAs.
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Theorem 3 (soundness). Strong-cyclic plans to the Syn2FOND compilation
P ′ correspond to solutions for P.

Theorem 4 (completeness). For a realizable LTL synthesis problem P =
〈X ,Y, ϕ〉, and NFA automaton Aϕ, the Syn2FOND compilation P ′ is solvable
for some H ≤ 2|Q|. When Aϕ is a DBA or DFA, the bound can be lowered to
H ≤ |Q|.

Incompleteness of the NBA-based compilation. The NBA-based compilation is
not guaranteed to preserve solutions. Let ϕ = �(�x ∨ ♦¬x), and consider the
NBA Aϕ with states Q = {q0, q1, q2, q3}, δ� = {(q0,	, q1), (q0,	, q2), (q1, x, q1),
(q2, x, q2), (q3,	, q3)}, and QFin = {q1, q3}. The environment can consistently
play x a finite, but unbounded number of times before playing ¬x – at which
point the runs of the automaton that finish in q2 must not have been forgotten.
There is no bounded parameter H that can satisfy such a requirement.

5 Evaluation

Our main objective for the evaluation is to give a sense of when to choose one
formalism over another. Although the same problems can be represented as either
LTL synthesis or FOND planning, the choice of formalism can have a dramatic
impact on the time required to find a solution. We would expect the FOND
setting to be better suited for problems with more “structure”, and our results
serve to illustrate this hypothesis. In our experiments, we used state-of-the-art
synthesis and FOND tools Acacia+ [5] and PRP [14]. Our Syn2FOND algorithm
was implemented in a tool we named SynKit. SynKit uses Spot [22] to transform
LTL formulae into NBA, and PRP as FOND planner.

We considered some representative problems from both synthesis and FOND
perspectives, retrieved from the Syntcomp and IPC competitions, respectively.
The first group of problems – lily and loadcomp (load, for short) – come from
the synthesis community. The second group of problems – ttw and ctw – come
from the FOND benchmark tireworld. We performed experiments with Acacia+

and our synthesis tool Syn2FOND equipped with PRP as strong cyclic plan-
ner. Additionally, we tested PRP in some problems directly encoded as FOND.
The first thing to note is the drastic performance hit that can occur converting
from one formalism to another. Going from LTL synthesis to FOND is work-
able in some instances, but the opposite direction proved impossible for even the
simplest ttw problems that can be solved very efficiently in its native FOND for-
mulation. Automata transformations become a bottleneck in the synthesis tools,
causing time (TLE, 30 min) and memory (MLE, 512 MB) limit exceptions. This
is because the specification requires complex constraints to properly maintain
the reachable state-space. It is this “structure” that we conjecture the synthe-
sis tools struggle with, and test separately below with two newly introduced
domains.
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We encoded directly and compactly in both LTL and FOND the newly intro-
duced domain build. The build domain addresses the problem of building main-
tenance, and requires the agent to maintain which rooms have their lights on or
off depending on the time of day and whether or not people are in the room.
The environment controls the transition between day and night, as well as when
people enter or leave a room. The agent must control the lights in response.
Problems build-p# have # rooms, and problems build-irr-p#-n introduce
n rooms that may non-deterministically be vacuumed at night (controlled by
the environment). Note that this is irrelevant to the task of turning lights on
or off (the vacuuming can be done in any lighting condition). For the build-irr
domain, we could see that the synthesis tools scale far worse as the number of
rooms increases (both in generating automata and performing the synthesis).
Further, as the number of rooms that need to be vacuumed (which is irrelevant
to computing a controller), the relevance reasoning present in the FOND plan-
ner is able to cope by largely ignoring the irrelevant aspects of the environment.
Conversely, the synthesis component of Acacia+ struggles a great deal. This
highlights the strength of the FOND tools for leveraging state relevance to solve
problems efficiently.

Finally, we created a synthetic domain that lets us tune the level of “struc-
ture” in a problem: more structure leads to fewer possibilities for the environment
to act without violating a constraint or assumption. In the switches domain, a
total of n switches, s1 . . . sn, initially switched on, need to be all switched off even-
tually. The environment affects the state of the switches non-deterministically.
However, the dynamics of the environment is such that immediately after the
agent switches off sk, the environmental non-determinism can only affect the
state of a certain number of switches sk′ , with k′ > k. A trivial strategy for the
agent is to switch off s1 to sn in that order. We encoded a series of switches
problems natively as LTL specifications in TLSF format and also as FOND.
Table 1 shows how Acacia+, Syn2FOND, and PRP fared with these problems.
They are in three distinct sets (each of increasing number of switches), and
within each set the problems range from most structured to least (by varying
k). The problems in the first two groups are solved quite readily by PRP, and
so the trend is less clear, but for the larger problems we find that PRP strug-
gles when there is less structure and the environment can flip many switches
without violating an assumption. This trend also manifests in the Syn2FOND
compilations. On the other side, we find that the most structured problems are
the most difficult for Acacia+, and the compilation into automata becomes the
bottleneck again. On the other hand, the synthesis becomes easier when there
is less structure (i.e., more switches can be flipped).

The structure we tune in the switches domain is one property of a problem
that may favour FOND technology over the synthesis tools. Another is the pres-
ence of state variables that are irrelevant. Other notions, such as causal structure
in the problem, may also play an important role in features that separate the
effectiveness of the two formalisms. We plan to investigate these possibilities in
future work.
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Table 1. Performance of LTL synthesis and FOND planning on the switches
problems.

Problem Acacia+ Syn2FOND(PRP) PRP

Aut N × |Q| Syn H Aut |Q| Search Search

p4-0 212 6 × 131 0.01 3 0.16 13 3.10 0.01

p4-1 11.1 6 × 195 0.03 3 0.17 13 2.56 0.32

p4-2 1.55 6 × 181 0.02 3 0.16 13 1.26 0.66

p4-3 0.58 6 × 46 0.02 3 0.10 12 1.04 0.22

p5-0 TLE —– —– 3 1.33 15 1.02 0.01

p5-1 TLE —– —– 3 1.59 15 0.88 3.30

p5-2 16991 7 × 548 0.02 3 1.25 15 0.94 2.14

p5-3 533 7 × 452 0.08 3 1.34 15 15.8 3.82

p5-4 111 7 × 236 0.06 3 0.59 14 10.2 4.66

p6-0 TLE —– —– 3 9.11 17 1.90 0.01

p6-1 TLE —– —– 3 11.8 17 1.80 4.90

p6-2 TLE —– —– 3 11.4 17 1.78 5.54

p6-3 TLE —– —– 3 10.7 17 1.52 16.7

p6-4 TLE —– —– 3 10.4 17 3.66 25.4

p6-5 TLE —– —– 3 6.15 16 3.32 26.2

6 Concluding Remarks

LTL synthesis is an important and challenging problem for which broadly effec-
tive tools have remained largely elusive. Motivated by recent advances in the
efficiency of FOND planning, this work sought to examine the viability of FOND
planning as a computational tool for the realization of LTL synthesis. To this end,
we established the theoretical correspondence between LTL synthesis and strong
solutions to FOND planning. We also provided the first approach to automati-
cally translate a realizability problem, given by a specification in LTL or LTLf ,
into a planning problem described in PDDL. Experiments with state-of-the-art
LTL synthesis and FOND solvers highlighted properties that challenged or sup-
ported each of the solvers. Our experiments show automated planning to be a
viable and effective tool for highly structured LTL synthesis problems.
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Abstract. We study a two-stage flexible flow shop scheduling problem
(FFSP) with the objective of makespan minimization. There is a sin-
gle machine in stage 1 and unrelated parallel machines in stage 2. We
propose a logic-based Benders decomposition (LBBD) algorithm, which
decomposes this problem into a mixed-integer programming (MIP) mas-
ter problem that sequences jobs on stage 1 and assigns jobs to machines
on stage 2, and a set of constraint programming sub-problems that aim
to find a feasible schedule on stage 2. Extensive computational results
show that LBBD outperforms the best-known MIP model for this prob-
lem in terms of both computational time and ability to prove optimality
over the majority of test instances. Additional experiments show that the
superiority of LBBD over the monolithic MIP model holds regardless of
whether algorithm tuning features are applied.

Keywords: Constraint satisfaction · Scheduling · Flexible flow shop
Unrelated parallel machines · Logic-based Benders decomposition
Mixed-integer programming · Constraint programming

1 Introduction

Automated planning and scheduling continues to be an important part of artifi-
cial intelligence research and practice [4,9,10,23]. A commonly-occurring [7,18],
but not well-studied, scheduling environment is the flexible flow shop. The flexi-
ble flow shop scheduling problem (FFSP) consists of finding an optimal schedule
of jobs on a set of stages with one or multiple parallel machine(s) at each stage.
All jobs follow the same route through the stages. The parallel machines can be
identical (job processing times are the same for all machines), uniform (job pro-
cessing times are determined by machine-specific speed factors) or unrelated (job
processing times are both machine and job-dependent). For instance, the devel-
opment of an automated scheduling tool for operating theatre scheduling where
an operating theatre contains one operating room and one recovery room with
multiple beds requires an efficient method of solving FFSP [7]. Surgeries are per-
formed in the operating room (i.e., stage 1), after which patients are transferred
c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 60–71, 2018.
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to the recovery room (i.e., multiple parallel machines in stage 2). Depending on
the setting of the recovery room (e.g., availability of medical devices and med-
ical experts), the recovery time may vary by patient and room (i.e., unrelated
parallel machines).

Early work on FFSP mainly focused on developing heuristic algorithms, espe-
cially for the two-stage scenario [8,19]. Among complete approaches, mixed-
integer programming (MIP) models [15,20] and custom branch and bound
(B&B) algorithms [6,8] have been prevalent [19]. According to a comprehen-
sive review of mathematical models for flexible job shop problems, which are
generalizations of FFSP [5], a precedence-variable based MIP model proposed
by [16] provides the best overall performance in terms of average computational
time.

According to a comprehensive survey of 200 papers on FFSPs in 2010 [19],
only about 5% of the literature considered unrelated parallel machines at the
second stage. The literature on the unrelated parallel machine scheduling prob-
lem, RM ||Cmax, is also scarce [2]. Most recently, the unrelated parallel machine
problem with sequence-dependent setup times was addressed by Tran et al. [22]
via logic-based Benders decomposition and branch-and-check. Their methods
can solve instances of RM ||Cmax of up to 60 jobs and 5 parallel machines within
a 3-h time window. Bülbül and Şen [2] develop a Benders decomposition app-
roach for the unrelated parallel machine scheduling problem with the objective
of total weighted completion time, showing that it is able to solve instances of
up to 1000 jobs and 8 parallel machines.

We focus on the problem of makespan minimization in a two-stage FFSP with
a single machine in stage 1 and multiple unrelated parallel machines in stage 2,
denoted as FF2|(1, RM)|Cmax [19], and known to be NP-hard [8]. Our chosen
method is logic-based Benders decomposition (LBBD), which is known to be
powerful for solving scheduling problems that involve assignment and schedul-
ing decisions [4,9–13,22]. However, FF2|(1, RM)|Cmax involves multiple stages,
each requiring sequencing decisions to be made, and thus does not allow for a
natural separation of assignment and scheduling tasks. As a result, we decom-
pose the problem in a stage-based manner where job assignment and sequencing
tasks exist simultaneously in the master problem. Furthermore, to the best of
our knowledge, decomposition-based algorithms have never been implemented
for solving FFSP, even for the case with two stages.

This paper develops a logic-based Benders decomposition (LBBD) algorithm
for FF2|(1, RM)|Cmax which is able to solve instances of up to 100 jobs and 10
parallel machines. LBBD significantly outperforms an existing state-of-the-art
MIP model with and without algorithm tuning features. To the best of our knowl-
edge, our LBBD approach, implemented in commercially-available software, is
the first decomposition-based algorithm applied to FFSPs.

This paper is organized as follows. The FFSP problem of interest is formally
defined in Sect. 2. The proposed LBBD algorithm is described in Sect. 3. Section 4
presents computational results and discussion of the performance of our LBBD
algorithm. Section 5 concludes the paper.
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2 Problem Definition

Let J = {1, ..., n} be the set of jobs, K = {1, 2} be the set of stages, and
I(k) be the set of parallel machines at stage k ∈ K. We define I(1) = {1} and
I(2) = {1, ...,m}. In FF2|(1, RM)|Cmax, each job j ∈ J needs to be processed
on the single stage 1 machine first, and then on one of a set of unrelated parallel
machines in the second stage. The feature of unrelated parallel machines in the
second stage means that a job j can have different processing times on different
machines, i.e., we define pkij ∈ R

+ to be the processing time of job j on machine
i at stage k.

Following the recent work showing the superior performance of disjunctive
MIP models for both job shop [14] and flexible job shop [5] settings, we develop
the following specialized MIP model for FF2|(1, RM)|Cmax.

The decision variables are: Skij and Ckij , the start and completion times,
respectively, of job j on machine i of stage k; Cmax, the makespan; Vkij , an
assignment variable that is 1 if job j is assigned to machine i in stage k and 0
otherwise; and Xkijg is 1 if job j precedes job g on machine i in stage k and 0
otherwise. In addition, M is an arbitrarily large number.
The model is then stated as follows:

Minimize Cmax (1)

subject to
∑

i∈I(2)

V2ij = 1 j ∈ J (2)

Cmax ≥
∑

i∈I
C2ij j ∈ J (3)

S2ij + C2ij ≤ V2ijM j ∈ J , i ∈ I(2), (4)

C2ij − p2ij ≥ S2ij − (1 − V2ij)M j ∈ J , i ∈ I(2) (5)

Skij ≥ Ckig − (Xkijg)M j, g ∈ J , i ∈ I(k), k ∈ K (6)

Skig ≥ Ckij − (1 − Xkijg)M j, g ∈ J , i ∈ I(k), k ∈ K (7)
∑

i∈I(2)

S2ij ≥
∑

i∈I(1)

C1ij j ∈ J (8)

Skij , Ckij ≥ 0;Vkij ,Xkijg ∈ {0, 1} j, g ∈ J , i ∈ I(k), k ∈ K (9)

The objective is makespan minimization. Constraint (2) ensures that every job
must be assigned to one and only one machine in stage 2 where parallel machines
exist. Constraint (3) states that Cmax is the largest completion time. Note that
each job will have only one non-zero Ckij over all machines i in each stage k,
which is enforced by subsequent constraints.

Constraint (4) ensures that S2ij and C2ij take positive values if and only if
job j is assigned to machine i in stage k (i.e., V2ij = 1). Job completion times
on each machine are defined in constraint (5) using the same logic. Constraints
(6) & (7) are disjunctive constraints which define the precedence of two jobs, j
& g, on machine i in stage k. In a FFSP with two stages, a job j can not start



Logic-Based Benders Decomposition for FF2|(1, RM)|Cmax 63

in stage 2 before its operation at stage 1 is completed – this fact is reflected
by constraint (8). Constraints (9) ensure non-negativity and integrality of the
decision variables.

We add two more constraints to the model:
∑

j∈J
V1ij = 0 i = {2, ..., n}, (10)

Cmax ≥ min
j∈J

p11j +
∑

j∈J
p2ijV2ij i ∈ I(2). (11)

Since there is only a single machine in stage 1, Constraint (10) disables
the feature of parallel machines in stage 1. Consequently, all decision variables
with machine index i > 1 in stage 1 are dummy variables in the model (i.e.,
V1ij = 0, X1ijg = 0, S1ij = 0, C1ij = 0,∀j ∈ J , i > 1). Constraint (11) defines a
strengthened lower bound for the objective function: the makespan has to be at
least the smallest job duration on stage 1 plus the sum of job durations assigned
to a particular machine at stage 2.

3 Logic-Based Benders Decomposition

LBBD is a generalized decomposition method in which an optimality proof
scheme and a method of generating Benders cuts must be developed individ-
ually for each problem class. To solve FF2|(1, RM)|Cmax, we decompose it into
a master problem which is a relaxation of the original MIP model (Sect. 2), and
multiple independent single-machine scheduling sub-problems with release dates
(i.e., 1|ri|Cmax). A MIP model is formulated for the master problem. A set of
independent constraint programming (CP) models are solved in series as the
sub-problems. Such a hybrid framework of MIP and CP models has been widely
successful [1,11–13,21].

3.1 Master Problem

The master problem is obtained by relaxing the disjunctive constraints of job
precedence on stage 2. Thus, solving the master problem provides only a par-
tial job sequence on stage 1 and job-machine assignment for stage 2. The MIP
formulation of the master problem is:

Minimize Cmax (12)
subject to Const. (2) − (5), (8), (10), (11)

S1ij ≥ C1ig − (X1ijg)M j, g ∈ J , i ∈ I(1), (13)

S1ig ≥ C1ij − (1 − X1ijg)M j, g ∈ J , i ∈ I(1) (14)
Benders cuts (15)
Skij , Ckij ≥ 0;Vkij ,Xkijg ∈ {0, 1} j, g ∈ J , i ∈ I, k ∈ K (16)
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Constraints (13) & (14) are relaxations of constraints (6) & (7) obtained by
setting k = 1. Constraints (2) – (5), (8), (10), (11) from the original MIP model
(Sect. 2) are also included. Note that the LB strengthening inequality (11) pro-
duces a valid lower bound with respect to the original MIP model. Therefore,
adding this constraint helps with LB strengthening without compromising the
validity of the master problem. In addition, constraint (15) represents the Ben-
ders cuts that will be added to the master problem iteratively. Details on how
to generate such cuts are provided in Sect. 3.3.

The solutions obtained from the master problem are infeasible with respect to
the original MIP model. Thus, the optimal objective value of the master problem
provides a lower bound on the optimal makespan. In the LBBD algorithm, this
lower bound value is recorded iteratively and used for proving optimality.

3.2 Sub-problems

After solving the master problem, job completion times at stage 1 and job-
machine assignment at stage 2 are known. Thus, we generate m independent sub-
problems, one for each machine i ∈ I(2), to compute the complete job schedule
in stage 2. Our CP model for solving sub-problem i in iteration h is:

Minimize Cih
max (17)

subject to Cih
max ≥ jobj .end j ∈ {J | V2ij = 1} (18)

jobj .duration = pkij j ∈ {J | V2ij = 1} (19)
jobj .start ≥ C11j j ∈ {J | V2ij = 1} (20)
NoOverlap(jobj) j ∈ {J | V2ij = 1} (21)

The objective (17) and constraint (18) ensure makespan minimization on each
machine i ∈ I(2). Constraint (19) defines the duration of each job. Constraint
(20) states that the earliest start time of job j in stage 2 is greater than or equal
to its corresponding completion time in stage 1. Constraint (21) ensures that all
jobs are sequenced without overlap, since all machines are of unary capacity. Note
that jobj , j ∈ J , is an interval variable with three associated values: duration
(jobj .duration), start time (jobj .start) and end time (jobj .end). The constraints
of the sub-problem are active only if V2ij = 1, i.e., they are defined only for jobs
that have been assigned to machine i. In each iteration h, m independent CP
models are solved in series.

By solving m sub-problems at iteration h, the LBBD algorithm produces a
complete job schedule with makespan Zh

sp = maxi∈I(2) Cih
max which is feasible

with respect to the original MIP model (Sect. 2), but not necessarily optimal.
Therefore, Zh

sp is an upper bound on the optimal makespan, which is updated
iteratively every time a better feasible solution is found.

3.3 Benders Cuts

After each iteration, a set of Benders cuts are added to the master problem.
Benders cuts remove non-optimal solutions, then force the master problem to



Logic-Based Benders Decomposition for FF2|(1, RM)|Cmax 65

find new solutions in future iterations. Observe that every solution of the mas-
ter problem can be fully represented with the combination of V2ij (job-machine
assignment in stage 2) and X11jg (job sequencing in stage 1). Based on this
observation, two solutions of the master problem are different if they have dif-
ferent job-machine assignment in stage 2, or different job sequence in stage 1 or
both. Therefore, we define the following Benders cut at iteration h:

Cmax ≥ Zh
sp(1 −

∑

i∈I(2),j∈J :V̂ h
2ij=1

(1 − V2ij) −
∑

j,g∈J :X̂h
11jg=1

(1 − X11jg)) (22)

where Cmax is the master problem objective, Zh
sp is the sub-problem makespan

in iteration h, and V̂ h
2ij and X̂h

11jg ∀i ∈ I(2), j ∈ J , are the solutions of the master
problem in iteration h. The above inequality ensures that the master problem
will have a different solution in future iterations h′ > h if and only if such a
solution improves the objective function value. Given the same assignment of
values to all variables, i.e.,V2ij = V̂ h

2ij ,X11jg = X̂h
11jg ∀i ∈ I(2), j, g ∈ J , both

summation terms are equal to 0. Then, the right-hand side of (22) equals to Zh
sp,

providing a bound for new solutions. This constraint is inactive if at least one
of V2ij ,X11jg takes a different value in future iterations. The proof of validity of
inequality (22), which constitutes a no-good cut [12], is similar to the proof in
[17] and is omitted here.

3.4 Optimality Condition

The LBBD algorithm iterates between the master problem and the sub-problems.
The master problem provides a lower bound value; the sub-problem provides an
upper bound value. A solution is proved to be optimal when upper and lower
bounds converge. In the LBBD framework, the obtained solution is proven to be
optimal if one of the following two conditions is met in an iteration h:

1. Zh
mp = Z, that is, the master problem objective value in iteration h (Zh

mp)
coincides with the best upper bound value (Z);

2. Zh
sp = Zh

mp, that is, in iteration h, the objective value of sub-problem (Zh
sp)

coincides with the objective value of master problem (Zh
mp).

3.5 Algorithm Strengthening

We exploit some characteristics of FF2|(1, RM)|Cmax to strengthen LBBD.

Strengthening Lower Bound. With a single machine in stage 1, all jobs will
be scheduled in sequence without any idle time. Let g denote the job which is
completed last in stage 1. Then the makespan must be greater or equal to the
completion time of job g in stage 2. Furthermore, the completion time of job g in
stage 2 is minimized if it starts immediately after its completion in stage 1 and
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if, in addition, it is assigned to the machine at stage 2 on which its processing
time is shortest. Formally,

Cmax ≥
∑

i∈I(2)

C2igV2ig =
∑

i∈I(2)

( ST2ig︸ ︷︷ ︸
=

∑
j∈J p11j

+WaitT ime︸ ︷︷ ︸
≥0

+ p2ig︸︷︷︸
≥min

j∈J ,i∈I(2) p2ij

)V2ig

Using these observations, we derive the following lower bound: Cmax ≥∑
j∈J p11j + minj∈J ,i∈I(2) p2ij , which is valid for both the MIP model (Sect. 2)

and the LBBD master problem (Sect. 3.1).

Tightening Big-M. As reported in the literature [3], setting the value of big M
properly helps with solving MIP models. In this study, M is used in constraints
(4)–(7) in the MIP model, and (13)–(14) in the master problem. In constraint
(4), M must be larger than the sum of S2ij and C2ij to ensure its validity,
but needs to be larger than either one of S2ij or C2ij to ensure the validity
of other constraints. Thus, a value for M that is valid for constraint (4) is
also valid for all other constraints. In particular, given constraint (4), M ≥
maxi∈I(2),j∈J S2ij + maxi∈I(2),j∈J C2ij . Since

max
i∈I(2),j∈J

C2ij ≥ max
i∈I(2),j∈J

S2ij +
∑

j∈J :V2ij=1

p2ij i ∈ I(2)

≥
∑

j∈J
p11j +

∑

j∈J
max
i∈I(2)

p2ij ,

we find that M = 2
∑

j∈J p11j +
∑

j∈J maxi∈I(2) p2ij .

4 Computational Study

In this section, we test our LBBD algorithm against the state-of-the-art MIP
model (Sect. 2). The goal of our experiments is to computationally demonstrate
the performance superiority of our LBBD algorithm in two respects: (1) ability
to find and prove an optimal solution and (2) the time required to do so.

4.1 Experimental Setup

All experiments are performed on a Intel Core i5 2.53 GHz CPU with 4 GB of
main memory with a time limit of 20 min. All MIP and CP models are imple-
mented in CPLEX Studio 12.6. Due to the lack of an agreed set of benchmarks
for FFSPs [19], job durations in test instances are commonly generated from
a uniform distribution with different ranges [8,22]. In this paper, we use the
discrete uniform distribution with two different ranges [1, 5] (narrow) and [1,
100] (wide). We generate instances with 10, 20, 50 and 100 jobs, and 2, 5 and
10 unrelated parallel machines. One hundred instances are generated with each
combination, except the combination of 10 jobs and 10 parallel machines whose
job-machine ratio in stage 2 (i.e. n/RM = 1) is too low. Therefore, there are
2200 test instances in total. Instances with these problem sizes are widely used
in the FFSP literature and parallel machine scheduling problems [2,8,22].
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4.2 Experimental Results and Discussions

A summary of computational results is presented in Tables 1 and 2. Performance
of LBBD and MIP is evaluated in terms of (a) the number of instances for which
optimality could not be proven within 20 min, which we refer to as unsolved
and denote as un. in the tables, (b) the optimality gap, calculated as gap =
100%(Z −Z)/Z, where Z and Z are the best upper and lower bounds recorded
within 20 min (if applicable) and calculated only for instances where a feasible
solution was found, and (c) the computational time required to find and prove
an optimal solution, denoted as Time in the table (for the purposes of this

Table 1. Statistical analysis for narrow-range instances (pkij ∼ U [1, 5]). Best perfor-
mance for each problem size for each metric is in bold.

un./Avegap(%)/Stdgap(%) Time (s), Ave./Std./95% C.I.

n RM MIP LBBD MIP LBBD

10 2 0/NA/NA 0/NA/NA 0.35/0.39/0.08 0.25/0.53/0.10

5 0/NA/NA 0/NA/NA 0.33/0.18/0.04 0.11/0.07/0.01

20 2 3/1.70/0.14 1/2.47/NA 51.33/228.55/45.34 13.46/120.00/23.81

5 0/NA/NA 0/NA/NA 6.27/3.85/0.76 0.32/0.20/0.04

10 0/NA/NA 0/NA/NA 9.49/5.45/1.08 0.35/0.14/0.040

50 2 31/0.86/0.38 0/NA/NA 500.01/520.72/103.32 29.28/121.03/24.02

5 9/0.66/0.03 0/NA/NA 374.58/340.31/67.53 9.72/15.84/3.14

10 1/0.65/NA 0/NA/NA 190.60/197.58/39.20 7.98/4.01/0.80

100 2 80/2.88/3.23 1/0.33/NA 1003.35/397.93/78.96 122.40/169.51/33.63

5 63/1.04/1.02 1/0.35/NA 954.01/382.12/75.82 137.96/168.26/33.39

10 48/0.64/0.31 1/0.11/NA 961.15/282.20/55.99 152.30/186.12/36.93

Table 2. Statistical analysis for wide-range instances (pkij ∼ U [1, 100]). Best perfor-
mance for each problem size for each metric is in bold.

un.(MP)/Avegap(%)/Stdgap(%) Time (s), Ave./Std./95% C.I.

n RM MIP LBBD MIP LBBD

10 2 0/NA/NA 2/0.56/NA 11.88/72.83/14.45 24.65/168.67/33.47

5 0/NA/NA 0/NA/NA 2.97/16.88/3.35 0.36/1.07/0.21

20 2 32/0.49/0.37 31(17)/2.77/3.95 402.23/554.68/110.06 375.16/555.15/110.15

5 29/0.21/0.16 10(10)/NA/NA 373.09/539.46/107.04 200.87/442.57/87.81

10 20/0.20/0.17 11(8)/0.85/0.51 298.94/471.28/93.51 178.87/423.11/83.95

50 2 83/0.53/0.55 65(45)/5.78/4.98 1039.34/385.38/76.47 801.7/556.1/110.34

5 86/0.25/0.27 35(31)/1.04/1.36 1122.43/237.5/47.13 446.02/559.68/111.05

10 73/0.10/0.07 15(12)/1.27/1.35 984.5/391.71/77.72 231.52/443.66/88.03

100 2 97/1.7/2.06 80(62)/2.42/2.42 1178.93/145.86/28.94 1011.93/416.59/82.66

5 98/0.82/1.28 49(45)/0.57/0.55 1189.52/75.79/15.04 767.33/474.35/94.12

10 95/0.44/0.46 34(32)/0.33/0.49 1177.31/100.94/20.03 600.81/496.19/98.45
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calculation, the computational time for instances where optimality is not proven
within the time limit is recorded as 20 min). For all performance metrics, we
present the sample average and standard deviation. Note that standard deviation
is not calculated if the number of unsolved instances is low, reported as ‘NA’ in
the table. For LBBD, ‘(MP)’ represents the number of instances where the first
master problem could not be solved within the time limit.

RunTime. LBBD has a smaller average run time over all instance classes except
the class of 10-job, 2-machine, pkij ∼ U [1, 100] instances. More importantly, there
is no overlap in the 95% CIs over the majority of instance classes except ones gen-
erated from pkij ∼ U [1, 100] with 10 and 20 jobs. The performance superiority
of the LBBD algorithm over the MIP model continues to improve as the instance
complexity level increases (i.e., more jobs and parallel machines). One might notice
that the MIP model has a smaller standard deviation for computational time than
LBBD for some large instance classes (i.e., 50-job, 100-job with pkij ∼ U [1, 100]
in Table 2). For these classes, MIP could not prove optimality in the majority of
instances, resulting in the same run time of 20 min being recorded in our calcula-
tions for all these instances – thus, while the average run time is high, the variability
(measured via standard deviation) is low.

Run Time of Master Problem and Sub-problem. On average, the propor-
tion of run time spent on solving the master problem and sub-problems is 99.67%
and 0.36%, respectively. For some instanceswith a large number of jobs and/or par-
allel machines (262 out of 1100 instances with pkij ∼ U [1, 100] in Table 2), LBBD
can not solve the master problem even once. In FFSP, the job sequence in stage 1
is highly correlated with job-machine assignment in stage 2. Thus, even the master
problem (i.e., a relaxation of FF2|(1, RM)|Cmax) is hard to solve.

Number of Unsolved Instances. For instances generated from U[1, 5],
the MIP model solved all instances with 10 and 20 jobs; however, the num-
ber of unsolved instances increases sharply for 50-job and 100-job instances to
41/300 and 191/300, respectively. On the other hand, LBBD has only 4/1100
unsolved instances, which is a substantial improvement over the MIP model.
Similar, though less pronounced, behavior was observed over U[1, 100] instances:
613/1100 and 332/1100 could not be solved for MIP and LBBD, respectively.

Despite the fact that LBBD is able to prove optimality in a greater number
of instances, there are also many instances (i.e., 262 out of 1100 instances gen-
erated from pkij ∼ U [1, 100]) where LBBD can not find a feasible solution. This
performance is due to the fact that LBBD fails to solve the master problem for
even one iteration, revealing a limitation of LBBD. In this case, the optimality
gap is calculated only over instances where a feasible solution is found within the
time limit. On the other hand, the MIP model always finds a feasible solution
and provides a tight optimality gap, which is important when optimality can-
not be proven. The MIP model demonstrates a better performance in terms of
optimality gap over 20-job and 50-job instances generated from pkij ∼ U [1, 100].
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Another observation is that the number of unsolved instances tends to
decrease, unexpectedly, for both MIP and LBBD, as the number of parallel
machine increases. We conjecture that this effect is due to stronger lower bound
values derived from constraints (11) and the lower bound presented in Sect. 3.5,
since with the same number of jobs and a larger number of parallel machines,
the average number of jobs on each machine decreases.

Processing Time Ranges. Our test instances are generated from the discrete
uniform distribution ranges [1, 5] and [1, 100]. Both MIP and LBBD perform
better for instances generated from U[1, 5]. There are 235 and 4 (out of 1100)
unsolved instances for MIP and LBBD, respectively. For instances of the same
size with U[1, 100], the total number of unsolved instances for MIP and LBBD
increase sharply to 613 and 332 (out of 1100) respectively. Similarly, we observed
a sharp increase in the average computational times for both methods. Our future
work includes classification of problem instances based on features such as the
range of processing times.

Algorithm Tuning Features. A common limitation discussed in the literature
is that extensive algorithm tuning restricts generalization and causes problems
for practical implementation. Although these concerns arise mostly for heuris-
tic and meta-heuristic algorithms, we believe the same concerns are applicable
in the development of complete methods. In this study, we used three different
ways to ‘tune’ our methods: the strengthened lower bound and tightening of the
big M value described in Sect. 3.5, and constraint (11). To test the impact of
these features, we conducted a preliminary experiment using the same instances
as above generated from U[1, 5] with 10 jobs, 2 and 5 machines with all these
features disabled. The M value was set to 10000 (an arbitrary large value).
Results are shown in Fig. 1. We see that the run time of both MIP and LBBD
increases as expected. However, the LBBD algorithm still provides substantial

Fig. 1. Run time comparison of MIP and LBBD without algorithm tunning features
over the same 10-job, 2- or 5-parallel-machine instances with Pkij ∼ U [1, 5]
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improvements over the MIP model. This property provides flexibility for practi-
cal implementation since in-depth problem specific knowledge is not required to
obtain improvements from LBBD.

Additionally, the tuning methods we used were developed based on the MIP
model. We did not exploit any special structure of the master problem or sub-
problem to further strengthen LBBD specifically. Thus, the advantage of LBBD
for FFSP is due primarily to the decomposition itself.

5 Conclusion

We present a logic-based Benders decomposition algorithm for solving two-stage
flexible flow shop problems with one machine at stage 1 and two unrelated paral-
lel machines at stage 2. We performed extensive computational experiments over
instances with processing times generated from the uniform distribution with
different ranges, and also with/without algorithm tuning features. Our LBBD
algorithm is shown to perform better than a specialized MIP model in terms
of computational time and number of instances in which optimality is proven
within 20 min. These performance gains are apparent even without algorithm-
specific tuning for LBBD. For large-size instances that could not be solved using
LBBD, the main reason was the long run time of the master problem and hence
testing branch-and-check [1,21,22] on these problem instances is an immediate
future work direction.
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2. Bülbül, K., Şen, H.: An exact extended formulation for the unrelated parallel
machine total weighted completion time problem. J. Sched. 20(4), 373–389 (2017)

3. Camm, J.D., Raturi, A.S., Tsubakitani, S.: Cutting big M down to size. Interfaces
20(5), 61–66 (1990)
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Abstract. Convergence to an optimal policy using model-based rein-
forcement learning can require significant exploration of the environ-
ment. In some settings such exploration is costly or even impossible,
such as in cases where simulators are not available, or where there are
prohibitively large state spaces. In this paper we examine the use of
advice to guide the search for an optimal policy. To this end we propose
a rich language for providing advice to a reinforcement learning agent.
Unlike constraints which potentially eliminate optimal policies, advice
offers guidance for the exploration, while preserving the guarantee of
convergence to an optimal policy. Experimental results on determinis-
tic grid worlds demonstrate the potential for good advice to reduce the
amount of exploration required to learn a satisficing or optimal policy,
while maintaining robustness in the face of incomplete or misleading
advice.

Keywords: Markov decision process · Reinforcement learning
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1 Introduction

Reinforcement Learning (RL) methods can often be used to build intelligent
agents that learn how to maximize long-term cumulative reward through inter-
action with the environment. Doing so generally requires extensive exploration
of the environment, which can be infeasible in real-world environments where
exploration can be unsafe or require costly resources. Even when there is access
to a simulator and exploration is safe, the amount of interaction needed to find
a reasonable policy may be prohibitively expensive.

In this paper we investigate the use of advice as a means of guiding explo-
ration. Indeed, when humans try to master a new task, they certainly learn
through exploration, but they also avail themselves of linguistically expressed
advice from other humans. Here we take “advice” to be recommendations regard-
ing behaviour that may describe suboptimal ways of doing things, may not be
universally applicable, or may even contain errors. However, even in these cases
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people often extract value and we aim to have RL agents do likewise. We use
advice to guide the exploration of an RL agent during its learning process so
that it more quickly finds useful ways of acting.

We use the language of Linear Temporal Logic (LTL) [1] for providing advice.
The advice vocabulary is drawn from state features, together with the linguisti-
cally inspired temporal modalities of LTL (e.g., “Turn out the lights before you
leave the office” or “Always avoid potholes in the road”). We propose a variant
of the standard model-based RL algorithm R-MAX [2] that adds the ability to
use given advice to guide exploration. Experimental results on randomly gener-
ated (deterministic) grid worlds demonstrate that our approach can effectively
use good advice to reduce the number of training steps needed to learn a strong
policy, and also recover from misleading advice.

2 Preliminaries

Example environment: Consider a grid world in which the agent starts at
some initial location. At various locations there are doors, keys, walls, and nails.
The agent can move deterministically in the four cardinal directions, unless there
is a wall or locked door in the way. The agent can only enter a location with a
door when it has a key, after which point the door and key disappear (i.e., the
door remains open). The agent automatically picks up a key whenever it visits a
location with a key. The agent receives a reward of −1 for every action, unless it
enters a location with nails (reward of −10) or reaches the red door with a key
(reward of +1000, and the episode ends). Figure 1, which we use as a running
example below, depicts an instance of this domain, in which there is a single
door and it is red.

In this environment, we may wish to advise the agent to avoid the nails, or to
get the key before going to the door. In order to provide advice to an arbitrary
agent, we must have a vocabulary from which the advice is constructed. For this
purpose, we define a signature as a tuple Σ = 〈Ω,C, arity〉 where Ω is a finite
set of predicate symbols, C is a finite set of constant symbols, and arity : Ω → N

assigns an arity to each predicate. For example, in the grid-world environment,
we use a signature with only a single predicate called at (i.e., Ω = {at} and
arity(at) = 1), where at(c) states that the agent is at the same location as c.
Each object in the domain will be represented with a single constant in C (i.e.,
key1, door1, . . .). Intuitively, we use this signature to reference different elements
about states in the environment when providing advice.

We define GA(Σ) def= {P (c1, · · · , carity(P)) | P ∈ Ω, ci ∈ C}. That is, GA(Σ)
is the set of all ground atoms of the first order language with signature Σ. A
ground literal is either a ground atom or the negation of a ground atom, so
lit(Σ) def= GA(Σ) ∪ {¬p : p ∈ GA(Σ)} is the set of ground literals. A truth
assignment can be given by a set τ ⊆ lit(Σ) such that for every a ∈ GA(Σ),
exactly one of a and ¬a is in τ . Let T (Σ) be the set of all truth assignments.

A Markov Decision Process (MDP) with an initial state and a signature
is a tuple M = 〈S, s0, A, p, γ,Σ, L〉 where S is a finite set of states, s0 ∈ S
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Fig. 1. The agent receives reward for
going to the locked red door after
having visited the key. It is penalized
for stepping on nails. (Color figure
online)

u0start u1 u2
at(key)

true

at(door)

true true

v0start v1
∀(n ∈ nails).¬at(n)

∀(n ∈ nails).¬at(n) true

Fig. 2. Advice example, with NFAs
corresponding to the LTL formula
♦(at(key) ∧ ©♦at(door)) ∧ �∀(n ∈
nails).¬at(n)

is the initial state, A is a finite set of actions, p is a function that specifies
transition probabilities where p(s′, r|s, a) is the probability of transitioning to s′

and receiving reward r ∈ R if action a ∈ A is taken in state s, γ ∈ (0, 1] is
the discount factor, Σ = 〈Ω,C, arity〉 is a signature, and L : S → T (Σ) labels
each state with a truth assignment. For example, in our grid-world, the labeling
function L(s) makes at(c) true if and only if the location of the agent is equal to
the location of c in state s. Note that as GA(Σ) is finite, we could equivalently
consider a state label to be a vector of binary features, with the ith entry being
1 if the ith ground atom holds in that state, and 0 otherwise. Below, we assume
that the agent does not know the transition probability function p (as usual
in RL).

3 Providing and Utilizing Advice While Learning

In this section, we describe our LTL advice language and how corresponding
automata can be used to monitor satisfaction of such advice. We then describe
our method for using the automata to guide exploration in a variant of R-MAX.

3.1 Linear Temporal Logic: A Language for Providing Advice

Providing advice to an agent requires a language for communicating that advice.
Given that RL agents are typically engaged in an extended interaction with the
environment, this language must allow us to suggest how the agent should behave
over time (e.g. “Get the key and then go to the locked door.”). To this end, we
use Linear Temporal Logic (LTL), a modal temporal logic originally proposed
for the verification of reactive systems [1], that has subsequently been used to
represent temporally extended goals and preferences in planning [3]. Here, we
use it as the basis for expressing advice.

Suppose that we have an MDP with a signature M = 〈S, s0, A, p, γ,Σ, L〉
for which we wish to provide advice. The language of LTL contains formulae
consisting of propositional symbols, which we take to be the ground atoms of
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GA(Σ) (e.g. at(key2)), and all formulae that can be constructed from other
formulae using the standard set of connectives from propositional logic — namely
and (∧), or (∨), and negation (¬) — and the temporal operators next (©)
and until (U). From these temporal operators, we can also derive other useful
operators such as always (�) and eventually (♦). We will also make use of
universal (∀) and existential (∃) quantifiers in abbreviating conjunctions and
disjunctions. If T = {t1, . . . , tk} ⊆ C is a set of constant symbols, then ∀(x ∈
T ).ϕ(x) def= ϕ(t1) ∧ · · · ∧ ϕ(tk) and ∃(x ∈ T ).ϕ(x) def= ϕ(t1) ∨ · · · ∨ ϕ(tk).

To provide some intuition about LTL, we consider some possible example
advice formulae for the problem in Fig. 1 which use the unary operators �, ♦, and
©. The formula �¬at(nail1) literally means “always, it is not the case that the
agent is at the location of nail1”; used as advice it can be taken to say that “at all
times the agent should not be at nail1.” The formula ♦(at(key)∧©(♦at(door)))
can be understood as “the agent should eventually get to a state where it is at
the key and then eventually get to a state where it is at the door.” If nails ⊂ C
is the set of objects that are nails, we can use �∀(n ∈ nails).¬at(n) to advise
that at all times, the agent should not be at a location where there is a nail.

The truth value of an LTL formula ϕ is determined relative to a sequence
σ = 〈s0, . . . , sn〉 of states from M (i.e., the states visited in an episode). The
truth of a ground atom at time t is determined by the label of st, and the
truth values of more complicated formulae are built up according to the formal
semantics of LTL (see De Giacomo et al. [4] for more details).

3.2 From LTL to Finite State Automata

Any LTL formula ϕ can be converted into a Nondeterministic Finite State
Automaton (NFA) such that a finite sequence of states σ will be accepted by the
NFA if and only if σ satisfies ϕ [4,5]. We can represent the NFA as a directed
graph with edges labelled by formulae from LΣ , the subset of LTL formulae
that does not include temporal operators. Each edge represents a set of NFA
transitions, one for each truth assignment satisfying the edge label. Because the
NFA is non-deterministic, it may be in multiple states at once. Intuitively, the
state(s) that an NFA is in after visiting a sequence of MDP states represent the
progress that has been made towards satisfying ϕ. Reaching an accepting NFA
state means that the current trace satisfies the advice formula.

To translate from LTL to automata we use the system developed by Baier
and McIlraith [5], which, for computational efficiency, constructs a set N of small
NFAs rather than one potentially very large NFA. N is considered to accept σ
if every NFA in N accepts σ. For example, Fig. 2 shows the two NFAs generated
from ♦(at(key) ∧ ©♦at(door)) ∧ �∀(n ∈ nails).¬at(n). This advice states
that the agent should get the key and then go to the door, and also avoid nails.
We now demonstrate how we track the NFA state set for the top NFA. At the
beginning of an episode, the agent is in the initial state of the MDP and the
NFA is in state u0. Thus, the NFA state set is initialized to {u0}. This NFA
state set will remain constant until the agent reaches an MDP state s′ for which
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at(key) ∈ L(s′) (i.e., the agent gets the key). Since the transition to u1 is now
possible in the NFA, but it is also possible to remain in u0 because true holds
in s′, the NFA state set is updated to {u0, u1}. The state set will then remain
constant until the agent reaches the door.

We note that the above procedure may lead to an empty NFA state set on
some NFAs and state sequences. For example, notice that in the bottom NFA in
Fig. 2, there is no transition to follow when the agent enters a state with a nail.
This occurs because once the agent is at a nail, the episode can never satisfy
the advice formula regardless of how the rest of the episode proceeds. We call
such situations NFA dead-ends. Since the advice may still be useful even if it has
been violated, we handle NFA dead-ends as follows: if an NFA state set becomes
empty, we revert it to the previous set. The NFA in Fig. 2 will therefore continue
to suggest that the agent avoid nails even if the agent already failed to do so.

3.3 Background Knowledge Functions

Advice like “get the key” would not be very useful if the agent had no notion
of what behaviour might lead to the key. To give advice, we must presuppose
that the advised agent has some capacity to understand and apply the advice.
To this end, we assume that the agent has a background knowledge function
hB : S × A × lit(Σ) → N, where hB(s, a, �) is an estimate of the number of
primitive actions needed to reach the first state s′ where the literal � is true
(i.e, where � ∈ L(s′)) if we execute a in s. Intuitively, hB represents the agent’s
prior knowledge — which may not be perfectly accurate — about how to make
ground atomic formulae either true or false.

Since hB only provides estimates with respect to individual ground literals,
we believe that for many applications it should be relatively easy to manually
define (or learn, e.g. [6]) a reasonable hB . For example, in the grid world envi-
ronment, we defined the background knowledge function so that

hB(s, a, at(c)) = |pos(agent, s).x − pos(c, s).x| +
|pos(agent, s).y − pos(c, s).y| + Δ

where pos(c, s) provides the coordinates of c in state s and Δ is equal to −1 if the
action a points toward c from the agent’s position and 1 if it does not. Hence, if
the agent is three locations to the left of the key, hB(s, right, at(key)) will return
2, even if there is a wall in the way. Furthermore, we defined hB(s, a,¬at(c)) to
be equal to 1 if hB(s, a, at(c)) = 0 and 0 otherwise.

Given any background knowledge function hB , we can construct a function
h : S × A × LΣ → N that extends hB to provide an estimate of the number of
primitive actions needed to satisfy an arbitrary formula ϕ ∈ LΣ . We recursively
define h(s, a, ϕ) as follows:

h(s, a, �) = hB(s, a, �) for � ∈ lit(Σ)
h(s, a, ψ ∧ χ) = max{h(s, a, ψ), h(s, a, χ)}
h(s, a, ψ ∨ χ) = min{h(s, a, ψ), h(s, a, χ)}

In the next sections, we describe how to drive the agent’s exploration using h.
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3.4 Advice-Based Action Selection

Suppose the agent is at a state s in the MDP, with NFA state sets q(0), . . . , q(m).
Intuitively, following the advice in s involves having the agent take actions that
will move the agent through the edges of each NFA towards its accepting states.
To this end, we begin by identifying useful NFA edges which may actually lead
to progress towards the accepting states. Let us write (q, β, q′) ∈ δ(i) if there is
an edge from q to q′ that is labelled by the formula β in the ith NFA. We say
that an edge (q, β, q′) ∈ δ(i) is useful if q is not an accepting state and there
exists a path in the NFA from q′ to an accepting state that does not have q
along it. We then let useful(q(i)) denote the set of all useful edges that are from
NFA states in q(i). We now define the advice guidance formula ϕ̂ as follows:

ϕ̂
def=

m∨

i=0

⎡

⎣
∨

(q,β,q′)∈useful(q(i))

to DNF(β)

⎤

⎦

where the function to DNF : 2LΣ → LΣ converts the formula β to disjunctive
normal form. Notice that the formula ϕ̂ will be satisfied by any action that
achieves one of the formulas needed to transition over a useful edge. We define
ĥ(s, a) = h(s, a, ϕ̂) which can be used to rank how close each action is to making
progress in satisfying the advice guidance formula ϕ̂.

In addition to guidance, it is important to, if possible, avoid NFA dead-ends.
To do so, we define the advice warning formula ϕ̂w as follows:

ϕ̂w
def=

m∧

i=0

⎡

⎣
∨

q∈q(i) and (q,β,q′)∈δ(i)

to DNF(β)

⎤

⎦

and use it to define the set W (s) def= {a ∈ A(s) : h(s, a, ϕ̂w) �= 0}. The idea is
that W contains those actions which the evaluation function predicts will lead to
NFA dead-ends. In the next section, we describe how we recommend the agent
to disfavor actions from W while also being guided by ĥ.

3.5 Incorporating Advice in R-MAX

Model-based Reinforcement Learning solves MDPs by learning the transition
probabilities and rewards. The R-MAX family of algorithms [2] are model-based
methods that explore the environment by assuming that unknown transitions
give maximal reward Rmax. In practice, if Rmax is big enough, this means that
the agent plans towards reaching the closest unknown transition.

We propose a simple variant of an R-MAX algorithm that can take advantage
of the advice. Instead of planing towards the closest unknown transition, we plan
towards the closest unknown transition that is not in W and has minimum ĥ-
value. If every reachable unknown transition is in W , then we just go to the
closest unknown transition with minimum ĥ-value. This planning step can be
done using LAO∗ [7].
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1 Function Rmax with advice(S, A, L, hB, ϕadvice, C, N)

2 Tunknown ← ∅; p̂ ← initialize empty model();
3 for s, a ∈ S × A do
4 n(s, a) ← 0;
5 Tunknown ← Tunknown ∪ (s, a);

6 t ← 0; π ← ∅; s ← get initial state();
7 while t < N do
8 t ← t + 1;
9 if is terminal state(s) or cannot be reached(s, p̂, Tunknown) then

10 s ← get initial state();
11 if s 	∈ π then
12 π ← policy towards min heuristic(p̂, ϕadvice, Tunknown, L, hB);
13 a ← sample action(π(s));
14 s′, r ← execute action(s, a);
15 p̂ ← update model(p̂, s, a, s′, r);
16 n(s, a) ← n(s, a) + 1;
17 if n(s, a) = C then
18 Tunknown ← Tunknown \ (s, a);
19 s ← s′;
20 return compute optimal policy(p̂);

Algorithm 1. R-Max with Advice algorithm.

Algorithm 1 shows the pseudo-code of our R-MAX variant. Its inputs are the
MDP states S, action set A, labelling function L, background knowledge function
hB , the advice formula ϕadvice, the number C ≥ 1 of times that a transition has
to be tried before being labeled as known, and the number of actions N that
the agent can execute during training. The algorithm starts by marking every
state-action as unknown. It also defines an auxiliary variable n(s, a) that counts
how many times the transition (s, a) has been tried and an empty model of the
estimated environment’s transition probabilities p̂. In every iteration of the main
loop, the agent selects the next action a to execute using a partial policy π,
which encodes the optimal way to reach the closest unknown transition with
minimum ĥ-value that is not in W (as previously described). Then, the agent
executes a and receives a reward r and the next state s′ from the environment.
The probabilities in the estimated model p̂ are updated to reflect this observation
of the transition (s, a, r, s′). Whenever a transition (s, a) is tried C times, it is
removed from Tunknown. If a terminal state is reached or it is not possible to reach
unknown transitions from the current state, the environment is restarted. After
executing N actions, the algorithm determines the optimal policy with respect to
p̂ (using, for instance, value iteration) and returns it. For a deterministic MDP,
whenever N is sufficiently large, that policy will also be optimal for the MDP.

Theorem 1. Given an MDP with a deterministic transition function, there
exists a number N0 so that Algorithm 1 converges to an optimal policy if N ≥ N0.
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Proof (sketch). Since the MDP is deterministic, after an action is attempted
even one time in a state, the estimate of the probabilities (all 0 or 1) over the
outcomes of that state-action pair will be exact. So there will be exact estimates
for all transitions the algorithm considers known (even if C = 1). As each episode
ends after a finite number of steps, eventually all transitions reachable from the
initial state become known, since the agent plans to visit unknown transitions
as long as there are any (regardless of the advice). By that point, the MDP can
be solved exactly by the agent, and so the optimal policy can be found.

For a non-deterministic MDP, we expect that our approach would converge to a
near-optimal policy in the same sense that R-MAX does [2], but further inves-
tigation is needed.

4 Evaluation and Discussion

We tested our approach using various pieces of advice on grid world problems
of the sort defined in Sect. 2, using the signature and background knowledge
functions described in Sects. 2 and 3. In addition to the domain elements of
walls, keys, and nails described earlier, some problems also had cookies and
holes. When the agent reaches a location with a cookie, it gets a reward of +10
and the cookie disappears. For reaching a hole, the reward is −1000 and the
episode ends. As a baseline, we reported the performance of standard R-MAX,
which does not use any form of advice. To measure performance, we evaluated the
agent’s policy every 100 training steps. At training time, the agent explored the
environment to learn a good model. At test time, we evaluated the best policy
that the agent could compute using its current model (ignoring the unknown
transitions). We used a discount factor of 1 in all experiments.

Figure 4a shows the median performance (over 20 independent trials) in a
25 × 50 version of the motivating example in Fig. 1. Our approach allows the
agent to quickly find a policy that follows the advice and then slowly converges
to an optimal policy. This is the case even with the deliberately misleading advice
N, which told the agent to go to every nail. As the quality of the advice decreases,

Fig. 3. An example randomly generated grid world map, containing an agent ( ), walls
( ), nails ( ), holes ( ), keys ( ), cookies ( ), doors ( ), and a final door ( ). (Color figure
online)
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(a) Motivating example (25× 50 version) (b) Random grid world maps

Fig. 4. In (a) and (b), reward is normalized so that 1 represents the best policy found
on each map. The shaded areas represent the first and third quartiles. The formulae in
the legends are explained by Table 1. Graphs are best viewed in colour. (Color figure
online)

Table 1. Abbreviations for legends in Fig. 4

Abbreviation Advice formula (and informal meaning)

R-MAX No advice

Standard R-MAX

C ∀(c ∈ cookies).♦at(c)
Get all the cookies

ANH �(∀(x ∈ nails ∪ holes).¬at(x))

Avoid nails and holes

K ♦at(key)
Get the key.

KD ♦(at(key) ∧ ©♦(at(door)))

Get the key and then go to the door

KDs ∀(k ∈ keys).♦(at(k) ∧ ©♦(∃(d ∈ doors).at(d)))

For every key in the map, get it and then go to a door

N ∀(x ∈ nails).♦at(x)

Go to every nail

the agent’s initial performance also does. We note that R-MAX, without advice,
has poor initial performance, but converges faster to an optimal policy than when
using the more detailed advice of K or KD (see Table 1 for what these formulae
are). As such, there is a trade-off between quickly learning the model (exploring
nearby areas) and moving towards promising states suggested by advice.
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We also randomly generated 10 grid world problems (Fig. 3 shows one of
them), each consisting of a sequence of four 25 × 25 rooms with doors between
consecutive rooms. The agent always starts in the upper-left corner of the left-
most room and the red (i.e., goal) door is on the rightmost wall. Each space
within a room had a 1/9 probability of being each of a nail, hole, or wall. A
key and three cookies were randomly placed in each room among the remain-
ing empty spaces, such that each key, door, and cookie was reachable from the
starting location. These grid world maps are challenging because there is sparse
reward and it is fairly easy to die.

Figure 4b shows the performance over the 10 maps using four different pieces
of advice. We ran 5 trials per piece of advice on each map; the graph reports
the median performance across both trials and maps. Without advice, the agent
was never able to reach the last door in 50 thousand training steps. Providing
advice that the agent should get keys and go to doors (KDs) was also not enough,
because the agent always fell in a hole before reaching its target. Stronger results
were seen with safety-like advice to avoid holes and nails (ANH), and the best
performance was seen when this safety-like advice was combined with advice
that guides agent progress (KDs ∧ ANH and KDs ∧ ANH ∧ C).

These results are encouraging. Firstly, they show the potential for advice
to play a key role in scaling Reinforcement Learning. In particular, some prob-
lems are just too hard to expect RL to find good policies without the guidance
provided by advice (e.g., Fig. 4b). Secondly, they show that even well-intended
advice could result in sub-optimal behaviour if it were treated as a hard con-
straint. For instance, the initial performance of KD in Fig. 4a is a policy that
satisfies the advice in an optimal number of steps, but gets sub-optimal reward
(due to the nails). This further highlights the need for techniques like ours that
are based on advice (guidance) instead of constraints (pruning). Still, our exper-
iments are limited to a deterministic setting, and investigating the role of advice
in non-deterministic domains is an important future work direction.

5 Related Work

The idea (and recognition of the importance) of constructing agents that can
take advice of some sort dates back to John McCarthy’s hypothetical advice
taker system [8]. For MDPs, several works have proposed agents that accept hard
constraints in the form of linear temporal logic safety constraints (e.g. [9,10]) or
high level task specifications (e.g. [11,12]). Such constraints differ from the notion
of advice studied in this paper. In particular, such hard constraints eliminate
certain traces from consideration, potentially eliminating optimal policies. In
contrast, advice only suggests behaviour and as such is more appealing when we
want to provide guidance without pruning alternative behaviours.

In RL, the use of “advice” has been mainly focused on human feedback and
critique. Human feedback allows an external observer to guide an agent (while
it solves an MDP) by giving it positive and negative feedback (e.g. [13,14]),
whereas critique proposes alternative actions to some states in a trace execution
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(e.g. [15,16]). In this work, we study a different modality of advice, which is
given offline (prior to the agent’s first interaction with the environment).

Maclin and Shavlik [17] were the first to propose using offline advice in RL.
They defined a procedural programming language for encoding the advice. This
language allows the user to recommend primitive actions using If-Then rules and
loops. Since then, several extensions to this work have been done (e.g. [18,19]).
Recently, Krening et al. [20] proposed a substantially different approach. They
grounded natural language advice into a list of (object,action) recommendations
(or warnings). The idea is to encourage (or discourage) the agent to perform a
primitive action when it interacts with particular classes of objects. In contrast to
those works, our advice language supports specification of temporally extended
advice in terms of properties of states. For many simple pieces of LTL advice,
such as eventually get the key, it is unclear how to express them as primitive
action recommendations using the previous advice languages.

In another recent work, Andreas et al. [21] proposed policy sketches. A policy
sketch is a sequence of sub-goals given by the user to solve a task. In a multi-
task setting, Andreas et al. show how to use the sketch to compose (previously
learned) policies for each sub-task to solve a novel task. However, their advice
language is quite constrained in comparison with LTL advice. In particular,
advice such as avoid nails or get cookies cannot be expressed as a sequence of
sub-goals (unless some unnecessary order is imposed to sequentialize the advice).

6 Concluding Remarks

This work studied how to exploit linguistically expressed advice in Reinforcement
Learning. Advice has the distinctive feature of being a recommendation, but not
a task specification. As such, techniques for exploiting advice should provide
guidance without pruning alternative, and possibly optimal, behaviours. Three
main challenges arise when doing so. First, we need a common vocabulary to
communicate the advice to the agent. We handled this by defining a signature
over the states that is understandable by both the agent and the user. Then,
sophisticated pieces of advice were constructed over the signature using LTL.
Second, the agent needs some sort of background knowledge to be able to follow
the advice. In this work, we introduced a background knowledge function for that
purpose. Finally, the agent needs a way to reason about how and when to use the
advice. Our approach constantly looks to as soon as possible reach promising
states for advancing towards satisfying the advice. However, getting obsessed
with following the advice might result in slower convergence to an optimal policy
(as discussed in Sect. 4). We encourage future works to pay special attention to
these three dimensions when advising RL agents.
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Abstract. Deep learning has become very popular for tasks such as
predictive modeling and pattern recognition in handling big data. Deep
learning is a powerful machine learning method that extracts lower
level features and feeds them forward for the next layer to identify
higher level features that improve performance. However, deep neural
networks have drawbacks, which include many hyper-parameters and
infinite architectures, opaqueness into results, and relatively slower con-
vergence on smaller datasets. While traditional machine learning algo-
rithms can address these drawbacks, they are not typically capable of the
performance levels achieved by deep neural networks. To improve per-
formance, ensemble methods are used to combine multiple base learners.
Super learning is an ensemble that finds the optimal combination of
diverse learning algorithms. This paper proposes deep super learning as
an approach which achieves log loss and accuracy results competitive
to deep neural networks while employing traditional machine learning
algorithms in a hierarchical structure. The deep super learner is flexible,
adaptable, and easy to train with good performance across different tasks
using identical hyper-parameter values. Using traditional machine learn-
ing requires fewer hyper-parameters, allows transparency into results,
and has relatively fast convergence on smaller datasets. Experimental
results show that the deep super learner has superior performance com-
pared to the individual base learners, single-layer ensembles, and in some
cases deep neural networks. Performance of the deep super learner may
further be improved with task-specific tuning.

Keywords: Deep learning · Neural network · Ensemble learning

1 Introduction

Deep learning is a machine learning method that uses layers of processing units
where the output of a layer cascades to be the input of the next layer and
can be applied to either supervised or unsupervised learning problems [1,2].
Deep neural networks (DNN) is an architecture of deep learning that typically

The work in this paper is conducted in the Capstone Project Course of the Certicate
in Data Analytics, Big Data, and Predictive Analytics at Ryerson University.

c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 84–95, 2018.
https://doi.org/10.1007/978-3-319-89656-4_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-89656-4_7&domain=pdf


Deep Super Learner: A Deep Ensemble for Classification Problems 85

has many connected units arranged in layers of varying sizes with information
being fed forward through the network. DNN have been successfully applied to
fields such as computer vision and natural language processing, having achieved
accuracy rates similar or superior to humans in classification [3]. For example,
Ciresan et al. using DNN achieved an error rate half the rate of humans in
recognizing traffic signs. The multiple layers of a DNN allow for varying levels of
abstraction and the cascade between the layers enables the extraction of features
from lower to higher level layers to improve performance [4]. However, DNN also
have drawbacks, listed below:

– DNN have many hyper-parameters, which are parameters where their values
are set prior to training as opposed to parameter values that are set via train-
ing, that interact with each other in their relation to performance. Numer-
ous hyper-parameters, together with infinite architectures, makes tuning of
hyper-parameter and architecture difficult [5].

– With a large number of processing units, tracing through a DNN to under-
stand the reasoning for classifications is difficult, leading to DNN being
treated as black boxes [6].

– DNN typically require very large amounts of data to train and do not con-
verge as fast, with respect to sample size, as traditional machine learning
algorithms [7].

Traditional machine learning algorithms, on the other hand, are relatively simple
to tune and their output may provide interpretable results leading to a deeper
understanding of the problem, though they tend to underperform DNN in terms
of accuracy.

The remainder of this paper is organized as follows: Sect. 1 introduces the
motivation and background for this paper, Sect. 2 presents the overall proce-
dure of the DSL approach, Sect. 3 describes the methodology of the experiment,
Sect. 4 presents the results of a comparison of the performance of the DSL to
the individual base learners and a selection of ensembles and DNN on various
problems, and Sect. 5 concludes and describes future work.

1.1 Motivation

Given the drawbacks of DNN and the poor performance of traditional machine
learning algorithms in some domains and/or prediction tasks, this paper inves-
tigates whether traditional machine learning algorithms can be used to address
the drawbacks of DNN and achieve levels of performance comparable to DNN.
A new ensemble method, named here as Deep Super Learner (DSL), seeks to
have simplicity in setup, interpretability of results, fast convergence on small
and large datasets with the power of deep learning.

1.2 Ensemble Methods

Ensemble methods are techniques that train multiple learning algorithms,
which in combination yields significantly higher accuracy results than a single
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learner [8]. Common methods include boosting, bagging, stacking, and a combi-
nation of base learners. Each of these methods are tested for performance in this
paper. Boosting takes a model trained on data and incrementally constructs new
models that focus on the errors in classifying made by the previous model. An
example is XGBoost, which is an efficient implementation of gradient boosting
decision trees [9]. Bagging involves training models on random subsamples and
then each model votes with equal weight on the classification. Random forest
uses a bagging approach to enable the selection of a random set of features at
each internal node [10]. Stacking takes the output of a set of models and feeds
them into another algorithm that combines them to make the final predictions.
Any arbitrary set of base learners and combiner algorithm can be used. Com-
bination takes the predictions of the models and combines them with a simple
or weighted average. Super learner is a combination method that finds optimal
weights to use when calculating the final prediction [11].

Super learning is an ensemble method proposed by Van der Laan et al. that
optimizes the weights of the base component learners by minimizing a loss func-
tion given cross-validated output of the learners. Super learning finds the optimal
set of weights for the learners and guarantees that performance will be at least as
good as the best base learner [11]. The proposed algorithm, DSL, is an extension
of the super learner ensemble.

When constructing an ensemble, having diversity among the component
learners is essential for performance and a strong generalization ability [12].
The super learner adapts to various problems given a set of diverse base learners
since the weights of the components are optimized for the problem as different
learners perform differently on different problems. There is also flexibility in the
set of base learners to use depending on requirements or constraints as dictated
by the problem or computational resources.

1.3 Related Work

Very little research has been conducted on using traditional machine learning in
a deep learning architecture. Zhou and Feng describe a tree-based deep learning
architecture [5]. However, the use of only decision tree based algorithms and the
use of a simple average to combine the results of the base learners may limit
the ultimate performance of this approach and its adaptability to diverse sets
of problems. Farrelly tested an architecture using traditional learners arranged
in three hidden layers [7]. It is unclear if the implementation allowed iteration
to continue the deep learning. Accuracy results from this architecture did not
outperform the super learner.

2 The Proposed Deep Super Learner Approach

Deep learning consists of a layer by layer processing of features with a cascading
hierarchy structure where the information processed by a layer is fed to the next
layer for further processing. The deep super learner essentially uses a super learn-
ing ensemble for each layer. The overall training process and hyper-parameter
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Fig. 1. Overall procedure of DSL with j classes, k folds, l features, m learners, n records

values used are described below (see Fig. 1 and Algorithm 1). Let there be j
classes, k folds, l features, m base learners, and n records in the training set.

1. Cross-validation is used to generate out-of-sample predictions for the entire
training set. Split the training set into k equal size, n/k, mutually exclusive
groups to be used as validation sets. For each of the k validation sets form
k folds where all the n − n/k training records not in the validation set are
used for training for that validation set. The number of folds can impact the
degree of under and over-fitting of the algorithm as well as runtime since with
a higher number of folds each fold contains a larger portion of the training
data to train on leading to a better fit, all else being equal. However, with
more folds there is a greater overlap in the training data between the folds
leading to potential over-fitting and more runtime. Three folds are used in
this paper as experimentation showed three folds to be a good balance of fit
and runtime.

2. Build and train each of the m base learning algorithms on each fold. Each
model outputs class probabilities for each fold. There are k ∗m trained mod-
els. Bring the predictions on each validation set together for each learner
to obtain predictions for the entire training set. This paper uses five base
learners: logistic regression, k-nearest neighbors, random forest, extremely
randomized trees, and XGBoost. Support vector machines was also tested
but due to runtime is excluded here. Logistic regression, k-nearest neighbors,
and random forest are used as they represent three different classification
models with different philosophies and performance on different datasets [13].
Extremely randomized trees and XGBoost are used for additional diversity
within tree-based approaches. The hyper-parameters of these learners are
described below.
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3. Optimize a loss function to find the linear combination of predictions from
each of the m learners to minimize the objective against the true values
for the training data. Save the value of the loss function and the optimized
weights. Log loss, which is a convex function and therefore convex optimiza-
tion is sufficient, is used here. Log loss is commonly used when calibration is
important [14].

4. With the optimized weights, calculate the weighted average of the predictions
across learners to obtain overall predictions for each record.

5. (Optional) Re-train each of the models on the entire training set to get m
trained models. Super learning as described by Van der Laan et al. requires
this step [11]. However, with a sufficient number of cross-validation folds, as
described above, the trained models will be trained on a sufficient portion of
the training data where additional training data does not improve goodness
of fit. Re-training may also be computationally expensive. This step is rec-
ommended when the number of folds is low or when making predictions is
more computationally expensive than training, such as for k-nearest neigh-
bors. This step is not performed for this paper as experimentation showed no
significant difference in performance on the tested datasets.

6. Append the overall predictions to the original training data. For example, if
there are j classes, step 4 produces a j-dimensional vector containing class
probabilities for each record. These vectors are concatenated as additional
features to the original l-dimensional feature vectors for the records, resulting
in a total of l + j features.

7. Feed the training data augmented with the predictions through the steps
above. Repeat this process until the optimized loss value no longer decreases
with each iteration. Save the number of iterations after which the training
process ends.

To make predictions on unseen test data, pass the data in its entirety through
a similar process using each of the models trained and weights optimized at each
iteration. If the models are trained on the entire training set, use these m models
for each iteration. If the models are trained on the k folds, use each model trained
on each fold to make predictions on all the unseen data and average across the
k models to get predictions for each of the m learners. Using the optimum
weights for the m learners found during training for the iteration, calculate the
overall weighted average predictions for the iteration. Append the predictions
to the original test data as additional features. Repeat the process for the same
number of iterations used in training.

3 Methodology

The hyper-parameters and architectures for the DSL, base learners, benchmark
ensembles, and benchmark DNN described below are kept constant between
datasets. When necessary, adjustments are made for the different dimensionality
of the datasets.
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for iteration in 1 to max iterations do
Split data into k folds each with train and validate sets;
for each fold in k folds do

for each learner in ensemble do
Train learner on train set in fold;
Get class probabilities from learner on validate set in fold;
Build predictions matrix of class probabilities;

end

end
Get weights to minimize loss function with predictions and true labels;
Get average probabilities across learners by multiplying predictions with weights;
Get loss value of loss function with average probabilities and true labels;
if loss value is less than loss value from previous iteration then

Append average probabilities to data;
else

Save iteration;
Break for;

end

end

Algorithm 1. A Pseudo-code of the Proposed Approach, DSL

3.1 Base Learners and Benchmark Ensembles

The same five base learners used in DSL are also tested individually and in the
benchmark ensembles using identical hyper-parameter values. Hyper-parameter
values are set to balance performance and runtime. If a hyper-parameter of a
learner is not listed below, in Table 1, default values of the implementation of
the algorithm are used.

Since random forest, extremely randomized trees, and XGBoost are them-
selves ensembles, three additional ensembles are tested for comparison: a simple
equal weighted average of the base learners, a stacked ensemble where the output
of the base learners is fed into XGBoost, and a single-layer super learner.

Table 1. Summary of hyper-parameters for base learning algorithms

Base learner Hyper-parameters

Logistic regression N/A

k-Nearest neighbors Neighbors: 11

Random forest Trees: 200; Depth: unlimited

Extremely randomized trees Trees: 200; Depth: unlimited;

Max features when splitting: 1

XGBoost Trees: 200; Max depth: 3;

Row subsampling: 0;

Column subsampling: 0; Learning rate: 1
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Table 2. Summary of architecture and hyper-parameter values used for benchmark
deep neural networks.

Architecture Hyper-parameters (Multi-layer

perceptron)

Hyper-parameters (Convolutional

neural network)

Convolutional layer N/A Filters: 32; Kernel size: 5 or (5, 5);

Activation: RELU;

Weight constraint: 4

Max pooling layer N/A Pool size: 2 or (2, 2)

Convolutional layer N/A Filters: 16; Kernel size: 3 or (3, 3);

Activation: RELU;

Weight constraint: 4

Max pooling layer N/A Pool size: 2 or (2, 2)

Dropout regularization N/A Drop rate: 0.2

Dense layer Nodes: 128; Activation: RELU;

Weight constraint: 4

Nodes: 128; Activation: RELU;

Weight constraint: 4

Dense layer Nodes: 64; Activation: RELU;

Weight constraint: 4

Nodes: 64; Activation: RELU;

Weight constraint: 4

Output layer Nodes: number of classes;

Activation: Softmax

Nodes: number of classes;

Activation: Softmax

Optimizer: Adam Learning rate: 0.001;

Learning rate decay:

Learning rate/
√
Max epochs

Learning rate: 0.001;

Learning rate decay:

Learning rate/
√
Max epochs

Batch size 200 200

Max epochs 50 50

Validation split 0.2 0.2

Early stopping patience 3 3

3.2 Benchmark Deep Neural Networks

DNN are used to establish benchmarks for performance. Some hyper-parameter
tuning through experimentation is performed to achieve performance indicative
of the capabilities of DNN. In Table 2, two DNN architectures are tested and
described: a multi-layer perceptron (MLP) and a convolutional neural network
(CNN).

3.3 Datasets

Sentiment Classification
The IMDB Movie reviews sentiment classification dataset contains 25,000
reviews for training and 25,000 for testing. The reviews are labelled as positive
or negative [15]. The 2,000 most frequent words in the set are used to calculate
the term frequency-inverse document frequency (TF-IDF) matrix.

Image Categorization
The MNIST database of handwritten digits is a commonly used dataset to test
the performance of computer vision algorithms. It includes a training set of
60,000 images and a test set of 10,000 images of handwritten digits 0 to 9. The
images are 28 pixels by 28 pixels in greyscale [16].
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3.4 Performance Measures

Two metrics are used to evaluate the performance of the learning algorithms.
One is Accuracy, which is the proportion of correctly classified records, and the
other is LogLoss. Both Accuracy and LogLoss formulas are shown in Eqs. 1
and 2, respectively.

Accuracy =

∑n
x=1

∑j
y=1 f(x, y)C(x, y)

n
=

TP + TN

TP + FP + TN + FN
(1)

Where n denotes the number of instances, j the number of classes, f(x, y) the
actual probability of instance x to be of class y. C(x, y) is one if and only if y
is the predicted class of x, otherwise C(x, y) is zero. Accuracy is equivalently
defined in terms of the confusion matrix, where TP is true positives, TN is true
negatives, FP is false positives, and FN is false negatives.

LogLoss =
−∑j

y=1

∑n
x=1 f(x, y)log(p(x, y))

n
(2)

Where f(x, y) is defined as above and p(x, y) is the estimated probability of
instance x is class y. Minimizing LogLoss, also known as cross entropy, is equiv-
alent to maximizing the log likelihood of observing the data from the model. Both
Accuracy and LogLoss are commonly used performance measures in machine
learning [14].

4 Results

The following results are averaged across 10 repetitions of the experiment.

4.1 Sentiment Classification

Log loss and accuracy results of DSL, base learners, benchmark ensembles, and
benchmark DNN on the IMDB sentiment classification dataset are shown in
Table 3.

The DSL achieved statistically significantly lower loss and higher accuracy
than all other algorithms. Since the TF-IDF matrix does not convey spatial or
sequential relationships, DNN architectures like CNN may not be expected to
perform as well on this test. The MLP, like DSL here, is set up to be more
general purpose yet is outperformed by DSL. DSL outperforming a single-layer
super learner indicates adding depth to the algorithm improves performance.
Figure 2 shows the performance of DSL on the IMDB test data by iteration.
DSL automatically terminates after the third iteration as log loss, calculated
from the k folds during training, ceases to continue improving.
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Table 3. Comparison of log loss and accuracy on IMDB test data

Test Log loss Accuracy

Deep Super Learner (DSL) 0.28 88.22%

Multi-layer perceptron 0.29 87.53%

Super learner 0.30 86.59%

XGBoost stack ensemble 0.31 87.19%

Convolutional neural network 0.31 86.40%

Logistic regression 0.32 87.78%

XGBoost 0.39 84.45%

Simple average ensemble 0.42 86.57%

Random forest 0.46 84.27%

Extremely randomized trees 0.60 79.20%

k-Nearest neighbors 0.72 68.22%

Fig. 2. Log loss and accuracy by iteration of the DSL on IMDB test data.

4.2 Image Categorization

Log loss and accuracy results of DSL, base learners, benchmark ensembles, and
benchmark DNN on the MNIST handwritten digits dataset are shown in Table 4.

The DSL achieved statistically significantly lower loss and higher accuracy
than all algorithms except for CNN. The design of CNN make them well suited
to image processing. Again, DSL outperformed MLP and super learner showing
the advantages of diversity in learners and depth. The order of the base learners
by performance differs between the two datasets showing the importance of
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Table 4. Comparison of log loss and accuracy on MNIST test data.

Test Log loss Accuracy

Convolutional neural network 0.03 99.17%

Deep Super Learner (DSL) 0.06 98.42%

Super learner 0.07 97.82%

Multi-layer perceptron 0.07 97.85%

XGBoost stack ensemble 0.08 98.24%

XGBoost 0.08 97.65%

Simple average ensemble 0.18 97.65%

Random forest 0.24 97.00%

k-Nearest neighbors 0.26 96.68%

Logistic regression 0.27 92.55%

Extremely randomized trees 0.43 95.87%

Fig. 3. Log loss and accuracy by iteration of the DSL on MNIST test data.

including a diverse set of learners when addressing various problems and the
value of optimizing the component weights. Figure 3 shows the performance of
DSL on the MNIST test data by iteration. DSL automatically terminates after
the fifth iteration as log loss, calculated from the k folds during training, ceases
to continue improving.

4.3 Runtime

All algorithms are implemented in Python using the scikit-learn library for logistic
regression, k-nearest neighbors (KNN), random forest, and extremely randomized
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trees, XGBoost library for XGBoost, SciPy for the convex optimizer, and Keras
with a TensorFlow backend for MLP and CNN. Experiments are run on a desktop
with an Intel Core i7-7700 with 16 GB of RAM. DSL on IMDB converges after
three iterations running for a total of 50 min, 46 of which are spent in the prediction
phase of KNN. MLP on IMDB converges after two epochs running for one minute.
CNN on IMDB converges after six epochs running for a total of seven minutes.
DSL on MNIST converges after five iterations, running for a total of 86 min, 70 of
which are spent in the prediction phase of KNN. MLP on MNIST converges in 12
epochs running for two minutes. CNN on MNIST converges in 12 epochs running
for a total of 12 min. DSL is inherently parallel across component learners. With
optimized parallel processing and selection of base learners, the runtime of DSL
can be dramatically reduced.

4.4 Threats to Validity

Threats to internal validity include errors in the experiments and implementa-
tions. While the experiments and implementations were carefully double checked,
errors are possible. Threats to external validity include whether the results in
this paper generalize to other datasets, sets of base learners and architectures.
While the tests include two rather different datasets, only one set of base learn-
ers and deep architecture were tested. Applying the methods described here
to additional datasets as well as varying base learners and architecture will
reduce this threat. Threats to construct validity include the appropriateness of
the benchmark algorithms and evaluation metrics. For the most part, bench-
mark ensembles outperformed their component learners and DNN outperformed
ensembles of base learners on the same tasks as expected. The use of log loss and
accuracy are common in machine learning studies to evaluate the performance
of prediction algorithms.

5 Conclusion

Results for the deep super learner are encouraging. Using a weighted average
of the base learners optimized to minimize log loss yields results superior to
any individual base learner. Using a cascade of multiple layers of base learners
where each successive layer uses the output from the previous layer as augmented
features for input to add depth to the learning improved performance further.
While still shy of the performance levels obtained by CNN on image data, the
deep super learner using traditional machine learning algorithms outperformed
MLP on image data and outperformed MLP and CNN on classification from a
TF-IDF matrix while also having fewer hyper-parameters and providing inter-
pretable and transparent results. Though still in the early stages of development
of a deep super learning ensemble, particularly compared to DNN, further devel-
opment of the architecture, for example to better capture spatial or sequential
relationships, should be conducted. Research on the performance of deep super
learner on various larger datasets will be conducted.
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Abstract. Due to recent technical and scientific advances, we have
a wealth of information hidden in unstructured text data such as
offline/online narratives, research articles, and clinical reports. To mine
these data properly, attributable to their innate ambiguity, a Word Sense
Disambiguation (WSD) algorithm can avoid numbers of difficulties in
Natural Language Processing (NLP) pipeline. However, considering a
large number of ambiguous words in one language or technical domain,
we may encounter limiting constraints for proper deployment of exist-
ing WSD models. This paper attempts to address the problem of one-
classifier-per-one-word WSD algorithms by proposing a single Bidirec-
tional Long Short-Term Memory (BLSTM) network which by considering
senses and context sequences works on all ambiguous words collectively.
Evaluated on SensEval-3 benchmark, we show the result of our model is
comparable with top-performing WSD algorithms. We also discuss how
applying additional modifications alleviates the model fault and the need
for more training data.

Keywords: Natural Language Processing
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Bidirectional Long Short-Term Memory · Text mining

1 Introduction

Word Sense Disambiguation (WSD) is an important problem in Natural Lan-
guage Processing (NLP), both in its own right and as a stepping stone to other
advanced tasks in the NLP pipeline, applications such as machine translation [1]
and question answering [2]. WSD specifically deals with identifying the correct
sense of a word, among a set of given candidate senses for that word, when it is
presented in a brief narrative (surrounding text) which is generally referred to
as context. Consider the ambiguous word ‘cold ’. In the sentence “He started to
give me a cold shoulder after that experiment”, the possible senses for cold can
c© Springer International Publishing AG, part of Springer Nature 2018
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be cold temperature (S1), a cold sensation (S2), common cold (S3), or a negative
emotional reaction (S4). Therefore, the ambiguous word cold is specified along
with the sense set {S1, S2, S3, S4} and our goal is to identify the correct sense
S4 (as the closest meaning) for this specific occurrence of cold after considering -
the semantic and the syntactic information of - its context.

In this effort, we develop our supervised WSD model that leverages a Bidirec-
tional Long Short-Term Memory (BLSTM) network. This network works with
neural sense vectors (i.e. sense embeddings), which are learned during model
training, and employs neural word vectors (i.e. word embeddings), which are
learned through an unsupervised deep learning approach called GloVe (Global
Vectors for word representation) [3] for the context words. By evaluating our one-
model-fits-all WSD network over the public gold standard dataset of SensEval-3
[4], we demonstrate that the accuracy of our model in terms of F-measure is
comparable with the state-of-the-art WSD algorithms’.

We outline the organization of the rest of the paper as follows. In Sect. 2,
we briefly explore earlier efforts in WSD and discuss recent approaches that
incorporate deep neural networks and word embeddings. Our main model that
employs BLSTM with the sense and word embeddings is detailed in Sect. 3. We
then present our experiments and results in Sect. 4 supported by a discussion on
how to avoid some drawbacks of the current model in order to achieve higher
accuracies and demand less number of training data which is desirable. Finally,
in Sect. 5, we conclude with some future research directions for the construction
of sense embeddings as well as applications of such model in other domains such
as biomedicine.

2 Background and Related Work

Generally, there are three categories of WSD algorithms: supervised, knowledge-
based, and unsupervised. Supervised algorithms consist of automatically induc-
ing classification models or rules from labeled examples [5]. Knowledge-based
WSD approaches are dependent on manually created lexical resources such as
WordNet [6] and the Unified Medical Language System1 (UMLS) [7]. Unsuper-
vised algorithms may employ topic modeling-based methods to disambiguate
when the senses are known ahead of time [8]. For a thorough survey of WSD
algorithms refer to Navigli [9].

2.1 Neural Embeddings for WSD

In the past few years, there has been an increasing interest in training neural
word embeddings from large unlabeled corpora using neural networks [10,11].
Word embeddings are typically represented as a dense real-valued low dimen-
sional matrix W (i.e. a lookup table) of size d × v, where d is the predefined
embedding dimension and v is the vocabulary size. Each column of the matrix is

1 https://www.nlm.nih.gov/research/umls/.

https://www.nlm.nih.gov/research/umls/
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an embedding vector associated with a word in the vocabulary and each row of
the matrix represents a latent feature. These vectors can subsequently be used
to initialize the input layer of a neural network or some other NLP model. GloVe
[3] is one of the existing unsupervised learning algorithms for obtaining these
vector representations of the words in which training is performed on aggregated
global word-word co-occurrence statistics from a corpus.

Besides word embeddings, recently, computation of sense embeddings has
gained the attention of numerous studies as well. For example, Chen et al. [12]
adapted neural word embeddings to compute different sense embeddings (of the
same word) and showed competitive performance on the SemEval-2007 data [13].

2.2 Bidirectional LSTM

Long Short-Term Memory (LSTM), introduced by Hochreiter and Schmidhu-
ber (1997) [14], is a gated recurrent neural network (RNN) architecture that
has been designed to address the vanishing and exploding gradient problems of
conventional RNNs. Unlike feedforward neural networks, RNNs have cyclic con-
nections making them powerful for modeling sequences. A Bidirectional LSTM
is made up of two reversed unidirectional LSTMs [15]. For WSD this means we
are able to encode information of both preceding and succeeding words within
context of an ambiguous word, which is necessary to correctly classify its sense.

3 One Single BLSTM Network for WSD

Given a document and the position of a target word, our model computes a
probability distribution over possible senses related to that word. The architec-
ture of our model, depicted in Fig. 1, consist of 6 layers which are a sigmoid layer
(at the top), a fully-connected layer, a concatenation layer, a BLSTM layer, a
cosine layer, and a sense and word embeddings layer (on the bottom).

In contrast to other supervised neural WSD networks in which generally a
softmax layer - with a cross entropy or hinge loss - is parameterized by the
context words and selects the corresponding weight matrix and bias vector for
each ambiguous word’s senses [16,17], our network shares parameters over all
words’ senses. While remaining computationally efficient, this structure aims to
encode statistical information across different words enabling the network to
select the true sense (or even a proper word) in a blank space within a context.

Due to the replacement of their softmax layers with a sigmoid layer in our
network, we need to impose a modification in the input of the model. For this
purpose, not only the contextual features are going to make the input of the
network, but also, the sense for which we are interested to find out whether that
given context makes sense or not (no pun intended) would be provided to the
network. Next, the context words would be transferred to a sequence of word
embeddings while the sense would be represented as a sense embedding (the
shaded embeddings in Fig. 1). For a set of candidate senses (i.e. {s1, ..., sn}) for
an ambiguous term, after computing cosine similarities of each sense embedding
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with the word embeddings of the context words, we expect the sequence result
of similarities between the true sense and the surrounding context communicate
a pattern-like information that can be encoded through our BLSTM network;
for the incorrect senses this premise does not hold. Several WSD studies already
incorporated the idea of sense-context cosine similarities in their models [18,19].

3.1 Model Definition

For one instance (or one document), the input of the network consists of a sense
and a list of context words (left and right) which paired together form a list of
context components. For the context D which encompasses the ambiguous term
T, that takes the set of predefined candidate senses {s1, ..., sn}, the input for
the sense si for which we are interested in to find out whether the context is a
proper match will be determined by Eq. (1). Then, this input is copied (next)
to |D| positions of the context to form the first pair of the context components.

li = W l
s · vvvs(si), i ∈ {1, ..., n}. (1)

Here, vvvs(si) is the one-hot representation of the sense corresponding to si ∈
{s1, ..., sn}. A one-hot representation is a vector with dimension Vs consisting
of |Vs|−1 zeros and a single one which index indicates the sense. The Vs size is
equal to the number of all senses in the language (or the domain of interest).
Equation (1) will have the effect of picking the column (i.e. sense embeddings)
from W l

s corresponding to that sense. The W l
s (stored in the sense embeddings

lookup table) is initialized randomly since no sense embedding is computed a
priori.

Regarding the context words inputs that form the second pairs of context
components, at position m in the same context D the input is determined by:

xm = W x
w · vvvw(wm), m ∈ {−|D|/2, ...,−2,−1, 1, 2, ..., |D|/2}. (2)

Here, vvvw(wm) is the one-hot representation of the word corresponding to wm ∈
D. Similar to a sense one-hot representation (Vs), this one-hot representation is
a vector with dimension Vw consisting of |Vw|−1 zeros and a single one which
index indicates the word in the context. The Vw size is equal to the number of
words in the language (or the domain of interest). Equation (2) will choose the
column (i.e. word embeddings) from W x

w corresponding to that word. The W x
w

(stored in the word embeddings lookup table) can be initialized using pre-trained
word embeddings; in this work, GloVe vectors are used.

On the other hand, the output of the network that is examining sense si is

ŷsi = σ(W out · hcl + bout), si ∈ {s1, ..., sn} (3)

where W out ∈ R1×50 and bout ∈ R are the weights and the bias of the classifi-
cation layer (sigmoid), and hcl is the result of the merge layer (concatenation).

When we train the network, for an instance with the correct sense and the
given context as inputs, ŷsi is set to be 1.0, and for incorrect senses they are
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set to be 0.0. During testing, however, among all the senses, the output of the
network for a sense that gives the highest value of ŷsi will be considered as the
true sense of the ambiguous term, in other words, the correct sense would be:

arg max
si

{ŷs1 , ..., ŷsn}, si ∈ {s1, ..., sn} . (4)

By applying softmax to the result of estimated classification values, {ŷs1 , ..., ŷsn},
we can show them as probabilities; this facilitates interpretation of the results.

Further, the hidden layer hcl is computed as

hcl = ReLU(W h · [hL
C−1

;hR
C+1

] + bh) (5)

where ReLU means rectified linear unit; [hL
C−1

;hR
C+1

] is the concatenated out-
puts of the right and left traversing LSTMs of the BLSTM when the last context
components are met. W h and bh are the weights and bias for the hidden layer.

3.2 Validation for Selection of Hyper-parameters

SensEval-3 data [4] on which the network is evaluated, consist of separate train-
ing and test samples. In order to find hyper-parameters of the network 5% of
the training samples were used for the validation in advance. Once the hyper-
parameters are selected, the whole network is trained on all training samples
prior to testing. As to the loss function employed for the network, even though
is it common to use (binary) cross entropy loss function when the last unit is a
sigmoidal classification, we observed that mean square error led to better results
for the final argmax classification (Eq. (4)) that we used. Regarding parameter
optimization, RMSprop [20] is employed. Also, all weights including embeddings
are updated during training.

3.3 Dropout and Dropword

Dropout [21] is a regularization technique for neural network models where ran-
domly selected neurons are ignored during training. This means that their con-
tribution to the activation of downstream neurons is temporally removed on the
forward pass, and any weight updates are not applied to the neuron on the back-
ward pass. The effect is that the network becomes less sensitive to the specific
weights of neurons, resulting in better generalization, and a network that is less
likely to overfit the training data. In our network, dropout is applied to the
embeddings as well as the outputs of the merge and fully-connected layers.

Following the dropout logic, dropword [22] is the word level generalizations
of it, but in word dropout the word is set to zero while in dropword it is replaced
with a specific tag. The tag is subsequently treated just like one word in the
vocabulary. The motivation for doing dropword and word dropout is to decrease
the dependency on individual words in the training context. Since by replacing
word dropout with dropword we observed no change in the results, only word
dropout was applied to the sequence of context words during training.
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4 Experiments

In SensEval-3 data (lexical sample task2), the sense inventory used for nouns
and adjectives is WordNet 1.7.1 [6] whereas verbs are annotated with senses
from Wordsmyth3. Table 1 presents the number of words under each part of
speech, and the average number of senses for each class.

As stated, training and test data are supplied as the instances of this task;
and the task consist of disambiguating one indicated word within a context.

4.1 Experimental Settings

The hyper-parameters that were determined during the validation is presented
in Table 2. The preprocessing of the data was conducted by lower-casing all the
words in the documents and removing numbers. This results in a vocabulary size
of |V | = 29044. Words not present in the training set are considered unknown
during testing. Also, in order to have fixed-size contexts around the ambiguous
words, the padding and truncating are applied to them whenever needed.

Table 1. Summary of senses in SensEval-3

Class Number of words Average senses

Nouns 20 5.8

Verbs 32 6.31

Adjectives 5 10.2

Total 57 6.47

Table 2. Hyper-parameter used for the experiments and the ranges that were searched
during tuning. ‘-’ indicates no tuning was performed on that parameter.

Hyper-parameter Range searched Values used

Context size [10, 100] [Left, Right] [15 Left, 15 Right]

Embedding size {50, 100, 200, 300} 100

BLSTM hidden layer size [50, 300] 2 * 50

Dropout on sense/word embeddings [0, 50%] 20%

Dropout on LSTM outputs [0, 70%] 50%

Dropout on fully-connected layer [0, 70%] 50%

Word dropout [0, 50%] 20%

Sense embedding initialization - Random ∈ unif(−0.1, 0.1)

Word embedding initialization - GloVea (uncased)
aWikipedia and Gigaword (400K vocab): https://nlp.stanford.edu/projects/glove/

2 http://www.senseval.org/senseval3.
3 http://www.wordsmyth.net/.

https://nlp.stanford.edu/projects/glove/
http://www.senseval.org/senseval3
http://www.wordsmyth.net/
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4.2 Results

Between-all-models comparisons - When SensEval-3 task was launched 47 sub-
missions (supervised and unsupervised algorithms) were received addressing this
task. Afterward, some other papers tried to work on this data and reported their
results in separate articles as well. We compare the result of our model with the
top-performing and low-performing algorithms (supervised). We show our single
model sits among the 5 top-performing algorithms, considering that in other
algorithms for each ambiguous word one separate classifier is trained (i.e. in
the same number of ambiguous words in a language there have to be classifiers;
which means 57 classifiers for this specific task). Table 3 shows the results of the
top-performing and low-performing supervised algorithms.

The first two algorithms represent the state-of-the-art models of supervised
WSD when evaluated on SensEval-3. Multi-classifier BLSTM [16] consists of
deep neural networks which make use of pre-trained word embeddings. While
the lower layers of these networks are shared, upper layers of each network
are responsible to individually classify the ambiguous that word the network is
associated with. IMS+adapted CW [17] is another WSD model that considers
deep neural networks and also uses pre-trained word embeddings as inputs. In
contrast to Multi-classifier BLSTM, this model relies on features such as POS
tags, collocations, and surrounding words to achieve their result. For these two
models, softmax constitutes the output layers of all networks. htsa3 [23] was
the winner of the SensEval-3 lexical sample. It is a Naive Bayes system applied
mainly to raw words, lemmas, and POS tags with correction of the a-priori
frequencies. IRST-Kernels [24] utilizes kernel methods for pattern abstraction,
paradigmatic and syntagmatic information and unsupervised term proximity on
British National Corpus (BNC), in SVM classifiers. Likewise, nusels [25] makes
use of SVM classifiers with a combination of knowledge sources (part-of-speech

Table 3. F-measure results for SensEval-3 (English lexical samples)

Rank Method F-measure(%)

1 Multi-classifier BLSTM [16] 73.4

1 IMS+adapted CW [17] 73.4

2 htsa3 [23] 72.9

3 IRST-Kernels [24] 72.6

4 Our Single-classifier BLSTM 72.5

5 Nusels [25] 72.4

35 IRST-Ties 58.9

37 R2D2 57.2

39 NRC-Coarse 48.5

40 NRC-Coarse2 48.4

42 DLSI-UA-LS-SU 44.4
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Table 4. WSD single-classifier BLSTM with other pieces or hyper-parameters

Network (Our single-classifier) F-measure(%)

Full network in Fig. 1 72.5

BLSTM with reverse directions in Fig. 1 68.9

BLSTM with a shuffled context 67.3

Fully-connected layers instead of BLSTM layer 70.2

BLSTM without GloVe for the context (all weights are random) 65.6

BLSTM without word dropout 71.1

BLSTM with a larger context size [25 left, 25 right] 71.4

of neighboring words, words in context, local collocations, syntactic relations.
The second part of the table lists the low-performing supervised algorithms [4].
Considering their ranking scores we see that there are unsupervised methods
that outperform these supervised algorithms.

Within-our-model comparisons - Besides several internal experiments to exam-
ine the importance of some hyper-parameters to our network, we investigated if
the sequential follow of cosine similarities computed between a true sense and its
preceding and succeeding context words carries a pattern-like information that
can be encoded with BLSTM. Table 4 presents the results of these experiments.

The first row shows the best result of the network that we described above
(and depicted in Fig. 1). Each of the other rows shows one change that we applied
to the network to see the behavior of the network in terms of F-measure. In the
middle part, we are specifically concerned about the importance of the presence
of a BLSTM layer in our network. So, we introduced some fundamental changes
in the input or in the structure of the network. Generally, it is expected that the
cosine similarities of closer words (in the context) to the true sense be larger than
the incorrect senses’ [18]; however, if a series of cosine similarities can be encoded
through an LSTM (or BLSTM) network should be experimented. We observe
if reverse the sequential follow of information into our Bidirectional LSTM, we
shuffle the order of the context words, or even replace our Bidirectional LSTMs
with two different fully-connected networks of the same size 50 (the size of the
LSTMs outputs), the achieved results were notably less than 72.5%.

In the third section of the table, we report our changes to the hyper-
parameters. Specifically, we see the importance of using GloVe as pre-trained
word embeddings, how word dropout improves generalization, and how context
size plays an important role in the final classification result (showing one of our
experiments).

4.3 Discussion

From the results of Table 3, we notice our single WSD network, despite eliminat-
ing the problem of having a large number of WSD classifiers, still falls short when
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is compared with the state-of-the-art WSD algorithms. Based on our intuition
and supported by some of our preliminary experiments, this deficiency stems
from an important factor in our BLSTM network. Since no sense embedding is
made publicly available for use, the sense embeddings are initialized randomly;
yet, word embeddings are initialized by pre-trained GloVe vectors in order to ben-
efit from the semantic and syntactic properties of the context words conveyed by
these embeddings. That is to say, the separate spaces that the sense embeddings
and the (context) word embeddings come from enforces some delay for the align-
ment of these spaces which in turn demands more training data. Furthermore,
this early misalignment does not allow the BLSTM fully take advantage of larger
context sizes which can be helpful. Our first attempt to deal with such problem
was to pre-train the sense embeddings by some techniques - such as taking the
average of the GloVe embeddings of the (informative) definition content words
of senses, or taking the average of the GloVe embeddings of the (informative)
context words in their training samples - did not give us a better result than our
random initialization. Our preliminary experiments though in which we replaced
all GloVe embeddings in the network with sense embeddings (using a method
proposed by Chen et al. [12]), showed considerable improvements in the results of
some ambiguous words. That means both senses and context words (while they
can be ambiguous by themselves) come from one vector space. In other words,
the context would also be represented by the possible senses that its words can
take. This idea not only can help to improve the results of the current model, it
can also avoid the need for a large amount of training data since senses can be
seen in both places, center and context, to be trained.

5 Conclusion

In contrast to common one-classifier-per-each-word supervised WSD algorithms,
we developed our single network of BLSTM that is able to effectively exploit word
orders and achieve comparable results with the best-performing supervised algo-
rithms. This single WSD BLSTM network is language and domain independent
and can be applied to resource-poor languages (or domains) as well. As an ongo-
ing project, we also provided a direction which can lead us to the improvement
of the results of the current network using pre-trained sense embeddings.

For future work, besides following the discussed direction in order to resolve
the inadequacy of the network regarding having two non-overlapping vector
spaces of the embeddings, we plan to examine the network on technical domains
such as biomedicine as well. In this case, our model will be evaluated on MSH
WSD dataset4 prepared by National Library of Medicine5 (NLM). Also, con-
struction of sense embeddings using (extended) definitions of senses [26,27] can
be tested. Moreover, considering that for many senses we have at least one (lexi-
cally) unambiguous word representing that sense, we also aim to experiment with

4 https://wsd.nlm.nih.gov/collaboration.shtml.
5 https://www.nlm.nih.gov/.

https://wsd.nlm.nih.gov/collaboration.shtml
https://www.nlm.nih.gov/
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unsupervised (pre-)training of our network which benefits form quarry manage-
ment by which more training data will be automatically collected from the web.
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16. K̊agebäck, M., Salomonsson, H.: Word sense disambiguation using a bidirectional
LSTM. arXiv preprint arXiv:1606.03568 (2016)

17. Taghipour, K., Ng, H.T.: Semi-supervised word sense disambiguation using word
embeddings in general and specific domains. In: HLT-NAACL, pp. 314–323 (2015)

http://arxiv.org/abs/1301.3781
http://arxiv.org/abs/1606.03568


One Single Deep Bidirectional LSTM Network 107

18. McInnes, B.T., Pedersen, T.: Evaluating measures of semantic similarity and relat-
edness to disambiguate terms in biomedical text. J. Biomed. Inform. 46(6), 1116–
1124 (2013)

19. Pedersen, T., Kolhatkar, V.: Wordnet::Senserelate::Allwords: a broad coverage
word sense tagger that maximizes semantic relatedness. In: Proceedings of Human
Language Technologies: The 2009 Annual Conference of the North American
Chapter of the Association for Computational Linguistics, Companion Volume:
Demonstration Session. Association for Computational Linguistics, pp. 17–20
(2009)

20. Hinton, G., Srivastava, N., Swersky, K.: RMSprop: divide the gradient by a running
average of its recent magnitude. Neural Networks for Machine Learning, COURS-
ERA Lecture 6e (2012)

21. Srivastava, N., Hinton, G.E., Krizhevsky, A., Sutskever, I., Salakhutdinov, R.:
Dropout: a simple way to prevent neural networks from overfitting. J. Mach. Learn.
Res. 15(1), 1929–1958 (2014)

22. Iyyer, M., Manjunatha, V., Boyd-Graber, J., Daumé III, H.: Deep unordered com-
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Abstract. Since the advent of Web 2.0 and social media, anyone with
an Internet connection can create content online, even if it is uncertain
or fake information, which has attracted significant attention recently. In
this study, we address the challenge of uncertain online health informa-
tion by automating systematic approaches borrowed from evidence-based
medicine. Our proposed algorithm, MedFact, enables recommendation of
trusted medical information within health-related social media discussions
and empowers online users to make informed decisions about the credi-
bility of online health information. MedFact automatically extracts rele-
vant keywords from online discussions and queries trusted medical liter-
ature with the aim of embedding related factual information into the dis-
cussion. Our retrieval model takes into account layperson terminology and
hierarchy of evidence. Consequently, MedFact is a departure from current
consensus-based approaches for determining credibility using “wisdom of
the crowd”, binary “Like” votes and ratings, popular in social media. Mov-
ing away from subjective metrics, MedFact introduces objective metrics.
We also present preliminary work towards a granular veracity score by
using supervised machine learning to compare statements within uncer-
tain social media text and trusted medical text. We evaluate our proposed
algorithm on various data sets from existing health social media involving
both patient andmedic discussions, with promising results and suggestions
for ongoing improvements and future research.

1 Introduction

Fake news on social media has garnered considerable attention recently. Our
research looks at a related problem in the medical domain where consumption
of inaccurate and uncertain medical information can have life-threatening con-
sequences. For example, viral social media posts were recently used to falsely
associate vaccinations with autism [1]. Articles supposedly written by medical
professionals that linked autism and vaccinations were heavily shared on Face-
book and other social networks, leading to a perception among many users that
vaccinations are harmful. On the other hand, not getting vaccinated would give
rise to more disease outbreaks and negatively affect public health overall. With
the vast amount of information available online, certain information-seeking skill

c© Springer International Publishing AG, part of Springer Nature 2018
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sets are needed to locate credible information, especially for sensitive topics like
health information. Online content about personal well-being, management of
diseases, and other medical topics related to medicine and health care is referred
to as health information [2]. In contrast, medical knowledge is health information
verified through the scientific process and Evidence-Based Medicine (EBM).

Medical experts are able to determine trustworthiness of health information
through EBM, a systematic approach for appraising health information on the
basis of the best current evidence, clinical expertise, and patient needs in order to
facilitate decisions about patient care [3]. EBM arranges pertinent information
into a hierarchy of evidence based on methodological quality. From the most
reliable Level I up to Level VII, evidence can be grouped into systematic reviews
of randomized controlled trials, well-designed randomized controlled trials, quasi-
experimental studies, cohort studies, meta-synthesis, single qualitative studies,
and reports of expert committees [4].

This study explores how computing automation can be applied in conjunc-
tion with EBM to determine the credibility of online health information. We
develop MedFact, an algorithm based on EBM and trusted medical information
sources, in order to empower and educate online users to determine the credi-
bility of health information. We also address the challenges of layperson versus
technical vocabularies, and issues of effectively presenting credibility of informa-
tion in simplified and non-technical formats. We also present our solution to the
research question of granular phrase-level textual agreement. As a side effect of
our proposed approach, various aspects of the EBM methodology are automated,
including information retrieval and processing. We use the terms “credibility”
and “veracity” interchangeably as referring to factual accuracy of information.
These concepts are closely related to the notion of “trust”, involving a willing
interaction between two or more entities with an implicit belief that the inter-
action will at least be self-beneficial in the worst case, and mutually beneficial
to all entities involved in the best case [5].

2 Background

2.1 Current State of Computational Research in Trust and Health
Social Media

Research into credibility in social media falls into two categories of empirical
analysis and algorithmic contributions. Various studies have been conducted to
measure the effectiveness of generic trust metrics in forums and online com-
munities. These empirical studies can further be grouped into three categories
looking at either the network structure, content, or behavioral signals from users.
The network structure and its properties help to iteratively determine trust of
a given user based on relationships to other trusted users [6]. Content has also
been investigated as an indicator for trustworthiness. However, content assess-
ment in current approaches relies on reputation assessment which is limited by
user-based ratings. Collaborative content-based methods have been proposed to
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determine user reputation. Other metrics such as frequency and sentiment of
follow-up posts in relation to an original post have also been studied [7].

The popular approach for representing veracity is via ratings. There are var-
ious implicit and explicit metrics for trust requiring users to provide subjective
feedback. Trust metrics provide an abstracted evaluation of the level of credi-
bility or trust associated with content or users. Common trust metrics found in
social networks are scaled unary ratings, such as Facebook “Like” , binary rat-
ings such as up or down votes, ranked ratings such as Likert scale rankings, and
reputation systems for measuring user trust using achievement levels, badges,
and gamification [8]. Some drawbacks of ratings-based systems include inflation,
bootstrapping, whitewashing, and cold start [9].

Research on pragmatic contributions to health information veracity are fewer.
The seminal work by [10] on HealthTrust is one of the few health information-
focused studies on trust. HealthTrust automatically assesses new health infor-
mation based on a set of health web sites with known credibility. Comparison is
based on link analysis and content-based analysis. In link analysis, the assump-
tion is that trustworthy content will point to trustworthy web sites as an appeal
for authority. Consequently, TrustRank is used to infer a ranking for new content
based on inbound and outbound link analysis. In content-based analysis, topic
discovery via the TAGME algorithm is used to classify new content as suspi-
cious or trustworthy based on topic similarity with known content via affinity
propagation clustering. Secondly, to improve content matching, Hidden Markov
Models (HMM) are applied to an annotated training set in order to model trust-
worthy and suspicious sentences. A HealthTrust score is then assigned for each
web site, which could then be iteratively exploited. However, there are no data
sets available for use in training supervised learning models.

Veracity of specific health topics such as cancer treatments has also inves-
tigated using machine learning techniques such as the study by [11]. Using a
bag of words representation as the feature set, web pages with medical advice
were labeled as positive or negative based on whether they contained question-
able content, and the trained model used to assign new labels to new web pages.
This approach relied on keyword co-occurrences and correlations instead of cross-
referencing trusted medical knowledge.

2.2 Psychological Viewpoint on Popularity of Fake Online
Health Information

Various factors contribute to the present proliferation of unsafe health infor-
mation online, which need to be taken into consideration when developing any
approach for promoting credible information and preventing unsafe viral health
campaigns. Apart from the development of technical solutions and effective trust
metrics, the psychological biases of users consuming health information also need
to be understood, including users’ preference for layperson health stories, per-
ceived resistance to medical facts, and the perception of medical expertise among
laypersons.
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Neural Coupling. The information seeking behavior of laypersons and patients
is based on story-telling rather than systematic medical and scientific methodolo-
gies. Patients tend to use personal experience and stories as a source of author-
itativeness rather than scientific methodology [12]. This behavior is related to
neural coupling, an effect observed in neuroscience between storytellers and lis-
teners. Experiments have shown that when a storyteller is communicating with
listeners, the listener’s brain patterns will eventually mirror the storyteller’s pat-
terns. Neural coupling is an evolutionary trait to help human species to learn
from each other through emotions [13]. The popularity of story-based narratives
on health social media could also be attributed to these primal triggers. In the
case of the “anti-vaxxers”, even fake personal stories were effective in convincing
people not to vaccinate because of the emotional format of the message [1].

Backfire Effect. Studies related to anti-vaxxers attempted to investigate the
effectiveness of counter-messages promoting vaccinations for Measles Mumps
Rubella (MMR) [14]. In the study, anti-vaxxer parents of children needing MMR
vaccinations were presented with various interventions. Firstly, they were pre-
sented with information on the lack of evidence associating autism to vaccina-
tions. Secondly, they were shown textual information on risks of not getting
vaccinated. Thirdly, images of other children who had contracted MMR-related
diseases were shown. And finally, parents were told a dramatic story of a child
who did not get vaccinated for measles and almost died. Surprisingly, none of
the interventions were statistically significant in convincing the parents. In some
cases, the parents’ belief that vaccinations are harmful was even strengthened,
for instance when being shown the imagery of sick children who did not get
vaccinated. These counterintuitive results could be explained by the backfire
effect, wherein the presentation of contradictory evidence is not only ineffective
in convincing people, but leads people to strengthen their belief [15]. Related
to the backfire effect is confirmation bias, where users online tend to seek out
and gravitate towards information supporting their beliefs and ignore opposing
viewpoints [16].

Dunning-Kruger Effect. The Dunning-Kruger effect is attributed to unskilled
persons having the illusion of superior competence [17], a trait that can be read-
ily observed in the online health information communities, where laypersons
eagerly and confidently provide medical advice to other laypersons. This phe-
nomenon is clearer in the study of agnotology, where inaccurate or misleading
scientific information is willfully promoted to induce ignorance about facts [18].
Essentially, online health information is saturated with information that is not
credible, yet is being propagated due to users’ willingness to look for quick solu-
tions to complex health problems, such as autism [19].
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3 Methodology

We define the task of determining the credibility of medical content as a five-
step process. Given any textual document, such as a social media post, the first
step is to extract health-related phrases {x1, x2, ..., xm ∈ X}. The veracity of
these phrases is unknown. The second step uses automated information retrieval
and processing to search trusted scientific and medical knowledge bases for each
of the unknown phrases xi ∈ X. In this step, each trusted source would yield
zero or more relevant articles, providing a collection of trusted articles which
are ranked and filtered by relevance. Moreover, each trusted article would have
various related credible phrases that are identified in the third step to generate a
collection of trusted phrases {t1, t2, ..., tn ∈ T}. The semantic similarity between
a given trusted phrase, tj ∈ T , and xi is used for inferring an agreement score,
Υ (xi, tj) between the two phrases. In the fourth step, an aggregated agreement
score for a given unknown phrase is computed by comparing it with all trusted
phrases and averaging the agreement score as formulated in Eq. 1. In the fifth
step, an overall veracity score ϑ is computed for the social media post from the
aggregated agreement scores of all unknown phrases as shown in Eq. 2.

Υ (xi) =

(
n∑

p=1

Υ (xi, tp)

)
/n (1)

ϑ =

(
m∑

q=1

Υ (xq)

)
/m (2)

Our methodology has parallels with the EBM five-step model: ask, acquire,
appraise, apply, and analyze [20]. Overlapping MedFact with EBM, asking a
question entails seeking to investigate the veracity of a social media post, while
acquiring involves computationally gathering the available evidence related to
the question. The overall pipeline for MedFact is depicted in Fig. 1.

Step 1. To extract relevant health phrases from a given social media posting,
candidate phrases are extracted using key phrase extraction. The next stage
identifies health-related phrases from among the candidate phrases. Extraction
of key phrases is done using the TextRank algorithm1. In the next stage, we use
a supervised learning approach to build a binary classifier that for classifying
a given phrase as medical or non-medical. The classifier is implemented as an
artificial neural network, and medical phrases are input as word embeddings,
with output of 0 if the phrase is non-medical or 1 if medical. In order to train our
classifier, we use two categories of data sets. The first category corresponds to the
“medical” label, including medical phrases from the Systematized Nomenclature
of Medicine Clinical Terms (SNOMED CT) database and layperson health terms
from the Consumer Health Vocabulary (CHV) data set.

1 The GenSim Python API includes the TextRank algorithm [21] implementation
https://radimrehurek.com/gensim/summarization/keywords.html.

https://radimrehurek.com/gensim/summarization/keywords.html
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Fig. 1. Overview of MedFact algorithm

SNOMED CT2 is a digital collection of medical terms provided by the U.S.
National Library of Medicine [22]. The CHV data set3 provides mappings of
common layperson medical terms to technical terms in the Unified Medical
Language System (UMLS) [23]. The second category corresponds to the “non-
medical” label and contains known non-medical corpora from the Simple English
Wikipedia (SEW) data set4 [24]. From these data sets, a training sample is cre-
ated by arbitrary selection of approximately 80% of the phrases from each data
set. A test sample of 20% is kept for evaluation purposes. The phrases (hyphen-
ated) are converted to word embeddings using the Word2Vec deep neural net-
work model trained on medical corpora with skip-grams [25]. The phrases and
their corresponding labels from the training sample are used to train our neural
net. The arbitrary selection process is repeated a number of times to achieve
non-exhaustive cross-validation and the best trained model is used.

Step 2. Credible medical knowledge can be queried from the Turning Research
Into Practice (TRIP) database5. TRIP focuses on evidence-based medical litera-
ture from various trusted sources including the NLM’s MEDLINE and PubMed

2 SNOMED CT data set available from U.S. National Library of Medicine (NLM)
https://nlm.nih.gov/healthit/snomedct.

3 CHV data set available from the Consumer Health Vocabulary Initiative
http://consumerhealthvocab.org.

4 SEW historical data set available via PIKES home page
http://pikes.fbk.eu/eval-sew.html.

5 The TRIP database is accessible programmatically via web services that were most
kindly made available to the authors by Jon Brassey, the TRIP database creator
https://tripdatabase.com/addtrip.

https://nlm.nih.gov/healthit/snomedct
http://consumerhealthvocab.org
http://pikes.fbk.eu/eval-sew.html
https://tripdatabase.com/addtrip
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articles, the Cochrane database of systematic reviews, the Database of Abstracts
of Reviews of Effects (DARE), among others. Moreover, the TRIP database also
searches within patient-friendly resources such as Cochrane Clinical Answers and
WebMD’s Medscape [26]. Results are categorized into the levels of evidence and
can be sorted by quality, relevance, or date. A publication score is used to assess
and rank quality of the results by incorporating the levels of evidence, Level I
receiving the highest weight and subsequent levels receiving progressively lower
weights. We use TRIP’s quality metric to sort articles and incorporate strength
of the evidence. We perform additional ranking of the articles in order to eval-
uate the usefulness of the top-n articles based on their position in the results
using Normalized Discounted Cumulative Gain (NDCG) [27].

Step 3. In order to compare unknown phrases with trusted phrases, phrases
are extracted from the ranked medical articles via phrase chunking. Firstly,
each article’s text is split using sentence and word tokenization. Next, Part-Of-
Speech (POS) tagging is performed on the tokens, followed by phrase chunking6

which segments the sentences into noun phrases. After that, each chunked phrase
extracted from the medical articles is compared with the set of unknown phrases,
and trusted phrases that do not correlate with unknown phrases are discarded
because they will not be useful in the next steps.

Step 4. Given a phrase whose credibility needs to be ascertained, a correspond-
ing set of phrases from a trusted source can be used as evidence for supporting
or rejecting the unknown phrase as credible. We model this problem as that of
predicting a class label over a pair of phrases, where two binary labels are pos-
sible: Yes and No. The former label implies that the two phrases have the same
meaning, while the latter label means the phrases could contain incompatible
propositions such as contradictions.

Given two phrases, we determine their agreement using deep learning, incor-
porating semantic similarity and sentiment analysis of the two phrases. Our
feature set consists of the word embeddings of the two phrases, and sentiment
information7 for each phrase, specifically polarity and subjectivity [28]. Polarity
for a phrase is in the range [−1.0, 1.0] where −1.0 implies very negative sentiment
and 1.0 means very positive sentiment, while subjectivity values are in the range
[0.0, 1.0] where 0.0 means very objective and 1.0 implies very subjective. We also
use the negation modifier from dependency parsing [29] of the related sentence
containing the target phrases as an additional binary feature, where 1 implies
the presence of the negation modifier and 0 means an absence8. For our deep
learning neural network implementation, we use a shallow Convolutional Neural

6 POS tagging is done using the Penn Treebank tags set, all steps in this particular
pipeline are programmed with the NLTK Python library http://nltk.org.

7 Sentiment analysis is performed using the TextBlob Python library
http://textblob.readthedocs.io.

8 The spaCy Python library is used for generating dependency trees https://spacy.io.

http://nltk.org
http://textblob.readthedocs.io
https://spacy.io
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Network (CNN) architecture9, which is more suitable for learning from smaller-
sized labeled training data sets [30]. We build our training data set from Health
Stack Exchange (HSE)10, an online question-answering community where users
can post health-related questions11. Within the HSE community, moderators
can manually flag semantically equivalent posts as Duplicate.

Our training data set consists of pairs of phrases extracted from the duplicate
posts’ title and body using phrase chunking. The related medical phrase pairs
extracted from these question pairs are assigned the Yes label. For question pairs
that are not duplicates, the No label is assigned to the related phrase pairs in
the training data set. We subsequently manually curate the training data set for
accuracy of the initial labeling in order to verify whether the phrase pairs are in
agreement or not. Ultimately, given two phrases, the agreement score is defined
using the classifier’s output label. If the No label is returned, agreement score is
0, while for the Yes label, the score is 1.

Step 5. The veracity score enables aggregation of the agreement scores of many
pairs of unknown phrases and their respective trusted phrases, and provides
a single metric for measuring the credibility of a given social media posting or
document. This approach allows for a granular definition of veracity starting from
phrase-level agreement to document-level aggregated agreement. Depending on
the number of unknown and trusted phrase pairs, the overall veracity score is
computed as an average, hence it is within the range [0.0, 1.0], and can be
expressed as a simplistic percentage value.

4 Evaluation

4.1 Effectiveness of Key Phrase Extraction

We evaluated the performance of the key phrase extraction step using the HSE
data set, which contains human-annotated tags per question. We compared our
extracted key phrases with the annotated tags and used the recall metric to
measure performance. For instance, if all the tags were found within the key
phrases of a given question, the recall was recorded as 100%. The HSE data set
contained 3,958 questions and 2,260 tag sets and the average recall for the key
phrase extraction step was 81.28%.

4.2 Effectiveness of Medical Phrases Extraction

We used the SNOMED CT, CHV, and SEW databases to perform extraction
of medical phrases from social media postings using a neural network for binary

9 We implement a shallow CNN with the ConText tool
https://github.com/riejohnson/ConText.

10 Health Stack Exchange’s beta web site https://health.stackexchange.com.
11 Data set curated from the Stack Exchange Data Dump from the Internet Archive

https://archive.org/details/stackexchange.

https://github.com/riejohnson/ConText
https://health.stackexchange.com
https://archive.org/details/stackexchange
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classification. We initially tested the performance of the classifier trained on
combinations of medical and English data sets, and then evaluated the overall
performance of the classifier using all three data sets, which provided the best
precision and recall values of 74.00% and 67.10% respectively via 10-fold cross-
validation.

4.3 Curation of Phrase Pairs for CNN Training

Using the best performance configuration for the medical key phrases extraction
step, a total of 11,517 relevant medical phrases was extracted, averaging 2.91
phrases per HSE question. A total of 43 duplicate questions was recorded by the
HSE moderators, and 175 phrases were extracted from these duplicates, out of
which 83 pairs had agreement. We also manually inspected the rest of the data
set to retrieve a total of 181 pairs that could be marked with the Yes label. The
training data set was then balanced to arbitrarily include an equivalent number
of phrase pairs with the No label. Overall, the average Fleiss Kappa for the
curation process was 0.691, indicating “moderate agreement” for the corrections
and additions made [31].

4.4 Appraisal of Phrase Agreement CNN

We explored the relationship between performance of the CNN used for deter-
mining phrase agreement and the feature set. The best precision and recall values
of 0.606 and 0.448 respectively were achieved by including all features.

4.5 Feedback on Usage of Veracity Score

To assess the effectiveness of MedFact, we designed a short survey that was
administered to 19 users. The survey contained polarizing social media postings
on the link between vaccination and autism, apricot pits as a cure for cancer, and
usefulness of flossing for dental care. Firstly, a posting supporting vaccination
and autism was displayed, followed by a post debunking the notion. Similarly,
users were then shown a posting supporting apricot pits as a cure for cancer,
and then shown an opposing post. Lastly, posts supporting and opposing the
need to floss were shown. For each posting shown, the veracity score expressed
as a percentage (rounded-off) was visible. The top 3 trusted articles related to
the posting were also displayed. After displaying each posting, users were asked
three questions related to the veracity score and the linked articles. Each question
required a Yes or No response for the related post being displayed. Firstly, they
were asked “Is the veracity score useful in this context?”. Next, they were asked
“Is the veracity score accurate for this post?”. Lastly, they were asked “Are the
links to the medical articles useful?”. A summary of users’ responses recorded for
the questions is shown in Fig. 2. At the end of the survey, users were optionally
asked to give any general feedback in free text form.
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Fig. 2. Summary of veracity score survey responses

4.6 Veracity Score on Unproven Cancer Treatments

We randomly selected 30 articles on cancer from QuackWatch12, a web site
indexing unproven treatments [11]. These selected articles were input to MedFact
to compute a veracity score in order to determine whether the score would align
with experts’ opinions. The veracity score for the selected articles is summarized
in Fig. 3(a), showing an overall low score for the articles, hence a consensus
with the opinions of the experts who identified the unproven claims, as well as
comparable results with the study on predicting unproven cancer treatments
by [11].

4.7 Online Medic Discussions Evaluated via Veracity Score

To further evaluate the performance and representative accuracy of MedFact’s
veracity score, we randomly sampled 30 answers posted on the DocCheck
forums13. DocCheck allows verified medical professionals to ask questions and
post answers. The results showed an average veracity score of 78.32%. A compar-
ison of the veracity scores for medic posts versus QuackWatch averaged scores
is presented in Fig. 3(b).

5 Discussion

Regarding the results of the survey, users did provide generally positive feed-
back to all three questions. However, regarding the accuracy of the veracity
score, users gave less than expected positive feedback. Further analysis into the
responses revealed that this was related to the second posting on apricot pits
as a cure for cancer, accounting for 70.27% of the lower positive feedback. We
investigated the free text feedback to further understand user perspectives. We
discovered that the majority of survey participants viewed apricot pit treatments

12 QuackWatch web site http://quackwatch.org.
13 DocCheck web site http://doccheck.com.

http://quackwatch.org
http://doccheck.com
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(a) QuackWatch (b) DocCheck v. QuackWatch

Fig. 3. Veracity score comparisons

as a homeopathic remedy that should not be covered by scientific literature.
Overall, the survey recorded positive feedback from 67.54% of the responses
regarding the veracity score accuracy. One area of improvement was the phrase
pairs used for our CNN training data, which were limited in number based on
the HSE data set. Currently, to the best of our knowledge, there are no medical
data sets containing phrase pairs that are annotated for agreement, and involve-
ment from medical experts is essential in order to improve the quality of the
phrase pairs. Regarding the comparison between DocCheck and QuackWatch,
the results were as expected, with the DocCheck veracity scores being signif-
icantly higher than QuackWatch. Moreover, a binary clustering effect can be
observed between credible and untrustworthy posts by use of veracity score.

6 Conclusion

The modern patient desires self-education of medical concepts, and seeks to be
part of the diagnosis process. However, there is a communication barrier when
dealing with technical medical terminology, which could have led to patients seek-
ing more personal and narrative-based sources of medical information. MedFact
is an initial step towards bringing trusted and patient-friendly medical knowl-
edge into social media discourse. In this study, we addressed the challenge of
veracity in online health information by automating the evidence-based medicine
methodology, thereby incorporating medical knowledge into social media discus-
sions while taking into account layperson terminology and hierarchy of evidence.

We also demonstrated the MedFact algorithm, which models trustworthi-
ness and reliability of online information using machine learning and facili-
tates recommendation of trusted medical articles, ultimately empowering online
users to make informed decisions about health information they are consum-
ing. Preliminary work towards a granular veracity score was demonstrated using
practical and systematic state-of-the-art methods from deep learning, informa-
tion retrieval, and text processing. We performed an in-depth experimental
analysis of the accuracy and performance of MedFact using the Health Stack
Exchange, QuackWatch, and DocCheck data sets via metrics such as preci-
sion and recall, as well as qualitative analysis via survey. MedFact improves
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upon existing approaches towards determining credibility in health-related social
media, where ratings, user reputations, and “wisdom of the crowd” are being
used predominantly. Firstly, ratings and reputations are more subjective than
cross-referencing trusted medical literature. Secondly, ratings require extensive
community input, but MedFact relies on existing and comprehensive medical
knowledge bases available via the TRIP database. Thirdly, MedFact presents a
granular approach that computes veracity from the phrase-level to the document-
level. For future work, an interesting aspect to explore is that of agreement
between trusted medical articles. Various medical articles may occasionally con-
tain contradictory facts which need to be resolved before incorporating these
facts into the MedFact algorithm. A self-referencing veracity score between two
trusted phrases can be determined using truth discovery algorithms.

Acknowledgement. We thank the Alberta Machine Intelligence Institute (Amii) for
funding this research.
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Abstract. Identifying translations in bilingual material—also referred
to as the Bilingual Lexicon Induction (BLI) task—is a challenge that has
attracted many researchers since a long time. In this paper, we investigate
the reranking of two types of state-of-the-art approaches that have been
used for the task. We test our reranker on four language pairs (translating
from English), analyzing the influence of the frequency of the source
terms we seek to translate. Our reranking approach almost invariably
leads to performance gains for all the translation directions we consider.

1 Introduction

Identifying translations in bilingual material—also referred to as the Bilingual
Lexicon Induction (BLI) task—is a challenge that has attracted many researchers
since a long time. One of the earliest approaches [1] relies on the assumption that
words in translation relation show similar co-occurrence patterns. Many variants
of this approach have been investigated [2]. Some authors have for instance
reported gains by considering syntactically motivated co-occurrences, either by
the use of a parser [3] or simpler Part of Speech patterns [4]. Extensions to
multiword expressions have also been proposed [5].

Recently, there has been a wealth of works dedicated to identify transla-
tions thanks to so-called word embeddings. In [6] the authors describe two mod-
els implemented in the popular Word2Vec toolkit, that efficiently train vector-
representations of the words in a large monolingual collection of texts. In [7], it
is further shown that a mapping between word embeddings learnt independently
for each language can be trained by making use of a (small) seed bilingual lex-
icon. Since then, many practitioners have studied the BLI task as a mean to
evaluate continuous word-representations [8–12]. While approaches differ in the
type of data they can digest (monolingual data, word-aligned parallel sentence
pairs, parallel sentence pairs) it is still fair to say that training monolingual word
embeddings, then learning a mapping between the two vector spaces obtained is
an extremely efficient solution that performs rather well on several BLI bench-
marks. Read [13,14] for two comparisons of several of those techniques.

Learning to discriminate good from bad translations has been investigated
in [15]. In this work, the authors show that monolingual signals (orthographic,
c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 121–132, 2018.
https://doi.org/10.1007/978-3-319-89656-4_10
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temporal, topical, etc.) can be efficiently used to train in a supervised way a
binary classifier. For this approach to work, some metadata is required, such as
the time stamp of (pre-collected) news texts, or the list of inter-language linked
Wikipedia pages.1 We are more interested in this work to approaches that do
not exploit such metadata.

Reranking the output of several BLI approaches has been investigated by
some authors [16–18], mostly for translating terms of the medical domain, where
dedicated approaches can be designed to capture correspondences at the mor-
phemic level.2 A similar idea has been proposed in [19] for translating noun-noun
compounds in English and Japanese. In those works, the rerankers are prescribed
(basically, a weighted average of native scores), while in [20], a reranker is trained
in a supervised way to rerank or merge n-best lists. While interesting, this last
approach has only been tested on the English-French language pair.

In this study, we revisit and extend the work of [20] by considering three other
language pairs: English-Romanian, English-Spanish, and English-German. We
provide evidences that the reranking approach is apt for all these language pairs.
We distribute our datasets and bilingual lexicons, so that further experiments
can be performed.3

2 Native BLI Methods

We consider three native approaches to BLI, all of them being projective in the
sense that they all map mono-lingually acquired representations (trained or not),
thanks to a (small) seed bilingual lexicon.

2.1 Plain Projective Approach (Rapp)

We tested variants of [1] where each word of interest is represented mono-
lingually by a so-called context vector, that is, the words it co-occurs with.
A co-ocurrence can be encoded by a boolean (present/absent), by its frequency,
or by a real measuring its association strength: point-wise mutual information
(PMI), log-likelihood ratios (LLR) and discontinuous odd-ratios (ODR) are pop-
ular weighting schemas. Given a word to translate, its vector representation is
projected using a seed bilingual lexicon: each co-ocurrent word is simply looked-
up in the bilingual dictionary, and the sanctioned translations are added to the
vector representation in the target language. A similarity measure (typically
cosine) is used for ranking target vectors according to their similarity to the
projected vector.

We ran more than 110 configurations, varying typical hyper-parameters
among which the context window size (6, 15, 20, 30), the association measure
(PMI, LLR, ORD), as well as meta-parameters that control the way the target
1 The authors demonstrate the potential of the approach on 22 language pairs, but

the datasets used in their work are unfortunately not available.
2 Similarly to the orthographic signal used in [15].
3 http://rali.iro.umontreal.ca/rali/en/bli-dataset.

http://rali.iro.umontreal.ca/rali/en/bli-dataset
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vectors are computed. We used the cosine similarity measure in all configura-
tions, and projected source vectors according to a large in-house bilingual lexicon
with no overlap with the test material.

Since many contextual words are typically absent from this lexicon, the
resulting projected vector can be rather sparse. To overcome this situation to
some extent, words in the context vector unknown for the seed bilingual lexicon
are added to the projected vector. We observe this strategy to be beneficial in
practice since unknown words encompass proper names, numerical entities or
acronyms that often are invariant across languages.

2.2 Linear Projection (Miko)

In [7], the authors propose to train a linear transformation between indepen-
dently trained source and target embeddings, thanks to a seed lexicon. We
reproduced variants of this approach, training monolingual embeddings with
Word2Vec4 toolkit [7]. We ran over 160 configurations, varying the architecture of
the model (Skip-gram (skg) or Continuous Bag-of-Words (cbow)), the optimiza-
tion algorithm (Negative Sampling (5 or 10 samples) or Hierarchical Softmax),
the context window size (6, 10, 20, 30). The largest embedding dimension for
which we managed to train a model is 200 for the cbow architecture and 250 for
the skg architecture.5 We learnt the projection matrix with the implementation
described in [21]. We built 6 bilingual lexicons of different characteristics: 5 from
our in-house bilingual lexicon, that is, 2k of low frequency word pairs, 5k, 15k
and 30k of randomly picked word pairs, and 5k of highly frequent word pairs; as
well as one lexicon populated with 5k of highly frequent word pairs, as in [7].

2.3 Canonical Correlation Analysis (Faru)

In [22], the authors propose a technique based on canonical correlation analysis
which transforms two existing monolingual embeddings so as to maximize the
correlation between representations of words paired in a bilingual lexicon. It
has been shown to improve independently trained monolingual embeddings on
a number of monolingual benchmarks.

This approach only changes the way monolingual embeddings are mapped, so
we used the embeddings we identified the most suited for the Miko approach. We
used the implementation accompanying [22].6 We ran a number of configurations,
varying the bilingual lexicon used (as previously described), and tuning the ratio
parameter over the values 0.5, 0.8 and 1.0.

3 Reranking

We used the RankLib7 library to access the implementation of 8 Learning to
Rank Algorithms (MART, RankNet, RankBoost, AdaRank, Coordinate Ascent,
4 https://code.google.com/p/word2vec/.
5 Our cluster could accommodate up to 64 Gb of memory.
6 https://github.com/mfaruqui/crosslingual-cca.
7 https://sourceforge.net/p/lemur/wiki/RankLib/.

https://code.google.com/p/word2vec/
https://github.com/mfaruqui/crosslingual-cca
https://sourceforge.net/p/lemur/wiki/RankLib/
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LambdaMART, ListNet, and Random Forests). We optimized each algorithm
in a supervised way thanks to precision at rank 1. For a source term s and a
candidate translation t, we compute 3 families of features:

Frequency features 4 features recording the (raw) frequency of s (resp. t) in
the source (resp. target) corpus, the difference between those two frequencies
as well as their ratio. Frequency is one of the signals used in [15].

String features 5 features recording the length (counted in chars) of s and
t, their difference, their ratio, and the edit-distance between the two. Edit-
distance has been repetitively reported to be a useful clue for matching terms.
It has been also used as a useful signal in [15].

Rank features for each n-best list considered, we compute 2 features: the score
of t in the list, as well as its rank. Whenever several n-best lists are reranked,
we also add a feature which records the number of n-best lists in which t
appears as a candidate translation of s.

Those features are straightforward, do not require any metadata, and are of
course largely extensible. But as we shall see, they already yield gains, for the
four language pairs we studied here.

4 Experimental Protocol

4.1 Monolingual Collections

We consider the task of identifying the translation of English terms into 4 lan-
guages: French, German, Romanian and Spanish. We extracted the text from
those dumps thanks to WikiExtractor8. The monolingual datasets used for com-
puting distributional representations are Wikipedia dumps, which means that
a fair number of article pairs are indeed comparable9, although we do not use
this information specifically. The main characteristics of the Wikipedia dumps
we collected for each language are reported in Table 1. One specificity of our
experimental protocol, is that we seek the translation of a source term among
all the token types present in the target Wikipedia collection. As can be seen in
the last line of Table 1, this represents a rather large set of candidate translations
(in the order of millions), which poses technical challenges. This choice departs
from most studies where heuristics are being used to reduce the list of candidate
terms among which a translation is searched for. A typical experimental setting
consists in considering only target words that happen frequently enough (say at
least five times) in the target collection, as in [7] where the size of the target
vocabulary they consider is in the order of a hundred thousand words, an order
of magnitude less than in our setting. We believe or choice to be more faithful
to the zipfian nature of (even massive) texts collections, where most token types
actually occur rarely.
8 https://github.com/attardi/wikiextractor.
9 Two documents are said comparable if they address the same topic, without being

in translation of each other.

https://github.com/attardi/wikiextractor
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Table 1. Main characteristics of the Wikipedia material. The French dump is from
June 2013, while for the other languages we took the dumps of July 2017.

English German French Spanish Romanian

#tokens 4075.7M 1425.6M 1220.3M 866.5M 130.8M

#types 8.6M 8.0M 3.7M 3.2M 1.2M

4.2 Test Sets

Following [20], we gathered for each language pair three reference lists of words
and their translations, each one populated with source (English) terms of various
frequency in Wikipedia. One named Wiki≤25, is populated with English words
occurring less than 26 times in English Wikipedia. Actually 92% of the tokens in
the English collection have this property. Another set, named Wiki>25, gathers
words with frequency in (English) Wikipedia higher than 25. Last, since most
recent studies on BLI focus on translating highly frequent words, we reproduced
this setting here, following the protocol described in [7]. Basically, it consists
in translating 1 000 terms of the WMT11 dataset10, which rank between 5 000
and 6 000 when sorted in decreasing order of frequency (the first 5k top-frequent
words being spared to train the projection). We name the resulting dataset
Euro5−6k hereafter.

For the English-French language pair, and for each test set, we randomly
picked 1 000 English words among those belonging to an in-house general bilin-
gual lexicon, and for which one of their sanctioned translations belongs to
the French Wikipedia vocabulary. This way, we eliminate the numerous proper
names present in our lists (especially for low-frequency words): translating proper
names may involve transliteration [23], an interesting problem which is not the
focus of this study.

For the other language pairs, we did not have such a general bilingual lexi-
con. Therefore, we followed [7] and resorted to Google Translate11 to translate
the English words of our test sets. We removed pairs where the does not belong
to the target Wikipedia vocabulary. Often, this application produces a transla-
tion identical to the source word. While it might happen that a word and its
translation are identical in a given language pair, most often, this is a mistake
of the application. We are not aware of any study that paid attention to this
phenomenon. We found it problematic enough in our case12 that we decided to
remove from our test sets all the pairs involving a translation identical to its
source word. Further, it happens that Google Translate does not translate a
word, or that the translation produced is not part of the Wikipedia vocabulary.
We removed those entries from our test sets. The main characteristics of our
datasets are presented in Table 2.
10 www.statsmt.org.
11 https://translate.google.com/.
12 For instance, 32% (resp. 50.8%) of the rare words we submitted to Google Translate

for the German (resp. Romanian) test set received a translation identical to the
source term.

www.statsmt.org
https://translate.google.com/
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Table 2. Number of pairs of words per target language considered. φ stands for the
number of English words we could not translate with Google Translate or for which
the translation was not part of the target Wikipedia; = indicates the number of pairs
where the translation was identical to the source term; and t/test stands for the split
of the remaining pairs into train and test datasets.

German Spanish Romanian French

φ = t/test φ = t/test φ = t/test t/test

Wiki>25 79 208 500/213 272 26 500/202 201 148 500/151 700/300

Wiki≤25 276 317 300/107 385 149 300/166 131 484 300/85 700/300

Euro5−6k 239 78 500/183 299 28 500/173 319 57 500/124 700/300

4.3 Reranking Protocol

For reranking experiments, we kept a number of entries of our test sets for
training the classifier, and the remaining ones for testing. Based on the size of our
datasets, we kept 700 entries for French, 500 for German and Spanish, and 300
for Romanian. Because this represents small quantities of material, we resorted
to a 3-fold cross-validation procedure and report the average performance over
the 3 folds. The results across folds are actually fairly stable.

Each approach has been configured to produce a ranked list of (at most) 100
candidate translations. We measure performance with accuracy at rank i, @i,
computed as the percentage of test words for which a reference translation is
identified in the first i candidates proposed.

5 Experiments

5.1 Calibration

For the English-French language pair, we compared hundreds of variants and
came to the conclusion that there is no free lunch: for better performance, each
approach should be adjusted to the specificity of the test words. For instance,
for the Rapp approach, the variant performing the best on Wiki>25 is one with a
window size of 6 (3 words before and after), and using PMI, while on Wiki≤25,
the best configuration is obtained by considering a window size of 30 and the
discontinuous odd-ratio association measure. Similarly, for the Miko approach,
the best configuration on frequent words (Wiki>25 and Euro5−6k) is obtained by
training embeddings with the cbow architecture, negative sampling (10 samples),
and a window size of 10. For learning the translation matrix, we found the best
results with a bilingual lexicon of size 5k, containing frequent words13, as sug-
gested in [7]. For Wiki≤25, however, a skip-gram architecture with a hierarchical
softmax, and a window size of 20 yields the best performance.
13 For Euro5−6k, we took the top 5k frequent words of the Europarl corpus, while

for Wiki>25, we took the 5k most frequent words of Wikipedia intersected with
our in-house lexicon. Using a single lexicon for both test sets markedly decreases
performance.
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For the French-English language pair, the best performing configuration for
each test set has been selected in the figures reported in this study. While this
overestimates the performance on this language pair, our focus in this study
is on reranking. Therefore, we assume that native approaches have been tuned
specifically. For the other language pairs however, we kept the best configurations
identified on the English-French language pair, which might not be optimal. This
provides some data points on what happens when fine tuning is not performed.

Table 3. @1 of the native approaches and their (individual) reranking.

German French Spanish Romanian

Native Rerank Native Rerank Native Rerank Native Rerank

Euro5−6k

Rapp 0.2 0.2 16.6 34.6 0.9 3.1 0.9 2.5

Miko 38.1 39.0 42.0 47.0 36.8 37.0 24.6 26.9

Faru 5.2 21.6 30.6 41.2 6.5 22.9 0.1 3.2

Wiki>25

Rapp 3.6 1.8 20.0 36.3 4.3 8.0 4.1 5.1

Miko 19.1 20.2 17.0 38.1 18.1 21.5 5.4 9.5

Faru 4.0 14.6 13.3 34.3 3.1 15.5 0.2 3.2

Wiki≤25

Rapp 1.0 0.4 2.6 8.6 1.0 1.5 0.2 0.5

Miko 0.2 1.2 1.6 16.6 0.4 3.1 0.0 0.0

Faru 0.7 4.6 1.6 5.0 0.9 9.1 0.0 2.5

5.2 Native Approaches and Their Reranking

Table 3 reports the results of the native approaches, as well as their individ-
ual reranking. This table calls for several comments. A first thing to note is
the overall good performance of Miko on the Euro5−6k test set. Variations do
occur with the target language, Romanian being the most difficult to deal with.
One explanation for this is the relatively small size of the Wikipedia Romanian
collection, where many target words are seen only a few times, which puzzles
the approach somehow. Still, the precision at rank 1 of Miko is 24.6%, while
the two other approaches culminate at less than 1%! Another observation is the
overall bad performance of the Rapp approach. Only on the Wiki>25 corpus, for
the English-French translation direction, does it outperform Miko by 3 absolute
@1 points. Similarly, the results of Faru are disappointing. This contradicts the
observation made by their authors who reported better results. This might be
explained by the different nature of the tasks they tested.



128 L. Jakubina and P. Langlais

A second striking observation is the very disappointing results of all the
approaches on the Wiki≤25 test set, where for as less as 1% of the test words,
could a translation be identified at rank 1. Enlarging the candidate list raises
this figure slightly14, but not to a satisfactory level. This clearly indicates that
seeking the translation of unfrequent words in a large collection of texts is by
far an unsolved problem.

A third, and more positive, observation is the overall stable performance of
the reranking approach. Gains are not spectacular, but (to a few exceptions)
consistent across test sets, language pairs, and approaches. Considering the very
light features set we considered, this somehow comes to a surprise, and calls
for more feature engineering. The gains observed while reranking the n-best list
produced by the Faru approach are actually rather impressive. For instance,
reranking increases @1 from 6.5% to 22.9% for the English-Spanish language
pair.

Figure 1 shows the average rank of the reference translation before and after
reranking, for all the approaches and data sets for both the English-German
and English-Spanish translation directions (similar patterns are observed for the
English-Romanian language pair). Terms for which the reference translation was
not in the native 100-best list were not considered. It is clear that the average
rank of the reference translation does decrease significantly after reranking, often
drastically. There is one notable exception for German, with the Rapp approach
on the Euro5−6k test set, where the rank increased from 9 to 44 after reranking.
The reason why it is so still needs to be investigated15. This data point apart,
we were rather astonished of the gains in rank obtained by our simple reranker.
Further analysis is provided in Sect. 5.4.

5.3 Combining Native n-best Lists by Reranking

Despite the stable gains we obtained when reranking individual n-best lists,
there is no reason not to rerank all the candidate lists produced for a given test
word. This is what we investigate hereafter. Table 4 reports the results of the
best native approach per test set (the one recording the best @1), its individual
reranking, as well as the reranking of the candidates produced by the three
approaches (R+M+F). The latter case leads overall to the best performance, with
one notable exception for the English-German language pair, where reranking
the three candidate lists leads to a slight loss in @1 (37.87% versus 38.1%).
Most of the time, reranking the output of the three approaches is preferable
to reranking the best approach only. This demonstrates the complementarity of
the approaches, and the efficiency of the simple rank features we exploited (see
Sect. 3). The most impressive gains are observed for the Wiki≤25 and Wiki>25

data sets, a test case scenario we think more interesting, for the reason previously
mentioned. For instance, on Wiki≤25, when seeking French translations, the best
native approach (Rapp) performs 2.6% @1 while R+M+F achieves 21.3%.

14 The highest @20 (10.4%) is recorded by Faru when translating into Spanish.
15 Will be done for the final version.
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Fig. 1. Average rank of the reference translation before and after reranking, for each
approach and test set for the English-German translation task (left) and the English-
Spanish task (right). Average are computed on the only terms for which the reference
translation was proposed in the top 100 candidate list of the native approach.

Looking at the performance of an oracle that picks the reference translation
whenever it exists in one of the three n-best lists, we realize there is still a gap
between the reranking gains obtained and the ones we could possibly achieve.
The simplicity of the feature set we considered here is certainly to be blamed.

5.4 Analysis

We analyzed the output of the different approaches and their reranking. We
observed in Sect. 5.2 that native approaches are weak when the source frequency
is low. We also noted that native approaches are typically puzzled by cases where
the frequency of the source term in the source collection differs significantly
from the frequency of its translation in the target collection, especially when the
source frequency is much lower than the target one. Overall, the approach of [7]
is the one that delivers the most coherent candidate lists: candidates are often
synonyms, antonyms or syntactic derivations of the expected translation.

We identified two patterns that characterize the reranker. First, it tends to
prefer source and target pairs that have small edit-distance. Second, and to a
less extent, it does prefer pairs of words where the difference between the source
and target frequency is small.

Table 5 shows two examples of the top-4 candidates produced by each native
approach, as well as their reranking. The gain of reranking can be important
as in the second example where the reference translation gets a final rank of 3,
while the best rank of a native approach was 44.
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Table 4. @1 and @5 of the best native approach (according to @1), the best
reranked native approach, as well as the reranking of the candidates produced by
the 3 approaches (R+M+F). R stands for Rapp, M for Miko, and F for Faru. oracle picks
the reference translation whenever it exists in one n-best list.

German French Spanish Romanian

@1 @5 @1 @5 @1 @5 @1 @5

Euro5−6k

Best native M 38.1 51.9 M 42.0 59.0 M 36.8 46.1 M 24.6 37.9

Best reranked M 39.0 49.8 M 47.0 68.1 M 37.0 46.3 M 26.9 37.8

R+M+F 37.8 50.0 47.6 68.5 37.3 46.7 26.1 37.8

Oracle 63.6 84.4 52.3 49.0

Wiki>25

Best native M 19.1 27.8 R 20.0 33.0 M 18.1 26.0 M 5.4 10.1

Best reranked M 20.2 27.9 M 38.1 49.0 M 21.5 27.2 M 9.5 13.3

R+M+F 21.1 29.6 45.6 59.6 23.9 30.7 13.0 17.8

Oracle 49.6 69.3 42.1 26.0

Wiki≤25

Best native R 1.0 2.6 R 2.6 4.3 R 0.9 1.6 R 0.2 0.7

Best reranked F 4.6 6.0 M 16.6 19.0 F 9.1 9.4 F 2.5 3.2

R+M+F 5.0 6.4 21.3 24.4 8.9 10.2 3.2 4.1

Oracle 14.1 28.6 14.1 5.7

Table 5. Top-4 translations produced by each native approach for two English-French
term pairs (uncrushable/infroissable and brotherliness/confraternité), as well as their
reranking. The last column indicates the rank of the reference translation in the top-100
candidates, or ∅ if it is absent from a list.

uncrushable infroissable

Rapp senente imbroyables pulvérix attriteur ∅

Miko nattées paumage infroissable mouillettes 3

Faru roninson ospovat talanov mouraviova ∅

reranker infroissable incrustait raquettistes paludicroque 1

brotherliness confraternité

Rapp qoudous tâche attentifs crainte 44

Miko joie volonté envie intensité 68

Faru observant cueuillies concordent moisson ∅

reranker volonté précepte fraternel désintéressé 3
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6 Conclusion

We compared the distributional-based approaches of [1,7,22] for the task of
identifying the translation of (English) words in different Wikipedia collections
(German, French, Spanish and Romanian).

Our experiments suggest that we are terribly in need of approaches that are
able to manage rare words, a test case scenario we feel is more useful, since
frequent translation pairs are likely to be listed in existing bilingual lexicons.
Overall, we found that the approach of [7] is more stable than the other two
we tested. To our satisfaction, the reranking approach we developed, delivers
stable and sometimes drastic gains over native approaches. Reranking several
candidate lists is overall preferable. A reranker can be trained very rapidly on a
few hundred pairs of translations, exploiting a very narrow feature set.

This work leaves open a number of issues that deserve further investigations.
First, it is natural to extend the list of features we considered here. The work of
[15] provides a list of promising ones that we want to consider, although some are
specific to news texts or Wikipedia. Also, we only combined 3 approaches with
our reranker, while others could be attempted. We noticed that for an approach
to work, we should better adjust its meta-parameters to the task. Investigating
the reranking of different variants of a given approach would be interesting, and
might be a solution for avoiding to adjust one approach to a specific task.

Acknowledgments. This work has been partly funded by the FRQNT. We are grate-
ful to reviewers for their insightful comments.
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Abstract. This paper presents a multipronged approach to predict early
risk of mental health issues from user-generated content in social media.
Supervised learning and information retrieval methods are used to esti-
mate the risk of depression for a user given the content of its posts in reddit.
The approach presented here was evaluated on the CLEF eRisk 2017 pilot
task. We describe the details of five systems submitted to the task, and
compare their performance. The comparisons show that combining infor-
mation retrieval and machine learning methods gives the best results.

Keywords: Artificial intelligence · Classification
Information retrieval · Machine learning · Mental health
Natural language processing · Social media · Text mining

1 Introduction

Social media content has been commonly utilized to develop approaches towards
the analyze of user behavior. Fields of application for such research are numer-
ous, from advertisement targeting to user profiling or sentiment analysis [14].
Users constantly share their feelings, behaviors, and reactions in social networks,
microblogs, forums, or communities (e.g. reddit1). This rich content can be spe-
cially useful in health related applications, for example to detect patients likely
to present mental health issues [25]. Since early risk detection is of the utmost
importance for mental health practitioners, the analysis of user-generated con-
tent can help them providing better support to users in need [2]. In the research
community, shared tasks are organized with the motivation of promoting the
development of tools to support automatic health issue detection. Examples are
the CLPsych Shared Task2, and the CLEF eRisk pilot task3.

In this paper, we describe a prediction system based on an ensemble classifica-
tion approach that was presented at the CLEF eRisk pilot task 2017. eRisk 2017
proposed the challenge of identifying as quickly as possible − i.e. using as little
content as possible − the risks of depression arising from users’ productions. The
proposed system performs early risk detection based on user-generated content
1 https://www.reddit.com/.
2 http://clpsych.org/shared-task-2017/.
3 http://early.irlab.org/.
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from reddit. This is achieved by combining supervised learning and information
retrieval methods to identify reddit users susceptible to depression.

The following Section introduces some previous works. Section 3 describes our
methodology, Sect. 4 provides details on the task dataset, and Sect. 5 presents
the obtained results, which are then discussed in Sect. 6.

2 Previous Work

Detection of depression from content shared in social networks can be of criti-
cal importance in suicide prevention, especially regarding teens or young adults.
The potential of automatic approaches towards this goal is huge, given the great
popularity of social networks. For example, Facebook has more than 2 billion
members posting several hundred million messages a day4. Industrial and aca-
demic initiatives are multiplying. Facebook already set up a suicide detection and
prevention system on part of the platform5. Instagram is also often the scene of
photo exhibitions or depressive behaviours. Based on the textual descriptions of
users’ photos, and relevant mentions such as #selfharmmm and associated tags,
the authors of [21] have succeeded in identifying a large number of cases of non
suicidal self-harm.

Several studies have been triggered by the CLPsych Shared Tasks [6,11,
20] that require participants to predict users in eminent risk of depression or
Post Traumatic Stress Disorder (PTSD) by analyzing their tweets or mental
health forum posts. Based on sentiment lexicons and intensity, the authors of [12]
built a rule-based sentiment analysis model providing promising results on social
media content. In [22], the authors evaluated the usage of different features to
analyze user posts from LiveJournal6, and compared discrepancies of posts from
depression related versus control online communities. Based on the analysis of
over 176 million tweets, the authors of [19] used a statistical method to identify
communication patterns related to mental illness in Twitter, and to attempt
predicting user behavioral patterns related to depression. Also in [7], tweets
from 554 users that attempted to take their own life were analyzed for signs
prior to suicide. The authors identified important differences in the language of
such users, compared to the language used by neurotypicals.

Many studies make use of supervised learning methods. For instance, the
work presented in [8] used a Support Vector Machine (SVM) classifier and behav-
ioral features to predict depression from tweets, relying on over 2 million posts
from 476 users. In [16], a four layer Deep Neural Network (DNN) was trained
on tweets to identify user psychological stress.

Information retrieval techniques are also widely used to perform knowledge
discovery in the field of mental health. In [10], the authors presented an interest-
ing study to support mental health maintenance of U.S. army soldiers. The goal
4 https://newsroom.fb.com/company-info/.
5 https://newsroom.fb.com/news/2017/03/building-a-safer-community-with-new-

suicide-prevention-tools/.
6 http://www.livejournal.com.
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was to aid health practitioners to perform efficient follow-ups on soldiers, since
the suicide attempt rate among them is known to be high. The approach made
use of the Veterans Informatics and Computing Infrastructure (VINCI) resource
to process mostly unstructured health information, such as clinical notes. The
authors built a search engine indexing these textual data to predict the risk
of suicide attempt among soldiers. Given the promising results achieved by all
these approaches, we designed our system to combine supervised learning and
information retrieval methods.

3 Methodology

In order to adopt a multipronged approach for early risk detection, our pipeline
relies on two sub-systems: the production of users to classify is processed sepa-
rately by a sub-system based on information retrieval and another sub-system
based on supervised learning. The prediction output of each sub-system is then
merged based on a decision algorithm, which provides a final prediction for con-
tent from a given user: risk or non-risk. Although our approach was developed
utilizing the eRisk dataset, the sub-systems are generic enough to easily process
new datasets. We will describe in Sect. 3.1 the approach used for the sub-system
based on supervised learning system, while the approach used for the sub-system
based on information retrieval will be presented in Sect. 3.2.

3.1 Supervised Learning Method

The Supervised Learning (SL) method relies on three classification algorithms,
and four feature types (n-grams, Part-Of-Speech (POS), dictionary words, and
user posting frequency).

Features. N-grams considered to train our models were Bag-Of-Words (BOW)
and bigrams. Experiments were performed using trigrams, however the pre-
liminary results did not show much improvement in performance compared to
bigrams. Selected POS were adjective, noun, predeterminer (words preceding a
determiner, such as all or both [26]), particle, and verb. Dictionary words were
extracted based on a list of feelings7, as well as lists of drugs, medicine, and
disease names related to depression8. Finally, we computed a posting frequency
value for each user in the dataset. The posting frequency is a ratio that rep-
resents how often a user posts, by considering the oldest and the most recent
writing dates, divided by the total number of writings of a user. Table 1 shows
the feature statistics in the training dataset for the eRisk 2017 shared task.

Classifiers. The three supervised learning models were built based on Logistic
Model Tree (LMT) [15] classifiers, an Ensemble of Sequential Minimal Optimiza-
tion (SMO) [23] (ens SMO) classifiers, and an Ensemble of Random Forests [3]
7 Obtained from a conceptual feature map in SenticNet [5].
8 Obtained from Wikipedia pages for “depression”, “psychoactive drugs”, and “list of

antidepressants”.
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Table 1. Number of unique features in the eRisk 2017 training dataset

# Features

BOW 105, 161

Bigrams 1, 544, 714

Trigrams 3, 397, 459

Selected POS 118, 139

Feelings dic. 205

Medicine dic. 30

Drugs dic. 57

Diseases dic. 43

(ens RF) classifiers. SVM, which is similar to SMO, and Random Forest classi-
fiers are commonly applied in comparable tasks [20] showing good performance.
LMTs are also found to perform well in these tasks, especially when handling
imbalanced datasets [1]. The ensemble classifiers are composed by 30 single classi-
fiers. The 30 classifiers composing the ens RF are each Random Forest classifiers
designed with iteration values from 10 to 50 (with increments of 10), and tree
depth values from 2 to 10 (with increments of 2), or unlimited. The 30 classifiers
composing the ens SMO are each SMO classifiers designed with tolerance values
from 0.001 to 0.005 (with increments of 0.001), and epsilon for round-off error
values from 1 to 5 (with increments of 1).

3.2 Information Retrieval Method

The intuition behind the Information Retrieval (IR) based approach is that if
unseen posts from a new user are semantically close to posts from risk users, this
new user might be at risk as well. The sub-system based on information retrieval
hence considers a new user posts as a query, and submits this query to a search
engine that mines the training corpus. To build the search engine, we indexed the
training corpus using Apache Solr9. The Okapi BM25 [13] algorithm is utilized
to retrieve documents close to the submitted query. The classification decision
is made as follows: All the posts d of a new user are sent to the search engine as
a query. Then the top n retrieved documents are collected to compute the score
SIR(d) as shown in Eq. 1. SIR(d) reflects how likely d has been produced by a
depressed user.

SIR(d) =
1
n

n∑

i=1

δ(di) (1)

where di is the document retrieved by query d in position i, and

δ(di) =

{
1, if di is labeled as risk

0, otherwise

9 http://lucene.apache.org/solr/.

http://lucene.apache.org/solr/
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Table 2. Pre-processing steps

Preprocessing

Index Tokenization

Lowercasing

Stemming

Stopwords

Punctuation

Table 3. Indexed fields

# Indexed fields

1 Title

2 Content

3 User label

4 Text (fields 1 + 2)

Indexes. All the fields available in user posts from the training set were selected
to build an index supporting the search engine. Prior to build this index, the doc-
uments were pre-processed using tokenization, lowercasing, stop word removal,
stemming (by the Porter stemmer), and punctuation filtering. Table 2 summa-
rizes these pre-processing steps. Table 3 presents the fields used in the index
schema, i.e. all the fields available in the corpus (title, content, label). The
“Text” field is a copy field, which contains both content and title, and which is
used as the default search field.

Experimental Settings. The number of retrieved documents taken into
account and the SIR(d) threshold above which a user is considered at risk were
set after running several tests. The values were respectively set to 20 and 0.7,
since it maximized the F1 score of the sub-system.

4 Dataset

Our experiments rely on the CLEF eRisk 2017 dataset [18]. This dataset has
been built by retrieving the production of target users on reddit. Then, part of
its content has been manually annotated by experts, classifying a user either as
risk (depressed) or non-risk (non-depressed).

Table 4 presents the detailed statistics of the training and test datasets. Both
training and test datasets are split in 10 chunks. Each chunk contains 10%
of annotated user-generated content within a specific period in time, and is
organized in a chronological order. Each document in a chunk refers to a specific
user, and contains at least one reddit post. All training chunks were used to
develop our multipronged approach. The test chunks were released, and therefore
processed, weekly.

From observing the dataset statistics in Table 4, it is possible to notice the
imbalance between the number of risk and non-risk posts. Such an imbalanced
distribution may bias some classifiers, which can make a supervised learning
task harder. In addition to this, the risk or non-risk user classification for eRisk
is already of challenging nature since the content of user writings might seem
rather ambiguous at times. The sentences below show a few samples of the user
writing content for a non-risk user in Table 5, and a risk user in Table 6.
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Table 4. Statistics on the eRisk 2017 pilot task dataset

Training dataset Test dataset

Non-risk Risk Non-risk Risk

# users 403 83 349 52

# writings 264,172 30,851 217,665 18,706

Avg. # writings per user 655.5 371.7 623.7 359.7

Avg. length of writing period 626.6 572.7 623.2 608.31

Avg. # words per writing 21.3 27.6 22.5 26.9

Table 5. Sample sentences from a non-risk user

Table 6. Sample sentences from a risk user

5 Experiments and Results

The results achieved in the CLEF eRisk pilot task are presented hereafter. To
evaluate and compare the performance of several approaches, we participated
with five systems. The detailed configuration of each system is as follows:

– SYS-A: based on the decision algorithm described below.
– SYS-B: based on the information retrieval results only (our baseline).
– SYS-C: a LMT classifier, using either BOW or bi-grams separately, and BOW

or bi-grams together with all the dictionary features.
– SYS-D: an ens RF classifier, using either BOW or bigrams together with all

the dictionary features.
– SYS-E: an ens SMO classifier, using bigrams separately and together with all

the dictionary features.
The user posting frequency was used by the five systems.
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Decision Algorithm for system SYS-A. The decision algorithm merges
the predictions from both SL and IR sub-systems. Each candidate is associated
with a SIR score. The SL-based classifiers are used to refine the list of existing
candidates, and add new candidates if they were ranked first. A new user is
classified at risk according to the value of Δ(d) with:

Δ(d) = 1IR(d) + 1SL(d) + 1SLf (d)

where d represents the new user posts, and 1IR, 1SL, 1SLf are the indicator
function of the risk class respectively associated to the IR candidates, SL candi-
dates, and SL first ranked candidates. Indicator functions return 1 if the decision
is to classify a user as risk (of depression), or 0 if the user is to be classified as
non-risk.

If Δ(d) ≥ 2, the user who produced d is assigned the risk class.

Evaluation Metrics. The Early Risk Detection Error (ERDE) [17] metric was
one of the performance metrics used in the eRisk task to account for the point
in time when the system properly predicts the user as risk, either rewarding an
early classification or penalizing a late one. To account for the late decision of
a given system, the ERDE metric considers the number of chunks and writings
that were needed to output a decision for a given user.

Additionally, the errors between the non-risk and risk classes are weighted
differently, since these classes are imbalanced in the dataset. This is achieved by
using a specific cost function, which balances the cost of false positive outputs
to be penalized according to the number of risk writings in the test set.

In [17] the authors define the ERDE metric for a decision dec taken by a
given system with delay k as:

ERDEo(dec, k)

=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

cfp if dec = positive AND ground truth = negative (FP)
cfn if dec = negative AND ground truth = positive (FN)
lco(k).ctp if dec = positive AND ground truth = positive (TP)
0 if dec = negative AND ground truth = negative (TN)

where cfp and cfn are the costs of false positives and false negatives respectively,
lco(k) ∈ [0, 1] is a cost that increases according to the value of k, and computes
a cost for late decision of true positives. This cost can be seen as a penalty that
grows faster after a number of o user’s writings have been observed. lco(k) is
defined as follows:

lco(k) = 1 − 1
1 + e(k−o)

Depending on the value of o, taking a late decision is more or less expensive. For
the eRisk task, values of 5 and 50 were used.

Standard evaluation metrics as Precision (P), Recall (R) and F-measure (F1)
on the positive class (risk) were also used, though not providing any insight into
the time/number of writings needed to make a decision.
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Table 7. Performance results of our systems on the eRisk 2017 test set

ERDE 5 ERDE 50 F1 P R

SYS-A 14.03% 12.29% 0.53 0.48 0.60

SYS-B 13.78% 12.78% 0.48 0.49 0.46

SYS-C 13.58% 12.83% 0.42 0.50 0.37

SYS-D 13.23% 11.98% 0.38 0.64 0.27

SYS-E 13.68% 12.68% 0.39 0.45 0.35

Avg. 30 systems 14.68% 12.76% 0.40 0.37 0.51

Table 8. Best performance for each metric across teams on the eRisk 2017 pilot task

ERDE 5 ERDE 50 F1 P R

FHDOB 12.70% 10.39% 0.55 0.69 0.46

UNSLA 13.66% 9.68% 0.59 0.48 0.79

FHDOA 12.82% 9.69% 0.64 0.61 0.67

UArizonaC 17.93% 12.74% 0.34 0.21 0.92

Results. The performance achieved by each of our systems is shown in Table 7.
The results are presented in terms of ERDE5, ERDE50, F-measure (F1), Pre-
cision (P), and Recall (R). The last line in the table shows the average scores
for the 30 systems participating in the task. In order to evaluate our models, we
focused on Recall. Since the goal of the task is to identify users at risk of depres-
sion, it is preferable to identify more users as risk, who are actually non-risk
(false positives), than to miss any of the risk users while aiming for Precision.

For the sake of comparison, we also present in Table 8 the best performance
for each metric across all teams participating in the eRisk pilot task. The highest
F1 score obtained among all submissions was 0.64, while the highest Precision
score was 0.69. According to the task organizers, the overall rather low per-
formance results are due mainly to two reasons [18]. First, the task difficulty in
general, and second the way the dataset was organized, since it contained a large
variety of user content including users who were only interested in the depression
topic, or who had relatives suffering from depression.

Our best results are obtained by the SYS-A system, both in terms of F1
and Recall. This system combines supervised learning and information retrieval
approaches, paving the way for more investigation. Moreover, the best Precision
is achieved by SYS-D, which is designed based on an ens RF classifier, and could
probably be used with different parameters to enhance the precision of SYS-A.

Evaluation on Related Tasks. Automatic detection of mental health issues
from user data is a topic explored by several authors, and shared tasks. Apart
from the CLEF eRisk task, another well known effort in the community is the
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CLPsych workshop10. In CLPsych, user generated content in a mental health
forum is labeled according to one of four categories (crisis, red, amber, green).
Similarly to eRisk, the CLPsych task is also challenging due to the natural
imbalance between categories in the data. Usually, the categories of most interest
(such as risk for eRisk, and red or crisis for CLPsych) are the least represented
in the data.

Common approaches applied by CLPsych participants involve Logistic
Regression, Random Forest, SVM or classifier ensembles. For the CLPsych 2016
task, the baseline system was composed of unigrams, bigrams, and a default
Logistic Regression classifier, and it was compared to the task participant sys-
tems using a macro-averaged F1, which considers the performance of all four
categories together. The baseline achieved a macro-averaged F1 of 0.31.

Even though eRisk and CLPsych tasks have different aspects, analyzing the
performance achieved from CLPsych in this context is useful to provide insights
on the difficulty such tasks can present.

Insights from Posts Written by Risk Users. By analyzing the content of
risk user productions selected by our systems, we observed that two major topics
were often discussed: “video games”, and “sexuality or relationship issues”. The
co-occurrence of these two topics and depression was intuitively noticed, and
could indicate very interesting and fairly realistic associations between these
topics. As a matter of fact, the connection between these topics has been studied
from a clinical perspective in several recent works [4,9,24,27]. We found very
exciting the convergence between clinical investigation and findings based on
natural language processing approaches regarding these topics. This is one of
the research directions we will further explore.

6 Conclusion and Future Work

This paper presented a multipronged approach to perform early risk detection of
depression in social media posts. The five systems described here were presented
at the CLEF eRisk 2017 pilot task. The best performance was achieved by the
system that combined supervised learning and information retrieval approaches.

The ongoing improvement of the presented approach currently relies on the
contribution of a recurrent neural network added to the list of classifiers, and the
indexing of features related to depression to boost the capabilities of the search
engine.

Reproducibility. To ensure full reproducibility and comparisons between sys-
tems, our source code is publicly released as an open source software in the
following repository: https://github.com/BigMiners/eRisk2017.

10 http://clpsych.org/.

https://github.com/BigMiners/eRisk2017
http://clpsych.org/
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Abstract. Bearings are critical components in rotating machinery, and it is
crucial to diagnose their faults at an early stage. Existing fault diagnosis methods
are mostly limited to manual features and traditional artificial intelligence
learning schemes such as neural network, support vector machine, and k-
nearest-neighborhood. Unfortunately, interpretation and engineering of such
features require substantial human expertise. This paper proposes an adaptive
deep convolutional neural network (ADCNN) that utilizes cyclic spectrum maps
(CSM) of raw vibration signal as bearing health states to automate feature
extraction and classification process. The CSMs are two-dimensional (2D) maps
that show the distribution of cycle energy across different bands of the vibration
spectrum. The efficiency of the proposed algorithm (CSM+ADCNN) is vali-
dated using benchmark dataset collected from bearing tests. Experimental results
indicate that the proposed method outperforms the state-of-the-art algorithms,
yielding 8.25% to 13.75% classification performance improvement.

Keywords: Convolutional neural network � Cyclostationary signal analysis
Feature extraction � Fault diagnosis � Vibration analysis
Data-driven diagnostic

1 Introduction

Induction motors have undeniable presences in pivotal industrial systems such as wind
turbine, aircraft, automotive, and power generator [1]. A motor is composed of bearing,
stator and rotor, however bearing is the most frequent failing component, and
responsible for 50% of all failures [1]. Thus, fault diagnosis of bearings is paramount
importance to keep the machines operating normally and reduce breakdown time.

Fortunately, the rapid development of data mining, data acquisition technique, and
machine learning technique since 1990 has provided the ability collect and store a vast
amount process data to extract useful information inherent in such a significant amount
of recorded data (e.g., vibration, acoustic emission and current) for the purpose of
reliable fault diagnosis in the large-scale industries [2, 3]. Therefore, it is needed to
develop fault diagnosis methods that can efficiently process massive data to self-learn
fault features and intelligently obtain accurate diagnosis results. Traditional data-driven
based fault diagnosis methods consist of two main categories: manual fault feature
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E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 144–155, 2018.
https://doi.org/10.1007/978-3-319-89656-4_12

http://orcid.org/0000-0002-5185-1062
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-89656-4_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-89656-4_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-89656-4_12&amp;domain=pdf


extraction by signal processing techniques and identification of faults using the
extracted features [4, 5]. These manual-crafted features require careful engineering and
substantial domain expertise that transform the raw data (e.g., each time samples values
of a one-dimensional (1D) bearing fault signal) into an appropriate feature vector or
internal representation from which learning system, for instance, a classifier, could
classify patterns in the input. For example, Jack and Nandi implemented neural net-
work and support vector machine models on extracted time-domain features for bearing
fault detection and diagnosis [5]. In 2016, Islam et al. explained the utilization of
parameter combinations through a hybrid feature extraction model that aimed at
extracting as much as information about bearing defect to define each bearing fault
condition uniquely and selected features subset is further utilized with a k-NN classifier
to identify fault types [4]. Therefore, the data-driven diagnosis methods, in [4, 6, 7], are
facing some major challenges in the age of big-data. For examples, features are selected
for a specific diagnostic problem and might not be appropriate for different fault
diagnostic problems. Another challenge is that the neural networks used in most
approaches are constructed with only a single hidden layer. Such a shallow structure
confines their capability to learn and explore coveted non-linear information adap-
tively. Therefore, we incorporate a deep learning technique to resolve these problems.

Recently, manifold literature has reported rotating machinery fault diagnosis using
deep learning approaches. Janssens et al. proposed a fault diagnosis method using
convolutional neural networks (CNN) and raw vibration signal pre-processing [6]. In
that approach, first, one-second windows of raw vibration signals are extracted. For
each window of obtained samples, the discrete Fourier transform (DFT) is calculated.
The amplitudes of the DFT decompositions are then used as training data samples for
the CNN model. However, that kind of uncorrelated reshaping may not represent
distinct bearing health states, and this process is very similar to use a 1D raw signal
with a domain change. The issues with the existing method are that they do not
consider the appropriate bearing health conditions and the physical characteristics of
the faults, which might be the reason of degraded classification performance.

In this paper, we develop an appropriate 2D visualization tool to represent bearing
health states. Whenever any bearing fault occurs at any of its raceways (e.g., outer,
inner, and ball), it excites a resonance in the system at a high frequency. The impulse
frequency of the failure modulates this resonant frequency. Consequently, a demodu-
lation technique is often required to efficiently reveal the frequency of impulse repe-
tition since bearing fault signals are 2nd order cyclostationary signals [8]. Most of the
existing demodulation approaches are adversely affected by noise and interferences
vibration. However, the cyclostationary analysis that is capable of showing the signal
characteristics regarding cyclic frequencies and spectral frequencies [8]. Thus, the
visualization of cyclic frequencies and spectral frequencies in 2D cycle spectrum map
(CSM), using an improved cyclostationary analysis, which is highly efficient to rep-
resent each health state distinctly.

As CSM is highly efficient to visualize each bearing health condition, but most of
the existing studies apply no classifier at all to diagnose fault types [9, 10]. Once we
obtain a CSM about the bearing health state, an adaptive convolutional neural network
(ADCNN), a variant of LeNet5 [11] architecture, is proposed to automate the feature
extraction and optimal feature selection processes by recognizing patterns from the
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image pixels. Furthermore, we apply an adaptive learning rate for training ADCNN.
The proposed diagnosis methodology (CSM+ADCNN) is validated on publicly
available benchmark bearing vibration data from Case Western Reserve University
(CWRU) lab [12, 13].

The remainder of this paper is structured as follows. Section 2 provides proposed
fault diagnosis scheme including data acquisition system, proposed cycle spectrum
map (CSM), and offered ADCNN architecture for fault classification. Section 3 vali-
dates the proposed method’s effectiveness and compares its performance with the
state-of-the-art methods. Finally, Sect. 4 summarizes the conclusion of this paper.

2 The Methodology

The main steps of the proposed ADCNN-based bearing fault diagnosis are shown in
Fig. 1. The proposed method consists of three significant steps. After data acquisition,
the first step is to obtain 2D cycle spectrum map (CSM) using an improved cyclo-
stationary analysis to pre-process the vibration data. The main advantage of using such
pre-processing is that the valuable information about how rotating components are
distributed within vibration spectrum. The second step is to feed the pre-processed 2D
matrix (CSM) into an ADCNN for an optimized deep learning model. The final step is
to diagnose faulty bearings using that optimized model.

2.1 Experimental Data

The proposed methodology is tested on the publicly available seeded fault test data of
CWRU Lab [13]. The data were collected using a 2-horsepower (hp) motor with a
dynamometer and a torque transducer. The dynamometer is used to apply 1hp loads on
the bearing. Figure 2 illustrates the detailed location of each component. In this study,
the vibration acceleration signals were recorded at 48,000 sampling/second (Hz) for the
drive-end bearings for analysis. The vibration signals are recorded at 1730 rpm speed
for a healthy bearing condition (HBC) and bearings seeded with three types of defects,
i.e., outer raceways fault (ORF), inner raceway fault (IRF), and ball raceway fault
(BRF) for fault classification. A total of 110 vibration signals are configured for each
fault type. Table 1 presents the details description of the dataset.

Fig. 1. An overall structure of the ADCNN-based method for bearing fault diagnosis
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2.2 CSM for Bearing Health Condition Visualization

As explained in Sect. 1, bearing fault signal are inherently cyclostationary signals.
Unlike the stationary signal, the cyclostationary signal contains additional information
due to their hidden periodicities in their structure [8]. Traditional, Fourier transform is
not useful in describing cyclostationary signal while it is needed cyclostationary
analysis (CA) [8]. The aim of CA is describing the cyclostationary components using
two frequency variables named as cyclic frequency and spectral frequency. The
spectral frequency band represents the parts of fault signal that corresponds to the
resonance areas of the bearing mechanical system while the cyclic frequency compo-
nents of the phenomenon describe the periodicity of the faults.

The CA is based on two Fourier transform (FT) steps. In the first step, a series of
short-time FTs are applied for the transformation to the spectral frequency domain and
for the transformation of the time axis of the spectrogram to the cyclic frequency
domain, and then the second step FT is used after demodulation by taking the square of
the spectrum. CA might be a fast calculation since it takes the power of signal based on
squaring the spectrum. However, CA-based spectral frequency vs. cyclic frequency
visualization may increase false alarm.

Fig. 2. The seeded bearing test ring for recording fault data

Table 1. The details description of dataset used in this paper

Fault types Rotational speed (rpm) No. of signals Motor load (hp)

Outer raceway fault (ORF) 1730 110 1
Inner raceway fault (IRF) 1730 110 1
Ball raceway fault (BRF) 1730 110 1
Healthy bearing condition (HBC) 1730 110 1
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To reduce the shortcomings of CA, cycle spectrum map (CSM) is proposed based
on short-time envelope analysis. To calculate the Fourier transform of an input signal
x½n�, we define X½N� as follows,

X½N� ¼
XK�1

n¼0

x n½ �e�2pjknK ð1Þ

Instead of the power signal calculation in [8], we take the envelope spectrum of the
signal, x[n], which is defined as follows,

y ¼ a xð Þj j2 ð2Þ

Where,
aðtÞ ¼ x tð Þþ i�x tð Þ; i ¼

ffiffiffiffiffiffiffi
�1

p
ð3Þ

and; �x ¼
Z 1

�1

xðsÞ
t � s

; ð4Þ

where, �x is the Hilbert transform of the signal [1].
Now, to define cycle spectrum map (CSM), a narrow-band cycle spectrum is

calculated in envelope spectrum as follow,

y k; t½ � ¼ Sx k; t½ �f g ð5Þ

Here, Sx is the spectrogram in time, and t represents the short-time spectral com-
ponent of the signal (i.e., envelope spectral frequency). This CSM is highly effective to
detect induction motor bearing faults.

2.3 Proposed ADCNN Architecture for Fault Diagnosis

CNNs are biogenically inspired variants of the multi-layer perceptron that have proved
useful in areas such as, image recognition and classification. CNN is designed to take
advantage of the 2D structure of an input image. But, the original bearing fault signal is
a 1D time-domain signal where it is difficult to observe any pattern of bearing defect.
Therefore, this study applies an appropriate transformation technique in the above
section for attaining bearing health states in 2D visualization tool. Once we obtain a 2D
CSM of the raw signal using an improved cyclostationary analysis, we use an ADCNN
for multi-fault classification. A typical ADCNN architecture for fault diagnosis is
shown in Fig. 3, which is inspired by LetNet-5 in [11]. This proposed ADCNN
architecture with adaptive learning rate is composed of 7 layers, excluding input, each
of which contains trainable parameters (weights). In Fig. 3, layer CX is the convolu-
tional layers which extract features through convolutional operations, SX is the sub-
sampling layers that perform the max-pooling operations, FX is the fully connected
layer which connects the network to output layer enabling to perform classification,
where X is the layer index.
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In this study, we use the back-propagation (BP) algorithm [14] to update all
trainable parameters on all layers in the proposed ADCNN. In the proposed architec-
ture, convolutional layers are placed subsequently with subsampling layers to build up
spatial invariance progressively and to reduce computational complexity, but fully
connected layers are placed in the last stage of the architecture to make consistency
with the generic structure, as can be seen in Fig. 3.

On a convolution layer, the nearby receptive fields of the previous layer’s feature
maps are convolved with learnable kernels, and the result is fed to an activation
function to generate the output feature map. Each output feature map can be created by
combining the convolution implementations of multiple input maps. Let, l is the current
convolutional layer in a network. In general, the output feature map in that layer is
calculated as follows:

zlj ¼ f
X
i2Mj

zl�1
j � klij þ blj

 !
; ð6Þ

Where, j is the jth output feature map in a convolutional layer, i is the ith input
feature map,Mj defines a selection of input feature maps in the layer l� 1, kj represents
a convolutional kernel of feature map jth, and f is an activation function. b is an additive
basis for each output map. With different output feature maps, the input feature maps
are convolved with different kernels k.

The pooling layer aids to reduce the spatial size of the representation, to steadily
reduce the number of parameters, amount of computation in the network, and also to
control overfitting. The pooling layer is defined as follows:

zlj ¼ f ul
jssðzl�1

j Þþ blj
� �

; ð7Þ

Where ss :ð Þ defines a subsampling function. Typically, this function computes the
max of each distinct 2-by-2 block in the input feature map, so the output feature map is
two times smaller than the number of rows and columns in the input feature map. Each
output map is given its trainable coefficient, uð Þ and trainable bias, (b).

Fig. 3. The proposed ADCNN architecture used to classify different fault types. A CSM
containing the bearing health state feeds the deep neural network as input.
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The final step of the proposed ADCNN architecture is fully connected (FC) layer:
the last few layers (closest to the outputs) are FC one-dimensional (1D) layers. The
output of this layer is:

yl ¼ f zlwl þ bl
� �

; ð8Þ

Where, the output activation function, f �ð Þ, is a logistic function, and w is trainable
weights.

BP algorithm is applied to train ADCNN, so the gradients of the loss function for
all trainable weights in all layers are calculated during BP operation. However, it is
vital to define an appropriate objective function for BP algorithm. Thus, a squared-error
loss function is used to address the objective function. Equation (9) defines the loss
function as follows:

cos tðwÞ ¼ 1
2

Xm
i¼1

yli � tli
� �2

; ð9Þ

Where, tli represents the target output value of the i
th pattern. Suppose a point w to

find the next weight point (w + 1) to find a minimizer, and it is started from w, and
moves by a @

@w cos tðwÞ as in Eq. (10), where a is a definite scalar step size.

w :¼ w� a
@

@w
cos tðwÞ ð10Þ

That weight update process in Eq. (10) is called a stochastic gradient descent
(SGD) algorithm [14]. It is supposed to assume that the gradient in SGD will vary as
the search continues and tends toward zero as it approaches the minimizer. So, the steps
size can be either small or large. The first approach (i.e., a small step size) is com-
putationally complicated to reach a minimizer; however, the second approach (i.e., a
large step size) could result in a more zigzag path to the minimizer. This approach is
computationally inexpensive and straightforward, and also it could be trapped in a local
minimizer that means there is no optimum value of step size.

To elevate the above issues in SGD, this study applies an adaptive moment esti-
mation that combines the advantages of the adaptive gradient (AdaGrad) — working
well with sparse gradients — and root-mean-square propagation (RMSProp) —
working well in non-stationary settings [15]. The main idea is that it maintains
exponential moving averages of the gradient and its square in each update proportional
to the average gradient and its square as follows:

w :¼ w� a
Mtffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rt þ 2p ð11Þ

where;Mt ¼ b1Mt�1 þð1� b1Þ
@

@w
cos tðwÞ ð12Þ
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and;Rt ¼ b1Rt�1 þð1� b2Þ
@2

@w2 cos tðwÞ ð13Þ

Where, Mt is the 1
st-moment bias correction, Rt is the 2

nd-moment bias correction,
and the decay rates are small (i.e., b1 and b2 are close to 1). Weight update process in
Eq. (11) provides a signification result about near optimum learning rate selection.

3 Result and Discussion

To investigate the effect of CSM-based health state visualization of bearing fault and its
application to fault diagnosis using ADCNN are presented in this section.

To validate the performance, this paper utilizes benchmark dataset with four fault
types namely ORF, IRF, BRF, and HBC at various operating conditions (see Table 1).
Figure 4 illustrates recorded example vibration signals of each bearing conditions. As
this study provides an improved health state visualization using cyclic spectrum map
(CSM), Fig. 5 presents the results of CSM four bearing health conditions. According to
the results in Fig. 5, it is seen that proposed CSM represents a unique health condition
for each fault types. An interesting point to note that outer fault defect frequency
(103 Hz in this paper for 1730 rpm), inner fault defect frequency (157 Hz) and ball
fault defect frequency (136 Hz), and up to 2nd harmonics each of them can be seen in
Fig. 5(a), (b), and (c) respectively. Furthermore, it is evident that there is no defect
frequency found for healthy bearing condition (HBC) as in Fig. 5(d).

Fig. 4. Raw time-domain vibration signals of each bearing condition, (a) ORF, (b) IRF,
(c) BRF, and (d) HBC bearings, respectively
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As CSM is highly capable of representing bearing health state, this study further
utilizes CSM for fault classification. The main difference between the CNN-based
method and traditional analysis-based methods is the manner for extracting features.

To validate the efficiency of the proposed method (CMS+ADCNN), we conducted
experiments in comparison with two state-of-the-art fault diagnosis methods: first
method [4] that extract features by calculating statistical time and frequency mea-
surements, along with complex envelope power spectrum features. The extracted
features are then evaluated and selected by a feature selection algorithm. Selected
features are finally used to detect bearing defects using a k-NN classifier. Our second
comparative model is deep learning–based CNN that classifies faults using the 1D raw
signal [6].

In ADCNN, an appropriate learning rate is a crucial parameter in training stage
optimization. It is essential to report the performance of the optimization scheme in
proposed ADCNN to ensure a higher classification accuracy. Figure 6 presents the
convergence rate of the proposed ADCNN and conventional deep learning with a fixed
learning rate. The result is significant because the proposed scheme is converged
almost to zero, which is expected to forecast a better classification accuracy.

To calculate the classification accuracy, we divide the dataset into two groups: 50
signals for training and 60 signals for testing for each faults type (see Table 1).
Therefore, we have 200 samples training and 240 samples for testing for four fault

Fig. 5. Cyclic spectrum maps (CSMs) of each bearing fault condition, (a) ORF, (b) IRF,
(c) BRF, and (d) HBC, in which bearing conditions are unique depending on fault type.
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types (e.g., ORF, IRF, BRF, and HBC). The training samples are kept lower than that
of testing to ensure the reliability of the generalized performance. For a reliable
comparison of classification accuracy, we use sensitivity and average classification
accuracy (ACA) as in [4] as follows.

Sensitivity ¼ NTrue positive

NTrue positive þNFalse negative

� �
� 100ð%Þ; ð14Þ

where NTrue positive is the total number of samples in class l that are correctly classified
as a class l, and NFalse negative is the number of samples within the class l that are not
recognized as a class l.

ACA ¼
PL

j¼1 NTrue positive

Nsamples

 !
� 100ð%Þ; ð15Þ

Where L defines the number of fault classes (i.e., 4 in this paper) and Nsamples is the
total number of samples represented in a particular testing subset.

Table 2 presents the classification accuracy in terms of sensitivity and ACA. The
proposed method delivers better classification performance than the methods from [4, 6].
It yielded a classification accuracy of 98%, 93%, 95% and 97% for ORF, IRF, BRF, and
HBC respectively. According to result in Table 2, the proposed method outperforms two
state-of-the-art algorithms, yielding an enhancement of 8.25% to 13.75% in ACA com-
pared with the methods in [4, 6], respectively.

Also, the confusion matrices for the proposed framework and referenced methods
are presented in Fig. 7. The confusion matrix is a robust technique that provides a
visualization of the performance of a classifier algorithm where actual versus the
predicted deviation can be observed. According to the results in Fig. 7(a), the proposed
method can correctly identify all fault types with a small misclassification rate in
comparison with its two counterparts: [6] in Fig. 7(b) and in [4] Fig. 7(c).
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Fig. 6. Cost function convergence rate of conventional CNN and ADCNN at an initial learning
rate of 1e�2.
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4 Conclusion

This paper proposed a reliable bearing fault diagnosis scheme using a two-dimensional
visualization tool for bearing health state and an adaptive deep convolutional neural
network. First, we applied an improved cyclostationary analysis method for cyclic
spectrum map (CSM) for representing bearing health condition. CMSs were highly
effective that represent unique fault information about the bearing health state. Once we
obtained the CMS, we fed it into an ADCNN. Using CSM as input in ADCNN, useful
bearing fault features were then self-learned automatically and the bearing faults were
diagnosed with a high precession. The presented method was validated with benchmark
vibration data collected from bearing tests. The results showed that the proposed
approach outperforms its referenced methods regarding classification accuracy. Thus,
the combined effects of CMS-based bearing health state and adaptive learning in
ADCCN contributed to achieving higher precision.
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Fig. 7. The confusion matrices for showing classification results of the (a) proposed, (b) [6], and
(c) [4] for each bearing condition.

Table 2. Experimental results of identify bearing conditions

Methodology Average sensitivity of
each fault class (%)

ACA (%)

ORF IRF BRF HBC

Proposed 98 93 95 97 95.75
[6] 83 88 87 92 87.5
[4] 87 70 83 88 82
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Abstract. Mobile phone usage has become very common. The market con-
tinues to grow as more advanced functionalities are incorporated in mobile
phones. They possess sufficient computational capability that is needed for the
identification and authentication of banknotes. This paper presents a mobile
application for the recognition of banknote denominations and detection of
counterfeit Nigerian Naira notes using Unity 3D – which is a multiplatform
mobile application development system. The system extracted the face value of
the banknotes and evaluated its performance using a combination of several
KNN distant measures based on a Cascaded Ensemble approach. It was tested
on the Android and iOS platforms using a Samsung Galaxy S6 and an iPhone 6
respectively. The experimental results presented a 99.27% recognition rate, a
94.70% detection rate, at an average processing time of 0.02 ms.

Keywords: Counterfeit banknote � Mobile phone � Region of interest
Unity 3D

1 Introduction

Smartphone usage has become part of our daily life, and their development is still
snowballing. Most phones possess advanced functionalities that go beyond making
calls and text messaging. They also serve as portable computing devices used in
running e-mails, agendas, and storing data [2]. Furthermore, mobile devices have at
least one high-resolution camera that can be used to capture images and also hold
sufficient computational capability to process the image and execute algorithms for the
recognition of banknotes [19]. People identify currencies using several methods like
inspecting the pictures, words, and numerals as well as distinctive signs, note con-
sistency, and size. However, these techniques are prone to human error or omissions
caused by visual impediments.

According to the World Health Organization (WHO), there were about 285 million
visually impaired people worldwide, of which 39 million were visually impaired, and
246 million had low vision. Furthermore, one of the most significant problems faced is
the ability to detect the value of a banknote [8], since most people differentiate ban-
knote denominations by folding them in different distinct modes. Although this works
with banknotes already in their possession, it would be difficult for them to identify
notes received during daily transactions.
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Presently, no country is exempted from the problem faced because of the coun-
terfeiting of its banknotes. It is a significant issue that can cripple a country’s economy;
note forgery increases the circulation of paper currency leading to higher inflation and
devaluation of the money, reduce people savings, loss in national economy and public
confidence [1]. Furthermore, counterfeit Nigerian currencies are very much in circu-
lation in Nigeria and although the regulatory body does not have a record of the
incidences of fake banknotes that are in circulation since the deposit-taking institutions
which intercept such notes do not keep the records and report same. It is still a fact that
counterfeit currencies are very much in circulation in Nigeria today, and should be a
matter of great worry for the government because of the grave consequences they tend
to produce on the economy [4].

This research presents a cellphone-based banknote recognition application to assist
people with reading disabilities, and non-native speakers to hear audio output of the
banknote value, in addition to determining their authenticity. This paper is organized as
follows. State of the art is discussed in Sect. 2; Sect. 3 describes the proposed banknote
reader. Experimental results and evaluations are presented in Sect. 4. Finally, the paper
is concluded in Sect. 5.

2 Literature Survey

Several Mobile phone-based banknote recognition and detection systems have been
designed and reported to aid visually impaired individuals. [17] Some of these methods
include LookTel Money Reader and IDEAL Currency Identifier. Both of which are
intended to recognize any banknote. Country-specific applications have also been
developed like the Money Talker for Australian dollar recognition and Note Teller 2
and K-NFB mobile reader, both designed for US dollar recognition. Similarly, a
camera phone based banknote recognition system was also proposed to identify the
denomination of a U.S note [11]. It utilized a background subtraction and perspective
correction algorithm and trained the currency reader using an efficient Ada-boost
framework. The system works on some of the leading smartphone platforms like
Symbian and Windows Mobile. However, the system is yet to be evaluated with
state-of-the-art methods and the recognition time needs to be improved even though the
system works in real time.

Furthermore, another research also employed a real-time portable object recognition
system [14]. The system is based on the bio-inspired image analysis of visual cues to
increase the autonomy of blind people. The method was built to recognize the 5€, 10€,
20€ and 50€ bills. The device could detect banknotes regardless of its orientation.
However, the notes were captured using a webcam and processed on an Ultra Mobile PC
using Spikenet and had yet to be adapted to run on mobile phones. Likewise, [10]
developed a technique for Myanmar currency recognition, which was based on the KNN
classification of extracted Gray Level Co-occurrence Matrix (GLCM). The dataset used
consisted of 500 images grouped into five classes of banknotes. The limitation of the
system is its poor accuracy in determining the denomination of real-world Myanmar
notes.
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Correspondingly, [4] described a technique for recognizing the US Dollar using an
image recognition approach called Eigenfaces based on the Principal Component
Analysis (PCA). The system was tested on two different Nokia Smartphones, and it had
a precision rate of 99.8% and a processing speed of at least seven frames per second.
The system faced issues with the image acquisition illumination and differentiating the
background from the banknote. In the same view, [13] suggested an approach for the
blind that was built to run on smartphones to identify notes like the Euro, Zloty and the
US Dollar denominations. The method used computation based on the height and
width, which is not ideal because they change due to wrinkling, wear, and tear of the
banknotes.

Similarly, another work introduced a paper currency identification method based on
a mobile phone as an assistive aid for the visually impaired [12]. The approach utilized
the k-means clustering technique to recognize US banknotes captured by blind users.
The system extracted the SIFT features from the notes, which are computationally
demanding, thus increasing the recognition time. Also, a researcher [18] implemented a
recognition system based on a bionic eyeglass. This system extracted the Zernike
moment and employed K-means and CNN for notes identification. It was designed
using a Samsung Galaxy S mobile phone, and five visually impaired subjects partic-
ipated in the experiment. But, the method used a server/client architecture to transmit
the image to a PC for recognition, thus making the mobile phone act just as an
input/output device with no processing capability.

Additionally, [16] developed an Indian note recognition system for mobile phones.
The system engaged the visual Bag of Words (BOW) recognition method and used the
GrabCut algorithm to separate the foreground from the background. It was tested on
2584 images and had an accuracy rate of 96.7%. However, the system was prone to
failure based on image illumination and inclusion of background in the captured
banknote image. Finally, [6] designed a method for a currency recognition system.
Their system extracted and compared the recognition rate of SIFT features from both
grayscale and colored images. It was tested on 400 Jordanian currencies (coins and
banknotes). Still, the presented approach had illumination difficulty, was dependent on
the capturing distance of the images, and was relatively slow when adapted to a mobile
phone.

Most of the applications employ a server-client model that uses an internet con-
nection to communicate with a backend processor on a computer with the mobile
device executing little or no processing tasks; inherently limiting the role of the phone
to an input/output device. Furthermore, the proposed banknote recognition system
makes use of features extracted from the binary face value of the notes. Additionally,
the approach is simple and comparatively less time consuming which makes it suitable
for real-time applications. Finally, the system is a dedicated banknote recognition
system running on a smartphone that communicates its recognition output to visually
impaired people by using pre-recorded verbal and text message.
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3 Proposed Banknote Reader

Banknote recognition system was designed to recognize banknote face value captured
using a smartphone camera. The system was entirely based on a mobile device and did
not need any additional hardware as our software is wholly dependent on the processing
capability of the smartphone. Finally, the system can be used on either side of the
banknote and outputs detection results in text and audio. Figure 1 presents the flow
diagram of the banknote reader. The reader acquires the banknote image, activates the
banknote recognition system and then outputs the value or/and authenticity of the bill.

3.1 Image Acquisition

When the Mobile app is launched, the system provides two options for banknote
acquisition. In the first choice, the user selects an existing Naira image on the smart-
phone. While with the second alternative; the user activates the cell phone camera, and
takes a snapshot of the note for recognition. Also, this phase includes an object tracker
module to handle banknote detection issues that occur when using this system.

3.2 Region of Interest (ROI) Extraction

The first step carried out during this phase was separating the Region of Interest
(ROI) from the rest of the image. The banknote is converted into grayscale, and ROI
extraction achieved by dividing the image into partitions. The partition containing the

Fig. 1. Flow diagram of banknote reader
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ROI is extracted using the detected edges. Computation time is reduced by using the
knowledge that the face value can only be found in two specific partitions in a ban-
knote. We optimized the system by configuring it to check just two partitions,
depending on the orientation of the Naira note. It then locates the face value by
identifying all the blobs in these partitions and selects the most prominent blobs of the
banknotes; crops and utilizes it as the face value [5].

Also, the extracted ROI contained noise that was reduced using a combination of
gamma correction and histogram equalization to enhance the image contrast. Fur-
thermore, the filtered ROI is then binarized, and stored in a matrix with W representing
a white (background image) pixel and B for a black (banknote value) pixel [15].
Additionally, Slant correction using the image histogram is employed. The approach
computes the Horizontal and vertical projection histograms, shears it by the angle that
maximizes the height of peaks in the vertical projection of the figures, Zhang-Suen
Thinning algorithm was used. Finally, the image was normalized to uniform the
dataset. The result of the region of interest extraction is shown in Fig. 2; the figure
presents a distribution of good to worn out banknotes contained in the dataset.

3.3 Feature Extraction

The feature extraction process involves removing features from the preprocessed image
to examine and categorize the distinctive and peculiar characteristics of each banknote
denomination to aid in the classification of our note image. In this research, 16 features
were extracted and combined as feature vectors: projection, crossing, distance, direc-
tion, geometric moment, variance, skewness, kurtosis, eccentricity, orientation, Euler
number, centroid, area, intersection, start and end point.

3.4 Classification

In the classification of this system, the first phase involves constructing the base
classifiers using the five distance measures of the KNN method to obtain a very good
generalization of the banknote predictions. Four distance measurements were utilized
namely: Euclidean, Manhattan, Bray-Curtis, and Canberra distance where x and y are
vectors in n-dimensional space in Eqs. 1, 2, 3, and 4 respectively [3]. During the
process, the lapses of the existing KNN variants were identified. Therefore, a variation
to adapt to the errors led to the development of a new Distance Measure.

The proposed distance measure method computes the absolute variance between the
extracted features of the template image and the test image using Eq. 5. The differences

Fig. 2. Extracted ROI image
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are multiplied together, and the various products are compared. The class with the
lowest value is selected since it has the closest distance to the new image. The multi-
plication of the absolute variance was introduced to avoid cases where two or more
classes have an equal number of images nearest to the test image. Also, the KNN phase
also includes a benchmark for rejecting images that are not recognized as a Naira note.

Distance (x, y) =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Xd

i¼1
ðxi � yiÞ2

r

ð1Þ

Distance x; yð Þ ¼
Xd

i¼1
jxi � yij ð2Þ

Distance x; yð Þ ¼
Pd

i¼1 ðxi � yiÞ
Pd

i¼1 ðxi þ yiÞ
ð3Þ

Distance x; yð Þ ¼
Xd

i¼1

xi � yij j
xi þ yij j ð4Þ

Distance x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Yd

i¼1
xi � yij j

r

ð5Þ

For further evaluation, the results of the best three distance measures were then
combined using the Stacking and Weighted Majority Algorithm (WMA) ensemble
learning methods that led to the proposing of a Cascaded Ensemble algorithm.
Weighted Majority Algorithm (WMA) is a heterogeneous ensemble learning algorithm
employed in constructing a compound algorithm from a pool of prediction algorithms.
Furthermore, the technique is a binary decision problem and builds a compound
algorithm by assigning a positive weight to each base KNN classifier and computes the
weighted votes of all the base models in the pool and finally assigns the sample to the
prediction with the highest majority. Lastly, the WMA technique assumes no prior
knowledge of the detection rate of the KNN algorithms in the pool but instead believes
that one or more of the base classifiers will perform well. While stacking involves an
ensemble classifier learning to combine multiple KNN based classifiers generated by
different distance measures on a single dataset, the approach produces a set of
base-level classifiers and train a linear regression classifier to combine the outputs of
the base KNN models.

Furthermore, the individual classifiers were trained using the whole training data-
set; before linear regression is applied to fit using the outputs of each distance measure
in the ensemble [7]. The Cascaded Ensemble approach employs a two-level classifi-
cation; the first phase is based on the distance measure of the KNN classifier with the
highest accuracy (true positive) and recall (false negative). Which is used in the
classification/detection of the banknote by relating the unknown data to the known data
based on a calculated distance or similarity measure. While the second stage employs
WMA and Stacking algorithm as meta-classifiers using the remaining KNN methods as
the base classifier. The flowchart of the approach is presented in Fig. 3.
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4 Result and Evaluation

The proposed approach evaluates the viability of natively designing a mobile-based
banknote recognition and authentication technique rather than scaling down existing
systems to be compatible with the processing capability of mobile devices. The KNN
and Ensemble classifiers were constructed on the Unity platform from scratch rather
than scaled down from other existing software. During the process, the lapses of the
current KNN and Ensemble variants were identified. Therefore, a variation to adapt to
the errors led to the development of a new Distance measure and a Cascaded Ensemble
based approach. The Unity system is multiplatform, so we tested the system on the
Android and iOS platforms using a Samsung Galaxy S6 and an iPhone 6 respectively
and recorded the average recognition time. The application was designed as a dedicated
banknote recognition system running on a smartphone that communicates the recog-
nition output to the visually impaired by using a pre-recorded text and verbal message.

4.1 Hardware and Software

This research utilized Unity 3D as its development platform. It is an application
designed by the Danish Unity Technologies Company in 2005. It consists of a fully
developed multimedia system with built-in features like rendering, illumination,
behavior, audio, video and sound provisions. Unity 3D also has a powerful user
interface development facility. It is supported by multiple platforms (Android, iOS, and
Windows) and deployed on mobile phones, computers, virtual reality systems, gaming
consoles, web applications and smart TVs. Additionally, it aids in bypassing the use of
conventional programming languages like C++ and Java, in addition to working around

Fig. 3. Proposed ensemble KNN algorithm
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platform dependent applications like Android or iOS and their related toolboxes.
Furthermore, two platforms were chosen for this work: Android using Samsung S6,
and iOS via iPhone 6S. Lastly, developing a solution in Unity 3D is quick, since the
Unity Editor has many powerful convenience tools and has an integrated Asset Store
with many free or easy-to-purchase plugins for any system [9].

4.2 Data Collection

The dataset images were captured using two acquisition methods. One using a Canon
T2i digital camera and the second using an iPhone 6. Pictures were taken from different
angles. The digital camera images were reused physical banknotes taken with the
mobile phone. The iPhone 6 captured real-time photos used for the training and testing
processes. The Naira notes were gathered from existing Nigerian banknotes from the
north, south and eastern parts of the country. They were collected and labeled by the
CENPARMI research group and contained different distortions like stains, mutilations,
fading, and tears representing the reality of circulated paper money in Nigeria. Ten-fold
cross-validation was employed for analyzing the dataset. For this research, 2310
Genuine and 2048 fake Nigerian banknotes were collected ranging from Five Naira to
One Thousand Naira (₦5, ₦10, ₦20, ₦50, ₦100, ₦200, ₦500 and ₦1000) and the
system had 16 classes: 8 for genuine notes and 8 for fake bills. Figure 4 displays the
Naira note dataset employed in this work.

4.3 Results

Figure 5 presents the recognition rates for Canberra, Manhattan, Bray-Curtis, Eucli-
dean, Proposed Distance Measure, Stacking, WMA, Cascaded Stacking, and Cas-
caded WMA. In general, all distance measure achieved relatively high recognition rate.
But, Bray-Curtis had the lowest recognition rate of 95.86%, and our proposed Cas-
caded WMA Ensemble Classifier presented the highest recognition rate of 99.27%.
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Furthermore, Table 1 displays existing state of the art mobile-based systems trained
using our dataset. Although, some existing research also achieved comparative results
without outperforming the proposed method. They had considerably longer processing
time as they either used a client-server architecture or were tailored down to fit the
computational capability of mobile devices. Finally, these previous works are yet to
extend their approach to incorporate authentication of genuine and fake notes.

In the same view, Fig. 6 shows the detection rate of the eight Nigerian banknote
denominations using Canberra, Manhattan, Bray-Curtis, Euclidean, Proposed Distance
Measure, Stacking, WMA, Cascaded Stacking, and Cascaded WMA. The lowest
denomination detection was recorded in the 1000 Naira notes using Bray-Curtis dis-
tance while the highest was also achieved on 1000 Naira notes by our Cascaded
Ensemble Classifier. Furthermore, all distance measure performed better with notes 100
Naira and above; as they contained three individual characters while 50 Naira and
below which included one or two distinct characters had a lower recognition rate.
Additionally, the proposed distance measure outperformed all other existing techniques
employed in this research.
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Table 1. Comparison of proposed method with state of the art

Distance measure Technique Recognition rate (%) Recognition time

Liu 2008 AdaBoost Framework 97.30 0.11 s
Singh et al. 2014 Bag of Words

Sift Descriptor
K-mean

95.95 1.08 s

Doush et al. 2016 SIFT
KNN

72.4 72.6 s

Proposed method Face Value (OCR)
Cascaded Ensemble Classifier

99.27 0.02 ms
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Figure 7 presents the detection rate for Canberra, Manhattan, Bray-Curtis, Eucli-
dean, Proposed Distance Measure, Stacking, WMA, Cascaded Stacking, and Cas-
caded WMA (Classifier) utilized in this research; Canberra had the lowest detection
rate of 84.06% while our proposed distance measure offered the highest detection rate
of 91.24%. Also in Fig. 8, images of genuine and fake banknotes that was rejected by
the system are shown. Thus, this study presents a mobile application for paper currency
identification and authentication using OCR feature in conjuncture with an adaptation
of the Nearest Neighbor and Ensemble Classifier. The proposed system had a 99.27%
recognition rate, a detection rate of 94.70% and processing time of 0.02 ms.

During the classification phase, the mobile app first checks to see if the face value
of the test image meets the set threshold value, which was based on the average face
value feature set. If the feature set used doesn’t fit the image threshold, it gives an audio
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and text output requesting the user to recapture or select the image again, in addition to
providing the necessary steps needed to ensure the system works correctly. Further-
more, the system also has a help menu that gives a detailed explanation and guidance in
audio and text informing users of the steps to go through for the recognizing and
authenticating of banknotes.

Lastly, to utilize the system for another currency, the banknote image can be
uploaded into the system via existing pictures or by activating the mobile phone camera
on the application. If bulk training/testing is to be done, then the existing image option
is utilized. However, if a single image training or testing approach is required, the
mobile phone camera is activated to capture the note in real time. Furthermore, the
system must be configured to select the partitions that include the face value of the
currency of choice. The system can also be configured to use all or some of the
extracted features. The text input can also be updated for a new currency of choice, and
since the system was built to employ a text to audio converter upgrading the recog-
nition output text to the original banknote of choice automatically updates its audio
output to reflect the new currency being tested by the mobile application.

5 Conclusion

This research describes the development, implementation, and appraisal of a mobile
phone banknote recognition system based on Unity 3D. The designed system is very
general and with little modifications, it would work on any currency worldwide. The
system uses several KNN classifier as base learners to sort data on a calculated distance
measure and employs Ensemble classifiers to combine the base KNN approach to
create a strong classifier. It uses a two-tier prediction approach; the first level identifies
the denomination of the banknote and the second level determines the authenticity of
the currency. The system could recognize note values, detect fake notes and reject
banknotes that are not Naira notes. The proposed Cascaded approach presented sig-
nificantly higher recognition and detection accuracy than the base KNN classifiers with
statistically significant improvement and thus can be concluded that the proposed
Cascaded system is superior to individual KNN, stacking and WMA method for
banknote recognition and detection. Furthermore, it is essential to note that our pro-
posed banknote recognition system only made use of features extracted from the Face
value. Future research would implement a feature fusion system that combines other
security features such as security thread, serial number, micro-letters, signature, and

a) b)

Fig. 8. Rejected (a) Genuine and (b) fake banknotes
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face on the banknote to improve the detection rate of the system. Also, usability testing
would be conducted with the participation of visually impaired individuals.
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Abstract. In this paper, we provide a framework for examining the problem of
addiction that considers both internal factors like self-control as well as external
factors denoted as the environment. We do this by considering the Prisoner’s
Dilemma, a game-theoretic concept examined by competitive multiagent sys-
tems researchers. In particular, we devise an iterated Prisoner’s Dilemma
involving you and future you. We devote considerable effort in defining the
notion of selfhood from previous literature in economics, as this is critical in
examining addiction. The main contribution is a framework that enables cali-
bration of alternate scenarios of behaviour for addicted individuals: in essence
an application of artificial intelligence for the important social problem of
modeling addiction, yielding some intuitive and explanatory results. We briefly
comment on the main underlying assumptions and biases as well as mention
future work that could be derived from this research, including commentary on
how reasoning about both current and future reflections of self may be useful in
general for multiagent decision making.

Keywords: AI applications � Multiagent systems � Addiction
Prisoner’s Dilemma � Game theory � Identity � Economics

1 Introduction

Addiction is a complex issue that has received heightened attention over the past
decade causing major changes in how we think about the matter. Historically, the
explanation for the cause of addiction was centered around the paradigm of an indi-
vidual’s inability to express aspects of human nature like self-control. Over the past
decade there has been a drastic shift that has looked at addiction through the lens of
external factors. Researchers have shown with some success that the primary cause for
addiction is heavily related to the environment and conditions imposed on the indi-
vidual rather than anything intrinsic. In this paper, we provide a framework for
examining addiction that aligns with the artificial intelligence paradigm of competitive
multiagent systems. We build on existing research looking into addiction from an
abstract mathematical perspective by formalizing some previously defined notions,
providing a comprehensive framework that offers intuitive and explanatory insights
into addictive behaviour.

We define addiction as “compulsive engagement in rewarding stimuli despite
adverse consequences” [1]. To discuss addiction on a general level, we build on the
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idea that addiction can be modeled using the Prisoner’s Dilemma (PD) as an
intertemporal conflict between your current self and your future self. These two
identities of self can be viewed as competing intelligent agents. We then explain how
basic game-theoretic principles can be leveraged in order to provide a formal under-
standing of addictive states. As our PD is a conflict between your current self and future
self, we will ground our utility estimates in previously defined notions of “the self”.
Behavioral economics will provide us with critical insights into this which we will use
as a foundation for our utility calculations and the results that follow. There is growing
evidence to show that addiction is largely influenced by your environment and social
conditions [2]. After constructing our basic model, we will formalize the notion of the
environment and show how it can be applied to our model and yield results that seem
intuitive and explanatory. The main contribution of this paper is to formalize previ-
ously defined notions related to addiction into a preliminary yet comprehensive
framework that yields some promising results.

2 Related Work

There has been substantial evidence to show humans do not behave rationally.
Specifically, the branch of economics known as behavioral economics shows humans
do not evaluate alternatives consistently over time. This sub-field studies the effects of
psychological and emotional factors involved in a rational agents decision making
process [6] and this area is where most literature discussing the decision making of
addiction is found. There are two prominent theories that we will consider.

Theory of Multiple Selves. Thaler et al. provide us with an elaborate model for
considering self-control [5]. They claim that the idea of self-control and refraining from
addictive behavior seem paradoxical unless we consider the individual as an organi-
zation or committee of agents attempting to work together. This committee consists of a
farsighted planner and several myopic doers. The self can then be thought of as several
relatively independent self-interested entities (doers) each with potentially competing
utility functions and a planner that discounts each doers utility depending on farsighted
effects. After discounting the doers utilities, the planner picks actions for the doer with
the maximal utility.

A simplified example is as follows. An average university student could consist of a
doer whose utility is a function of doing well in school. There could also be doers
consisting of utilities as a function of maintaining an active social life, a physically
healthy lifestyle and managing finances effectively. If allowed complete control, these
doers would seek purely self-interested goals, and oftentimes these would conflict. The
doer for managing money can often have conflicting utility functions with the doer that
wants to maintain a healthy social life (assuming most social activities require some
financial investment). Similarly, the doer for doing well in school could have
conflicting utility with the doer for maintaining a healthy social life when faced with
the situation of studying for an exam or going out with friends. The job of the planner is
to consider the utility functions of all the doers and evaluate how valuable the exam is
relative to the night out with friends and discount the utilities accordingly followed by
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picking actions from the doer with the higher utility. In the case of addiction, there is a
doer interested in the addictive activity, and given the adverse consequences for par-
taking in the activity - there are several other doers within the committee of the self that
have conflicting utility functions as compared to the doer interested in the addictive
activity. We will use this notion of the self in defining utility functions for the PD
presented in the next section.

Hyperbolic Discounting of Delayed Rewards. The theory of multiple selves allows
us to consider addiction as an independent agent (doer) within the committee that is the
individual. It tells us that different agents may have different and sometimes competing
utility functions but doesn’t elaborate on the shape or properties of these functions.
Hyperbolic discounting allows us to give a specific shape to the utility function for
doers. There is substantial evidence to show that humans discount future rewards
subject to a discount factor that is hyperbolic in the time of the reward [4]. A visual
representation of hyperbolic discounting of two rewards A and B is shown in Fig. 1. In
short, when rewards are imminent, there is a spike in utility which can potentially lead
to a momentary preference reversal. Think of waiting an additional day for a reward
that is a year off as compared to waiting a day for a reward that is expected imme-
diately. It should be evident that the additional day for the immediate reward would be
harder to withstand than the additional day for the reward a year away. This is due to
the spike in value as one gets temporally closer to a reward. There is a moment where
an action whom utility is regularly lower than other actions has a reward spike and
surpass a further but greater utility creating a reversal of preferences. This is evidence
of humans not being rational agents as we often times don’t make decisions consistent
through time.

Consider the previous example of an average university student. He could have two
doers - one concerned with a successful university career and another, lower utility
reward function concerned with a healthy social life; this can be modeled by Fig. 1.
Upon waking up on a Friday morning, a person could tell themselves they will study
the weekend for the test on Monday. The utility of studying and the successful uni-
versity career would be marginally greater as both rewards are relatively far away
hence the person would go about their day in a manner conducive of studying for the
weekend. However - come Friday night when the opportunity to socialize is imminent
and the reward for studying relatively far away, one can have a preference reversal in

Fig. 1. Hyperbolic discounting of two rewards
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utility and opt to socialize even when the reward for studying would be greater. Now it
is the planner’s job to influence the utility of the doers in such a way that spikes in
sooner, imminent rewards doesn’t surpass the utility of further, greater rewards.
However in the case of addiction where there is some sort of inherent reward, the utility
can sometimes be heightened for the doer seeking the addictive activity. It is not
difficult to consider the previous example with the socialization doer replaced with one
solely concerned with drinking.

Given these two theories, addiction can be considered as a disconnect between the
doers and the planner. More specifically - as the planners inability to influence the
utility of the doer interested in the addictive activity, just as the hyperbolic function
spikes for that doer. Therefore the addict partakes in the activity as the utility for
partaking is higher than refraining at the immediate moment when one considers
whether to partake - due to the planners inability to discount the utility for the addictive
activity. Behavioral economics also shows us humans don’t behave rationally as we do
hyperbolic discounting of future rewards which leads to inconsistent actions over time.
Although not directly related - there appears to be a common theme of human decision
making not being rational. We will use this idea when constructing utility estimates and
argue that the primary factor in determining cooperation is not evaluating between
different utilities, but rather determining how connected you feel to your future self.

3 The Prisoner’s Dilemma

The Prisoner’s Dilemma is an abstract representation of a situation where two rational
agents may not cooperate even if it is in their best interest to do so [5]. The standard
example is as follows. You and a fellow gang member are caught at a crime scene and
the police take you to separate rooms not allowing for any communication. They have
evidence to convict each of you for a minor crime that serves a one year prison
sentence if you stay silent. The principal crime has a three year prison sentence but the
police have insufficient evidence to convict either of you for that - unless there is a
verbal testimony against the other person. The police offer each of you the option to
testify against the fellow gang member and in return, they will let you off the one year
sentence and go free. The catch is - if both of you testify against each other, then both
are found guilty and will serve a reduced two year prison sentence for the principal
crime. This is represented mathematically with T = Temptation = 0, C = Coopera-
tion = –1, D = Defection = –2 and S = Sucker = –3. This can be shown through the
payoff matrix presented in Fig. 2. An interesting result that arises is the fact that two
rational self-interested agents will opt to defect even when it is clear that mutual
cooperation would yield a greater individual and global outcome.

Although this theory was originally developed with reference to two individuals,
Ainslie et al. mention how addiction can be viewed as an intertemporal Prisoner’s
Dilemma (PD) with your current self and future self [6]. In this context - cooperation
would refer to not partaking in the addictive activity while defecting would be to
relapse. It is easy to see that not defecting today and in the future would be the best
outcome as one would no long be addicted. The case where one abstains today but
relapses in the future is the worst outcome as the individual spent substantial effort
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making an attempt to quit, but this effort was wasted as the individual is still addicted.
Relapsing today and in the future is slightly better than the previous outcome.
The individual is still addicted but at least they didn’t spend effort in making an attempt
to quit. The final case where one relapses today but abstains in the future is familiar to
anyone who has struggled with addiction.

There are obvious benefits in defecting today as one gets to partake in the addictive
activity while also not being addicted in the future - without having to spend any effort
right now trying to quit. However - when the individual encounters this situation in the
future, they can reason in a similar manner leading to an endless string of defection.
The challenge is that starting to cooperate takes substantial effort on the part of current
self while the rewards of not being addicted are reaped only by the future self.
Therefore in any individual situation - if one does not feel strongly connected to their
future self, the utility for partaking in the addictive activity may be higher than the
utility for sobriety for future self due to hyperbolic discounting.

In the next section we will formalize the notion of addiction as an intertemporal PD
with your current self and future self. This aligns with work that shows that the identity
of the interactant is a large predictor of cooperation within the PD [3].

4 Framework Fundamentals

We will now formalize the above description by introducing a model that attempts to
capture the different relevant factors pertaining to addiction. To provide a formal
framework, we start by defining three variables that aim to formalize the notions
mentioned in the previous Section.

1. Effortless?: Note that the explanation above often references the notion of
self-control or will-power. Whether or not the individual has to spend effort in
quitting is essential for our discussion so we will introduce this notion within the
binary variable which is 1 if no effort was spent trying to quit and 0 otherwise.

2. Satisfaction?: Whether or not we are partaking in the addictive activity is relevant to
the discussion so we define a second variable which is 1 if we are partaking in the
activity and 0 otherwise.

Fig. 2. The standard Prisoner’s Dilemma
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3. Sobriety?: We also note that the notion of whether or not we are addicted is of
prime importance. Therefore we define a third variable which is 1 if we are sober
and 0 otherwise.

We will use these variables as the primary parameters in constructing utility esti-
mates within our model. Note that they have been derived from high level discussion of
addiction within the PD. Before proceeding any further, we want to highlight the fact
that these variables are defined as basically as possible as our goal is to simply
introduce the framework. There should be extensive work that considers how these
variables should be formulated. We also only list three variables however we believe
there are several more that need to be considered. Lastly, different doers will have
different factors that affect their utility function. A doer concerned with academic
success will be more sensitive to the experience of receiving a good grade than a doer
concerned with physical fitness.

Our notion of the self will be motivated by ideas from the philosophers Locke and
Hume which claim that the self is merely a bundle of the experiences so far as we are
aware of the experience [7]. We also have the planner-doer model from behavioral
economics that suggest an individual is an organization consisting of a farsighted
planner and several myopic doers. Using these theories, we can formally define the self.
We begin by defining an experience E as a set of inputs received from the five senses -
sight Si, hearing H, taste Ta, smell Sm and touch To. We then define a doer D with
some utility U as a set of N experiences.

E ¼ Si; H; Ta; Sm; Tof g ð1Þ

D ¼ E1; . . .; ENf g ð2Þ

Consider an individual that sits down to watch a movie on the meat industry or
global warming. The experience(s) of watching a movie can create a doer that is
concerned about being vegetarian or the environment respectively. Similarly, the
experience of a new sensation from an addictive activity can create a doer that seeks
that addictive activity. Experiences from addictive activities are especially prone to
create and reinforce doers due to the inherent rewards in addictive activities. We define
the planner P as a function that takes all M doers created from all the experiences the
individual has experienced until the present moment as input, and outputs a weight
associated with each doer.

P : fD1; . . .; DMg ! fw1;::;wMg with w1 þ . . .þwM ¼ 1 ð3Þ

The sum of the weights being 1 allows the planner to influence all doers within the
self while taking into consideration all other doers. From this, we can define the self S
as a set of all the doers created from all the experiences the individual has been exposed
to each discounted by the planner.
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S ¼ w1D1;. . .; wMDM
� � ð4Þ

At any given moment - an individual will simply pick actions from the doer with
the highest utility after being discounted by the planner. After an action is picked - the
individual receives a new experience and the process repeats. As time progresses, doers
which had rewards that were far off become imminent and preference reversal may be
created due to hyperbolic discounting of future rewards if the planner cannot ade-
quately discount the imminent reward. This can be highlighted in our previous example
with a student waking up in the morning with intentions of studying. However, as the
evening approaches and the rewards for socializing become imminent, a preference
reversal may be created if the planner cannot adequately discount the imminent reward
and stick to the original plan of studying.

We now have all the tools to set up our model. To formally consider addiction as a
Prisoner’s Dilemma between your current self and future self - we consider the current
self as the doer D1 concerned with partaking in the addictive activity while the future
self can be thought of as the aggregate of all other doers D2 concerned with rewards
further in time. We make the critical assumption that w1 + w2 = 1 as we isolate the
addictive activity in D1 and group all other doers in D2. For simplicity, we will denote
this variable as a and define it as how connected you feel to future self and how
invested you are in focusing on the future.

a ¼ 1� w1 ð5Þ

This equality also makes the added assumption that the planner believes the
addictive activity has conflicting utility with all other doers within the individual and
we feel this is an accurate assumption. Given that the utility for D1 explicitly comes
from the inherent reward of the addictive activity - this generally doesn’t complement
utilities for any other doers. This excludes situations where the utilities may be com-
plementary as would be the case for a skilled gambler making an income from poker or
an athlete taking performance enhancing drugs prior to a competition for example. We
do not consider this addictive behavior as per our original definition. For an activity to
be considered addictive, the utility must only be derived from the inherent reward
partaking in the activity provides - and in this case, it is generally conflicting with all
other utilities.

Now let’s consider each of the four quadrants within the PD and see what the utility
for cooperation and defection may look like. We will use the variables Effortless? E,
Satisfaction? Sa, and Sobriety? So to calculate utility. Note that the standard PD has
two utilities per cell - one for each person. However, as this is an intertemporal PD - we
aggregate the utilities as the individual is concerned with both utilities for current self
D1 and future self D2. Therefore the utility U for any cell

U ¼ w1U1 D1ð Þ þ w2U2 D2ð Þ
U ¼ 1� að ÞU1 D1ð Þ þ aU2 D2ð Þ ð6Þ
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D1 = Cooperate & D2 = Cooperate  D1 = Cooperate & D2 = Defect
D1 spent effort trying to quit (E = 0)  D1 spent effort trying to quit (E = 0)
D1 did not get satisfaction from the activity (Sa = 0)  D1 did not get satisfaction from the activity (Sa = 0) 
D1 is not addicted as D2 cooperated  (So = 1)  D1 is still addicted as D2 defected (So = 0)
Therefore U1(D1) = (0 + 0 + 1) = 1 Therefore U1(D1) = (0 + 0 + 0) = 0
D2 did not spend effort trying to quit (E = 1)  D2 did not spend effort trying to quit (E = 1)
D2 isn’t concerned with satisfaction (Sa = 0)  D2 isn’t concerned with satisfaction (Sa = 0)
D2 is not addicted (So = 1)   D2 is still addicted (So = 0)
Therefore U2(D2) = (1 + 0 + 1) = 2 Therefore U2(D2) = (1 + 0 + 0) = 1
U(D1= D2 = Cooperate) = (1-α)(1) + α(2) U(D1=Cooperate &D2=Defect) = (1-α)(0) + a((1)

= α + 1     = α

D1 = Defect & D2 = Cooperate   D1 = Defect & D2 = Defect
D1 did not spend effort trying to quit (E = 1)  D1 did not spend effort trying to quit (E = 1)
D1 did get satisfaction from the activity (Sa = 1)  D1 did get satisfaction from the activity (Sa = 1) 
D1 is still not addicted as D2 cooperated (So = 1) D1 is still addicted as D2 defected (So = 0)
Therefore U1(D1) = (1 + 1 + 1) = 3 Therefore U1(D1) = (1 + 1 + 0) = 2
D2 did spend effort trying to quit (E = 0)  D2 did not spend effort trying to quit (E = 1)
D2 isn’t concerned with satisfaction (Sa = 0)  D2 isn’t concerned with satisfaction (Sa = 0)
D2 is not addicted (So = 1)   D2 is still addicted (So = 0)
Therefore U2(D2) = (1 + 0 + 0) = 1 Therefore U2(D2) = (1 + 0 + 0) = 1
U(D1=Defect &D2=Corporate)  = (1-α)(3) + α(1) U(D1= D2 =Defect) = (1-α)(2) + α(1)

= -2α + 3 = -α + 2

We considered different values for a and observed when it was rational to cooperate
and when to defect. A correlation between a and the decision to cooperate arose that
seemed intuitive when considering the phenomena of addiction (Fig. 3).

In the general form, we see that cooperation for D1 is positively correlated to a
while defection for D1 is negatively correlated to a which is what we expect. Notice for
some values of a - it is rational for a person to defect. Most importantly, notice when
a � 0:5 - the cell with the highest utility is that where current self defects and future
self cooperates. Also notice that only when a is substantially high is it rational to
cooperate with future self. This means that we are only inclined to not partake in
addictive behavior so far as we feel connected to the rewards of our future selves.

With these results, we have shown addiction is a failure to adequately discount
immediate rewards. If the planner can discount the immediate reward enough, then it is
rational to cooperate and an individual won’t be stuck in an endless string of defection.
This should make intuitive sense; the more connected we feel to future rewards - the
less inclined we are to partake in an addictive activity. The next section examines the
dynamics of the planner function and how this can be leveraged to get an individual in
and out of addiction.

5 The Environment Factor

In the previous section we showed that the higher the value for a, the more utility an
individual received for cooperating with their future self and vice versa. To consider
how a fluctuates, we need to consider the environment as an important factor in this
framework.

As a is loosely defined as how connected your current self feels to your future self,
a natural question that arises is what characteristics determine how connected one feels
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to themselves through time. Recall that a is simply a weight assignment of the planner
over doers D1 whose utility is derived from partaking in the addictive activity and D2

whose utility is derived from future rewards. We claim that the value of a is determined
by how accurately the planner predicted future events in the past. If in the past - the
planner assigned weights in a manner that executed actions that resulted in future
experiences better than the planner expected, then a is increased. If the future yields
experiences worse than the planner planned, a is decreased. In essence, if the planner is
ineffective at predicting future experiences - then there is not much benefit in dis-
counting immediate rewards for future ones as the individual cannot trust these future
rewards will come to fruition given that he had past experiences where expected future
rewards didn’t come to fruition.

Consider our previous example of a university student trying to manage his
interests in academics and a healthy social life. If in the past, the student has experi-
enced situations where they had an upcoming exam and hence the planner influenced
the utilities of the doers leading to the individual studying. If in the future, the student

Fig. 3. Summary of addiction Prisoner’s Dilemma
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got a mark back that was better than they expected, they will be more inclined to study
in the future as they have experienced the fruition of future rewards that they planned
for. However if the student studied and then received a mark far below what they
expected - this makes the individual less inclined to study in the future as they have
spent considerable effort in resisting immediate temptation and studying without any
reward from it.

Situations like this are common for individuals to fall into addictive behaviors. It is
not uncommon to hear about people who get into a habit of drinking after an end of a
relationship or some other unfortunate event. In essence - an individual has taken
several actions over months or years in accordance to doers whose reward comes to
fruition in the future, but as these rewards didn’t get actualized in the future - the
individual has much less incentive to seek farsighted rewards and hence turns to
immediate inherent rewards.

To consider this formally, we define the notion of “the environment” which we
define as all external influences and events that occur to an individual. At any point in
time, an individual feels connected to future rewards at value a = ao. As time pro-
gresses and they receive new experiences and the value of a increases or decreases
depending on whether the experiences were better or worse than what the individual
predicted. This can be conceptualized as an iterative game where you predict whether
the environment will cooperate or defect with you and the environment sends you
experiences as defined in (2) which communicate whether it cooperated or defected. If
you predict cooperation and the environment cooperates or if you predict defection and
the environment defects, then a increases as you predicted correctly. Similarly, if you
predict the environment will defect and it cooperates, a increases as the future was
better than expected. However if you predict the environment will cooperate and it
defects, a decreases.

Therefore if a person is stuck in a string of defection, we need to change the
environment of the individual such that they receive experiences they expect. Only
after some amount of positive interactions with the environment can an individual
encounter the PD with current self versus future self and reasonably expect to cooperate
with future self. As humans are social creatures we have a natural desire to bond with
other humans to some degree. If these connections deteriorate, we often try to bond
with other things that may give us relief, whether that be gambling, drugs, sex or any
other addictive activity. Environments that are more conducive to healthy social
interactions should prove to be helpful in this realm.

The First Step to Recovery is Acceptance. Alcoholics anonymous have a popular
saying stated above. One of the most important insights from this paper comes from
examining the dynamics of a in the context of self control and discovering results that
are conducive to the popular statement above. We previously stated that a increases or
decreases depending on how accurately the individual predicted the future. Within each
PD, an individual takes an action that a previous self predicted either correctly or
incorrectly. Specifically, a increases in the C/C and D/D quadrant as the individual
predicted the future correctly, but decreases in the C/D and D/C quadrant as the
individual failed to predict the future correctly. We have already shown how addiction
is described as an endless string of defection stuck in the D/C quadrant as the individual
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will consistently tell themselves that they will quit in the future. If one simply accepts
that they are an addict and will defect in the future - effectively putting them in the D/D
quadrant, this will in time cause a to increase which will modify the utilities of the PD
and eventually lead to ones where cooperation for current self yields a higher utility
than defection would. In short, we see that getting in and out of addiction is directly
related to the effectivity of predicting future experiences, whether that is from the
environment or from internal perceptions of one’s future actions. With this rudimentary
setup of an addiction scenario, we see our model is conducive to natural results that we
expect to arise given various parameters in the framework.

6 Limitations, Future Work and Conclusions

As our goal was to simply introduce this framework, we used very rough estimation of
utility through the three factors ‘Effortless?’, ‘Satisfaction?’ and ‘Sobriety?’ with
boolean values. Further work that investigates what factors are involved in these utility
estimates and the domain of these factors would be extremely beneficial to add onto
this work. We also left out any neurological discussion but further work that draws
connections between this model and neuroanatomical explanations of addiction could
be fruitful. We commented on how humans discount rewards hyperbolically in the time
of the reward but didn’t include it in the formalization of the framework due to
requiring time indexing. A more comprehensive simulation with time indexing that
factors in hyperbolic discounting could potentially yield insights that the current model
fails to capture.

As this work is primarily within the context of behavioral economics, drawing
connections to prospect theory could be insightful. Prospect theory examines how
humans make decisions involving risk and claims humans are more sensitive to losses
than gains. Our model provides results that are conducive to this as we show that only
for high values of a (above 75%) is it rational to cooperate. This implies that for each
negative interaction with the environment, an individual needs at least three positive
interactions to return a to previous levels. Investigating the link between these
descriptive frameworks could potentially allow for a learning opportunity for either
model to adapt ideas from the other. This would align well with effort within the
competitive multiagent systems community to adjust their models according to whether
agents are risk seeking or risk averse [8, 9]. Lastly, given the iterative nature of the
formalization of the human experience, this can be modelled by a Markov Decision
Process (MDP). Further work that maps this formalization into a MDP and determines
which policy ensues could yield interesting results when considering the characteristics
of the policy.

In summary, addiction is an issue many people struggle with and researchers are
investigating the causes and effects of it every day. This paper builds on previous
research that considers addiction as an intertemporal Prisoner’s Dilemma with your
current self and future self. The main contribution of this paper is to formalize pre-
viously defined notions into a comprehensive framework that yields results that seem
intuitive and explanatory. These results come from formally defining the notion of “the
self” as well as various parameters involved in utility estimation. We provide three
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basic parameters that can be used as a starting point for utility estimation and comment
on how further research into these parameters is critical in improving the predictive
power and usefulness of this framework. Finally, we comment on the main underlying
assumptions and biases and mention future work that can build from this research. In
all, this research constitutes an application of artificial intelligence to the crucial social
problem of addiction.
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Abstract. Alzheimer’s disease can severely impair the independent
lifestyle of a person. Dem@Care is an European research project that
conducted a study for timely diagnosis of Alzheimers disease by collect-
ing everyday motion data from couples (or dyads), with one of the person
in the couple having AD. Their results suggest that AD can be detected
using everyday motion data from accelerometers. They did evaluation
based on leave-one-person-out cross-validation. However, this evaluation
can introduce bias in the classification results because one of the person
from the dyad is present in the training set while the other is being tested.
In this paper, we revisit the Dem@Care study and propose a new evalua-
tion method that performs leave one-dyad-out cross-validation to remove
the dataset selection bias. We then introduce new domain specific fea-
tures based on dynamic and static intervals of motions that significantly
improves the classification results. We further show increase in perfor-
mance by combining the proposed features with new time, frequency
domain and baseline features used in the Dem@Care study.

Keywords: Machine learning · Cross-validation · Accelerometer
Alzheimer’s disease · Feature extraction

1 Introduction

As the population of elderly people increase, more cases of Alzheimer’s disease
(AD) and dementia are reported. According to Alzheimer’s Association, one in
10 Americans age 65 and older has AD in 2017 [1]. AD is listed as the sixth-
leading cause of death in the United States [1]. AD destroys brain cells that
impairs the thinking ability and deteriorates memory, which in turn impairs
everyday activities of daily living (ADL) by significantly changing the tempo-
ral structure of these activities [2]. An early detection and prediction of such
behaviours may allow the application of required interventions to deal with this
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cognitive degeneration problem. However, typical clinical assessment approaches
have an episodic nature [3] and tend to introduce a high level of subjectivity [4].
Clinicians also lack a comprehensive view of the person’s ADL, which can only
be provided by continuous monitoring [4].

With the advancements in sensor technology and cost effective sensing
devices, it is feasible to perform continuous and longitudinal monitoring of elderly
people in smart homes [2,3]. Dem@Care is an European research project for
timely diagnosis, assessment, maintenance and promotion of self-independence
of people with dementia [5]. One of their studies is related to detecting the
effects of AD from everyday motion behavior [2]. This study used machine learn-
ing methods on motion data collected from community-dwelling individuals with
and without AD. Their results suggest that changes of everyday behavior in peo-
ple with AD are detectable in motion data collected using accelerometer. They
collected motion data from several dyads (couples) with one partner diagnosed
with AD and one partner being a healthy control. They extracted frequency
domain and principal component analysis (PCA) features from this data, tested
several machine learning algorithms using leave-one-subject-out cross-validation
(LOSOCV) and reported high classification accuracy. The LOSOCV method-
ology adopted in this study suffers from a drawback that one participant of
the dyad is always present in the training set while the other participant of
that dyad is being tested. Since both the participants in a dyad lived together,
they may bear resemblance in their lifestyle and ADL. During the LOSOCV,
an inadvertent bias may be introduced while training the model leading to high
detection rates. In such a case, the classifier could be mapping a ‘similar’ par-
ticipant present in the training set to a participant being tested, rather than
identifying the patterns related to AD. To circumvent the problems associated
with the above cross-validation method, we propose to use leave-one-dyad-out
cross-validation (LODOCV) that keeps the dyad for testing separate from the
training test. Then, we utilize domain knowledge about the motor behaviour of
people with AD and infuse that knowledge to the classifiers with corrected eval-
uation method. Our results show improved detection rate by combining motion
based domain features with new evaluation methodology.

The rest of the paper is structured as follows. Section 2 presents litera-
ture review on using sensor technology and machine learning techniques to
identify AD or dementia. In Sect. 3, we describe the Dem@Care dataset, data
pre-processing, and feature extraction methods. In Sect. 4, we present the new
dynamic and static interval based features along with new time and frequency
features to handle this problem. Section 5 presents the classification results under
both LOSOCV and LODOCV framework and different feature regimes. Section 6
concludes the paper with pointers to future research directions.

2 Literature Review

Researchers have been using various sensors and machine learning techniques
to detect dementia in older adults. Accelerometer is the most commonly used
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body-worn sensor for dementia detection [6,7]. Researchers have also adopted
heterogeneous sensors to create smart ambient environment, or smart homes,
for assessing cognitive health and detecting dementia related symptoms. For
instance, passive infrared motion sensors were installed in home environments
to detect motion patterns of older adults at home [8]. Sensors were attached on
objects or items at home such as door, telephone, broom, tea cup, kettle, etc., to
monitor activities that involved interaction with these objects [9,10]. Wristband
that contains sensors to monitor motion intensity and vital signs were also used
in several research [3,8,11]. Vision sensors that are either in the form of camera
or kinect are also used for this task [4,12,13].

The aforementioned sensors used in dementia detection generated heteroge-
neous data, which are used to extract features of monitored targets. Examples of
those features include motion, physical activity, use of appliances, etc. Normally,
the extracted features from sensor data are either statistical, temporal, frequency
based, or domain specific. For instance, features extracted from accelerometers
includes zero crossing rate [6,14], area under magnitude of the Fast Fourier
Transform (FFT) [15], peak acceleration and energy [16], etc. Kinect-based vision
sensor provided features like relative and absolute joint angles and distance to the
hip center [17]. Smart home sensors usually generate event-based or triggering-
based features such as binary, change-point and last-fired features [11]. These
features were then fed into various algorithms for dementia detection. There
were mainly two type of algorithms, namely, statistical [18] and machine learn-
ing [3,9,19]. Commonly used statistical methods were analysis of variance and
correlation analysis. These methods were used to study the correlations between
sensor data and dementia-related parameters such as apathy [20], agitation [14]
and gait [21]. Various machine learning algorithms have been used to detect
dementia-related symptoms or abnormal activities, for example, Support Vec-
tor Machine algorithm has been used for agitation detection [15,16], mobility
assessment [22] and activities recognition [23].

Most of the studies were conducted in an instrumented lab environment
[17,22], however, a free-living environment may be more naturalistic to test the
real effect of proposed methods [2,23]. The study by Kirste et al. [2] involved two
partners (a dyad) living in the same residence/home. In each dyad, one partner
was diagnosed with AD and the other one was a healthy control. Moreover, the
number of study participants in different studies varied greatly from less than
10 to more than 100 [6,14]. Some of the studies only recruited healthy adults
and simulated behaviors of older adults based on defined protocols [3,16]. These
proposed sensor systems and algorithms reported various detection accuracy for
dementia. Alam et al. [23] and Dawadi et al. [24] both investigated automated
assessment of activity performed by older adults with dementia to detect function
decline due to reduced task quality. Alam [23] claimed sequencing and interrup-
tion scores that were higher than Dawadi et al.’s [24] in measuring correlation
of supervised task quality scoring with observed activity performance of demen-
tia patients using supervised machine learning methods. Marcén et al. reported
78.86% accuracy of classifying AD and healthy controls through detecting noc-
turnal agitation [16], whereas a similar study revealed a much higher accuracy of
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94.1% on detecting psycho-motor agitation [15]. The varieties in reported accu-
racy can be explained from different settings of the studies, including the choice
of sensors, data collection methods and evaluation criteria. Machine learning
algorithms with different cross-validation evaluation methods can yield differ-
ent accuracy even if other settings are kept same. K-fold [3,23] and leave-one-
out cross-validation techniques [19] were commonly used in the reviewed stud-
ies. Kirste et al. [2] and Chikhaoui et al. [17] used leave-one-subject-out cross-
validation whereas Riboni et al. [9] used leave-one-day-out cross-validation.

In this paper, we revisit the study performed by Kirste et al. [2] to detect AD
from everyday motion data using accelerometers. We will use their data, test
it with a new cross-validation method and introduce new dynamic and static
interval based domain features and compare with their method of evaluation.

3 Dem@Care Study

3.1 Dataset

The study by Kirste et al. [2] attached an ankle-mounted accelerometer on each
participant to collect their everyday motion behavior data. The raw data was
the magnitude value of the normalized acceleration measured by the 3 axes
accelerometer. The data set included motion data from 78 subjects (39 dyads).
In the dataset, there was no data for 2 subjects; therefore, the number of subjects
for this paper is 76 (38 dyads). An average of 53.4 h of data were collected in the
original study. We were shared with 5 types of data sets that were prepared by
processing the data using a low pass filter with different frequencies (0.5, 5, 25, 50
and 250 mHz). The data sets were named F1 to F5 corresponding to the five
frequencies. For instance, the F1 data set was created from the raw data using
a 0.5 mHz low pass filter.

3.2 Data Processing

As each subject were sampled at different times using the same sampling rate,
the timestamps for each subject were slightly different even if we selected the
same time window, for instance, between 22:00 on Day 1 and 22:00 on Day 2.
Table 1 shows an example for the first two timestamps after 22:00 on Day 1 for
two subjects. It can be seen that the data were sampled at different starting
time after 22:00, one was at 22:02 and the other one was at 22:08. As all sub-
sequent data were sampled in 50 mHz (every 20 s) in this setting, the data for
different subjects were therefore not sampled at the same time points. To make
the samples comparable with each other, an interpolation of data is needed to
synchronize data for all subjects. Ignoring this step may lead to undesirable
results. To make the data points consistent with timestamps, we generated a
reference array of timestamps between 22:00 on Day 1 to 22:00 on Day 2 based
on a sampling rate used to generate the corresponding data set. The starting
time for all 5 data sets was exact 22:00. Thus, an array containing reference
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Table 1. Example of timestamps in different samples

Sample Motion data

Timestamp Value

Participant 1 22:02 1.7084

22:22 1.8173

Participant 2 22:08 2.1343

22:28 2.0467

Table 2. Model settings for the best classification accuracy

Category Setting

Feature 4320 FFT

Reduced features 5 PCA features

Time window for data collection 22:00–22:00

Low pass filter on datasets 50 mHz low pass filter

Machine learning classifier Quadratic discriminant analysis

timestamps can be obtained. For example, for the data set sampled in 50 mHz,
we obtained an array of 4320 timestamps (24 h * 60 min * 60 s * 0.05). Then,
we used MATLAB’s interp1 function [25] to generate the interpolated data. To
prepare for interpolation, data of every subject were trimmed to 24-h data. Only
the data that has timestamps between 22:00 on Day 1 to 22:00 on Day 2 was
kept. The rest of data were discarded in this paper.

3.3 Model Settings

The machine learning model that gave the highest classification accuracy in the
study by Kirste et al. [2] applied the model settings shown in Table 2. PCA was
used to reduce the dimension of features generated by applying FFT on the
original data. Six different time windows were tested in the original model. The
24-h time window, which is from 22:00 on Day 1 to 22:00 on Day 2, was reported
to give the best results. The better results on 24-h time windows over other sub-
windows of smaller duration may be because the time window includes a full cycle
of a person’s motion patterns from getting up from bed to going to sleep. This will
cover different types of activities that a person would perform in a typical day.
Therefore, we use the 24-h window to build our models. They tested different
machine learning classifiers and found that Quadratic Discriminant Analysis
(QDA) classifier with the data set processed using 50mHz filter showed the
best classification accuracy. To evaluate the classifiers, they adopted LOSOCV
methodology.
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4 Revised Evaluation and Infusing Domain Knowledge

In the Dem@Care study, LOSOCV is employed for the evaluation of classifiers.
This means that one of the person from the dyad will be present in the training
set. This can bias the performance because both the person in the dyad lived
together and may have done similar activities. To avoid such evaluation bias,
we present LODOCV. In LODOCV, if there are N dyads present (or 2N total
number of subjects), we train a classifier on (N − 1) dyads (or (2N − 2) sub-
jects) and test on N th dyad (or 2 subjects). We repeat the process N times and
present the average performance. Performing LODOCV ensures that one dyad
for testing will not be observed during training and biases due to similar actions
of the subjects may be eliminated. To evaluate the effect of the new LODOCV
evaluation on the Dem@Care dataset (discussed in Sect. 3.1), we extracted 4320
FFT features from the raw data and computed 5 PCA features on the entire
feature data. Then, we trained different machine learning algorithms on the 5
data sets corresponding to different low pass filters (F1–F5). The machine learn-
ing classifiers used in this paper were Support Vector Machine (SVM), Random
Forest (RF), and Quadratic Discriminant Analysis (QDA). For RF classifier, the
number of trees was 100. LODOCV were performed with all machine learning
classifiers along with LOSOCV to compare different evaluation methods.

4.1 Time and Frequency Features

In order to investigate the performance of revised evaluation methodology, we
extract the following additional 10 time and frequency domain features [26] from
the different accelerometer datasets within a time window of 24 h:

– Mean, maximum, minimum, standard deviation, inter-quartile range,
– Total average power of power spectral density,
– Spectral entropy,
– DC component of energy,
– Normalized energy, and
– FFT entropy

These features have been used earlier for activity recognition tasks. We com-
pare and combine the time/frequency domain features with the proposed fea-
tures, which are described in the next section.

4.2 Dynamic/Static Interval Based Features

People with dementia/AD may exhibit different behaviours than healthy older
adults, especially at different times of the day. This is referred to as ‘sundowning’
effect, where a person with dementia/AD can become more agitated, aggressive
or confused during late afternoon or early evening [27]. Hsu et al. [21] show that
gait and balance based quantitative measurements can be good indicators for
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Table 3. The extracted domain features

Number of points in each dynamic and static intervals in 24 h

Number of dynamic and static intervals in 24 h

Number of dynamic and static intervals from 12:01 am–6:00 am

Number of dynamic and static intervals from 6:01 am–12:00 pm

Number of dynamic and static intervals from 12:01 pm–6:00 pm

Number of dynamic and static intervals from 6:01 pm–12:00 am

(a) Healthy Person. (b) Person with AD.

Fig. 1. Dynamic and Static intervals of a dyad that comprises of a healthy person and
with AD. (Color figure online)

early diagnosis of AD. We extend this idea to measure dynamic and static inter-
vals from the accelerometer readings. A dynamic or static interval is defined as
the total time period during which a person has more motor activities or not. The
level of activity was deduced from the acceleration magnitude values that was
consecutively higher or lower than a pre-defined value. This pre-defined thresh-
old was empirically set to 4 in the unit of acceleration magnitude. The choice
of the value 4 was based on the best accuracy obtained from multiple experi-
ments using values range between 1–5. This threshold will determine dynamic
and static intervals in the overall motion activities of a person during the whole
day. Figure 1a and b shows the dynamic intervals (in red color) and static inter-
vals (in blue color) for a dyad that has a healthy person and another with AD
at different times of the day. We can visually observe that the person with AD is
more active during the later part of the day. We extracted 12 features based on
these dynamic and static intervals. The features were extracted from the entire
24 h data to obtain an overall motion pattern. Then, the day’s data was divided
into four 6-h periods to capture motion information that may arise due to sun-
downing effect or other behaviours in specific quarters of the day. The following
is the table of the extracted features (Table 3):
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5 Results

To compare the performance of various machine learning algorithms on different
versions of the Dem@Care datasets, we did the following experiments:

1. Compare the LOSOCV and LODOCV on the original 5 PCA features. This
will act as a baseline for our analysis.

2. Compare the LOSOCV and LODOCV on time/frequency features, dynamic
and static interval based features and their combinations with PCA features.
This experiment will investigate the effect of new features in improving the
baseline.

We used area under the ROC curve (AUC) as the performance metric, aver-
aged across different folds.

5.1 PCA Features Baseline

Table 4 shows the AUC values on different datasets with 5 PCA features using
LOSOCV and LODOCV evaluations. The number of PCA components is set to
be the same as the work of Kirste et al. [2] for fair comparison. The best AUC
obtained by LOSOCV is 0.73 for datasets F4 and F5 and 0.64 for LODOCV
for dataset F4 using the QDA classifier. It is to be noted that in the LOSOCV
evaluation 75 participants are used for training and for LODOCV 74 participants

Table 4. Performance of different classifiers and evaluation methods using 5PCA fea-
tures.

Dataset Methods LOSOCV LODOCV

F1 SVM 0.45 0.43

RF 0.46 0.45

QDA 0.56 0.51

F2 SVM 0.5 0.45

RF 0.42 0.4

QDA 0.54 0.49

F3 SVM 0.44 0.43

RF 0.39 0.38

QDA 0.73 0.64

F4 SVM 0.46 0.45

RF 0.42 0.36

QDA 0.73 0.58

F5 SVM 0.45 0.38

RF 0.42 0.39

QDA 0.55 0.5
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(or 37 dyads) were used for training. There is a difference of only ‘one’ participant
during the training phase; however, the effect of performance is significant. This
experiment highlights the bias that may be induced by including a person from
the dyad to be tested in the training set as it may lead to identifying similar
activities rather than patterns to discriminate AD and healthy persons. The
drop in AUC by using LODOCV is expected as both the participants in the
dyad were not observed during training. These results serve as a baseline for
both types of evaluation methods when comparing the performance with other
types of features.

5.2 Time, Frequency and Dynamic/Static Interval Based Features

The second experiment deals with evaluating different classifiers on the time,
frequency and dynamic/static interval based features and their combinations
with PCA features. We evaluated the classifiers on the following different feature
regimes:

– 10 time and frequency features (10TF, discussed in Sect. 4.1).
– 12 new domain features (12D, discussed in Sect. 4.2).
– Combination of 10 time and frequency features and 5 PCA features

(10TF + 5PCA).
– Combination of 12 domain features and 5 PCA features (12D + 5PCA).
– Combination of 12 domain features and 10 time and frequency features

(12D + 10TF).
– Combination of 12 domain features, 10 time and frequency features and 5

PCA features (12D + 10TF + 5PCA).

The classification results using 10TF, 10TF + 5PCA and 12D features are
shown in Table 5. The best AUC obtained for LOSOCV is 0.76 for F3 dataset
using QDA classifier with combining time, frequency and PCA features, which
is better than only using PCA features. This shows that adding additional time
and frequency features improves the performance in the case of LOSOCV eval-
uation. For LODOCV, the best AUC is 0.71 achieved by using F3 dataset, RF
classifier with domain features. The AUC outperforms the combinations of PCA,
time and frequency features for the case of LODOCV evaluation. Therefore, this
experiment suggests that domain specific features improve the performance of
LODOCV evaluation.

To analyze the effect of domain features together with time, frequency and
PCA features, we combine these features in different ways and compare their
results in Table 6. With LOSOCV evaluation, the highest AUC of 0.74 is obtained
for dataset F3 with QDA classifier using 12D + 10TF + 5PCA features. This
AUC is less than the best AUC obtained by combining 10TF and 5PCA. This
shows that dynamic/static interval based domain features do not help much for
the LOSOCV evaluation. On the contrary, the best AUC of 0.73 is obtained
using dataset F4, RF classifier, 12D + 10TF + 5PCA feature combination and
LODOCV. This AUC is better than that of using domain features only (as shown
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Table 5. Performance of different classifiers and evaluation methods using 10TF,
10TF+ 5PCA and 12D features.

Feature Methods LOSOCV LODOCV

10TF 10TF+5PCA 12D 10TF 10TFD+5PCA 12D

F1 SVM 0.48 0.48 0.52 0.49 0.49 0.51

RF 0.52 0.45 0.46 0.46 0.46 0.56

QDA 0.61 0.61 0.54 0.5 0.53 0.46

F2 SVM 0.45 0.45 0.52 0.45 0.45 0.55

RF 0.55 0.54 0.41 0.48 0.42 0.62

QDA 0.69 0.64 0.56 0.54 0.52 0.47

F3 SVM 0.52 0.52 0.52 0.52 0.52 0.67

RF 0.58 0.48 0.36 0.49 0.45 0.71

QDA 0.68 0.76 0.60 0.53 0.61 0.46

F4 SVM 0.53 0.53 0.42 0.52 0.52 0.65

RF 0.42 0.44 0.37 0.35 0.40 0.64

QDA 0.68 0.73 0.42 0.52 0.57 0.57

F5 SVM 0.44 0.44 0.49 0.38 0.45 0.53

RF 0.4 0.4 0.46 0.34 0.40 0.58

QDA 0.58 0.52 0.57 0.49 0.46 0.44

Table 6. Results for domain features combined with statistical and spectral features

Dataset Method LOSOCV LODOCV

12D+5PCA 12D+10TF 12D +

10TF +

5PCA

12D+5PCA 12D+10TF 12D +

10TF +

5PCA

AUC AUC AUC AUC AUC AUC

F1 SVM 0.41 0.48 0.48 0.51 0.51 0.51

RF 0.37 0.49 0.49 0.61 0.55 0.58

QDA 0.58 0.58 0.59 0.46 0.51 0.49

F2 SVM 0.62 0.45 0.45 0.55 0.55 0.55

RF 0.52 0.52 0.53 0.54 0.57 0.48

QDA 0.54 0.62 0.57 0.49 0.44 0.48

F3 SVM 0.38 0.52 0.52 0.67 0.48 0.48

RF 0.38 0.45 0.47 0.64 0.59 0.58

QDA 0.67 0.69 0.74 0.41 0.39 0.37

F4 SVM 0.38 0.53 0.53 0.65 0.48 0.48

RF 0.36 0.35 0.35 0.72 0.69 0.73

QDA 0.46 0.54 0.56 0.58 0.53 0.52

F5 SVM 0.54 0.44 0.44 0.53 0.55 0.55

RF 0.45 0.49 0.46 0.54 0.59 0.56

QDA 0.55 0.60 0.58 0.47 0.46 0.49

in Table 5). This shows that combining domain features with time, frequency and
PCA features improves the classification performance in patients with AD and
healthy controls.
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Through these experiments, we corrected the evaluation strategy of the Dem-
@Care study, and improved the classification performance in detecting AD from
everyday motion data by infusing domain knowledge features along with time,
frequency and PCA features.

6 Conclusion

Detecting AD from everyday motion behaviour is a challenging problem. In this
paper, we revisited the Dem@Care study that identifies people with AD by
capturing their everyday motion data. Their evaluation method uses a subject
from the dyad in training while the other is being tested, which can induce
bias in the overall performance of the machine learning methods. To handle this
problem, we proposed an evaluation methodology that keeps a full dyad out
for testing without influencing the training set. Then, we propose new dynamic
and static intervals features that are derived from different motor behaviours of
persons with AD at different intervals of the day. By infusing domain features
along with time, frequency features and the features used in Dem@Care study,
significant improvement in performance was obtained using LODOCV evaluation
strategy. In future, we will work on automating the threshold to distinguish static
and dynamic intervals and extract more discriminatory features.
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Abstract. This paper presents an incremental machine learning algo-
rithm that identifies the origin, or provenance, of samples of nuclear
material. This is part of work being undertaken by the Canadian National
Nuclear Forensics Library development program, which seeks to build a
comprehensive database of signatures for radioactive and nuclear mate-
rials under Canadian regulatory control. One difficulty with this appli-
cation is the small ratio of the number of examples over the number of
classes. So, we introduce variants to a basic generative algorithm, based
on ideas from the robust statistics literature and elsewhere, to address
this issue and to improve robustness to attribute noise. We show experi-
mentally the effectiveness of the approach, and the problems that arise,
when adding new examples and classes.

1 Introduction

Canada, amongst other nations, is in the process of developing a National Nuclear
Forensics Library cataloging signatures for radioactive andnuclearmaterials under
Canadian regulatory control. Although sources are distributed throughout the
world, the samples in question were, at some time, within the Canadian regulatory
system. Each library entry is produced by analyzing a sample of material using the
tools of analytical chemistry: spectrometry, chromatography, microscopy, physical
morphology etc. This is used to establish the origin, or provenance, of the material
and thereby provide useful information to an investigator to aid discovery of how
the material was lost from regulatory control.

In this paper, we discuss early steps in that process. Our first task is to
identify the source of samples of Uranium ore concentrate. Although a material
of relatively low radioactivity, it is the first stage of the nuclear fuel cycle and
also acts as a good initial test case. Each sample comes from a single mine
and is processed by a single mill. When analyzed through mass spectrometry,
compositions are determined for around 60 elements, later reduced to 23 for
model building, that make up the sample. For reasons of confidentiality, we are
only given a label which signifies a particular combination of mine and mill,
termed a producer. To achieve identification, we train a classification model on
a collection of samples. We have at present some 300 plus examples from 20
distinct producers. It is anticipated that both numbers will grow with time.
c© Crown 2018
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Here, we detail the development and testing of an incremental classifier that can
update the model as new examples and new classes, the producers here, become
available and are added to the library.

One way to divide machine learning algorithms is into discriminative and
generative types. A discriminative algorithm constructs a decision boundary
between classes, so as to totally partition the input space into separate regions.
As a simple example, a linear discriminator might be used to separate positive
and negative examples. In the two dimensional case, this is simply a line. For
higher dimensional cases, it would be a hyper-plane. When in use, if the sample
falls in a region associated with one particular class it is labeled with that class
name. The shape of the decision boundary is determined by the algorithm used
and is typically much more complex than a hyper-plane. It is made even more
complex, in this application, by having twenty rather than two classes. Each one
must be separated from all the others by a decision boundary.

A generative algorithm learns a representation of the full joint probability
distribution of all classes across the input space. Sampling from that distribu-
tion would generate new, albeit artificial, samples, hence the name. In practice
though, decision theory is often applied to the distribution to classify new exam-
ples, effectively partitioning the input space. It might seem, therefore, that there
is little advantage to generative algorithms if the end task is simply to classify
new samples. In fact, generally, if the data set is static, it is commonly held
that discriminative algorithms have higher classification accuracy. The intuition
being that focusing strongly on the particular task, i.e. classifying the exam-
ples, is better than learning more than is needed, i.e. a full distribution [1]. Yet,
some have shown that the choice between them, even for a discriminative task,
is dependent on the number of examples [2].

Certainly, it is when things are subject to change, such as for incremental
learning, that generative algorithms come into their own. To make a discrimina-
tive algorithm be able to add new examples and classes, it is often necessary to
store all the old examples. In some cases it may be necessary to completely retrain
the model when new data are received. This is certainly a counter-intuitive way
to produce an incremental algorithm. As the number of examples increases, it
also becomes computationally expensive. Whereas for a generative algorithm, it
is often sufficient to simply update the parameters of the model. If the number
of parameters is much smaller that the number of examples then processing is
much faster.

The contributions of this paper are threefold. The application, itself, is an
interesting one where machine learning has a lot to offer. Generally, analyti-
cal chemistry applications would often benefit from such expertise. The paper
introduces one way of using shrinkage estimators for generative algorithms to
improve performance when the number of samples is small. It also shows how to
construct an ensemble generative algorithm, based on random forests, which is
more robust to noise, than the basic version, when classifying new examples.
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2 Related Work

There are two types of work most closely related to that presented here. That
which deals with identifying the provenance of radioactive and nuclear materials
and that which addresses making learning algorithms incremental.

Research in the area of nuclear forensics has been around for more than
a decade. Analytical chemists have typically applied their expertise to select
elements in the Uranium ore concentrate that are effective in identifying the
source of the material. Different factors have been used. One is the ratio of
isotopic variants of the same element. This may involve isotopes of uranium,
say 235U/238U, but other elements such as lead [3] and neodymium [4] have
also been used. Another source of information is the trace elements, ones found
in relatively low concentration in the sample. Perhaps the strongest focus of
attention recently has been on the rare earth elements [5]. Not only are they
good geolocators but also they are relatively unaffected by the milling process.
This work uses data for around 23 elements with some feature generation to
expand the number of attributes to 32. Future work will add isotopic ratios of
lead, uranium and other elements, plus values such as those for the physical
characteristics of the sample material.

So far, the main analytic tools that have been used, for forensics, are those
found in chemometrics [6]. These largely come from multivariate statistics. These
include Principal Components Analysis and the closely related Partial Least
Squares Discriminant Analysis. More recently, though, algorithms from machine
learning such as neural networks and support vector machines have become
more popular [7]. In some of our own earlier experiments, we found that random
forests worked best for this problem. Incremental versions of this algorithm have
been developed [8]. Indeed, variants of other standard discriminative learning
algorithms have been made incremental since the early days of machine learning
[9]. However, to make discriminative algorithms, such as decision trees, loss-
less, i.e. for there to be no loss of information when adding new data, often all
examples had to be stored [10]. Even the most theoretically justified SVM must
keep “reserved instances”, the greater the number the less likely for errors in the
margin [11]. There are some types of fitting schemes, such as least squares, which
can also be made incremental and loss-less. However, for most discriminative
algorithms this is not possible. Which is why this paper focuses on a type of
generative algorithm.

3 An Incremental Algorithm

To use a generative algorithm, we need a way to represent the joint probabil-
ity distribution. Intuitively, a Bayesian network would fit the bill. However, at
present, all our attributes are continuous variables whereas such networks have
typically assumed discrete probabilities [12]. We could discretize continuous val-
ues or look for alternatives. For continuous variables, some versions of Naive
Bayes use either a normal distribution or kernels, a parametric or non-parametric
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representation of the probability distribution. One disadvantage of the latter is
that complexity is linear in the number of examples, one kernel is needed for
every data point. Although strictly, it doesn’t have to be retrained, unlike the
discriminative algorithm, it does effectively remember all the examples. Again,
counter to intuition as to what an incremental algorithm should be. The num-
ber of components for a normal distribution will be constant determined by the
number of classes and variables. At present, we have only a small number of
examples and a non-parametric representation would be very competitive. Yet,
the point of this work is to deal with an ever increasing amount of data. Thus,
the parametric form should come into it own.

3.1 The Basic Algorithm

For a uni-variate normal distribution, the sufficient statistics are the mean and
variance, i.e. together they completely characterize the distribution. For a mul-
tivariate normal distribution, the equivalent are the mean vector and the covari-
ance matrix. The Naive Bayes algorithm only needs the mean and variance
for each attribute. Covariances are not modeled due to the assumption of the
independence of attributes given the class. Using the full matrix gives greater
flexibility but considerably increases the number of parameters (O(n) → O(n2)).
Future work will determine what is gained by the extra degrees of freedom.

The mean is simply the cumulative sum of the values for each dimension,
normalized by the number of values n, see Eq. 1. As we have one mean for each
dimension, the result is a vector whose length is the number of dimensions, each
attribute being a dimension, see Eq. 2. For each attribute, we can store the sum
and n separately (strictly, we only need one n for all dimensions). When a new
example is added, all cumulative sums are updated and n incremented.

μx =
1
n

n∑

i

xi

︸ ︷︷ ︸
cumulative sum

(1)

μ =
[
μ1, μ2, . . . , μn

]
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Although slightly more complex, we can do the same thing for the covariance
matrix. The covariance, given by Eq. 3, can be decomposed into three parts;
again a cumulative sum and the normalizing factor n but also a product of the
means. We already know how to calculate the means. So, if we simply store
this cumulative sum then we can easily calculate the covariance. The covariance
matrix is a symmetric square matrix with the number of rows and columns equal
to the number of dimensions, as seen in Eq. 4. Each entry can be calculated
by using Eq. 3 (NB: when the indices are identical, i.e. σ2

ii, it represents the
variance). So, instead of storing the mean and covariance, we store a vector and
matrix of the relevant cumulative sums and a scalar for the number of samples.
Using this information, we can generate the moments when they are used during
classification. We need a scalar, vector and matrix for each class. If new samples,
for an existing class, are introduced then simply adding to the cumulative sums
and n will update the model. To add a new class, we need to construct a new
normal distribution through storing the same information as for other classes.
The change in classification occurs as the new density function enters into the
calculation of the posterior probability.

3.2 The Modified Learner

In the previous section, the basic algorithm was outlined but there are further
considerations guided by the application itself. The distribution of the values of
individual chemical elements are clearly not Gaussian. For one thing, they are
typically positive. Some papers in the geological literature contend that a log-
normal might be a better fit [13]; although this view is not universally accepted
[14]. So, a log transform might be useful. However, when the concentration of an
element in the sample is below the method detection limit, one can sometimes
obtain a negative value. This could be replaced by the detection limit, or zero.
However, some initial experiments suggested these substitutions had an unde-
sirable effect. There are a number of methods of transformation that produce
a closer to normal distribution. The Box-Cox transformation is the most well
known and includes the log function. It is however only for use with positive num-
bers. An alternative that also works with negative numbers is the Yeo-Johnson
transformation [15]. Applying a simplified version to the attribute values, see
Eq. 5, considerably improves the accuracy of the classifier.

xi =

{
log(xi + 1) if x ≥ 0
−[(−xi + 1)2 − 1]/2 if x < 0

(5)

Another difficulty is that we have relatively few samples per class as com-
pared with the number of attributes. So, although we have 307 examples over
33 attributes, when the class is taken into account we only have between 11 and
17 examples from which to learn the model. The idea of shrinkage estimators,
introduced by James and Stein [16], have been around for some time. They bias
an estimated value towards a fixed value, sometimes zero. These estimators are
proven to have lower mean squared error than the normal least square sample
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estimates. They are particularly important when the number of attributes is
bigger than the number of samples, as in this application.

We use a shrinkage estimator for the covariance matrix for each class. This is
estimated by the sum, strictly a convex combination, of the sample estimate S,
as discussed in the previous section, and some target matrix T , see Eq. 6. The
choice of target matrix is an area of study but alternatives have been proposed
in the literature: an identity matrix, a diagonal matrix of the sample variances,
a diagonal matrix with values an average of all variances. We use the last as it
seems the most popular and empirically does well, indicated in Eq. 6 by cσ̂I, a
product of a constant, the average variance and the identity matrix. One problem
is choosing the value for c. We could do this by a number of methods but many
are data dependent. That would negate our ability to use cumulative sums and,
therefore, producing a cumulative algorithm. Instead, a simple equation is used,
the ratio of the number of attributes over the number of examples squared. This
embeds the idea that as the number of examples increases the bias towards the
target matrix should decrease and works empirically well.

COV (X,Y ) = αS + (1 − α)T
= αS + (1 − α)cσ̂I

(6)

As noted before, the best discriminative algorithm for this application is
the random forest. Although, the overall performance is not significantly better
than other algorithms, it is much more robust to added attribute noise. The
main idea borrowed from the random forest algorithm is the use of multiple
models learned on different attribute subsets. We repeatedly randomly select
a subset of attributes, learn a normal model based solely on these and then
combine the output of each model to make a probability estimation. Here, a
robust statistic, the trimmed mean that rejects the most extreme 20% of values,
gave the best results. 100 normal distributions of 8 randomly chosen attributes
for each class was found empirically effective. The number of parameters is still
fixed although it has increased over the basic algorithm. The probability of each
class is assumed to be identical. Although the number of examples per class
differs, this is more likely an artifact of how the data was collected rather than
a true prior distribution.

4 Experimental Evaluation

This section begins by showing the robustness to attribute noise obtained by
using multiple normal distributions defined on small random subspaces. The
first row of Table 1 is for a single one for all 32 attributes. The second is for
100, the third for 500 both on random subsets of 8 attributes. As the standard
deviation of the N (0, σ2) noise increases, the accuracy of the first drops off faster
than the others. The more distributions used the more robust the result, though
at a cost of more parameters.

The rest of this section discusses experimentally evaluating the algorithm for
two possible additions: a new instance and a new producer.
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Table 1. Robustness to noise

σ 0 0.2 0.4 0.6 0.8 1

1 by 32 0.977 0.988 0.873 0.633 0.454 0.308

100 by 8 0.977 0.971 0.882 0.694 0.527 0.403

500 by 8 0.979 0.977 0.889 0.707 0.536 0.416

Fig. 1. The learning curve

4.1 Adding Instances

Figure 1 is the learning curve when adding instances, error bars show the stan-
dard deviation. The data is split into 10 subsets, as is normal for 10 fold cross
validation, with one subset, or fold, is held back for testing. This is repeated until
all folds have been used. Here, instead of the training data being composed of
all the remaining folds, we train on one fold at a time. Thus, progressively more
data is added to the model. Then, we determine the error rate of the models on
the test fold. As the x-axis shows, the experiment starts with 10% of the data
and then progressively adds more until 90% of the original data set is reached.

Unsurprisingly, the more samples used in training the lower the error rate.
At only 10% of the samples, the far left hand side of Fig. 1, we have close to
60% error. However, this still a substantial improvement over a random guess;
with 20 classes, that error would be 95%. The error drops quickly, to about 12%,
after the next 10% of examples is added. It then decreases more slowly down to
the final value of about 3%. Table 2 shows the confusion matrix for 10% of the
data set: the rows the true class, the columns the predicted class. Some classes
are predicted very well even when the model is trained on this very small set
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Table 2. Confusion matrix for 10%

A B C D E F G H I J K L M N O P Q R S T

A 16 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

B 0 13 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0

C 0 0 1 0 0 0 0 0 0 0 10 0 0 0 0 0 0 0 0 0

D 0 0 0 14 0 2 0 0 0 0 1 0 0 0 0 0 0 0 0 0

E 0 0 0 0 0 1 0 0 0 0 7 9 0 0 0 0 0 0 0 0

F 0 0 0 0 0 1 0 2 0 0 14 0 0 0 0 0 0 0 0 0

G 0 0 0 0 0 0 1 0 0 0 12 0 0 0 0 0 0 0 0 0

H 0 0 0 0 0 2 0 3 0 0 8 0 0 0 0 0 0 0 0 0

I 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 1

J 0 0 0 0 0 0 0 0 0 3 14 0 0 0 0 0 0 0 0 0

K 0 0 0 0 0 0 0 0 0 2 14 0 0 0 0 0 0 0 0 1

L 0 0 0 0 0 0 0 0 0 0 1 16 0 0 0 0 0 0 0 0

M 0 0 0 0 0 0 0 0 0 0 14 0 1 0 0 0 0 0 0 0

N 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 1

O 0 0 0 0 0 1 0 0 0 0 10 0 0 0 0 0 0 0 0 0

P 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17 0 0 0 0

Q 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 1 0 0 5

R 0 2 0 0 0 1 0 0 0 0 12 0 0 0 0 0 0 0 0 0

S 0 0 0 0 0 0 0 0 0 0 7 0 0 0 0 0 0 0 10 0

T 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 11

of samples: no misclassifications for P, only 1 for classes A, D and L. On the
other hand, the majority of the others do very poorly: C, E, F, G, I, M, N, O,
Q and R. What is also noteworthy is that when a mistake is made, class K is
preferred choice. Further work would be needed to determine exactly why that
is the case. Table 3 is a confusion matrix for 90% of the data. In other words,
for the normal size training set used in 10 fold cross validation. Here, we can see
that the values on the diagonal, i.e. correct classification, dominate the matrix.
This gives an error rate of about 3%, an accuracy of 97% which is comparable to
the non-incremental algorithms. The overall point to make here is that adding
data incrementally had no effect on the final classification accuracy.

4.2 Adding Classes

The experiments here are much like those of the previous section but instead of
adding new folds of data we add new classes. For simplicity, classes were added
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Table 3. Confusion matrix for 90%

A B C D E F G H I J K L M N O P Q R S T

A 17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

B 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

C 0 0 10 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

D 0 0 0 16 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

E 0 0 0 0 17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

F 0 0 0 0 0 17 0 0 0 0 0 0 0 0 0 0 0 0 0 0

G 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0

H 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0

I 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0

J 0 0 0 0 0 0 0 0 0 15 2 0 0 0 0 0 0 0 0 0

K 0 0 0 0 0 0 0 0 0 6 11 0 0 0 0 0 0 0 0 0

L 0 0 0 0 0 0 0 0 0 0 0 17 0 0 0 0 0 0 0 0

M 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0

N 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0

O 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 0 0

P 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17 0 0 0 0

Q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0

R 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0

S 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17 0

T 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15

in pairs, AB, CD etc. in alphabetic order. Table 4 shows the results for when the
first two classes are added. The test set still contains all the classes. However,
the model lacks distributions associated with the other classes so will make no
probability estimate. Here, an extra column is added to the right hand side of
the table to show the classification of an instance as belonging to new class.
This is determined by a fixed threshold that is compared against the probability
estimates of the other classes. The first thing to notice is that the instance
of classes A and B are all correctly classified. As we can see, the majority of
instances of the remaining classes are indeed classified as New. However, a few
are classified as class A and somewhat more as class B. We will explore why this
is true in the next section. Increasing the threshold might exclude some of these
but as we will discuss later there seems to be no perfect threshold.

Table 5 is the result of adding all pairs of classes. Looking at the diagonal,
we can see that most instances are correctly classified. There are, however, three
that are incorrectly classified as new. Comparing these results to those in Table 2,
we see that for classes C and D this does not increase the error; those instances
were misclassified anyway. So, the overall error rate is only slightly bigger than
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Table 4. Confusion matrix for classes A and B

A B C D E F G H I J K L M N O P Q R S T Nw

A 17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

B 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

C 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10

D 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17

E 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17

F 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17

G 1 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8

H 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12

I 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10

J 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17

K 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17

L 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16

M 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14

N 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15

O 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12

P 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17

Q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15

R 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13

S 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17

T 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15

that of the previous section due to the one additional error for class O. For the
complete set of classes, if we slightly lowered the threshold we might achieve an
exact match in error rates. However, to reduce the misclassification of new classes
to old ones, as shown in Table 3, we would have to raise the threshold. So clearly,
at present there is no single threshold that would achieve the desired effect. It
should also be noted that exactly how things are misclassified will depend of the
order at which the classes are added. We would need further experimentation to
see if adding, or indeed removing, attributes would improve the situation.

4.3 Difficulties in Identifying a New Class

In the previous sections, we showed that new data can be easily added, be it
an instance or a producer. Yet, we also found that new classes cannot always
be readily distinguished from existing ones. In this section, we explore why this
may be so. Tables 6 and 7 are recordings of the likelihood function for each class.
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Table 5. Confusion matrix for all classes

A B C D E F G H I J K L M N O P Q R S T Nw

A 17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

B 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

C 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

D 0 0 0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

E 0 0 0 0 17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

F 0 0 0 0 0 17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

G 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0

H 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0

I 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0

J 0 0 0 0 0 1 0 0 0 16 0 0 0 0 0 0 0 0 0 0 0

K 0 0 0 0 0 0 0 0 0 5 12 0 0 0 0 0 0 0 0 0 0

L 0 0 0 0 0 0 0 0 0 0 0 17 0 0 0 0 0 0 0 0 0

M 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0

N 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0

O 0 0 0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 0 0 1

P 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17 0 0 0 0 0

Q 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0

R 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0

S 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 17 0 0

T 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 14 0

The x-axis is the class, the y-axis is just the count of the number of instances
in each class. As we can see, class A has 17, the maximum, whereas class C has
11, the minimum. In the normal classification procedure when a new instance
is received, each class distribution is applied to the instance and the likelihoods
generated. The likelihoods are the values of each class’s probability distribution
function at the point defined by the attributes. Multiplying these by the class
prior and normalizing gives the posterior probability of each class. When carrying
out cross-validation, every instance will be evaluated.

Tables 6 and 7 give the likelihood values when the instance class matches that
of the distribution. In Table 6, we have 17 values for the instances of class A.
Looking at the exponents, the range is from +5 to −10, 15 orders of magnitude.
This is not as extreme as those for classes C and D, 60 and 45 orders of mag-
nitude, respectively. In Table 7, class O has a range of 61 orders of magnitude.
These are the points that were misclassified as new in the previous section. In
these examples, there is a single instance much further from the mean of the dis-
tribution (in terms of the Mahalanobis distance which accounts for covariance).
Although not as extreme, many classes have one exponent which is quite a bit
lower than the norm: A −10; H −17; J −30, and −27; K −11; O −19; S −17; T
−13. So, at least half the classes have examples which are quite different from
the rest. This might be due to changes in the mining or milling process. It may
simply be variance, that we would regard as noise, from another yet unknown
source.
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Table 6. Likelihood classes A-J

No. A B C D E F G H I J

1 1e−04 3e−02 1e−11 4e−06 7e+00 2e−10 4e+03 1e−07 1e+01 2e−01

2 6e−06 7e−02 7e−04 2e−05 1e+01 2e−09 2e+05 1e−05 2e−02 2e−01

3 6e−01 2e−02 2e−04 8e−08 3e+01 3e−13 1e+06 2e−05 9e+01 3e+02

4 1e+03 2e−03 1e−04 1e−06 3e−02 2e−10 6e+03 6e−08 5e−04 3e−01

5 3e−10 4e+02 6e−05 4e−14 1e+03 1e−08 3e−09 2e−08 2e+00 4e−27

6 3e+02 6e−02 3e−07 1e−50 2e+06 5e−11 5e+04 4e−05 8e+00 6e+01

7 2e+01 9e+00 1e−03 3e−07 2e+03 2e−10 2e+06 3e−05 3e−17 9e+02

8 4e+04 6e−01 1e−08 6e−06 7e+04 4e−08 1e+07 2e−05 8e+03 8e+02

9 2e+04 4e−01 1e−04 2e−03 9e+04 2e−12 1e+07 2e−05 9e+03 4e−02

10 5e+03 7e−01 7e−63 4e−06 6e+00 1e−11 2e+05 1e−17 2e+02 1e+00

11 3e−01 4e−02 2e−07 2e−04 9e+04 3e−10 8e−01 1e−05 1e−02 1e+01

12 1e+04 3e−01 NA 1e−03 7e+02 6e−17 5e+06 3e−05 1e+04 1e−30

13 5e+03 1e−01 NA 2e−06 1e−01 7e−10 3e+06 2e−05 6e+02 2e+04

14 4e−04 9e−03 NA 1e−05 9e+03 2e−11 NA NA 1e+03 2e+05

15 4e+02 3e−03 NA 1e−06 9e+04 1e−10 NA NA 5e+02 1e+03

16 6e+03 NA NA 8e−09 6e+04 4e−08 NA NA NA 4e+03

17 4e+03 NA NA 2e−07 2e+05 7e−10 NA NA NA 5e+03

Table 7. Likelihood classes K-T

No. K L M N O P Q R S T

1 8e−12 3e−01 5e−02 2e+00 4e−10 6e+06 1e−02 2e+02 1e−01 1e−03

2 3e−03 3e−03 9e−03 1e+00 3e−09 4e+03 2e−04 4e+02 2e+01 2e−02

3 3e+01 2e+00 8e−08 3e−03 5e−09 2e+00 4e−03 2e+03 8e−02 6e−05

4 7e+00 3e−03 2e+00 6e+00 5e−09 4e+01 8e−03 4e+02 9e−04 9e−05

5 5e+01 1e+00 4e+01 7e−02 1e−19 1e+02 2e−02 6e+02 5e−09 1e−03

6 2e+01 2e−04 6e−01 8e+00 1e−68 8e+07 5e−03 2e+00 4e−14 1e+00

7 1e+00 8e−02 5e+01 9e−04 4e−09 6e+08 9e−03 2e−01 6e−01 3e−03

8 4e−02 6e−03 9e−01 1e+02 2e−08 3e+07 1e−04 1e−03 2e+00 5e−01

9 1e−01 2e−03 9e−01 7e−07 4e−07 3e+08 5e−02 2e−01 4e−01 3e−07

10 1e−11 2e−05 3e−02 2e+01 3e−06 1e+07 1e−01 8e+02 2e+00 4e−05

11 9e+00 6e−07 3e−03 2e+01 8e−09 2e+07 8e−02 5e−04 7e−01 1e−02

12 2e−01 6e−03 5e+01 7e+01 1e−08 4e+03 7e−03 3e−01 2e−17 1e−12

13 2e+03 2e−02 6e−04 2e+02 NA 4e+02 9e−06 2e−01 3e+00 5e−06

14 1e−01 1e+00 2e+00 3e+02 NA 1e+07 9e−05 5e−02 3e−03 2e−02

15 9e−03 4e−03 2e−02 4e+00 NA 3e+07 2e−06 2e−01 3e−07 3e−03

16 3e+01 2e−02 NA NA NA 4e+08 NA NA 8e+00 NA

17 5e+00 6e−01 NA NA NA 5e+06 NA NA 2e−03 NA
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5 Conclusions

This paper discussed an incremental algorithm that can be easily updated when
new samples including those from new producers become available. This algo-
rithm achieves accuracy that is indistinguishable from that produced by the
discriminatory algorithms used previously. It can also indicate when class is suf-
ficiently different from the old model to be a labeled as new class. This is not
always correct but we have shown that the mistakes are made on examples that
are quite different from others in that class and may be worth flagging, as a
concern, anyway. As part of this application, we are still looking at what impact
new attributes, say isotopic ratios, might have on the algorithms performance.
Another issue worth exploring is the induction of sparsity on the covariance
matrix to reduce the degrees of freedom. This would embody the independence
of certain attributes as is captured in a Bayesian network.
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Abstract. This paper proposes an unsupervised algorithm for learning
a finite mixture model of the exponential family approximation to the
Dirichlet Compound Multinomial (EDCM). An important part of the
mixture modeling problem is determining the number of components
that best describes the data. In this work, we extend the Minimum Mes-
sage Length (MML) principle to determine the number of topics (clus-
ters) in case of text modeling using a mixture of EDCMs. Parameters
estimation is based on the previously proposed deterministic annealing
expectation-maximization approach. The proposed method is validated
using several document collections. A comparison with results obtained
for other selection criteria is provided.

1 Introduction

The Dirichlet Compound Multinomial (DCM) [1] has shown to be a more effec-
tive generative model than the traditional Multinomial usually used for text
mining. However, the parameter estimation of DCM can not be done quickly in
high dimensional spaces. Taking into account the sparsity and high-dimensional
representation of real text, the exponential family approximation of DCM called
(EDCM) [2] has been proposed to reduce the computation time. Speeding up
the learning process is critical for modeling large document collections.

Finite mixture modeling provides a formal approach for clustering high-
dimensional text data [3]. Determining the number of topics (mixture compo-
nents) that best describes the associated document collection is a crucial aspect
in mixture modeling [4]. In this matter, several approaches have been proposed
in the literature. The present paper considers MML and the EDCM mixture as
an efficient unsupervised learning algorithm for clustering high-dimensional tex-
tual data. Implementing MML as a model selection criterion has shown to give
good results with mixtures in previous works (e.g. mixture of Gaussians [4]).

The rest of the paper is organized as follows: in Sect. 2, we review the
exponential-family approximation to the Dirichlet Compound Multinomial
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(EDCM) distribution. We determine the MML expression for the EDCM mixture
in Sect. 3 and give the complete algorithm of estimation and selection. Section 4
reports the experimental results, and finally Sect. 5 concludes the paper.

2 The Exponential-Family Approximation to DCM

Given a document vector X = (x1, . . . , xW ) with W dimensions equal to the
vocabulary size, where xw represents the frequency of the word w appearing in
that document, the Dirichlet Compound Multinomial (DCM) distribution, given
a set of parameters ϕ = (ϕ1, . . . , ϕW ), is defined as [1]:

DCM(X|ϕ) =
n!

W∏

w=1
xw!

Γ (s)
Γ (s + n)

W∏

w=1

Γ (xw + ϕw)
Γ (ϕw)

(1)

where n =
∑W

w=1 xw is the document length, and s =
∑W

w=1 ϕw is the sum of
the parameters.

For high dimensional data sets, the parameters estimation for DCM is very
slow. Thus, a new distribution that is a close approximation to the DCM has
been derived as a member of the exponential family of distributions and was
called EDCM [2]. In such approximation, only non-zero word counts xw are
used for computation efficiency, considering that most words do not appear in
most documents. In other words, we retain only the sufficient statistic for the
purpose of estimating the parameters to reduce the computation time [5]. The
EDCM, as an approximation to DCM, is given by [2]:

EDCM(X|ϕ) = n!
Γ (s)

Γ (s + n)

∏

w:xw≥1

ϕw

xw
(2)

3 MML Criterion for EDCM Mixture

Minimum Message Length (MML) is a selection criterion based on evaluating
statistical models according to their ability to compress a message containing
the data [6]. Let X = {X1, . . . ,XN} be a set of data controlled by a mixture of
EDCM distributions with parameters Θ. According to the information theory,
the optimal number of clusters M is the candidate value which minimizes the
amount of information, measured in nats using the natural logarithm, to trans-
mit X efficiently from a sender to a receiver [7]. The formula for the message
length in case of mixture modeling is given by [4]:

MessLen � − log(h(Θ)) − log(P (X|Θ)) +
1

2
log(|F (Θ)|) +

Np

2
(1 + log(MNp)) (3)

where h(Θ) is the prior probability, P (X|Θ) is the likelihood for the complete
data set, |F (Θ)| is the determinant of the expected Fisher information matrix.
Moreover, the number of free parameters to be estimated Np for a mixture of
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EDCM with M components is (W +1)M , while MNp is the optimal quantization
lattice constant for R

Np [8]. As Np grows, MNp tends to the asymptotic value
given by 1

2πe � 0.05855 which can be approximated by 1
12 [9]. Next sections

show the detailed calculations for the determinant of Fisher information matrix
|F (Θ)|, and the prior pdf h(Θ) for a mixture of EDCM.

3.1 Fisher Information for a Mixture of EDCM F (Θ)

In mixtures, the complete-data Fisher information matrix has a block-diagonal
structure and its determinant is given as the product of the determinant of the
Fisher information of ϕj for each component and the determinant of the Fisher
information of mixing parameters vector π [4,10].

As the mixing proportions satisfy the requirement
∑M

j=1 πj = 1, it is possible
to consider a series of trails, each has M possible outcomes. In this case, the
number of trails of the jth cluster is a multinomial distribution with parameters
(π1, . . . , πM ). Hence, the determinant of the Fisher information of the mixing
parameters vector with N documents is [4]:

|F (π)| =
N

M∏

j=1

πj

(4)

The |F (ϕj)| is the determinant of the Fisher information matrix of the expected
second partial derivatives of the negative log-likelihood [4]. It can be computed
after the data vectors have been assigned to their respective clusters [10]. The data
elements in the jth cluster is considered to be Xj = {Xl, . . . ,Xl+ηj−1}, where l ≤
N and ηj the number of the documents generated by jth topic with parameters ϕj .
We remark that the Fisher information matrix F (ϕj) can be written as: F (ϕj) =
Dj +γjAAT , where Dj is the diagonal, γj is the off-diagonal entries and AT = 1.
Thus, its determinant is given by (Theorem 8.4.3) [11]:

|F (ϕj)| =

(

1 + γj

W∑

w=1

a2
jw

Djw

)
W∏

w=1

Djw (5)

Then, the log of the Fisher information matrix determinant for a mixture of
EDCM is given by:

log(|F (Θ)|) � log(N) −
M∑

j=1

log(πj) +
M∑

j=1

log

(
|1 +

(
ηj(−Ψ ′(sj)) +

l+ηj−1∑

d=l

Ψ ′(sj + nd)

)

W∑

w=1

1
l+ηj−1∑

d=l

I(xdw ≥ 1) 1
ϕ2
jw

|
)

+
M∑

j=1

W∑

w=1

log
(l+ηj−1∑

d=l

I(xdw ≥ 1)
1

ϕ2
jw

)
(6)



214 N. Zamzami and N. Bouguila

3.2 Prior Distribution h(Θ)

The MML criterion capability is controlled by the choice of prior distribution
h(Θ) for the mixture parameters considering a general assumption that the
parameters of the different components as a prior are independent from the mix-
ing probabilities [12]. Knowing that the mixing proportions vector π is following
a multinomial distribution, a symmetric Dirichlet distribution with parameter
vector α is a natural choice as a prior for the mixing probabilities. The choice
of α1 = · · · = αM = 1 gives a uniform prior as follows [4]:

h(π) = Γ (M) = (M − 1)! (7)

In the absence of other knowledge about ϕjw, we assume that the compo-
nents prior distributions h(ϕj) are independent as well. We choose to use a
simple uniform prior, which is known to give good results, in accordance with
Ockham’s razor [13] as: h(ϕjw) = e−6ϕ̂jw

ϕ̂j
, where ϕ̂j is the estimated vector of

jth component parameters. Thus, the prior distribution for the components is:

h(ϕ) = e−6MW
M∏

j=1

∏W
w=1 ϕ̂jw

ϕ̂W
j

(8)

Then, the log of the complete prior distribution h(Θ) = h(π)h(ϕ), is given by:

log(h(Θ)) =
M∑

j=1

log(j) − 6MW − W

M∑

j=1

log(ϕ̂j) +
M∑

j=1

W∑

w=1

log(ϕ̂jw) (9)

The expression of MML for a finite mixture of EDCM distributions, given a can-
didate value for M , is then obtained by substituting Eqs. (9) and (6) in Eq. (3).
For estimating the EDCM mixture parameters, the Deterministic Annealing
Expectation Maximization (DAEM) approach has been suggested by Elkan [2].
The complete algorithm of estimation and selection is then as follows:

Algorithm for Estimation and Selection. For each candidate value M :

1. Estimate the parameters of the EDCM mixture using the algorithm in [2].
2. Calculate the associated criterion MML(M) using (3).
3. Select the optimal M∗ such that: M∗ = arg minM MML(M).

4 Experimental Results

We compare the results from the MML approach with those obtained for the
same model parameters using other model selection techniques. The methods
that we compare the MML to are Akaike’s Information Criterion (AIC) [14], the
Minimum Description Length (MDL)[15], and the Mixture MDL (MMDL) [10]
where we select the M that yields the minimum value. Another considered crite-
rion is the Partition Coefficient (PC) [16], where we select the M that yields the
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Table 1. Clustering results of the data sets (N : number of documents, nd: average doc-
ument length, W : vocabulary size, M : true number of classes, AC: accuracy ± standard
error, MI: mutual information ± standard error)

Data set N nd W M AC MI

WebKB4 4199 49.7 7, 786 4 84.31 ± 0.02 77.94 ± 0.03

7sectors 4, 581 433.2 4, 500 7 81.41 ± 0.05 83.21 ± 0.07

NIPS 391 1332.4 6, 871 9 90.28 ± 0.03 84.06 ± 0.05

Reuters-21578 9, 033 193.3 19, 119 10 88.63 ± 0.01 78.20 ± 0.04

maximum value of PC. The performance of each method is evaluated according
to whether the selected M agrees with the pre-specified number of clusters in
each data set. We use text data sets that have been considered previously (see
for example, [2,17]), namely NIPS1, Reuters-215782, WebKB4 and 7Sectors3.

Some statistical properties of the used data sets are summarized in Table 1,
where we also reported the performance of the model is evaluated on each doc-
ument collection using the average accuracy, and mutual information [2] based
on 100 independent runs with different random initialization for each document
collection. The number of clusters M found by the five criteria used is shown
in Fig. 1 for the different tested data sets. We can see clearly that the MML

(d.4) M=10

(c.4) M=9

(b.4) M=7

(a.4) M=2

(d.1) M=10

(c.1) M=9

(b.1) M=7

(a.1) M=4

(d.2) M=9

(c.2) M=10

(b.2) M=6

(a.2) M=2

(d.3) M=9

(c.3) M=9

(b.3) M=7 

(a.3) M=2

(d.5) M=11

(c.5) M=7

(b.5) M=5

(a.5) M=6

Fig. 1. Number of clusters found by the different criteria for the different text data
sets (a.WebKB4, b.7sectors, c.NIPS, d.Reuters-21578)

1 http://www.datalab.uci.edu/author-topic/NIPs.htm.
2 http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html.
3 http://www.cs.cmu.edu/∼webkb/.

http://www.datalab.uci.edu/author-topic/NIPs.htm
http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html
http://www.cs.cmu.edu/~webkb/
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criterion found the correct number of clusters each time. For WebKB4, only
MML select M = 4 which corresponds to the true number of classes. MML and
MMDL found the true number of classes M = 7 and M = 10 for the 7sectors
and Reuters data sets, respectively. The number of classes found using MML,
MDL and MMDL with NIPS documents collection is M = 9 also agrees with
the pre-specified number of classes.

5 Conclusion

We have presented an MML-based criterion to determine the number of topics in
a document collection modeled by a mixture of EDCM distributions. The results
presented clearly indicate that the MML model selection criterion outperforms
other selection criteria. The good results of MML can be explained by the prior
information term which are not considered in the other methods. The validation
was based on real well-known text data sets. We can conclude that the mixture
of EDCM and the MML approach offer strong modeling capabilities for high
dimensional text data.
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Abstract. This paper proposes a new formulation of Gaussian pro-
cess for constraints with piece-wise smooth conditions. Combining ideas
from decision trees and Gaussian processes, it is shown that the new
model can effectively identify the non-smooth regions and tackle the
non-smoothness in piece-wise smooth constraint functions. A constrained
Bayesian optimizer is then constructed to handle optimization problems
with both noisy objective and constraint functions.

Keywords: Constrained optimization · Gaussian regression
Bayesian optimization

1 Introduction

Bayesian optimization has recently attracted a lot of attention among researchers
[1]. The noisy nature and lack of closed-form representation for the objective
function, and expensive cost of generating samples from the objective func-
tion have urged people to propose efficient algorithms to deal with noisy and
expensive-to-sample cost functions.

While the majority of initial Bayesian optimizers were developed for uncon-
strained problems, an extension to the constrained version has been made in [2].
The main idea in these works is to extend the traditional acquisition function
to a weighted constrained alternative where constraints are each represented by
a Gaussian process [3]. A comprehensive review of state-of-art methods for con-
strained Bayesian optimization can be found in [4]. The main contribution in
[5] is to apply a Quasi Monte Carlo (QMC) algorithm to find an unbiased and
low-variance estimate of the EI function.

Optimization problems with non-smooth constraints arise in scenarios where
designed constraints show non-smooth patterns in certain ranges of parameters
space [6]. A hybrid training based method using Artificial Neural Network (ANN)
as an intermediate feature-generation step has been proposed in [7] to deal with
modeling non-smooth functions using the Gaussian process. The idea of input
warping is also used in [8] to tackle non-stationary functions. A Hamiltonian
Monte Carlo method is also proposed in [9] to deal with non-stationary functions
c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 218–223, 2018.
https://doi.org/10.1007/978-3-319-89656-4_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-89656-4_18&domain=pdf
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where it is assumed that signal, noise-variance and length-scale are all data-
dependent and contributions are made to capture the resulting non-stationarity.
In [10], a hierarchical tree-based Gaussian process is proposed to handle the
non-stationarity and seasonality in time-series. It is also shown in [11] how a
tree-based Gaussian process could be applied to a variety of real-world problems
such as classification and clustering. The seasonality and trend-change in time-
series has been tackled using compositional kernels in [12].

This paper proposes a novel framework to deal with a class of non-smooth
functions that meet a piece-wise smoothness condition. The algorithm proposed
in this paper does neither require an additional intermediate training phase [7]
nor applies any sophisticated input transformation [8]. The proposed frame-
work extends the work in [10] to tackle Bayesian optimization problems with
non-smooth constraints and demonstrates the power of the proposed piece-wise
Gaussian process.

The rest of the paper is organized as follows. Problem formulation is given
in Sect. 2. Section 3 presents piece-wise smooth functions and the new algorithm
to handle the aforementioned property. The Bayesian optimization framework is
also discussed in this section. Simulated results are given in Sect. 4.

2 Problem Formulation

A standard optimization problem can be explicitly defined in the form of the
following set of equations:

minx f(x)
s.t. gc(x) ≤ 0,∀c ∈ {1, .., C} (1)

where x denotes an N -dimensional vector of parameters, f(.) corresponds to
the objective function, gc(.) represents the c-th constraint function, and C is
the overall number of constraints. In many real-world problems, the functions
in (1) may not be available in a closed-form, and/or may be contaminated with
a random noise. For the optimization problem given by (1), the n-th parameter
xn falls in the interval

[
xmin
n , xmax

n

]
with both min/max values being known.

Both objective and constraint functions in (1) are also noisy with the following
expressions:

f(x) = f̄(x) + n

gc(x) = ḡc(x) + m (2)

where f̄ and ḡ both denote noiseless expressions of the objective and constraint
functions, respectively, and n and m are assumed to be additive Gaussian noises
with zero-mean and variances σ2

f and σ2
g , respectively.

3 Piece-wise Smooth Functions

Definition 3.1. A function f(x) is called piece-wise continuous for an inter-
val a ≤ x ≤ b if there is a finite partition, a = t0 < t1 < . . . < tn = b, such
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that f(x) is continuous for x ∈ (ti−1, ti), i = 1, . . . , n and limx−>t+i−1
f(x) and

limx−>t−i
f(x) exist and are finite.

Definition 3.2. Assuming f(x) is divided into n intervals with fi(x) as the
function assigned to the i-th interval, f(x) is called piece-wise smooth if all
fi(x)s have continuous first derivatives.

3.1 Piece-wise Gaussian Process

Assumption 3.1. Given a piece-wise smooth function f(x), it is assumed that
the domain space x ∈ A is split into N finite disjoint subsets Sn where
∪i=1,..,NSi = A. In this case, the function can be represented as

f(x) = ∪i=1,..,N (fi(x),x ∈ Si) (3)

Assumption 3.2. Given the representation in (3), each piece-wise smooth func-
tion fi(x) is assumed to be represented as a Gaussian process over an uncountable
set of pairs {(x1, fi(x1)), . . . , (xM , fi(xM ))} where xm ∈ Si. It is then concluded
that fi(x) ∼ N (μi(x),Σi(x)).

Given the above representations for the piece-wise functions, it can be shown
that the function f(x) follows the distribution below:

f(x) ∼ 1
N

∑

i

N (μi(x),Σi(x)) Ix(Si) (4)

where Ix(Si) =
{

1 x ∈ Si

0 otherwise. Given the function representation in (4), an

expectation over piece-wise Gaussian process can be defined and calculated as
follows:

Ef

(
Δ

(
f(x)

))
=

1
N

∑

i

Efi

(
Δ

(
fi(x)

)
|x ∈ Si

)
(5)

3.2 Decision Trees for Piece-wise Gaussian Process

In this section, leveraging the ideas from decision trees, a systematic algorithm
is proposed to deal with piece-wise smooth functions.

Definition 3.3. The n-th node in the constructed tree is defined as follows:

noden = {xbest, ibest,Mn, Sn} (6)

with xbest and ibest being the best decision boundary and the feature index (for
multi-dimensional cases), respectively, M is the fitted Gaussian process and Sn

corresponds to the subset of parameter values falling in the current node.
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To evaluate the efficacy of the Gaussian process, the weighted average uncer-
tainly over the posterior estimates of function values is computed as follows:

Q(noden) = avg(σ1:nnoden
) (7)

with σm,m ∈ {1, . . . , nnoden} being the standard deviation of posterior distribu-
tion of function estimates provided by Mn. The quality of a node split is then
found by finding an average over any left and right nodes. Given the definitions
for the node and the assigned quality, the algorithm for creating a piece-wise
Gaussian process can be summarized in Algorithm 1.

Algorithm 1 Decision tree for piece-wise Gaussian process construction
0: Inputs: set of parameter values and noisy function values D ={(

x1, f(x1)
)
, . . . ,

(
xL, f(xL)

)}

0: Outputs: tree-structured set of estimated nodes
0: Initialization: fit a Gaussian process to the dataset D and form nodes nodeSet =

[node(None,None,M0, S0)] where M0 denotes the fitted model
while nodeSet is not empty do

currentNode = nodeSet.pop()
set ibest = None,Qbest = None, node∗

left = None, node∗
right = None, nx =

dim(x)
for i in (0, nx) do

find xbest (best split) and balanced node quality Q∗ =
Nleft×Q(nodeleft)+Nright×Q(noderight)

Nleft+Nright
with Nleft and Nright being the number

of instances in the left and right nodes, respectively, and nodeleft and noderight
being the left and right nodes obtained by the best split
if Q∗ < Qbest then

Qbest = Q∗ and ibest = i
node∗

left = nodeleft and node∗
right = noderight

end if
end for
if currentNode.Q/Qbest ≥ µ then

nodeSet.add(node∗
left)

nodeSet.add(node∗
right)

end if
end while=0

.

4 Simulation Results

To validate the efficacy of the proposed framework, the performance of the algo-
rithm is studied in modeling a noisy rectangular function given by:

f(x) =
{ 1 −T

2 ≤ x ≤ T
2−1 otherwise + N

(
0, σ2

)
(8)

For the training part, 500 samples are generated in the interval [−10, 10] with
choice of T = 4 and three algorithms as Gaussian process with non-stationary
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RBF and Metren kernels, and piece-wise Gaussian process proposed in this paper
are considered and trained using the simulated data. As the goal is to capture
the true and noiseless rectangular function given by (8), the Root Mean Squared
Error (RMSE) of the function estimation is calculated for all the models versus
different values of the Signal-to-Noise Ratio (SNR) and, then, an average over
50 Monte-Carlo runs is calculated and depicted in Fig. 1a. To visualize the mean
values, Fig. 1b also shows the mean estimates for piece-wise Gaussian process
and non-stationary RBF-kernel in a low SNR (15dB) scenario. RMSE results
show both non-stationary kernels attain the same performance with the RBF-
kernel becomes slightly more accurate in higher SNRs. The piece-wise Gaussian
process shows almost 10 times lower RMSE compared to both kernels with the
performance gap being preserved even for lower SNR scenarios. The visual results
in Fig. 1b also justify the superiority of the piece-wise technique in handling the
strong additive noise and detecting the discontinuity region when compared to
the RBF-kernel.

Fig. 1. Performance of Gaussian processes in estimating a rectangular function. (a)
The estimation RMSE for different SNR values and (b) Mean estimates for piece-wise
and RBF-kernel Gaussian process.

5 Conclusions

Constrained optimization for problems with piece-wise smooth constraints arise
in many real-world applications. This paper proposed an easy-to-implement
framework for estimating piece-wise smooth constraints using a Gaussian pro-
cess technique. Using the expected improvement as an acquisition function, the
designed constrained optimization framework was applied to a simulated prob-
lem with a noisy step-function constraint. The results verified the superiority of
the designed technique over the traditional Bayesian optimizer with a regular
Gaussian process, especially in dealing with noisy piece-wise constraints.
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Abstract. In this paper, we present a nonlinear dimensionality reduc-
tion algorithm which is aimed to preserve the local structure of data
by building and exploiting a neighborhood graph. The cost function is
defined to minimize the discrepancy between the similarities of points in
the input and output spaces. We propose an effective way to calculate
the input and output similarities based on Gaussian and polynomial ker-
nel functions. By maximizing the within-cluster cohesion and between-
cluster separation, KUBE remarkably improves the quality of cluster-
ing algorithms on the low-dimensional embedding. Our experiments on
image recognition datasets show that KUBE can learn the structure of
manifolds and it significantly improves the clustering quality.

Keywords: Dimensionality reduction · Manifold learning
Embeddings

1 Introduction

Data visualization and knowledge discovery using machine learning is of partic-
ular interest since most of the data being generated everyday is unlabeled and
unstructured (e.g. text data). Dimensionality reduction and embedding algo-
rithms are one of the core components in such unsupervised applications. The
low-dimensional representation allows us to train learning algorithms more effi-
ciently as well as reducing the chances of overfitting. It also enables us to visualize
and make sense of the data more easily.

If Xn×p is the input data matrix with n datapoints in a p-dimensional
space, the aim of dimensionality reduction methods is to find an embedding
Yn×d such that each input observation is represented by a d-dimensional vector.
[4] provides a comprehensive survey of linear dimensionality reduction meth-
ods. There are two main categories in unsupervised dimensionality reduction:
global and local approaches. Global methods such as Multi-Dimensional Scaling
(MDS) [3] and Sammon [9] try to retain the global structure and configuration
of points by preserving pairwise distances while local methods such as Locally
Linear Embedding (LLE) [8], Laplacian eigenmaps [1], t-distributed Stochastic
c© Springer International Publishing AG, part of Springer Nature 2018
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Neighbor Embedding (t-SNE) [7] and its accelerated version [12] try to preserve
the local neighborhood structure.

Global approaches have several drawbacks and disadvantages. They require
notably more resources than local methods both in terms of computational com-
plexity and memory complexity mostly because of calculating, storing, and main-
taining all pairwise distances. Moreover, they are less accurate than local meth-
ods since they care the same amount for preserving small and large distances.
Having to preserve large distances makes the algorithm to lose the ability to
model the local neighborhoods’ structure. Local approaches also have their own
weaknesses. They all depend on the neighborhood graph and connectivities.
There are certain situations where local approaches may fail: noise around the
manifold, high curvature of manifolds, high intrinsic dimensionality of manifolds,
and lastly presence of many manifolds in the data [2].

The proposed embedding algorithm, Kernelized Unit Ball Embedding
(KUBE), is a local dimensionality reduction method which tries to preserve the
neighborhood structure and address some of the aforementioned drawbacks of
local approaches. It is an extension of the Unit Ball Embedding (UBE) method
[10] with 2 major improvements: (1) Proposing an adaptive way of calculating
input similarities based on densities around points and (2) Proposing a kernel-
ized and effective approach for similarity calculations in output space. Modeling
the input and output similarities effectively generally yields to higher quality
embeddings. The source code of the algorithm is available at: https://github.
com/behrouzhs/kube.

2 Kernelized Unit Ball Embedding (KUBE)

KUBE uses a nearest neighbor graph to capture the local structure and define
an objective function that preserves the structure. The objective function is
defined in a way to minimize the discrepancy between similarities of points in
the input space and similarities of points in the transformed feature space. In the
following, we first propose an effective way to determine the structure of input
data using a sparse representation for input similarities. We then propose an
objective function aiming at minimize the squared difference between similarities
of points in input and output spaces. Afterwards, we propose a doubly kernelized
version of the algorithm which enhances the similarity calculations in the low-
dimensional embedding.

2.1 Calculating Input Similarities

The proposed method starts by calculating kmax nearest neighbors for each point
using Euclidean distance. The set of neighboring points for xi is represented as
{x(i)

1 ,x(i)
2 , · · · ,x(i)

kmax
} where x(i)

j denotes the j-th nearest neighbor of xi. Dis-
tances to the nearest neighbors are then converted to affinity values by centering
a Gaussian function on top of each datapoint. We adaptively choose the number
of neighbors as well as the variance of the Gaussian for each datapoint since the

https://github.com/behrouzhs/kube
https://github.com/behrouzhs/kube
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density around points can be very different. This will ensure that the algorithm
can model the local neighborhood structure even when having various density
levels in the dataset. This is a major improvement over UBE which uses a binary
adjacency matrix with fixed number of neighbors. The authors in [11] have shown
that having different density levels in the data can have a huge impact on the
clustering quality.

One of the most important factors in choosing the right number of neighbors
is the intrinsic dimensionality of manifolds. If the data lies on a line or plane in a
local neighborhood, a few neighbors is enough to reasonably represent the struc-
ture in that region. But as the intrinsic dimensionality of manifolds increases,
more neighbors are needed to effectively capture the structure. In this work, we
propose an elbow based technique on the distances to find a good cut-off neigh-
bor/distance for each datapoint. The elbow distance can be a good indication
of moving to another cluster or manifold in the data which we exploit in order
to maximize the separation of different manifolds. We choose the variance of
the Gaussian for each datapoint in a way that its elbow point falls under the

3σ of the Gaussian, σi = ‖xi−x
(i)
elbow‖
3 . More formally, the input similarities are

calculated as follows:

wij =

{
exp(−‖xi−xj‖2

2σ2
i

) xj ∈ {x(i)
1 ,x(i)

2 , · · · ,x(i)
elbow}

0 otherwise
(1)

2.2 Cost Function

We propose a constrained variant of the objective function used in UBE [10]
that is aimed to minimize the sum of squared differences between similarities in
the input space and the similarities in the transformed feature space.

J (Y) =
1
2

n∑
i=1

n∑
j=1

(
wij − yT

i yj

)2
subject to : yT

i yi = 1 ∀i (2)

where wij is calculated using Eq. 1. Here, the objective function forces the points
to be on the surface of a hypersphere. Based on the discussion in [10] the unit
length constraints is not restrictive. In the constrained form of the objective
function, the dot product of output vectors gives the cosine similarity and is
used as a kernel in the transformed feature space to calculate the affinities in a
nonlinear manner.

The similarities of the points in the input and output spaces are calculated
using Gaussian and Cosine kernels, respectively. We normalize the cosine kernel
in [0, +1] by using 1

2 (yT
i yj + 1) to be in the same range as the Gaussian. This

way, if the Gaussian similarity of two points in the input space is high, the
method tries to place them as close as possible. And if they are not connected
in the input space, wij = 0, the method tries to place them as far as possible.
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2.3 Optimization

We have employed stochastic gradient descent algorithm to minimize the objec-
tive function. We initialize the datapoints randomly on the surface of a hyper-
sphere and iteratively change the configuration of points to get a better objec-
tive value. We have used the general projected gradient descent framework [6]
in order to satisfy the constraints. In this setting, the solution is projected onto
the feasible region after each iteration. The gradient of the cost function with
respect to a datapoint yi is:

∇J (yi) =
n∑

j=1

[
− wijyj + (yT

i yj)yj

]
=

v1︷ ︸︸ ︷
−

n∑
j=1

wijyj +

v2︷ ︸︸ ︷
n∑

j=1

(yT
i yj)yj (3)

The gradient consists of two components v1 and v2. The former, v1, defines
the sum of attractive forces being applied to the point while the latter, v2,
defines the sum of weighted repulsive forces being applied to the point. The
computational complexity of the optimization is O(in2d) where i is the number
of iterations in the optimization. Therefore, it is equal to that of t-SNE.

2.4 Doubly Kernelized Objective Function

Looking at Eq. 3, the repulsive force v2, consists of a dot product of output
vectors which measures their similarity. Here, we can apply a kernel to calculate
the similarities of vectors in an implicit high-dimensional feature space. If φ(·) is
the implicit mapping function to the high-dimensional space, the kernel function
K : Rd ×R

d → R will compute the inner product of those vectors in an efficient
way K(yi,yj) = 〈φ(yi), φ(yj)〉. The gradient of the objective function is then:

∂J
∂yi

= −
n∑

j=1

wijyj +
n∑

j=1

K(yi,yj) × yj (4)

Here we apply the kernel just in the repulsive force and not in the objective
function directly. Gaussian input similarities have proven to be able to capture
the input data relationships and structure very well [7]. Therefore, we are only
interested in enhancing the affinity calculations in the output space. Moreover,
applying the kernel in the repulsive force will simplify the formulation and con-
sequently, simplify the numerical optimization by preventing the derivative of
φ(·) to appear in the gradient.

Since our output vectors, yi, are constrained to have unit length, their
dot product (i.e. linear kernel) is equivalent to cosine kernel. In this work, we
use a polynomial kernel on top of that to adjust the nonlinearity and further
strengthen the effect of closer points in negative force.

K(yi,yj) = (yT
i yj + 1)l (5)
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where l is the degree of polynomial. t-SNE [7] uses t-student kernel to calculate
the similarities of points in the transformed feature space. It is considered as a
heavy-tailed distribution compared to Gaussian kernel used in [5]. Our case is
different in nature as the domain of inputs to the kernel function is bounded. We
consider the cosine kernel as heavy-tailed in our spherical representation. How-
ever, the tails of the distribution are being adjusted by applying a polynomial
kernel on top of that.

3 Experiments and Results

We have executed the proposed method on 9 different image datasets to find a
low-dimensional embedding for them. We have used face recognition, handwrit-
ten digit recognition and object recognition as benchmark datasets. They have
different dimensionality ranging from 256 in USPS handwritten digits to 15386
in CMUfaces dataset.

For evaluating the quality of mapping, we have run clustering algorithms on
the output of each embedding method and we associate the quality of clustering
algorithms on transformed feature space to the embedding algorithm. In partic-
ular, we have used k-means clustering on low-dimensional data to see how good

Table 1. Results of k-means clustering on the embeddings evaluated by Normalized
Mutual Information (NMI). The first row for each dataset shows the mean and standard
deviation of NMI values in 50 runs and the second row shows the p-value of t-test
against the best performing method on that dataset.

Dataset Method

KUBE t-SNE Raw data LLE PCA Sammon

Yale 61.9 ± 1.2 60.5 ± 1.9 53.3 ± 3.4 52.1 ± 1.9 49.2 ± 1.6 48.7 ± 1.3

1.0000 ≈ 10−5 ≈ 10−29 ≈ 10−50 ≈ 10−65 ≈ 10−71

Olivetti 79.8 ± 0.6 80.5 ± 1.1 73.8 ± 1.6 71.8 ± 0.7 63.3 ± 0.7 64.5 ± 0.7

0.0007 1.0000 ≈ 10−41 ≈ 10−65 ≈ 10−94 ≈ 10−91

Umist 84.4 ± 1.4 74.2 ± 1.4 64.5 ± 2.0 58.0 ± 0.5 58.4 ± 1.3 59.5 ± 1.0

1.0000 ≈ 10−56 ≈ 10−75 ≈ 10−107 ≈ 10−97 ≈ 10−99

CMUfaces 89.4 ± 0.8 82.8 ± 2.6 75.7 ± 3.0 74.3 ± 1.5 59.5 ± 1.2 59.0 ± 1.2

1.0000 ≈ 10−30 ≈ 10−51 ≈ 10−78 ≈ 10−113 ≈ 10−114

COIL20 92.6 ± 1.3 84.9 ± 2.3 75.4 ± 1.6 75.4 ± 1.3 71.9 ± 1.0 71.2 ± 1.7

1.0000 ≈ 10−36 ≈ 10−78 ≈ 10−82 ≈ 10−94 ≈ 10−85

Optdigits 86.0 ± 0.8 84.5 ± 4.7 73.6 ± 2.4 75.3 ± 1.7 61.3 ± 1.5 52.8 ± 1.7

1.0000 0.0307 ≈ 10−55 ≈ 10−61 ≈ 10−100 ≈ 10−109

COIL100 90.1 ± 0.3 88.4 ± 0.5 76.0 ± 0.5 74.2 ± 0.5 71.4 ± 0.2 72.4 ± 0.3

1.0000 ≈ 10−31 ≈ 10−117 ≈ 10−123 ≈ 10−145 ≈ 10−139

USPS 84.9 ± 1.1 85.8 ± 3.2 60.9 ± 0.9 34.8 ± 0.6 41.3 ± 1.0 44.7 ± 0.5

0.0706 1.0000 ≈ 10−73 ≈ 10−104 ≈ 10−97 ≈ 10−95

MNIST 81.2 ± 1.8 81.8 ± 2.4 50.9 ± 1.7 60.4 ± 1.0 38.9 ± 0.3 36.7 ± 0.7

0.1657 1.0000 ≈ 10−87 ≈ 10−76 ≈ 10−109 ≈ 10−109
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the clustering results will be on the transformed feature space. The output of
clustering is evaluated using Normalized Mutual Information (NMI).

Table 1 represents the results of k-means clustering on the embeddings found
by different algorithms and evaluated by NMI. K-means clustering is run 50 times
to get the average and standard deviation of accuracies. The third column, “Raw
Data”, shows the results of clustering on the original high-dimensional data. As
we can see from the table, the proposed method is significantly better than all
other methods in six datasets. In Olivetti face dataset, t-SNE is significantly
better than others. In USPS and MNIST handwritten digits, our proposed algo-
rithm and t-SNE are performing equally well. It is also noteworthy to mention
that some of the embeddings such as LLE, PCA, and Sammon are usually lead-
ing to a lower quality clustering compared to the clustering on the original data.
Please refer to [10] to see the results of UBE algorithm on the same datasets.

4 Conclusion

In this paper, we have proposed two major improvements over UBE to effectively
model the local neighborhoods in the input data as well as using a polynomial
kernel to effectively calculate and weight the affinities in the output space. The
KUBE method can be used for visualization, vector embedding applications,
or as a pre-step for clustering. It is a local approach aiming to preserve the
neighborhood structure with minimal parameters to tune. We have defined the
objective function as to minimize the squared difference between the similarities
in the input and output spaces. Our experiments on 9 different image clustering
tasks show that the proposed method, KUBE, significantly improves the quality
of clustering by maximizing the separability of clusters.
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Abstract. A problem often encountered in analysis of the large-scale
data pertains to approximation of a given matrix A ∈ Rm×n by UV T ,
where U ∈ Rm×r, V ∈ Rn×r and r < min{m,n}. The aim of this
paper is to tackle this problem through proposing an accelerated gradi-
ent descent algorithm as well as its stochastic counterpart. These frame-
works are suitable candidates to surmount the computational difficulties
in computing the SVD form of big matrices. On the other hand, big data
are usually presented and stored in some fixed-size blocks, which is an
incentive to further propose a block-wise gradient descent algorithm for
their low-rank approximation. A stochastic block-wise gradient method
will further be suggested to enhance the computational efficiencies when
a large number of blocks are presented in the problem. Under some stan-
dard assumptions, we investigate the convergence property of the block-
wise approach. Computational results for both synthetic data as well as
the real-world data are provided in this paper.

Keywords: Gradient descent algorithm · Big data
Singular value decomposition · Stochastic optimization

1 Introduction

In this paper, for a given A ∈ Rm×n and 0 < r ≤ rank(A), the aim is to
approximate A by a same size matrix X having rank r. This could be done
through solving the following problem

min
X∈Rm×n,rank(X)=r

f(X) =
1
2
‖A − X‖2F . (1)
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Even though imposing such a rank constraint, for the general case of the objective
function f , may result in an NP-hard problem, (1) could potentially be solved
in an efficient manner, as discussed in [1], through the original rank constraint
or the convex nuclear norm relaxation of the problem; see [2–4] for more details.

Analysis of the large-scale data is often limited by the need to store them in
a matrix format for performing techniques like regression and classification on
one hand, and by the inability to store the data matrix completely in memory
due to the size of the matrix on the other hand [5]. Due to these facts and
computational complexity of SVD, there is a growing interest to factorize the
rank r matrix A as UV T through solving the following non-convex optimization
problem:

min
U∈Rm×r,V ∈Rn×r

1
2
‖A − UV T ‖2F (2)

In this setting, U and V are called factor matrices. This factorization contains
far fewer variables to store and optimize than the original X, especially when r
is small. Besides, it automatically encodes the rank constraint.

For the convex function f(X), replacing X = UV T leads to the non-convex
function f(U, V ) = 1

2‖A−UV T ‖2F , with respect to U and V . Moreover, we have

∇Uf(U, V ) = UV T V − AV, ∇V f(U, V ) = V UT U − AT U.

A crucial observation in optimizing f over the factored space is the existence of
non-unique possible factorizations. Here, we focus on the set of equally-footed
factorizations [1], i.e., the set of all (U, V ) in which A = UV T and σi(U) =
σi(V ) =

√
σi(A), for all i = 1, . . . , r, where σi(·) stands for the i-th singular

value. Note that (U, V ) satisfies equally-footed conditions if and only if U =
ÛΣ0.5P and V = V̂ Σ0.5P , where ÛΣV̂ T is the SVD of A, and P is an orthogonal
matrix. To force the solution of (2) to be balanced, the following regularized
objective function is optimized instead:

min
U∈Rm×r,V ∈Rn×r

g(U, V ) := f(U, V ) + λR(U, V ), (3)

where R(U, V ) := ‖UT U − V T V ‖2F is the regularized term and λ > 0.
The alternating minimization and gradient descent algorithms are two popu-

lar approaches to tackle (3). In [6], authors proposed an alternating minimization
algorithm for matrix sensing and matrix completion problems. First-order meth-
ods are used in several works for solving the problems similar to (3); see [7,8].
Recently, an efficient first-order method, referred to as BFGD, was proposed in
[1] that operates on the U and V factors. Starting from proper estimates U0 and
V 0, BFGD proceeds towards an updating scheme U t+1 = U t − η∇Ug(U t, V t)
and V t+1 = V t − η∇V g(U t, V t), where η ∈ (0, 1] is the step-size which is chosen
properly so that

η ≤ 1
12 (‖U0‖22 + ‖V 0‖22)

. (4)
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Nesterov in his seminal work [9] proposed an accelerated gradient method
for solving a class of convex optimization problems. This approach was later on
modified and customized slightly to make it applicable for solving other types
of optimization problems [10]. Some stochastic variants of the (accelerated) gra-
dient descent methods have also been developed in the literature.

In this paper, firstly, we develop the core idea of accelerated gradient descent
algorithm as well as its stochastic variant for solving (3). In the large-scale data
matrix, it is often difficult, if not impossible, to get the SVD form of a matrix
by resorting to the existing packages like MATLAB. To this end, we develop a
procedure to obtain SVD forms. Secondly, we establish an approach for block-
wise low rank factorization of a given matrix A with predefined blocks. To do so,
a gradient descent scheme and its (stochastic) accelerated version are developed.
Under suitable assumptions, we establish the convergence property of the block-
wise algorithm. Empirical computations of the suggested approaches on both
synthetic and real-world data are provided.

In what proceeds, the (stochastic) accelerated version of the BFGD algorithm
and an approach for computing SVD form is presented in Sect. 2. In Sect. 3, the
(stochastic) block-wise low-rank matrix factorization are discussed. Also, the
computational results are provided in Sect. 4.

2 Accelerated Gradient Descent for Factorization

The accelerated gradient descent algorithm in [9] has been generalized to the
wide classes of optimization problems in [10]. In this section, we take advantage
of the mentioned idea and develop the BFGD method. Details of the accelerated
BFGD algorithm are summarized in Algorithm 1, shortly named as AccBFGD.
In this algorithm, η is chosen properly so that (4) is satisfied. For the initial
matrices U0 and V 0, one may use random or specific initialization, as given in
[1]. In our implementations, we use the random initialization.

Now, assume that m � n. This is the case which is often encountered in real
world applications. At each iteration of AccBFGD, computing full gradient with
respect to U is time consuming. As a remedy for the posed problem, we propose
a sampling technique for updating U and V at each iteration. Let us assume
that s < N is the sample size. With (U t, V t) at hand, instead of updating all
the m rows belonging to U , we randomly modify only s rows. Let k = 1, . . . , s.
For each k ≥ 1, we first randomly pick row ik ∈ {1, 2, . . . , N}, and update U t+1

ik:
.

Note that for a matrix C, Ci: stands for the i-th row of C. After updating s rows
of U and keeping the rest unchanged, the matrix V t+1 is updated accordingly.
The details are outlined in Algorithm 2, referred to as SAccBFGD.

Clearly, the advantage of SAccBFGD is that, at each iteration, it only updates
s rows of U , thus the computational cost per iteration is only s/m that of the
AccBFGD. However, due to the variance introduced by random sampling, one
may employ some variance-reduced sampling techniques [11]. Now, our aim is to
employ either AccBFGD or SAccBFGD to construct the truncated SVD form of
a big data matrix Am×n with m � n. Due to the role of the regularized term,



234 M. R. Peyghami et al.

the resulting factorization is equally-footed. That is, matrices U and V have
the same singular values which are equal to the square root of singular values
of A. Algorithm 3 provides a way to obtain SVD form of A by using matrix
factorization.

3 Block-Wise Low-Rank Factorization

A block is defined as a collection of several rows/columns. Let matrix Am×n,
with m � n, consists of N block submatrices Ai ∈ RIi×n, for i = 1, . . . , N ,
with

∑N
i=1 Ii = m. One can consider the blocks to be predefined due to natural

constraints or cost, such as data partitioning in a distributed computer cluster.
Such a structure is found in the coefficient matrices of the least squares problems
arising in CP-ALS algorithm [12]. Our aim is to form a block UV T factorization
for A, in which U ∈ Rm×r consists of N block submatrices Ui ∈ RIi×r, for
i = 1, . . . , N , and V ∈ Rn×r. We assume that r ≤ min{I1, . . . , IN , n}.
For i = 1, . . . , N , let us define fi(Ui, V ) = 1

2‖Ai − UT
i V ‖2F . Then, we have

f(U, V ) = f̃(U1, . . . , UN , V ) :=
∑N

i=1 fi(Ui, V ), R(U, V ) = R̃(U1, . . . , UN , V ) :=
∥
∥∥
∑N

i=1 UT
i Ui − V T V

∥
∥∥
2

F
and

g(U, V ) = g̃(U1, . . . , UN , V ) := f̃(U1, . . . , UN , V ) + λR̃(U1, . . . , UN , V ).

Starting from a proper initial matrices U0
i ’s and V 0, the block gradient descent

procedure is hence modified to update the matrices Ui’s one block at a time,
instead of all at once, and V thereafter. More precisely, for the t-th iteration,
the k-th block Uk at the t + 1 iteration is updated by

U t+1
k = U t

k − η∇Uk
fk(U t

k, V t) − ηλ∇Uk
R̃

(
U t
1, . . . , U

t
N , V t

)
. (5)

Now, after computing U t+1
j ’s, we can update V as follows:

V t+1 = V t − η∇V f̃
(
U t
1, . . . , U

t
N , V t

) − ηλ∇V R̃
(
U t
1, . . . , U

t
N , V t

)
. (6)

This procedure is repeated successively until some stopping criteria are met. Due
to [1], the convergence within the factored space is established under the con-
dition that

(
U0
1 , . . . , U0

N , V 0
)

is in a narrow neighborhood of (U∗
1 , . . . , U∗

N , V ∗).
Here, we use a modified version of random initialization as in [1].

For given pair (U, V ) with U ∈ Rm×r and V ∈ RN×r, the dis-
tance to rank r matrix Xr ∈ Rm×n is defined by Dist(U, V ;Xr) =
minXr=ŪV̄ T ‖ (

U − Ū ;V − V̄
) ‖F , where the minimization is taken over all

equally-footed factors (Ū , V̄ ). Assume that X∗
r is the best rank r approxima-

tion of A. Let the singular values of X∗
r be in non-increasing order. Similar to

[1], one can establish the following local convergence property of the block-wise
gradient descent algorithm.
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Theorem 1. Let (U0, V 0) = (U0
1 , . . . , U0

N , V 0) be chosen so that Dist(U0, V 0;

X∗
r ) ≤

√
2σr(X∗

r )

20 . Let X∗ be the unique minimizer of f(X) = 1
2‖A − X‖2F

under rank(X∗) = r. Furthermore, let η̄ and λ be chosen so that η̄ ≤
1

4(N+1)(‖Ut‖2
2+‖V t‖2

2)
and λ ≤ N+1

8 , respectively. Then, the block-wise gradient
descent algorithm converges linearly to X∗

r according to the following recursion:

Dist(U t+1, V t+1;X∗
r ) ≤ γDist(U t, V t;X∗

r ) + η̄‖X∗ − X∗
r ‖2F ,

where γ ∈
[
1 − λσr(X

∗
r )

20(N+1)σ1(X∗
r )

, 1
)
.

This theorem states that if X∗ is approximately low-rank, then the iterates
converge to a close neighborhood of X∗

r . Likewise AccBFGD and SAccBFGD,
we can develop the block-wise AccBFGD and SAccBFGD as well, which are
outlined respectively in Algorithms 4 and 5. We refer to these algorithms as
BaccBFGD and SBAccBFGD, respectively.

4 Numerical Experiments

In this section, we compare the computational performance of the proposed
schemes benchmarked over the BFGD algorithm in [1]. The computational exper-
iments were conducted both on synthetic data as well as a real world data set.
We report the relative-error of the factorization (i.e., rel.error = ‖A−UV T ‖F

‖A‖F
)

and the CPU time of the algorithm for each data set. The synthetic data were
generated by A = UV T in which U ∈ Rm×r and V ∈ Rn×r would denote
random matrices having i.i.d. Gaussian random entries, resulting in a low rank
matrix A.

Algorithms 1–5 were performed on matrices having sizes m × n (m � n),
target rank r, and the number of the blocks equals to N . The same procedure
was repeated employing the traditional BFGD algorithm. It is worth mentioning
that the sampling rate of each iteration used in Algorithms 2 and 5 was set to
be equal to 0.7N . The tested algorithms were all terminated once obtaining
rel.error < 10−8 or in case the number of the iterations exceeded 20000. Note
that in case the later termination condition is met, we may declare divergence
of the algorithm.

All implementations were deployed on Matlab R2016b using an Intel core
i-7 6700 HQ 2.6 GHz with 16 GB RAM. Tables 1 and 3 depict the computa-
tional results corresponding to the synthetic data, where niter and ttot denote
the number of iterations and the total CPU time, respectively. Moreover, in
Table 3, NSamp represents number of the sampled blocks. For randomly gener-
ated matrices, their SVD were computed using two variants of Algorithm 4.
Table 2 compares the performance of Algorithm 3 benchmarked against the svd
implementation of MATLAB. It is noteworthy to mention that other comparable
implementations of SVD could also be found in other programming packages,
e.g. see [13], however we opted to choose MATLAB’s implementation due to
its wide applicability. Furthermore, the terms SVD-AccBFGD and SVD-BFGD
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Table 1. AccBFGD vs BFGD

(m, n, r) AccBFGD BFGD

niter ttot niter ttot

(103, 200, 20) 41 0.039 48 0.041

(103, 400, 40) 42 0.129 67 0.17

(104, 200, 20) 31 0.365 48 0.502

(104, 400, 40) 34 0.779 40 0.908

(105, 200, 20) 34 3.386 52 4.904

(105, 400, 40) 39 10.212 45 10.828

(106, 200, 20) 49 45.771 56 48.428

(106, 400, 40) 47 10.335 54 108.11

Table 2. CPU time for SVD form

(m, n, r) SVD-AccBFGD SVD-BFGD SVD-MATLAB

ttot ttot ttot

(103, 200, 20) 0.039 0.045 0.024

(104, 200, 20) 0.403 0.592 0.676

(105, 200, 20) 4.083 4.371 -

(106, 200, 20) 43.881 45.959 -

Table 3. BAccBFGD vs SBAccBFGD

(m, n, r, N, NSamp) SBAccBFGD BAccBFGD

niter ttot niter ttot

(104, 200, 20, 10, 7) 44 0.764 58 0.981

(105, 200, 20, 10, 7) 59 10.267 73 12.279

(106, 200, 20, 100, 70) 64 104.468 74 114.592
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Fig. 1. Decrease of relative error for a matrix of size 105 × 200 with r = 20

refer to Algorithm 3 whose Step 1 includes AccBFGD and BFGD algorithms,
respectively.

At a glance to Tables 1, 2 and 3, one may observe that both niter and ttot are
lower in case of AccBFGD being employed. To further visualize the mentioned
consistency, Fig. 1 is provided which demonstrates the decrease of the relative
error in terms of number of the iterations for a matrix having size 105×200 with
r = 20.

Besides, the merit of our proposed schemes was confirmed through conduct-
ing experiments on a real-world dataset. The dataset used for this purpose,
MiniBooNE [14], contains 130065 instances and 50 attributes in which the pri-
mary goal is to study the neutrino mass utilizing experimental data available on
neutrino oscillations. Algorithm 3 (with AccBFGD) generates the correspond-
ing SVD form of the MiniBooNE in less than two minutes, whereas svd was
incapable of solving the problem.
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Algorithm 1. Accelerated Bi-Factored Gradient Descent (AccBFGD)

Input

r > 0, θ ∈ (0, 1), η ∈ (0, 1], λ > 0, tmax > 0, A ∈ Rm×n,

U0 ∈ Rm×r , V 0 ∈ Rn×r , T0
U = 0m×r , T0

V = 0n×r

For t = 0 : tmax
Ũt = Ut + (1 − θ)T t

U , Ṽ t = V t + (1 − θ)T t
V

Ut+1 = Ũt − η∇Ug(Ũt, Ṽ t), V t+1 = Ṽ t − η∇V g(Ũt, Ṽ t)

T t+1
U

= Ut+1 − Ut, T t+1
V

= V t+1 − V t

end

Algorithm 2. Stochastic Accelerated Bi-Factored Gradient Descent (SAccBFGD)

Input

r > 0, 0 < s < m, θ ∈ (0, 1), η ∈ (0, 1], λ > 0, tmax > 0, A ∈ Rm×n,

U0 ∈ Rm×r , V 0 ∈ Rn×r , T0
U = 0m×r , T0

V = 0n×r

Set Ũ0 = U0, Ṽ 0 = V 0

For t = 0 : tmax
For l = 1 : s

Randomly pick il ∈ {1, 2, . . . , m}
Ũt

il:
= Ut

il:
+ (1 − θ)T t

Uil:

Ut+1
il:

= Ũt
il:

− η∇Uil
g(Ũt, Ṽ t)

T t+1
Uil,:

= Ut+1
il:

− Ut
il:

end

Ṽ t = V t + (1 − θ)T t
V

V t+1 = Ṽ t − η∇V g(Ũt, Ṽ t)

T t+1
V

= V t+1 − V t

end

Algorithm 3. SVD form of a matrix by factorization

Input Given r > 0, A ∈ Rm×n.

Step 1 Compute factor matrices Um×r and Vn×r

by either AccBFGD or SAccBFGD so that A = UV T .

Step 2 Compute the reduced QR decomposition of V as V = Q1R1, where

Q1 ∈ Rn×r and R1 ∈ Rr×r .

Step 3 Compute the SVD form of R1 as R1 = URΣRV T
R .

Step 4 Set V̂ = Q1UR, Σ̂ = Σ2
R and Û = UVRΣ−1.

Output A = ÛΣ̂V̂ T is the truncated SVD of A.

Algorithm 4. Block-wise Accelerated BFGD (BAccBFGD)

Input

r > 0, N > 0, θ ∈ (0, 1), η ∈ (0, 1], λ > 0, tmax > 0, A ∈ Rm×n,

Ũ0
i = U0

i ∈ RIi×r , Ṽ 0 = V 0 ∈ Rn×r , T0
Ui = 0Ii×r , T0

V = 0n×r

For t = 0 : tmax
For i = 1 : N

Ũt
i = Ut

i + (1 − θ)T t
Ui

end

For i = 1 : N

Ut+1
i = Ũt

i − η∇Ui
fi(Ũ

t
i , V t) − ηλ∇Ui

R̃
(

Ũt
1, . . . , Ũt

N , V t
)

T t+1
Ui

= Ut+1
i − Ut

i
end

Ṽ t = V t + (1 − θ)T t
V

V t+1 = Ṽ t − η∇V f̃
(

Ũt
1, . . . , Ũt

N , Ṽ t
)

− ηλ∇V R̃
(

Ũt
1, . . . , Ũt

N , Ṽ t
)

T t+1
V

= V t+1 − V t

end

Algorithm 5. Stochastic block-wise AccBFGD (SBAccBFGD)

Input

r > 0, 0 < s < m, N > 0, θ ∈ (0, 1), η ∈ (0, 1], λ > 0, tmax > 0, A ∈ Rm×n,

Ũ0
i = U0

i ∈ RIi×r , Ṽ 0 = V 0 ∈ Rn×r , T0
Ui = 0Ii×r , T0

V = 0n×r

For t = 0 : tmax
For i = 1 : N

Ũt
i = Ut

i + (1 − θ)T t
Ui

end

For l = 1 : s

Randomly pick il ∈ {1, 2, . . . , m}
Ut+1

il
= Ũt

il
− η∇Uil

fi(Ũ
t
il

, V t) − ηλ∇Uil
R̃

(
Ũt

1, . . . , Ũt
N , V t

)

T t+1
Uil

= Ut+1
il

− Ut
il

end

Ṽ t = V t + (1 − θ)T t
V

V t+1 = Ṽ t − η∇V g(Ũt, Ṽ t)

T t+1
V

= V t+1 − V t

end
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Abstract. The beliefs of an agent change in response to new informa-
tion. Formal belief change operators have been introduced to model this
change. Although the properties of belief change operators are well under-
stood, there has been little work on specifying exactly where these oper-
ators come from. In this paper, we propose that belief revision operators
can be learned from data. In other words, by looking at the behaviour of an
agent, we can use basic machine learning algorithms to determine exactly
how they revise their beliefs. This is a preliminary paper advocating a par-
ticular approach, and demonstrating its feasibility. Fundamentally, we are
concerned with the manner in which machine learning techniques can be
used to learn formal models of knowledge and belief. We suggest that this
kind of advance will be important for future applications of AI.

1 Introduction

Belief revision operators are a formal tool for determining how the beliefs of an
agent should change in response to new information. While the formal properties
of such operators have been explored extensively, there has been relatively little
focus on where these operators actually come from. In this paper, we explore the
idea that belief revision operators can be learned from data. Towards this end,
we view belief revision as a classification problem; we classify inputs to revision
in terms of the result of belief revision. We then use standard learning algorithms
to find a suitable revision operator that matches the inputs and generalizes well
to new data.

This work makes several contributions to existing research. First, it makes a
direct contribution to the belief revision literature by proposing how operators
can be derived from data. Second, from a high-level perspective, this paper
shows how two distinct areas of Artificial Intelligence (AI) can be effectively
combined to improve problem solving in natural examples. Note that this is a
position paper intended to open a discussion rather than provide a presentation
of completed results.

1.1 Motivation

Recent advances in AI, particularly on the practical side, have been driven
through Machine Learning (ML) algorithms that discover patterns in data. While
this has been very successful, the premise of the present paper is that some

c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 239–245, 2018.
https://doi.org/10.1007/978-3-319-89656-4_21
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aspects of reasoning actually rely on drawing logical conclusions from structured
data in the tradition of Knowledge Representation (KR) [5]. More precisely, we
suggest that it can actually be beneficial to start with a formal model of reason-
ing and then learn the details of agent-level knowledge and belief. Combining
ML and KR in this manner is an important step that will lead to fundamental
advances in AI.

As an illustrative example, we will look at learning in the context of belief
revision. Belief revision is concerned with the way that a rational agent should
change their beliefs when new information about the world is obtained. We are
interested in applying techniques of ML to look at how an agent’s beliefs have
changed in the past in order to predict how their beliefs will change in the future.

We introduce a motivating example, to be used throughout the paper.

Example 1. Consider a robot that is trying to learn how to provide food for a
particular human to consume. Each time the robot prepares a meal, the human
either eats it or does not eat it. Using standard ML methods, the robot could
look at some measurable properties of the food, then observe which foods the
human has eaten in the past. For example, suppose that we can observe the
following properties:

{colour, temperature, smell, meat}.

Each of these has a small set of admissible values, such as green, hot, strong or beef.
There are two different ways that we could try to learn about revision in this

scenario. First, we could simply have some information about how the human’s
beliefs have changed in related situations. For example, we could have evidence
that the agent always believes food is hot when it is beef. Given information
about past revisions, we can then try to learn an underlying revision operator.

We could also try to learn a revision operator to explain how the human’s
behaviour changes over time. For example, they may have eaten hot-green foods
in the past, but now they always reject them. In order to understand this
behaviour, we do not just want to predict what will be eaten. We also want
to learn how the agent’s beliefs about food change; we want to learn how they
revise their beliefs as they gain experience.

Why does the robot need to learn how beliefs are revised? There are actually
many possible reasons. Suppose, for instance, that the robot is interested in
manipulating the human’s diet to include more green vegetables. In order to do
this effectively, we need to know how much the human cares about food colour.
Consider two possibilities:

– Whenever the human eats something they do not like, they revise their beliefs
so that they expect not to like all foods that share the colour of the disliked
food.

– The human never changes their beliefs about food likeability due to colour.

In case (1), the robot needs to be careful about the introduction of any new
green foods; in case (2), other factors are more important.
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2 Preliminaries

2.1 Belief Revision

The dominant model of belief revision is the so-called AGM approach [1]. In this
approach, we assume an underlying propositional vocabulary V that consists
of variables that take true-false values in order to represent properties of the
world. A belief set is a set of propositional formulas over V, using the usual
syntax of propositional logic. A belief revision operator is a function that takes
a belief set K and a new formula φ as input, then returns a new belief set K ∗φ.
An AGM revision operator is one that satisfies the AGM postulates, which is a
collection of rules constraining the revision process. For example, the so-called
success postulate indicates that K ∗ φ |= φ for every belief set K and formula φ.
This captures that fact that new information is assumed to be correct.

It should be noted that the AGM model of belief revision is normative; it is
intended to capture how a rational agent should revise their beliefs. The success of
this model is partially due to the fact that revision operators can be characterized
by orderings over propositional interpretations. In particular, it has been shown
that an operator ∗ satisfies the AGM postulates if and only if each K can be
associated with a total pre-order ≺K such that K ∗ φ is the set of ≺K-minimal
models of φ [2].

2.2 Classification Problems

One important kind of problem that has been studied extensively using ML
techniques is a classification problem. In a classification problem, we are given
instances that consist of property-value pairs. A standard example would involve
a person trying to determine if some new food is going to make them sick. By
looking at past meals and occurrences of sickness, we can try to predict what
meals will lead to sickness in the future.

There are several different way to learn solutions to classification problems.
In this paper, we focus on using the ID3 algorithm to learn a decision tree
for classifying new instances [6]. A decision tree in this context is just a tree
where the branches are labelled with property-value pairs, and the leaves classify
instances. Given a set of instances, the ID3 algorithm tries to find a small decision
tree that classifies everything correctly. The idea is to branch on properties
that reduce the entropy of the data. Hence, at the first step, we look for the
property that divides all cases into subsets with the smallest possible entropy.
For example, if someone has been sick every time they have eaten green food,
we would branch on this property at the top. At each subsequent step of the
algorithm, we branch on the remaining attribute that reduces the entropy as
much as possible. Normally, we use 75% of the known instances to build the tree
and then we use the remaining instances to test it. In other words, we check if
the remaining instances are classified correctly by the tree built from the training
data.
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We emphasize that there are other, more powerful ML techniques to learn
classification problems. For the moment, however, we look only at ID3 because
it is a simple algorithm that tends to build small decision trees that are easy to
understand.

3 Revision as Classification

3.1 Basic Question

We frame belief revision as a classification problem. Informally, we proceed as
follows. Suppose that we know the initial belief set K and we have a particular
goal formula G. We also know that some AGM operator ∗ is used for belief
revision, but we do not know anything more specific about the operator. Given
an input sentence φ, we would like to determine if K ∗ φ |= G.

There are certainly cases where this is obvious. For example, if φ |= G, then
K ∗ φ |= G as well. But there are also cases where we need more information. In
the present paper, we assume that we do have more information in the form of
instance data about the behaviour of ∗. In other words, for some finite collection
of sentences ψ1, . . . , ψn, we are given that either:

K ∗ ψi |= G or K ∗ ψi �|= G.

We can think of this as historical information about how revision has occurred
in the past, or in similar scenarios. We use a simplified version of our example
to illustrate.

Example 2. Assume the vocabulary {green, hot, strong, beef, eat}. Each of these
variables can be true or false. The variable eat is understood to be true just in
case the food is considered edible by the agent in question. The initial belief state
K is {beef }; so the agent initially believes the food is beef, and everything else
is false. Suppose we have the following information about the revision operator
in the form of past instances:

K ∗ green �|= eat
K ∗ ¬beef ∧ hot |= eat

We can then ask questions. For example, is K ∗ ¬beef |= eat true? Informally,
this asks if the non-beef foods will be eaten.

While this example is very simple, the idea is clear. Given a set of instances
that constrain the revision operator ∗, can we predict how it will behave for new
examples?
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3.2 Basic Data Sets

Assume an initial belief set K over the vocabulary V. Recall that a literal is
either a propositional variable in V or the negation of a propositional variable.
As in the previous section, let G denote a special goal sentence.

Definition 1. A basic instance (for G) is a pair (L, b) where L is a conjunction
of literals over V and b is either 0 or 1.

Informally, a basic instance (L, 1) is interpreted to be evidence that K ∗ L |= G.
On the other hand, a basic instance (L, 0) is interpreted to be evidence that
K ∗ L �|= G. We refer to a set of basic instances as a basic data set.

Example 3. Continuing the example from the previous section, the collection of
constraints is captured by the basic data set D = {(green, 0), (¬beef ∧ hot, 1)}.

After framing the basic data set as a collection of instances, we can use
learning techniques to determine if K |= G. For example, for any formula φ, we
can use the basic instance data to define a Naive Baye’s Classifier to determine
if K∗ |= φ or not.

We can also use the ID3 algorithm to learn a decision tree T from the instance
data. The edges on each complete branch of the tree correspond to a proposi-
tional interpretation over V − {G}. For example, suppose that the tree T has a
branch with edge labels L1, . . . , Ln and a leaf labeled G. This is interpreted to
mean K ∗ L1,∧ · · · ∧ Ln |= G. Hence, the tree gives a collection of constraints
on the underlying revision operator. Let const(D) denote the set of constraints
defined by a given data set D. The following result is straightforward.

Proposition 1. For some data sets D, there is no AGM revision operator T
satisfying every constraint in const(D).

One reason for this negative result is simply because the set of instances need
not be consistent. Moreover, even if the constraints are logically consistent, there
is a risk that they introduce circular constraints that can not be captured by an
AGM revision operator. However, it would be possible to define a precise class
of admissible basic data sets; these would be sets that correspond to the results
of consistent observations.

Claim. The tree obtained by applying ID3 to an admissible basic data set is
consistent with a non-empty set of AGM revision operators. Moreover, for every
revision operator ∗, the restriction of ∗ to conjunctions of literals is consistent
with the tree learned by ID3 for some admissible basic data set.

Of course this claim can only be proved with a precise definition of admissibility.
We leave a full specification on admissible data sets for future work.

The preceding comments are concerned only with the problems associated with
decision trees to represent constraints on revision. There is also a question about
the suitability of the ID3 algorithm for selecting amongst possible decision trees.
Do we have any reason to believe that ID3 will select particularly useful decision
trees for capturing revision? This is a question that deserves investigation.
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Claim. In practice, decision trees generated by the ID3 algorithm will be more
likely to correspond to the actual revision operators being learned.

This claim is not admissible to proof, but it could be supported by evidence.
The ID3 algorithm branches on properties that reduce entropy. In the case of
revision operators, this means the algorithm tries to branch on literals L such
that K ∗ L |= G and K ∗ ¬L �|= G. It follows that the tree produced by ID3 will
define a revision operator where shorter formulas lead to differences in revision.
If we have defined a language that captures significant distinctions in the world,
then this should indeed be the case.

3.3 Beyond Basic

We now consider revision by formulas that need not be conjunctions of literals.

Definition 2. An instance (for a goal formula G) is a pair (φ, b) where φ is a
formula over V and b is either 0 or 1.

A set of instances is a data set. Using the same approach from above, we can
define a classification problem to learn a revision operator from a general data
set. However, in this case, the tree branches on arbitrary formulas rather than
propositional variables. As a result, the notion of admissibility required will be
more complex.

We can also move to an even more general setting, where we no longer have
a goal formula G. In this case, a general revision instance would just be a pair
of formulas (φ, ψ) interpreted to mean that K ∗ φ |= ψ. These are very general
constraints that simply indicate what was believed after previous (or hypothet-
ical) revisions. In this case, we no longer have a classification problem that can
be solved with ID3. In order to do useful learning on this kind of problem, one
would need large data sets and a more sophisticated learning model.

4 Conclusion

In this short paper, we have advocated for an approach to learning AGM revision
operators from data. From a high-level perspective, the important point here is
that we are bringing together techniques from ML and KR. Although the practi-
cal applications of ML continue to impress, there are certainly applications where
a precise model of agent knowledge can be useful. However, defining knowledge
representation schemes by hand is tedious and ineffective. If we can learn AGM
revision operators from data, then we can have the best of both worlds: a pre-
cise model of knowledge that captures some aspect of a complicated practical
domain.

Similar ideas have appeared in both the KR and ML literature. On the
KR side, some work has been done on learning revision operators from past
history [3]. However, this work does introduce any real ML techniques. On the
other hand, mind-changes have been introduced as a way to evaluate learning
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mechanisms [4]. In other words, it has been recognized that formalizing the
way an agent changes its mind can be important in developing powerful ML
systems. As a speculative position paper, we have simply outlined a basic idea
and argued that it may be useful. In future work, we will develop the formal
tools more precisely.
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Abstract. Constraints Satisfaction Problems (CSPs) are known to be hard to
solve and require a backtrack search algorithm with exponential time cost.
Metaheuristics have recently gained much reputation for solving complex
problems and can be employed as an alternative to tackle CSPs even if, in
theory, they do not guarantee a complete solution to the problem. This paper
proposes a new Discrete Firefly Algorithm (DFA) and investigates its applica-
bility for dealing with CSPs. To assess the performance of the proposed DFA,
experiments have been conducted on CSP instances, randomly generated based
on the Model RB. The results of the experiments clearly demonstrate the sig-
nificant performance of the proposed method in dealing with CSPs. For all the
instances tested, DFA is successful to find a complete solution that satisfies all
constraints in a reasonable amount of time.

Keywords: Constraint Satisfaction Problems (CSPs) � Metaheuristics
Evolutionary algorithms

1 Introduction

A Constraint Satisfaction Problem (CSP) consists of a set of variables, each defined on
a discrete and finite set of values (also called variable domain) and a set of constraints
that restrict the values that variables can simultaneously take. A solution to a CSP is an
assignment of values to variables from their domain so that all constraints are satisfied
[1]. Due to the fact that almost all real-world problems come with constraints that
restrict the number of acceptable solutions, dealing with CSPs in an appropriate way
has become a center of consideration. There are countless examples of CSPs including
graph coloring problems [2], N-queen problems [3] as well as real-world applications
like scheduling and planning, configuration, timetabling, gear train design,
tension/compression spring design, pressure vessel design and welded beam design
problems [4]. CSPs are known to be NP-complete problems, meaning that solving them
with classical methods like systematic search requires exponential time cost. A CSP
with n variables and a domain size d, will need a backtrack search algorithm with O(dn)
time complexity in the worst case [1]. Backtrack search is the most known systematic
method for solving CSPs. It suffers however from thrashing which basically means that
the algorithm cannot identify and remember the real source of conflict, so repeatedly
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fails due to the same reason. This has motivated the research community in the
constraint solving area to develop metaheuristics, including evolutionary techniques
that run faster but do not guarantee to return a complete solution [5]. Evolutionary
techniques are inspired by physical, chemical and biological processes [6] and have
shown successful results when solving constrained problems [5]. This paper investi-
gates the applicability of Firefly algorithm, in dealing with CSPs. The main challenge
in applying these algorithms to CSPs is that they must be adapted to deal with a discrete
problem space. While evolutionary techniques such as Genetic Algorithms (GAs) are
originally developed to deal with chromosome-like solutions, which make them easily
applicable to CSPs, it is not the case for swarm-intelligence based metaheuristics like
Firefly algorithms. Metaheuristic algorithms like genetic algorithm [7], ant colony
optimization [8] and particle swarm optimization [9] have been recently successfully
have been employed by different researchers for solving constraint satisfaction prob-
lems. In this work, we propose the different steps needed to apply the Firefly algorithm
to CSPs. To evaluate the performance, in practice, of the proposed algorithm in dealing
with CSPs, we have performed several experimental tests on problem instances ran-
domly generated with the known model RB [10]. This latter has the ability to generate
those hard instances near the phase transition. Results of the experiments prove the
high performance of the proposed DFA in dealing with CSPs.

2 The Firefly Algorithm

Proposed by Yang in [5], the Firefly algorithm is one of the well-known nature-inspired
algorithms inspired by social behavior of special flashing insect namely Firefly in
nature. Three governing rules of the algorithm are, (a) the fireflies are unisexual,
(b) brighter fireflies attract less brighter ones and (c) brightness of each firefly shows its
solution’s quality. Features like distance ri;j, attractiveness b and the movement
behavior of the fireflies are described as follows. random() is a function that produces
uniformly distributed vectors of [0,1).

Distance ðri;jÞ: Measures the distance between two fireflies i and j at locations xi and xj
respectively.

ri;j ¼ xi � xj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Xn

k¼1
ðxi;k � xj;kÞ2

q

ð1Þ

Attractiveness: Closely depends on the light intensity I0 one can see from distance r,
absorption coefficient c 2 0;1½ Þ and I0 the light intensity at source that can be defined
as I0 ¼ f xið Þ or I0 ¼ 1.

b ¼ I0
1þ c:r2

ð2Þ

Movement: Movement of Firefly i toward Firefly j (at xi and xj) that is brighter and
more attractive. Here, a 2 ½0; 1Þ is the size of the random step.
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xi ¼ xi þ b: xi � xj
� �þ a:ðrandomðÞ � 1

2
Þ ð3Þ

Movement of the brightest Firefly: The brightest Firefly at location xmin moves
stochastically.

xmin ¼ xmin þ a:ðrandomðÞ � 1
2
Þ ð4Þ

The brightness of the fireflies, representing the solution quality, is calculated with a
fitness function that is defined according to the problem being solved [5]. The brightest
Firefly is the optimal solution.

3 Proposed Discrete Firefly Algorithm for Solving CSPs

The Firefly algorithm has been introduced to deal with continues optimization prob-
lems (X 2 Rn). To apply it to discrete optimization problems, this algorithm must be
well adapted to deal with a discrete space (X 2 Sn) which is the space of all possible
combinations of variables values. To do so, we need to redefine the initialization to
produce and distribute the initial population, the distance between fireflies in discrete
problem spaces, the attractiveness and the movement of less brighter fireflies toward
brighter ones. The steps of discretization of the Firefly algorithm are presented below.

3.1 Solution Representation

In the standard Firefly algorithm, fireflies are uniformly distributed over the problem
space (Rn). However, in discrete problem spaces (Sn) the set of randomly generated
permutations of variables values is considered as initial population.

3.2 Fitness Function

One of the challenging issues in discretization of metaheuristic algorithms is to define
the appropriate fitness function that exactly reflects the quality of the solutions. In the
case of CSPs, this quality is measured as the number of violated constraints.

3.3 Updating Solutions

The process of updating solutions is performed through several steps listed below.

• Distance

Equation 1 calculates the Cartesian distance between two fireflies which is an appro-
priate measure to deal with continuous problem spaces. To deal with discrete problem
spaces new measures have to be employed and in this regard, the following is
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considered: Hamming distance [11] and swap distance. Hamming distance (Hdi,j)
between two CSP solutions is the number of the variables that have different values.

• Attractiveness

b in the Firefly algorithm can be considered as a probability value for replacing a value
of a parameter with a new value [12]. From the definition of beta in continuous
problems, we know that the bigger b is the bigger steps fireflies make toward brighter
ones which implies faster convergence (encourages exploitation). In CSPs, to move
from one solution toward a better one, the closer weaker Firefly moves, the more
identical values must be shared to reduce the distance (according to the definition of
distance and fitness functions for CSPs). To fit this definition, b must determine the
probability of changing the value of a variable in weaker Firefly with the value of the
corresponding variable in the brighter Firefly. So the bigger the b is the more likely the
weaker solution is to replace its variables values by the corresponding variables values
of the better solution. For instance b = 0.4 determines a probability equal to 0.4 for
replacing the values of a solution with the values of the better ones.

• Movement

The most challenging issue in converting continuous Firefly to discrete Firefly is to
adopt its movement to suit the discrete problem spaces. Considering Eq. 3, the
movement of fireflies includes two different movements, local movement toward
brighter fireflies and random movement.

a. Local movement (also called exploitation)
From Eq. (3) we know that b encourages convergence of fireflies and brings them
together. Also, according to our discussion in the previous Section, the movement of a
Firefly towards the brighter one in discrete problem spaces means sharing more values
with the brighter Firefly by the less brighter one. Therefore, we need to define a
different model for movement to bring fireflies together in discrete problem spaces.

1. Find the variables that share the same value. These values will definitely remain
unchanged in less brighter Firefly and the rest are subject to replacement (gaps).

2. For filling the gaps considering the b value (probability value between [0,1]), two
different cases may happen:

• With probability b, the value of the corresponding variable in the better solution is
chosen to fill a gap in less quality solution.

• With probability 1 − b, a gap is not filled by the value of the corresponding variable
of the better solution. In this case, this gap will be filled by the previous value. This
step continues until all gaps are filled.

b. Random Movement (also called Exploration)
For random search, after filling all gaps the mutation operator is applied to the complete
assignments. We consider the four random mutations including Random Resetting
Mutation (RRM), Swap Mutation (SwM), Scramble Mutation (ScM) and Inversion
Mutation (IM).
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4 Experimentation

4.1 Problem Instances and Experimentation Environment

We use the model RB to randomly generate CSP instances [10] due to the fact that it
has exact phase transition and has therefore the ability to generate hard instances.
Each CSP instance is generated as follows using the parameters n, p, a and r where n is
the number of variables, p (0 < p < 1) is the constraint tightness, and r and a
0\ r; a\ 1ð Þ are two positive constants used by the model RB [10].

1. Select with repetition rn ln n random constraints. Each random constraint is formed
by selecting without repetition 2 of n variables.

2. For each constraint we uniformly select without repetition pd2 incompatible pairs of
values, where d = na is the domain size of each variable.

3. 3. All the variables have the same domain corresponding to the first d natural
numbers (0… d − 1). According to [10], the phase transition pt is calculated as
follows: pt = 1 − e −a/r. Solvable problems are therefore generated with p < pt.

Through the model RB, we generate CSP instances with different tightness ranging
from 0.05 to 0.6. All the methods used for the experiments have been implemented
using MATLAB R2010a and all experiments have been performed on a PC with Intel
Core i7 1.6 GHz processor and 1 GB RAM.

4.2 Test Results

We investigate the performance of the proposed DFA in terms of running time,
Number of Violated Constraints (V) and also the Number of Constraint Checks (NCC).
In Table 1 T is the tightness of the problems. The parameters of the proposed DFA are
tuned to their best by trial and error, and their values are as follow: c = 0.009 and
population size = 30. For this experiment we generate CSP instances with 50 variables
and tightness ranging from 0.05 to 0.6.

From the results of these experiments, reported in Table 1, one can see that the
overall results are very promising and in all experiments the proposed DFA is suc-
cessful in finding complete solutions (0 violated constraints) which prove the high
performance of this method in dealing with constraint satisfaction problems. Table 1
also shows that SwM, ScM and IM mutations are better operators than RRM in terms
of running time and NCC. Although instances with tightness equal 0.6 are the most
hard to solve, the proposed method dealt very effectively with that and achieved the
best result in very acceptable amount of time. It is worth mentioning that diversification
has significant impact on the performance of the metaheuristics and enables the search
algorithms to access diverse areas of the search space thanks to the random mutation
operators. According to our discussion, the more diverse solutions one algorithm can
produce the higher performance that algorithm would have and so the more likely that
would be to find the best solution.
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5 Conclusion

In this paper, we propose a new Firefly algorithm, that we call DFA, for dealing with
CSPs. In order to prevent the proposed method from being trapped in local optimum,
we consider several random mutation methods. To evaluate the performance of the
proposed DFA, we conducted several comparative experiments on randomly generated
CSP instances. The results are very promising and clearly demonstrate the high per-
formance of the proposed algorithm.
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Abstract. Multi-Agent Plan Recognition (MAPR) is the problem of
inferring the goals and plans of multiple agents given a set of observa-
tions. While previous MAPR approaches have largely focused on recog-
nizing team structures and behaviors, given perfect and complete obser-
vations, in this paper, we address potentially unreliable observations and
temporal actions. We propose a multi-step compilation technique that
enables the use of AI planning for the computation of the probability
distributions of plans and goals, given observations. We present results
of an experimental evaluation on a novel set of benchmarks, using several
temporal and diverse planners.

1 Introduction

Plan recognition (PR) – the ability to recognize the plans and goals of agents
from observations – is useful in a myriad of applications including intelligent user
interfaces, conversational agents, intrusion detection, video surveillance, and now
increasingly in support of human-machine and machine-machine interactions.
Originally conceived in the context of single agent plan recognition (e.g., [1]),
recent work has turned to the more complex task of Multi-Agent Plan Recogni-
tion (MAPR). In MAPR, the goals and/or plans of multiple agents are hypoth-
esized, based upon observations of the agents, providing a richer paradigm for
addressing many of the applications noted above. Early work in this area (e.g.,
[2]) limited observations to activity-sequences, and focused the recognition task
on the identification of dynamic team structures and team behaviors, relative to
a predefined plan library. While this formulation is effective for certain classes
of problems, it does not capture important nuances that are evident in many
real-world MAPR tasks. To this end, we provide in this paper an enriched char-
acterization of MAPR that provides support for a richer representation of the
capabilities of agents and the nature of observations. In particular, we support (1)
differing skills and capabilities of individual agents; (2) agent skills and actions
that are durative or temporal in nature (e.g., washing dishes or other durative

M. Shvo—The work was performed during an internship at IBM.

c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 253–258, 2018.
https://doi.org/10.1007/978-3-319-89656-4_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-89656-4_23&domain=pdf


254 M. Shvo et al.

processes (cf. [3])); (3) observations with respect to the state of the system; such
observations range over fluents rather than over actions as actions may not be
directly observable but rather inferred via the changes they manifest; (4) obser-
vations that are missing or unexplainable (i.e. cannot be accounted for by agents’
actions).

Our approach to addressing this problem is to conceive the computational
core of MAPR as a planning task, following in the spirit of the single-agent char-
acterization of plan recognition as planning proposed by Ramı́rez and Geffner
[4]. This contrasts with much of the previous work on MAPR which requires
explicit plan libraries. To realize MAPR as planning, we propose a two-step com-
pilation process that takes a MAPR problem as input. We first compile away the
multi-agent aspect of the problem and then we compile away the observations.
The resulting planning problem is temporal, has temporal actions and tempo-
ral constraints; hence, temporal or makespan-sensitive planners can be applied
to generate plans that are then post-processed to yield a solution to the origi-
nal MAPR problem. We propose three different approaches to generating high-
quality MAPR results, evaluating them experimentally. Using these approaches,
we are able to compute the probability distributions of plans and goals, given
observations. The main contributions of this paper are: (i) a formalization of the
MAPR problem with unreliable observations over fluents, and actions that are
temporal or durative in nature; (ii) characterization of MAPR as planning via
a two-step compilation technique that enables the use of temporal AI planning
on the transformed planning problem; (iii) three approaches to computing the
probability distributions of goals and plans given the observations; (iv) a set of
novel benchmarks that will allow for a standard evaluation of solutions to the
MAPR problem; (v) experimental evaluation and comparison of our proposed
techniques on this set of benchmarks.

2 Problem Definition

In this section, we review basic definitions, and introduce the multi-agent plan
recognition problem with temporal actions and its solution.

Definition 1 (MAPP with Temporal Actions). A Multi-Agent Planning
Problem (MAPP) with temporal actions is a tuple Pm = (F, {Ai}Ni=1, I, G),
where F is a finite set of fluent symbols, I ⊆ F defines the initial state, and
G is the goal of the multi-agent problem, achieved by N agents, each with their
own set of temporal action descriptions, Ai.

Each temporal action a ∈ Ai, as defined in [3], is associated with a duration,
d(a), precondition at start, pres(a), precondition over all, preo(a), precondition
at end, pree(a), add effects at start, adds(a), add effects at end, adde(a), delete
effects at start, dels(a), and delete effects at end, dele(a). The semantics of
a temporal action is often given using two non-temporal actions “start” and
“end”. Additionally, the overall precondition, preo(a) must hold in every state
in between. The solution to Pm is a set of action-time pairs, allowing actions to
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occur concurrently, where each action is executable, and the goal G holds in the
final state. The makespan of the solution is the total time that elapses between
the beginning of the first action and the end of the final action.

Next, we define the plan recognition problem with temporal actions, as well
as unexplainable and missing observations, adapting the definitions of Sohrabi
et al. [5], where quality as measured by cost is used instead of action durations.

Definition 2 (PR Problem with Temporal Actions). A plan recognition
problem with temporal actions is a tuple P r = (F,A, I,O,G,prob), where F ,
I, are defined as before, A is a set of temporal actions as defined earlier, O =
[o1, ..., om] is the sequence of observations, where ok = (fk, tk), 1 ≤ k ≤ m,
fk ∈ F is the observed fluent, tk is the time fk was observed, and ∀oi, oj, if i < j
then ti < tj. G is the set of possible goals G, G ⊆ F , and prob is the probability
of a goal, P (G), or the goal priors.

Definition 3 (Unexplainable/Missing Observations). Given an observa-
tion sequence O and a plan π for a particular goal G, an observation o = (f, t)
in O is said to be unexplainable (aka noisy), if f is a fluent that does not arise
as the consequence of any of the actions ai from the plan π for G. In contrast, an
observation o′ = (f ′, t′) is said to be missing from O, if o′ is not in the sequence
O and f ′ is added by at least one of the executed actions ai ∈ π.

In this paper, we consider sequences of observations where each observation
oi ∈ O is an observable fluent, with a timestamp that indicates when that
fluent was observed. To address the unexplainable observations, Sohrabi et al.
[5] modifies the definition of satisfaction of an observation sequence by an action
sequence introduced in [4] to allow for observations to be left unexplained. Given
an execution trace and an action sequence, an observation sequence is said to
be satisfied by an action sequence and its execution trace if there is a non-
decreasing function that maps the observation indices into the state indices as
either explained or discarded. Hence, observations are all considered, while some
can be left unexplained. Next, we define the problem we address in this paper.

Definition 4 (MAPR Problem with Temporal Actions). The Multi-
Agent Plan Recognition (MAPR) problem with temporal actions is described as a
tuple P = (F, {Ai}Ni=1, I, O, Z,G,prob), where F is a finite set of fluents, Ai is
a set of temporal actions for agent i, 1 ≤ i ≤ N , I ⊆ F defines the initial state,
O = [o1, ..., om] is the sequence of observations, where ok = (fk, tk), 1 ≤ k ≤ m,
fk ∈ F is the observed fluent, tk is the time fk was observed, Z is a set of agents
(each element in Z corresponds to an index between 1 and N), 1 ≤ |Z| ≤ N ,
G is the set of possible goals, G ∈ G, pertaining to the set of agents Z, G ⊆ F ,
prob is the prior probability of a goal, P (G).

Given a MAPR problem with temporal actions, P , a solution to P is in the
form of two probability distributions. The first is the probability of plans given
the observations, P (π|O), where each π is a plan that achieves a goal G ∈ G,
satisfies the observation sequence, O, and involves at least one action performed
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by an agent in Z. The second distribution is the probability of goals given the
observations, P (G|O), where each G assigned a non-zero probability is a goal
achieved by a plan in the first distribution.

3 Transformation

In this section, we briefly describe our multi-step compilation technique com-
pilation technique that allows the use of temporal planning on the MAPR
problem. The pipeline consists of transforming a MAPR problem as defined in
Definition 4 into a single agent plan recognition problem with temporal actions,
and a transformation step that compiles away the observations, allowing the use
of temporal planning to compute the posterior probabilities of goals.

To transform the original MAPR problem with temporal actions to a sin-
gle agent PR problem with temporal actions, we compile away the multi-agent
information by using special predicates that keep track of an agent’s access to
fluents and objects; every object o and agent i in the domain are assigned a
corresponding fluent. For an agent i to be allowed to execute an action on object
o, a precondition must be met, in which the corresponding fluent holds.

To incorporate a temporal aspect into the compilation process, our work
replaces the notion of cost with that of duration, and compiles the observa-
tions into temporal actions that are part of the transformed temporal planning
domain. The transformation compiles away observations, using special predi-
cates for each fluent in the observation sequence O, while ensuring that their
order is preserved. We also add extra actions, “explain” and “discard” for each
observation with a penalty to the “discard” action to encourage the planner to
explain as many observations as possible. We also update the duration of the
original actions, by adding a constant duration to each action; this is the penalty
for the possible missing observations, which encourages the planner to use as few
unobserved actions as possible. The transformation ensures that observation o1
with timestamp t1 will be considered (explained or discarded) before observa-
tion o2 with timestamp t2, where t1 < t2. Finally, in order to allow the use of
diverse planning, the goal of the transformed planning problem is set such that
all observations are considered and at least one of the goals G ∈ G is achieved.

Theorem 1. Given a MAPR problem with temporal actions, P = (F, {Ai}Ni=1,
I, O, Z,G,prob), as defined in Definition 4, where |Z| = N , and the correspond-
ing transformed temporal planning problem P ′ = (F ′, A′, I ′, G′) as described
above, for all G ∈ G, if π is a plan for the planning problem (F, {Ai}Ni=1, I, G),
then there exists a plan π′ for the corresponding planning problem, P ′, such that
the plan π can be constructed straightforwardly from π′.

Proof is based on the fact that the extra actions only preserve the order-
ing amongst the observations and do not change the state of the world. The
makespans of plans in the transformed planning problem map to V (π), which is
used to approximate P (O|π)P (π|G); thus, the probability distributions, P (G|O)
and P (π|O), can be computed using these makespans.
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4 Computation

In this section, we briefly describe our approaches to computing a solution to
the MAPR problem, as described in Definition 4, namely the probability distri-
butions of plans and goals, given observations. For further details, we refer the
reader to [6].

Delta - This approach is based on finding, for each of the goals, the delta
between the costs of two plans, one that explains the observations and one that
does not; this method is a modification of the goal recognition approach proposed
in [4]. The delta is found by running the planner twice for each goal.

Diverse - This approach computes the probability distribution of goals by
finding a set of diverse plans, that serves as a representative approximation of
the distribution of plans that satisfy the observations and achieve one of the
possible goals (P (π|O)); it is a modification of the proposed approach in [5].
The set of diverse plans, which serves as an approximation to the probability
distribution of plans and goals, given O, is found by running a diverse temporal
planner on the transformed planning problem.

Hybrid - This approach is a combination of the two previous approaches,
in that it computes a set of plans for each goal. In order to take advantage of
both previous approaches, we propose an approach in which we use a temporal
planner to compute a smaller set of plans for each of the goals. After merging
the sets of plans, we are able to compute the probability distribution of goals,
just as we did in the Diverse approach.

5 Experimental Evaluation

In this section, we briefly present the results of our experimental evaluation. For
further details, we refer the reader to [6]. To evaluate our MAPR approach, we
used a temporal planner, LPG-TD [7], for the delta approach and the hybrid
approach, and a diverse planner, LPG-d [8], for the diverse approach. We have
created, for evaluation purposes, a set of novel benchmarks, based on Interna-
tional Planning Competition (IPC) domains, namely Rovers, Depots, Satellites,
and ZenoTravel. We modified the domains to create benchmark problems for the
MAPR problem with temporal actions. In addition, we have introduced missing
observations, by creating several variations of each problem that did not include
the full observation sequence. Lastly, we have introduced noise by adding extra
random observations, with two different levels of noise.

To evaluate the coverage and accuracy of our approaches on the goal recogni-
tion task, we compute the average percentage of instances in which the ground
truth goal was deemed most and less likely, i.e., whether or not the ground
truth goal was assigned the highest posterior probability given the observations.
Our results (shown in [6]) show that the Delta approach, on average, does best
(i.e., deems the ground truth goal most likely) across all domains when obser-
vations are reliable and no noise is introduced. Further, on average, over all our
problems, when unreliable observations were not introduced, Delta deemed the
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ground truth goal most likely in 77% of cases, Diverse - 75% of cases, and
Hybrid - 49% of cases.

The total number of problems solved by each approach is as follows: Delta -
458/912; Diverse - 611/912; Hybrid - 790/912. Note that approach 1 man-
ages to solve the least amount of problems, on average, compared to the
other approaches. We plan to conduct further experimentation, testing both
the robustness and scalability of our approach.

6 Discussion

The merit of this paper is that it provides a way to solve an important class of
Multi-Agent Plan Recognition problems that could not previously be addressed.
It does so by leveraging and augmenting a combination of ideas from single
agent plan recognition and multi-agent planning. Solving this class of problems,
with unreliable observations and temporal actions, is paramount to the appli-
cability of a MAPR approach to many real-world instantiations of the problem.
Furthermore, our formalization allows for much needed expressivity, while also
providing the foundation for incorporation of various important and interesting
aspects of the problem, including, for example, agents with varying and limited
knowledge of the state of the world and with differing physical and even cogni-
tive capabilities. Finally, our work enables the application of a MAPR approach
to previously unaddressed problems, by modeling them in planning domains. By
enabling the use of existing temporal planners, one can choose the planner that
works best for their domain and compute a solution to their MAPR problem.
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Natural Sciences and Engineering Research Council of Canada (NSERC).
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Abstract. Understanding transportation mode from GPS (Global Posi-
tioning System) traces is an essential topic in the data mobility domain.
In this paper, a framework is proposed to predict transportation modes.
This framework follows a sequence of five steps: (i) data preparation,
where GPS points are grouped in trajectory samples; (ii) point features
generation; (iii) trajectory features extraction; (iv) noise removal; (v)
normalization. We show that the extraction of the new point features:
bearing rate, the rate of rate of change of the bearing rate and the global
and local trajectory features, like medians and percentiles enables many
classifiers to achieve high accuracy (96.5%) and f1 (96.3%) scores. We
also show that the noise removal task affects the performance of all the
models tested. Finally, the empirical tests where we compare this work
against state-of-art transportation mode prediction strategies show that
our framework is competitive and outperforms most of them.

Keywords: Feature engineering · Noise removal
Trajectory classification

1 Introduction

Research on trajectory analysis is a mature area since positioning devices are now
used to track people, vehicles, vessels, and animals. In the case of trajectory data,
the object’s movement is represented as a discrete collection of spatiotemporal
points.

A domain where trajectories are frequently analyzed is the prediction of
transportation modes from users, which is essential for cities and people to reduce
travel time and traffic congestion. Transportation mode estimation involves two
steps [11]: (i) extraction of segments of the same transportation modes; and
(ii) classification of transportation modes for each segment. For the first step,
several segmentation algorithms have been proposed in the past years and include
temporal-based [8], cost function-based [5] and semantic-based methods [7]. For
the second step, which is the focus of this work, the classification (or prediction)
of the transportation modes is performed by creating domain expert features for
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supervised classification (e.g., the distance between consecutive points, velocities,
acceleration, and bearing).

We classify the research in transportation modes prediction regarding the
type of features in two branches: (i) domain expert features; and (ii) learned
features. From raw GPS data points (e.g., latitude, longitude and time) it is
possible to calculate many attributes regarding the moving object’s movement.
Examples include distance traveled between points, estimated speed, bearing,
acceleration, etc. For segments of trajectories, it is possible to extract mean,
median, minimum, maximum, standard deviations, etc., of point-wise features.
These are examples of domain expert features employed to predict transportation
modes. Examples of works that apply domain expert features include [6,11].

In this work, we also explore the effects of noise removal in the prediction
of transportation modes. Dealing with noise in trajectories is essential because
GPS recorder devices are not accurate in the moving object’s positioning due to
many reasons like satellite geometry, signal blockage, atmospheric conditions,
and receiver design features/quality. By removing GPS noise, it is expected
that the derived features from the trajectories are more likely to represent the
standard pattern of a transportation mode.

Noise-perturbed GPS data influences the quality of the domain expert fea-
tures, e.g. distance traveled, speed or acceleration are susceptible to errors. It is
important to point out that these errors may impact the distributions of values,
where statistics like the mean, in trajectory segments of transportation modes.
This uncertainty of data can lead a classifier to create models that are not able
to accurately predict a transportation mode from a trajectory. Thus, the works
in transportation mode prediction are classified regarding the (i) presence or
(ii) absence of noise removal strategies. An example of work in the transporta-
tion mode prediction that does not deal with noise removal is [11]. In others,
like [1,2,4,9,10], noise is removed. This paper applies domain expert features
and noise removal to predict transportation are as follows: (i) we introduce new
point and trajectory features; (ii) we propose a framework composed of 5 steps
for transportation mode prediction; (iii) we compare the proposed approach with
state-of-art strategies and show that our results are competitive.

2 A Framework for Transportation Mode Prediction

In this section, we present the sequence of steps used in this work to predict
transportation modes (Fig. 1). This framework has five steps and is described in
detail below.

In this work, we define a trajectory as a sequence of GPS points that belongs
to the same transportation mode. In the first (step 1), we group the raw GPS
points by userid, day and transportation mode to create trajectory samples. We
discard trajectory samples with less than 10 GPS points because these examples
may affect our model since trajectories with low quality may be created.

In this work, we calculate some point features (step 2) that were used previ-
ously in literature [11]: distance, speed, acceleration, jerk [1], and bearing.
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Fig. 1. The steps of the proposed framework to predict transportation modes

Two new features are introduced in this work, named bearing rate, and the
rate of bearing rate. They are detailed as follows. The bearing rate was computed
using Eq. 1, where Bi and Bi+1 are the bearing values in points i and i + 1, and
Δt is the time difference.

Brate(i+1) = (Bi+1 − Bi)/Δt (1)

Some moving objects tend to change the bearing more often because they
commute in a straightforward route. This behavior can be captured by using the
rate of the bearing rate. This feature is calculated using Eq. 2.

Brrate(i+1) = (Brate(i+1) − Brate(i))/Δt (2)

After calculating all the point features for each trajectory, we extract some
statistical attributes referred to as trajectory features (step 3). Trajectory fea-
tures are divided into two different types: (i) global trajectory features, which
summarize information regarding the whole trajectory in a single value; and (ii)
local trajectory features, which describe a local part of the trajectory. In this
work, we extracted global features like the Minimum, Maximum, Mean, Median,
and Standard Deviation values of each trajectory point feature to feed our clas-
sifier. The local trajectory features extracted in this work was the percentiles of
every point feature. Five different percentiles were extracted (10, 25, 50, 75, and
90) and were used in the models tested in this work. In summary, we compute
70 trajectory features (10 statistical measures including five global and five local
features calculated for 7 point features) for each transportation mode example.

In step 4, the framework deals with noise in the data. In this work, we used
a simple method called median filter to create a mask. The method is described
in Algorithm 1 (threshold = 3) and it removes the noise based on speedmean
(i.e. the average speed of a trajectory) attribute since a human can classify the
transportation mode mostly by knowing the mean speed of a trajectory.

Finally, we normalized the features (step 5) using the Min-Max normaliza-
tion method, since this method preserves the relationship between the values to
transform features to the same range and improve the quality of classification
process [3].
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Data: Speed mean of trajectories
Result: mask vector to remove the noisy trajectories
difference ←− |speedmeanTrajectory − median(speedmean)|;
median difference ←− median(difference);
if median difference == 0 then

indicator ←− 0;
else

indicator ←− difference/median difference;
end
return indicator > threshold ;

Algorithm 1. Mask the noisy samples to remove from dataset using median

3 Experiments

In this section, we detail the experiments performed in this work to validate
our framework. The data used in this work is the GeoLife GPS dataset, that
was collected by Microsoft Research Asia from April 2007 to October 2011 [11].
The dataset has a 5,504,363 number of records labeled by eleven transporta-
tion modes: taxi (4.41%); car (9.40%); train (10.19%); subway (5.68%); walk
(29.35%); airplane (0.16%); boat (0.06%); bike (17.34%); run (0.03%); motorcy-
cle (0.006%); and bus (23.33%).

In the literature, we observed different sub-selections of these classes for
evaluating transportation mode prediction strategies; therefore, we decided to
select different target subsets for comparing our result with other papers.

To evaluate the performance of classifiers in this work we used the Accuracy
and the F1 measure. In all our experiments, we used a 10-fold cross-validation
strategy and computed a paired t-test to verify if the difference in the means were
statistically different. We executed our framework with different classifiers such
as Decision Tree (DT) (with maxdepth equals five), Random Forest (RF) (with
50 trees estimators), Neural Network (NN), Naive Bayes (NB), and Quadratic
Discriminant Analysis (QDA). In all cases, the random forest surpasses all the
other classifiers in both accuracy and f1.

Subsequently, we compared the RF using all the steps of our framework
against the results of five papers. It is important to point out that all these papers
reported their accuracy values on the Geolife dataset. Table 1 shows a side-by-
side comparison between some related works and the results of our framework.
Our work does not surpass Jiang’s et al. accuracy [4] but outperforms all the
others. It is important to highlight that the complexity and high training time
of the RNN model used in his work may not be worth the 1.42% difference in
accuracy.

Finally, we evaluated the effects of noise removal performed by our frame-
work. We established as a baseline the performance of our framework using
the data to train classifiers with noise and without noise (clean). Table 2 shows
the mean of the f1 values obtained by 10-fold cross-validation for the different
group of classes. We can observe in Table 2 that for all classifiers and different
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Table 1. Comparison of accuracy and f1 measure of proposed model against related
works

Related work Proposed model

Reference: classes used in the experiments acc acc f1

Dabiri et al. [1]: walk, bike, bus, driving, and train 84.8% 93.35% 93.22%

Jiang et al. [4]: bike, car, walk, and bus 97.9% 96.45% 96.31%

Xiao et al. [9]: walk, bus & taxi, bike, car, subway, and train 90.77% 93.19% 92.81%

Zheng et al. [11]: walk, driving, bus, and bike 76.2% 93.61% 93.51%

Endo et al. [2]: walk, car, taxi, bike, subway, bus, and train 83.2% 90.20% 89.95%

Table 2. F1 measures to classifiers for different class groups.

Reference DT RF NN NB QDA

With
noise

Clean With
noise

Clean With
noise

Clean With
noise

Clean With
noise

Clean

Dabiri et al. [1] 85.56 92.31 88.07 93.22 85.18 89.87 63.30 82.91 54.76 79.83

Jiang et al. [4] 88.26 95.47 91.56 96.31 88.63 94.11 65.68 85.19 54.70 82.55

Xiao et al. [9] 84.38 89.79 88.75 92.81 82.93 89.01 51.40 70.03 47.81 71.45

Zheng et al. [11] 85.62 91.92 88.72 93.51 85.76 91.33 64.61 84.22 51.33 79.48

Endo et al. [2] 79.53 82.09 85.57 89.95 79.33 85.70 57.31 72.68 49.13 72.30

Table 3. Accuracy to classifiers for different class groups.

Class group DT RF NN NB QDA

With
noise

Clean With
noise

Clean With
noise

Clean With
noise

Clean With
noise

Clean

Dabiri et al. [1] 85.54 92.36 88.47 93.35 85.54 90.13 63.56 83.28 53.65 79.76

Jiang et al. [4] 88.41 95.54 91.91 96.45 88.80 94.21 63.70 84.31 53.03 82.07

Xiao et al. [9] 85.01 89.96 89.33 93.19 83.61 89.43 51.96 69.90 46.59 70.99

Zheng et al. [11] 85.77 92.13 89.09 93.61 86.10 91.45 64.36 84.53 50.85 79.50

Endo et al. [2] 80.25 83.61 86.36 90.20 80.27 86.28 56.66 73.27 47.92 71.60

subgroups of classes, performance gains ranging from 2.56 (Decision Tree, using
classes of [2]) to 28.15 (QDA, using classes of [11]) in f1.

Finally, Table 3 shows the mean of the accuracy values obtained by 10-fold
cross-validation. For all classifiers and different subgroups of classes and classi-
fiers, performance gains ranging from 3.36 (Decision Tree, using classes of [2])
to 29.04 (QDA, using classes of [4]) in accuracy were observed. The results pre-
sented in this section indicate that dealing with noise in transportation mode
prediction is an important topic, and the lack of this step in the classification
task decreases the performance of the classifiers.
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4 Conclusions and Future Works

In this work, we propose a framework for transportation mode prediction using
feature engineering and noise removal. The results showed that the newly engi-
neered features (e.g., bearing rate, and rate of bearing rate) and the application
of a noise removal technique improve the performance of all tested classifiers. We
intend to extend this work in two directions: (i) test and evaluate different noise
removal techniques like wavelet-based, MCMC and fast Fourier based denois-
ing methods, and (ii) investigate the performance of trajectory segmentation
algorithms and include this step in our framework.
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Abstract. A company operating in a commercial maritime port often
experiences clients filing insurance claims on damaged shipping contain-
ers. In this work, multiple classifiers have been trained on synthesized
data, to predict such insurance claims. The results show that Random
Forests outperform other classifiers on typical machine learning metrics.
Further, insights into the importance of various features in this prediction
are discussed, and their deviation from expert opinions. This informa-
tion facilitates selective information collation to predict container claims,
and to rank data sources by relevance. To our knowledge, this is the first
publication to investigate the factors associated with container damage
and claims, as opposed to ship damage or other related problems.

1 Introduction

Commercial maritime ports require high operational throughput, highlighting
the importance of optimizing intensive workflows such as those induced by filing
a claim on a damaged shipping container. To handle such a claim, port officials
collate and analyze multimodal data including visual inspection logs cargo man-
ifests environmental data, which is a time-consuming process [1,2]. Operational
time aside, human predictive accuracy reduces with human cognitive biases [3],
data volume and complexity, and prediction specificity [4] and volume [5].

Fast and accurate automated data processing is computationally expensive,
due to noisy and incomplete data. Predicting container claims affords restricting
data collation to smaller subsets, reducing computational requirements.

To our knowledge, this is the first publication to investigate container dam-
age causes using Machine Learning (ML) techniques, which constrains the scope
of the current knowledge against which to compare the presented methodolo-
gies. Accurate container damage predictions enable discussing the dynamic selec-
tion between data sources and algorithms used to process the data therefrom.
This may be used in a decision support system integrated into a terminal OS
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to realize container damage causes and alleviate data collation and analysis
bottlenecks.

The remainder of the paper is structured as follows: Sect. 2 reports a survey
of related work, while our methodologies are outlined in Sect. 3, the results of
which are presented and discussed in Sect. 4. Finally, Sect. 5 concludes this work
with some directions in which it can be expanded.

2 Related Work

Related publications incorporating ML solutions and features involving ports,
ships, personnel, weather, and geography are used to guide this study.

Surveys of Taiwanese domain experts [6] reveal a taxonomy of risks posed
to refrigerated containers in their port-to-port travel, while Canadian experts
(discussed in Sect. 3) maintain that quay crane operator errors are most rel-
evant human error sources. A study of the determining factors of consignors’
port choice shows positive correlation with port proximity due to decreased en
route damage probability [7]. Operational conditions such as weather and human
factors are the primary travel risk factors [8,9]. Further, terminal-side accident
reports are confidential, hence unavailable. Yet, probability distributions model-
ing operational capabilities of personnel and equipment were used in this study.

A case study of a Seattle-bound ship [10] discusses mathematical constructs
used in simulation software [11], whose features guide this work. Yet, no ML
methodologies were used to compute feature importance. Ship characteristics
extracted from a source like [12] may be correlated with maritime accidents using
an ML approach [13]. Mined features and probability densities of environmental
have been used in a custom discrete event simulator, to determine oil tanker
loading times and port storage capacity [14]. Few publications use ML techniques
to discover the causes of shipping container damage. One study compared the
efficacy of decision trees in predicting the total loss and damage to a ship [15],
supporting the use of a binary classification tree.

3 Methodology

3.1 Data

To predict container damage, container voyage data is required. A trained pre-
diction model may be applied to real-world scenarios in order to learn which
data sources and feature/information extraction techniques are best suited for
a given scenario. As robust, accurate algorithms typically require more com-
putational power, it is favorable to use them only when absolutely necessary.
Determining which data sources to use at a given time, and when to switch
between algorithms is out of the scope of this paper and left as future work.

The synthesis of the container damage prediction data set (of 1.6M records) is
discussed in this section. Each attribute in this data set was captured in a survey
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completed by industry experts in Canada.1 The survey results revealed how
strongly each attribute and correlated with container damage claims. Attribute
values were accordingly weighted on a (0, 3] scale to capture their correlation
with container damage. The value of each attribute was modeled to contribute
some amount of damage to be sustained by the container, which increased the
probability of it being claimed. The generation of attribute values and their
contributed damage to the container are discussed below.

Data Synthesis. Each shipping container was assigned to one of 46 known
tracks in Jan. - Mar. 2014 and Douglas Sea Scale (DSS) [16] measures were
computed from environmental data [17]. The average damage contribution of sea
state (modeled as the modified sigmoid function (2(1 + e7−DSS))−1) weighted
at 1 is the damage sustained by the container.

The containers were probabilistically assigned to shipping lines (SLs) and
trucking companies using roulette wheel selection [18], weighted by annual
cargo throughput [19,20]. The error probability per shipping line (L) was com-
puted based on fleet size (FS(L)), annual throughput (T (L)) and market share
(MS(L)), weighted at 3, as described by Eq. (1), capturing the notion that ship-
ping lines with higher FS, T , and MS are less likely to cause shipping container
damage.

P (Error|L) =

⎧
⎪⎨

⎪⎩

0 c(L) > 2
3C,

0.5 c(L) < 1
3C,

3×c(L)−1
2 otherwise

C = max({c(L)|L ∈ SLs})
c(L) = 0.3 × FS(L) + 0.35 × T (L)

+ 0.35 × MS(L)

(1)

Finally, the container’s recipient correlates positively with damage claims,
which were modeled as having a claim probability and a claim amount, respec-
tively distributed in U([0, 0.5]) and U([0, 108]), weighted at 1. The remaining
features (cargo value, fragility, sensitivity, mass distribution, packing and load-
ing seasons, etc) and their correlated error probabilities are listed in Table 1.

Classifiers were trained on this 15-dimensional data describing the above
features, to learn which features accurately predict container claims. This allows
for the proactive gathering and collation of the terminal-side data, to present to
port officials upon the incidence of a claim (as mentioned in Sect. 1).

3.2 Experimental Setup

Table 1 lists the CI methods used from [21], along with their 95% Confidence
Intervals performance metrics. These were trained by 10×10 fold cross validation,
with training data drawn from the synthesized 1.6M records. This was then run
30 times, accounting for 100 data points per run, shown in Fig. 1.
1 The survey (named Bottlenecks in Port Operations) was distributed by a Google

Forms link in July 2017, after receiving the necessary approval from the Research
Ethics Board of the University of Ottawa.
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Table 1. Container features and error probabilities

Feature name Feature

weight

Feature distribution Error probability

Cargo value (v) 3 N
(

μ = 105
2 , σ2 = 1010

)
P (Error|v) =⎧⎪⎪⎨
⎪⎪⎩

0 v ≤ V/3

0.5 v ≥ V/3

1.5 × v
V

− 0.5 otherwise

Cargo

sensitivity (s)

U({0, 1}) P (Error|s) = 0.5 × s

Weight balance

(d)

U(0, 20.4) P (Error|d) = 0.5 × d
20.4

Quay crane

operator (g)

1 U(0, 0.1) P (Error|g) = g−1

Packing/loading

season (s)

U({fall, winter, spring, summer}) P (Error|s) ={
0.5 s ∈ {fall, spring}
0 otherwise

Time in storage

yard (t)

U(0, 364) P (Error|t) = 366
365−t

Cargo fragility

(f)

0.01 U({0, 1}) P (Error|f) = 0.01 × f

Container

weight (w)

w =

⎧⎪⎪⎨
⎪⎪⎩

55 with probability 0.2

275x0.2≤x≤0.4 with probability 0.2

110 with probability 0.6

P (Error|w) =

2 ×
(

w
110 − 0.25

)2

Fig. 1. Performance metrics of various classifiers

4 Results and Discussion

Human reviewers remain the post-data-collation bottleneck. Since investigations
are triggered by incoming claims, false negatives are less favorable. It is there-
fore important to compare the accuracy of classifiers that have equivalent AUC
(shown in Fig. 1). The superior performance of Random Forests (significantly
better than random chance) suggests that other such nonlinear and ensemble
methods may be applicable. Analysis of trained decision trees and Random
Forests reveals relative feature importances (see Fig. 2), showing that the amount
of time a container spends in the storage yard is the most revealing feature in pre-
dicting container damage claims. While a container’s cargo value was expected to
be an important feature, the quay crane operator, shipping line, and time spent
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Fig. 2. Relative feature importances

in the storage yard yield the highest container claims predictability, counter to
expert opinion.2

Analyzing the most important features shows that cargo value, hazardous-
ness, longevity, sensitivity, mass distribution, storage time, and exposure to
rough seas correlate strongly positively with filed claims, while calm sea states
have strong negative correlation. Container packing and loading seasons cor-
relate weakly with container claims with 25% support and 13% confidence in
the relevant association rules. Logistics companies are also weak features (18%
support, 11% confidence).

Cargo Fragility is found to very weakly correlate with container damage
claims (Pearson R coefficient of 3.7×10−4 and 50% support, 50% confidence for
relevant association rules), again counter to expert opinion. This could be due
to proper container packing compensates for cargo fragility, while quay crane
operator error dominates in human error (with 8% support and 4% confidence).

As expected, rough sea conditions correlate with more insurance claims.
Additionally, the amount of time a container spends in the storage yard pos-
itively correlates with container damage claims, counter to the survey results.
This may be due to increased in-yard storage density decreasing the performance
of container moving equipment [2].

5 Conclusions and Future Work

Future directions of this study include identifying and fusing alternative data
sources (e.g., sources of weather, commercial cargo values, etc), enabling per-
tinence based data source ranking, to dynamically switch between them. This
would save computational costs without compromising prediction accuracy.
2 The survey results showed that cargo value, hazardous and/or sensitive cargo were

the most important attributes in predicting insurance claims.
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Abstract. It has been well-known that biological and experimental methods for
drug discovery are time-consuming and expensive. New efforts have been
explored to perform drug repurposing through predicting drug-target interaction
networks using biological and chemical properties of drugs and targets. How-
ever, due to the high-dimensional nature of the data sets extracted from drugs
and targets, which have hundreds of thousands of features and relatively small
numbers of samples, traditional machine learning approaches, such as logistic
regression analysis, cannot analyze these data efficiently. To overcome this
issue, we proposed a LASSO-based regularized linear classification model to
predict drug-target interactions, which were used for drug repurposing for
inflammatory bowel disease. Experiments showed that the model out performed
the traditional logistic regression model.

Keywords: Bioinformatics � Classification � Drug-target interaction
Supervised learning � LASSO � Drug repurposing

1 Introduction and Related Works

Studying drug-target interactions is essential in drug discovery. Biological and
experimental methods of drug discovery are time-consuming, expensive and difficult.
The shortcomings of the methods have led to increasing interests in applying machine
learning methods to analyze the vast amount of complex data available to researchers.

Yamanishi et al. [1] developed a kernel regression-based model to predict a
drug-target interaction network that can identify previously unknown drug-target
interactions from various types of biological data, such as chemical structures and
protein domains. They used these features to generate a kernel similarity matrix, where
each descriptor corresponds to a drug-drug similarity or protein-protein similarity. The
model used the assumption that similar compounds are likely to interact with similar
proteins. Wang et al. [2] used data of 6100 human cell cultures treated by 1309
bioactive compounds contained in Connectivity Map (CMap) to predict drug-target
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interactions of unknown drugs. The datasets usually contain more than 10 thousand
genes and the number of instances is likely small. Some methods like logistic
regression model require a larger number of samples to avoid over-fitting. Feature
selection is highly recommended. Ezzat et al. [3] used DrugBank [4] to collect data
consisting of 12674 drug-target interactions with 5877 drugs and 3348 protein inter-
action partners. They used this data to generate features that allowed for drug-target
predictions with a chemogenomic approach.

Limitations exist in training machine learning models for the drug-target interaction
predictions: (1) there is a much greater number of negative than positive samples, and
(2) there are usually thousands of features extracted from the drugs and targets. The first
issue makes it difficult to select negative samples so random selection is usually
deployed. This can be problematic as it has the possibility of excluding useful data.
This study explored a new approach to select the negative samples and applied the
regularized method for drug-target predictions.

2 Materials and Methods

2.1 Datasets

Data collection. The drug and target sets were downloaded from Drugbank. We used
drug - target interaction data under protein identifier (Version 5.0.10) and external
target drug-uniprot link (Version 5.0.10). Biotech drugs were excluded and proteins
that are not targets for humans were ignored. Thus, 14,792 known drug-target pairs
from drugbank were generated with 5,834 drugs and 3,456 proteins.

Drug and target feature representation. We downloaded drug structure information
from Drugbank. To get drug descriptors from the drug structure information, we used
an online server named online chemical database with modeling environment [5].
Drugs that are unavailable to get their descriptors from this server were removed. We
retrieved 2,216 drug descriptors for each of the remaining 5,134 drugs. To generate
target/protein feature representation, we assumed that the complete information of a
target protein is encoded in its sequence and domains, thus we extracted protein fea-
tures from the commonly recognized features-sequence descriptors and protein
domains. The sequence and corresponding domain information of target proteins were
downloaded from Drugbank and NCBI (National Center for Biotechnology Informa-
tion Search database) respectively. Protein sequence descriptors contain amino acid
composition (ACC), dipeptide composition (DC) and tripeptide composition (TC).
Domain information is represented as an adjacency matrix where 1 indicates an
interaction and 0 indicates no interaction between a pair of protein and domain. In total,
we extracted 11,943 protein features for each target. Therefore, each pair of
drug-target/protein (D, P) can be represented as a feature vector ½D1; . . .;D2216;
PACC1; . . .;PACC20;PDC1;. . .PDC400; PTC1; . . .PTC8000;Pdomain1;...;Pdomain3523�.

After all drug and target feature information was generated, the 13,168 drug-target
interaction pairs with 5,132 unique drugs and 3,184 unique proteins were collected. All
these 13,168 known drug-target interaction pairs are treated as positive samples.
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The number of all possible drug-target pairs from the collected drug and target lists is
16,327,120 (5,132 * 3,184 − 13,168) of which are considered unknown interactions.
These can be potential negative or positive drug-target pairs.

Construction of negative drug-target interaction pairs. Instead of randomly
selecting negative samples from the remaining 16,327,120 unknown pairs, we pro-
posed a novel method to select the most likely negative drug-target interaction pairs.
The assumption of this method is based on “guilt-by-association”, which indicates
similar drugs may share similar targets and vice versa [6]. Based on this intuition, we
calculated the drug similarity measured by Tanimoto coefficient for each pair of the
drugs using R package Rcpi and drugs with Tanimoto coefficients >60% were inferred
as similar [6]. It is believed that similar drugs are more likely to be functionally
correlated, thus, targets that interact with one drug are also considered to interact with
its similar drugs, and pairs of these drug-target interactions were referred as potential
interacted pairs as shown in Fig. 1. Protein similarities were also calculated using
Protr R package. They were derived by protein sequence alignment, which is a way to
identify regions of similarity of proteins based on their functional, structural, or evo-
lutionary relationships. After obtaining the similarities between proteins, the same
filtering rule was applied to find potential interacted drug-target pairs based on the
protein similarity scores. That is, if the similarity score between two proteins (sequence
identity score) is above 40% [6], it will be assumed that these proteins share the same
interacted drugs. We followed the similar procedure as Fig. 1 to identify potential

Fig. 1. Flowchart of finding potential interacted drug-target pairs by drug similarities. Bold dots
in similarity matrix indicate the Tanimoto coefficients of the drug pairs are larger than 0.6. Thus,
the corresponding drug pairs are referred as similar, such as D1 and D2, D1 and D4. Dn denotes
drug n, Tn denotes target list of drug n, and Tn n;mð Þ denotes potential target list of drug n emerged
from the high similarity with drug m.
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drug-target interacted pairs by protein similarity. After we removed all potential pos-
itive drug-target interaction pairs, we randomly selected 13,168 negative drug-target
pairs from the 16,327,120 unknown drug-target pairs.

2.2 Classification Models

To predict drug-target interactions, we implemented standard logistic regression
(SLR) and LASSO-based regularized linear classification (LASSO) [7] models.
Overfitting might be noticeable in the SLR model since we had more than 14,000
features representing drugs and proteins while there were a relatively small number of
samples (positive and negative drug-target pairs). It is necessary to select informative
features for building the SLR models to alleviate the overfitting problem. Since the
majority of our features were category variables, feature selection based on the training
data set was implemented using Wilcoxon rank sum test. We ranked all features using
their p-values of the test. To decrease the effect of those less significant features, the
improved logistic regression model LASSO was implemented. It reduces the effect of
features which are referred as “not significant” estimated by their p-values. The aim of
LASSO is to find the optimized hyperplane z ¼ hTxþ k

P
hj j that correctly classifies

the positive and negative drug-target pairs, where x denotes feature space and the
optimized parameter vector h fits a curve to separate the training data. k is selected to
minimize the output of sample errors by gird search using cross-validation technology.
In other words, only features considered “significant” could have contributions on the
optimized hyperplane. To simplify the measurement of its output, we considered the
sigmoid function to represent the probability of an interacted positive drug-target pair
(y) given one sample x: p y ¼ 1jzð Þ ¼ g zð Þ ¼ 1

1þ e�z :

In our study, we applied SLR models with the top 100, 200, 500, 1,000, 2,000 of all
14,159 features selected by Wilcoxon rank sum test respectively. We also tried to use
more than 2,000 features in the SLR models, but the models could not be fitted due to
the large number of features and small number of samples. We implemented 5 LASSO
models with all 14,159 features (M1), drug features alone with one single protein
feature (ACC/DC/TC/DOMAIN) for M2, M3, M4, M5, respectively.

We built these models using R packages e1071 for SLR and glmnet for LASSO
using a training-testing strategy, that is, we split our samples (positive and negative
drug-target pairs) into 2/3 and 1/3 of all samples as our training and test datasets
respectively. For each of the training and test sets, we ensured there are the same
numbers of positive and negative drug-target pairs. For LASSO models, we performed
10-fold cross-validation of the training set to select the optimized parameter k. The
performance of these models was evaluated based on overall accuracy, which is the
percentage of drug-target pairs with correctly predicted interactions, and AUC (Area
Under the Curve) of the Receiver Operating Characteristics (ROC), which illustrates
the pattern of sensitivity and specificity at different probability cutoffs to predict a
drug-target pair to be an interacted pair.
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2.3 Drug Repurposing Based on the Predicted Drug-Target Interaction
Network

We predicted all possible drug-target pairs using the trained LASSO M1. The pairs
with predicted probability 0.95 or larger were considered as a predicted drug-target
interaction network. Using the predicted network, we repurposed the potential candi-
date drugs for inflammatory bowel disease (IBD). To do this, we used the 225 unique
IBD risk loci identified by genome-wide association study [8]. The 201 IBD risk genes
implicated by these IBD risk loci were mapped to proteins through online UniProt
mapping server. We extracted the predicted drug-target pairs from the predicted net-
work that contain the IBD risk genes (proteins). We calculated the frequency of each
drug interacted with the IBD risk proteins based on these extracted drug-target pairs.
We repurposed the top drugs ranked by the frequency for IBD.

3 Result

The accuracies and AUCs of the SLR models using different numbers of top features
were shown in Table 1. Generally speaking, models with more selected features had
much greater power to predict drug-target interactions. The model with the best per-
formance was based on top 2000 features. The accuracies and AUCs of the LASSO
models were shown in Table 2. The best model was M1 with all five feature sets. M2
and M3 with fewer numbers of features seemed weaker than other models. However,
the model performances using protein TC (M4) and protein domain (M5) were
remarkably improved. Better results were obtained from the testing set than training set
as shown in Table 2, which indicated we avoided over-fitting perhaps due to the model
lambda selection. Instead of using lambda_min, lambda that achieves the largest AUCs
for our training set based on 10-fold cross-validation, we used lambda_1se to fit the
models. The Lambda_1se we selected was the largest value of lambda such that AUC
was within 1 standard error of the maximum AUC. Although the Lambda_1se did not
result in the best performance in training set, it considered model uncertainty to make
more reliable predictions for the testing set. Comparison of the results of our proposed
LASSO models (Table 2) with our baseline models (Table 1) showed that the proposed
LASSO models outperformed the SLR models.

Table 1. Overall accuracy and AUC of the SLR models of the test set

Logistic regression model Numbers of top features
selected by Wilcoxon rank
sum tests
100 200 500 1000 2000

Accuracy 0.64 0.66 0.70 0.72 0.75
AUC 0.70 0.73 0.77 0.80 0.81
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A total of 32,304 drug-target interaction pairs were predicted to have interaction
probabilities larger than or equal to 0.95 using the trained LASSO M1. We extracted
815 drug-target pairs that included the 201 IBD risk genes and 463 drugs from the
32,304 predicted drug-target interaction pairs. The top drug Ademetionine interacted
with 10 IBD risk proteins in the network. The drug has been used in treating liver
disease for alleviating inflammatory activity, which could make the drug a potential
candidate for treating inflammatory bowel disease.

4 Conclusion

We showed that the LASSO-based models achieved better results than the SLR models
for predicting drug-target interactions. We demonstrated that the LASSO models can
work well for data sets with a large number of features, which often results in over-
fitting in the SLR models. Furthermore, we demonstrated that the predicted drug-target
interaction pairs with top-ranked probabilities can be potentially repurposed for
inflammatory bowel disease.
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Abstract. We are proposing a formulation of the smart charging prob-
lem that can be solved by dynamic programming. It allows the optimal
charging schedule of EVs to be determined in order to minimize the cost
considering the different driving patterns of each car owner as well as
the electricity prices varying according to supply and demand. Conclu-
sive experiments are made through simulations, relying upon a database
storing the history of the real use of vehicles over several months and an
hourly electricity price.

Keywords: Smart charging · Electric Vehicles
Sequential decision-making · Dynamic programming · Smart grid

1 Introduction

Widespread adoption of Electric Vehicles (EVs) may lead to a dramatic increase
in electricity demand at peak time, considering that common usage patterns may
lead to many vehicles being charged simultaneously (e.g., at supper time). There
is thus a particular interest in integrating Demand-Side Management (DSM)
into EV charging [1], which would provide financial incentives to EV users using
smarter charging approaches that are avoiding demand peaks and as such flat-
tening of the load curve.

Our paper is proposing a method to determine the optimal EVs charging
schedule in order to minimize cost owners’ charging cost considering driving
patterns of each EV [2]. We formulate this as a sequential decisions problem,
where an action (charge or standby) should be taken at each time step when the
vehicle is connected. Furthermore, when the vehicle is not connected, a penalty
is calculated if there is not enough energy available to complete the trip.

Similarly to the method that we propose and describe in the following sec-
tions, several other authors have proposed to use Dynamic Programming (DP)
to determine the optimal charging schedule of an EV [3–5]. However, these opti-
mization approaches are assuming predefined connection times and charging
needs but none have captured the dependence between the charging decisions
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and the real energy consumption, which can be impractical and lead to ineffi-
cient schedules that are not based on actual EV user requirements. Our approach
is evaluated and compared with baseline approaches through computer simula-
tions, having real databases of measured data collected from a fleet of cars, and
the data on the price of gasoline as well as the hourly Ontario energy price.

The remainder of the paper is organized as follows. In Sect. 2, the math-
ematical model of the smart charging problem is provided. The modelling of
this optimization problem as a Markov Decision Process (MDP) and its reso-
lution with DP is provided in Sect. 3. Experiments with real-life datasets are
presented in Sect. 4, demonstrating the effectiveness of the proposed approach,
before concluding the paper in Sect. 5.

2 Optimization Problem

We define the optimal charging schedule of an EV as the best sequence of deci-
sions (i.e., to charge the vehicle or to leave it on standby mode) when the EV
is plugged in, in order to minimize the overall cost while satisfying the needs of
the vehicle’s owner. The charging decisions, which should be made at each time
interval (e.g., 15-min period), are based on the electricity price information, the
State of the Charge (SoC) of the batteries, and the energy consumed by each
vehicle.

The mathematical formulation is divided into two parts corresponding to two
states, namely when the car is plugged in (Sp) and when it is not (Su). When
the vehicle is plugged in, the cost function is given as:

Sp(t) = Cel(t)
Ech(SoC(t))

η
, (1)

where:

– Cel(t) is the electricity price [$/kWh] at time t;
– Ech(SoC(t)) is the energy [kWh] supplied to the battery when charging is

conducted during a fixed time interval;
– SoC(t) is the charging fraction of the nominal battery capacity at the begin-

ning of time period t;
– η ∈ [0, 1] is the charger efficiency.

When the vehicle is not plugged in, there is no decision to make, but it is
necessary to compute the new SoC at the end of the interval. Moreover, a cost
can be induced for driving with a depleted battery, which corresponds to the
following cost with a Plug-in Hybrid Electric Vehicle (PHEV) (i.e., driving on
the gas engine):

Su(t) = Cfuel(t) · max(Fc(SoC(t)), 0), (2)

where Cfuel(t) is the gasoline price [$/l] at time t and Fc(SoC(t)) is the fuel
consumed in litres by the vehicle in a time interval corresponding to complete
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battery depletion, with an SoC(t) energy level at the beginning of the time
interval.

Combining Eqs. 1 and 2 yields the following optimization objective:

min
{a(t)}T

t=1

T∑

t=1

[a(t) · z(t) · Sp(t) + (1 − z(t)) · Su(t)] , (3)

where a(t) is the decision variable on whether the vehicle is being charged (1) or
on standby (0) at time t and z(t) returns a Boolean value indicating whether the
vehicle is plugged in (1) or not (0) to a charging station at the time interval t.
This objective is subject to technical restrictions of the battery, which indicates
that the power used to charge an EV (Ech(SoC(t))/η) cannot exceed the capacity
available in the battery (Enom(1 − SoC(t))). The cost Su(t) is null except when
the battery is depleted, in which case the vehicle would incur a penalty. For
PHEV, the gas engine acts as a backup when the batteries are depleted. In the
case of a Battery Electric Vehicle (BEV), Cfuel(t) can be modified by adding a
stronger penalty associated with running out of energy.

3 Resolution Through Dynamic Programming

In order to find solutions to the optimization problem given by Eq. 3, we propose
to use a recursive formulation of the problem that can be solved through DP
[6]. Let us define the Q(s(t), a) function as holding values in a three-dimensional
array, with values evaluated recursively backwards (i.e., t = T, T −1, . . . , 1), over
all the states s ∈ S and actions a ∈ A. Q(s(t), a) is computed as:

Q(s(t), a) =

{
s(t) · Cel if t = T

r(s(t), a) + max
a∈A

Q(s(t + 1), a) otherwise . (4)

The following elements are composing the function:

– Cel is the average electricity price over t = 1, . . . , T ;
– s ∈ S is a discretized value of the SoC over B bins:

s(t) =
�SoC(t) · B� + 0.5

B
; (5)

– a ∈ A is an action, with a = 1 corresponding to charging and a = 0 to
standby mode;

– r(s(t), a) is the immediate cost function (reward), in our case it is equal to
the value of the energy actually transferred to the battery or the penalty cost
associated with driving on the gas engine when the batteries are depleted:

r(s(t), a) =

⎧
⎪⎨

⎪⎩

0 if z(t) = 1 and a = 0
−Cel(t) · Ech(SoC(t))

η if z(t) = 1 and a = 1
−Cfuel(t) · Fc(SoC(t)) if z(t) = 0

. (6)
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Once the values of the 3D array composing the Q(s(t), a) function are com-
puted by DP, the decision in state s(t) is made according to the best Q-value:

a∗(t) = argmax
a∈A

Q(s(t), a). (7)

4 Experiments

For our experiments, we assumed that we are using a plug-in hybrid EV similar
to the Chevrolet Volt 2013. We completed the specifications with the parame-
ters of Panasonic Lithium-ion NRC18650 batteries given that full specifications
of the Volt batteries are not publicly available. It should be stressed that the
optimization procedure proposed in this paper is independent from this battery
model. Any models, as complex as they can be, can be used as long as they allow
the computation of the new SoC resulting from charging for a given duration.

We use a simple method to calculate Fc considering the MPGe miles per
gallon gasoline equivalent of the vehicle (1 MPGe ≈ 0.0470 [km/kWh]) and
the distance travelled during a time interval. To calculate Ech we used a simple
battery model based on an equivalent electric circuit containing a voltage source
in series with a resistor. Given space and relevance concerns, the details of this
charging battery model are omitted.

The experiments rely on a database on the use of conventional vehicles col-
lected for a fleet of cars in the city of Winnipeg1. We also used the hourly Ontario
energy price2, that is the hourly price that is charged to local distribution com-
panies in Ontario and the price of regular unleaded gasoline3 provided by the
Ontario Ministry of Energy, which publishes the weekly average prices paid by
the consumers across the province.

4.1 Experiment Parameters

Two experimental parameters need to be defined: the number of bins (B) used
to discretize the SoC in DP and the time slot duration for decision-making (Δt).
Figure 1 shows a direct relation between the length of the time interval and the
operational charging cost (Eq. 4), analyzed in two months of summer and two
months of winter.

Similarly, the effectiveness of the Δt parameter for intervals of 30 and 60 min
is significantly hindered in comparison to the effectiveness of intervals of 15 min.
This is expected as a small time interval provides greater flexibility to the
decision-making process. With respect to B, a discretization of 20 bins appears
to be a satisfactory tradeoff, as this number of bins reflects state changes of
an order of accuracy of 5%, considered as sufficient given the complexity of the
problem. Note that a finer time interval and a high B parameter also imply a
substantial increase of the model complexity and the computational burden.
1 http://hdl.handle.net/1993/8131.
2 http://www.ieso.ca/power-data.
3 http://www.energy.gov.on.ca/en/fuel-prices.

http://hdl.handle.net/1993/8131
http://www.ieso.ca/power-data
http://www.energy.gov.on.ca/en/fuel-prices


Optimal Scheduling for Smart Charging of Electric Vehicles 283

Fig. 1. Average cost of eight vehicles for different numbers of bins by Δt for the summer
and winter datasets.

4.2 Results

From this point onwards, a response interval of Δt = 15 min (i.e. 96 time slots
per day) and two different periods, that is August 2008 (Summer) and February
2009 (Winter) are used in the experiments.

Table 1 reports the cost of each vehicle for four situations: (1) when it depends
exclusively on gasoline (GAS), (2) by using DP as the optimal charging strat-
egy proposed, (3) by using the Random Decisions (RD) policy which consists
in randomly selecting the action (charge or standby) and (4) by using a simple
Always Charge (AC) strategy in which the EV users charge their vehicle when-
ever possible as long as its battery is not full, with no considerations for energy
needs or electricity energy price.

Table 1. Costs and gain ([$GAS − $Model]/$GAS) regarding gasoline-only vehicles
(GAS) for the Dynamic Programming (DP), Random Decisions (RD) and Always
Charge (AC) models in summer and winter test datasets (August 2008 and February
2009, respectively), for the 8 vehicles evaluated.

Summer Winter

GAS $ DP $ (%) RD $ (%) AC $ (%) GAS $ DP $ (%) RD $ (%) AC $ (%)

1 131.2 34.0 (74) 93.7 (29) 91.0 (31) 65.1 7.9 (88) 30.1 (54) 29.1 (55)

2 93.0 22.1 (76) 57.1 (39) 57.4 (38) 45.5 5.4 (88) 24.8 (45) 22.2 (51)

3 187.4 15.7 (92) 60.4 (68) 60.6 (68) 66.5 7.4 (89) 28.7 (57) 27.2 (59)

4 230.8 66.8 (71) 184.1 (20) 165.6 (28) 58.8 6.3 (89) 25.2 (57) 24.6 (58)

5 81.0 3.2 (96) 20.7 (74) 21.4 (74) 40.5 4.2 (90) 18.8 (53) 18.3 (55)

6 156.8 17.3 (89) 63.0 (60) 56.5 (64) 108.3 14.2 (87) 47.4 (56) 44.4 (59)

7 20.8 0.4 (98) 5.8 (72) 6.2 (70) 61.8 6.4 (90) 27.2 (56) 25.8 (58)

8 32.0 2.3 (93) 8.3 (74) 9.6 (70) 52.8 7.2 (86) 24.7 (53) 23.0 (56)

Mean gain 86% 54% 55% 88% 54% 56%

Median gain 90% 64% 66% 89% 55% 57%
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It appears clear that the proposed DP is able to significantly enhance the
results in comparison with the simple RD and AC strategies, thereby reaching
90% and 89% median gains in summer and winter, respectively. These gains
come from having a charging schedule that is taking into account the electricity
price and energy required for making the next trips.

5 Conclusions

This paper proposes a cost-effective solution to the problem of smart charging
considering driving patterns. The results show that smart charging can signifi-
cantly reduce the cost of charging EVs in a context of variable electricity pricing,
as is the case in Ontario, Alberta, California, etc. While it is true that the pro-
posed DP approach requires knowing in advance the energy price and car usage
for a given period of time, the decisions obtained by DP using a MDP frame-
work can be used as desired output values to infer decision models through some
supervised machine learning methods over several states composed by ancillary
variables (e.g., electricity price, time of day, weekdays, SoC).

This decision-making problem and associated resolution approach, which con-
siders real activities at non-connection times to evaluate the decisions taken in
connection times, can help to personalize the driving patterns of vehicles to make
wise decisions based on real requirements of vehicles. Moreover, the method can
be used to label a dataset on smart charging, which in turn would allow training
of a classifier on a variety of auxiliary variables, and this classifier would run in
real time to decide whether a plugged-in vehicle should be charged or not.
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Abstract. In recent years, Deep Reinforcement Learning (RL) algo-
rithms have shown super-human performance in a variety Atari and clas-
sic board games like chess and GO. Research into applications of RL in
other domains with spatial considerations like environmental planning
are still in their nascent stages. In this paper, we introduce a novel com-
bination of Monte-Carlo Tree Search (MCTS) and A3C algorithms on an
online simulator of a wildfire, on a pair of forest fires in Northern Alberta
(Fort McMurray and Richardson fires) and on historical Saskatchewan
fires previously compared by others to a physics-based simulator. We
conduct several experiments to predict fire spread for several days before
and after the given spatial information of fire spread and ignition points.
Our results show that the advancements in Deep RL applications in the
gaming world have advantages in spatially spreading real-world problems
like forest fires.

Keywords: Monte-Carlo Tree Search · A3C
Reinforcement Learning · Forest wildfire
Computational sustainability

1 Introduction

Recent advances in Deep Reinforcement Learning (RL) such as AlphaGo [1]
and the more recent Alpha Zero [2] algorithms show that it is possible to combine
Monte Carlo Tree Search (MCTS) intelligently with Neural Networks to
get a sophisticated system that can beat the best Go players in the world. This
serves as a motivation to try similar approaches on spatially spreading real world
phenomena such as forest wildfires. Forest fires present a more difficult challenge
than these board games as the dynamics of the environment in the real world
are more prone to uncertainty and randomness. Making learning agents that
can give highly accurate solutions in such domains has been attempted before
on simpler problems [3] but stopped at the simulation level as a demonstration.
This paper introduces a novel algorithmic framework for this problem, MCTS-
A3C, which merges two existing Deep RL approaches. To validate our approach
we use data from real and simulated forest fire events:
c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 285–291, 2018.
https://doi.org/10.1007/978-3-319-89656-4_28
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Simulated wildfires: For clean images and as a faster testing domain, we are
using the forest wildfire simulator by Nova online [4]. Figure 1(d) shows the
simulator at work. We used a variety of environment variable settings to create
a realistic set of simulations. The fire spread with the given conditions is trained
and tested with our RL algorithm.

Alberta wildfires: In an earlier work [5] we introduced the idea of using RL
for prediction in spatiotemporally spreading domains such as forest wildfires.
For validation we used satellite images from two forest fires in Northern Alberta
(Fig. 1(b) and (c)) and compared a number of classical RL algorithms as well as
the standard Deep RL algorithm A3C [6] for this domain. We consider this data
again here and show that our new MCTS-A3C algorithm outperforms all these.

Saskatchewan wildfires: Physics-based simulations are the current state of
the art in the wildfire analysis literature. So, a comparative study will also be
made to demonstrate the performance of the MCTS-A3C algorithm against the
physics-based simulation in Burn-P3 (BP3) [7] used for analysis of historical
fires in central Saskatchewan (52.9399◦N, 106.4509◦W). For information on the
input/output formats and methodology for BP3 please see [7].

2 Problem Formulation

We define a Markov Decision Process (MDP) < S,A, P,R > where the set of
states S describes any location on the landscape and where the ‘agent’ taking
actions is a fire spreading across the landscape. A state s ∈ S corresponds to
the state of a cell in the landscape (x, y, te, l, w, d, rh, r, i, tm) where x, y are the
location of the cell, te is the temperature at the particular time and location and
l is the land cover type of the cell derived from satellite images (values include:
water, vegetation, built up, bare land, other), w is wind speed, d is wind direction,
rh is relative humidity, i is the intensity of fire as defined in [8], tm is the time
considered in days from the start of fire, and r is the average amount of the
rainfall at the spatial coordinates during the time of study. These variables are
the largest contributing factors to fire spread in the Canadian Forest fire weather
index [9]. The action a ∈ A indicates the direction the fire at a particular cell
‘chooses’ to move: North, North-West, North-East, South, South-West, South-
East, East or West or to stay put (see Fig. 1(a)). The dynamics function for
any cell P (s′|s, a) is a mapping from one state s to the next s′ given an action
a. The reward function R maps a cell state to a continuous value in the range
[−1, 1] and is based on the land cover. The goal is to learn a policy for this
agent that recreates the spread of the fire observed in later satellite
or simulated images by maximizing discounted rewards designed to
encourage high accuracy spread prediction.
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Fig. 1. Forest Wildfire Satellite Data Domain: (a) A schematic of the wildfire motion
domain at a particular state and timestep. (b) Raw color satellite image of a target
area. (c) Thermal image of the same area at (b) showing hotspots on fire (dark). (d)
Nova fire simulator (Color figure online)

3 The MCTS-A3C Algorithm

The high level pseudo-code is given in Algorithm 1. We use an MCTS [10]
search tree that contains an average reward value (X) and a visit count (N) for
all the nodes. Each node is a cell on fire and has its own state space S. The
fire is made to start at the ignition points and each node of the search tree is
comprised of a cell burning in the resolution of the source data (30 m in case of
Alberta fires and 300 m in case of Saskatchewan fires). The selection step in the
algorithm is given by the UCT strategy [10]. To encourage exploration, random
selection is also done with probability ε. The root node of the tree contains the
ignition point and an action choice (selection step) leads to another cell being
on fire and this results in child nodes containing the new ignited cell on fire.
This process continues until we reach end of the tree containing all the visited
nodes. In the next expansion phase an unvisited node is randomly added to the
search tree and we simulate forward using the A3C algorithm [6]. The initial
state for A3C has 84× 84 cells ([11]) surrounding the center ignited cell as its
start state. Each worker of A3C is defined as an instance of fire with a distinct
environment and related networks. The algorithm spins off a separate worker on
a distinct thread every time a new flame is started in the search space. Then each
worker propagates fire in its own local condition, obtains rewards and updates the

Algorithm 1. MCTS-A3C
1: procedure MCTS (rootnode, time)
2: while time=true do
3: currentnode ← rootnode
4: while currentnode!=lastnode do
5: lastnode ← currentnode
6: currentnode ← SELECTION(currentnode)
7: end while
8: lastnode ← EXPANSION(lastnode)
9: SIMULATE using A3C
10: while currentnode do
11: Backpropogate(currentnode)
12: currentnode ← parent(currentnode)
13: end while
14: end while
15: end procedure
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global network. Next, the back propagation step increments the visit count and
updates the reward values of each node. The algorithm is configured to stop
after the desired number of days in the input state (t) comes to an end for the
experiment of consideration. If the intensity of fire at a cell falls below 0.3, it is
empirically determined to cease to burn and is stopped from spreading further
(in the case of A3C) and hence is removed from the search tree (in MCTS) until
it is reignited. The model architecture for A3C follows the scheme in [11].

4 Experimental Setup

The first set of experiments (A)–(F) use the Alberta forest fire datasets. In
experiment (A) we consider three consecutive, evenly spaced, timesteps and we
want to test the ability of the algorithms to predict the middle time step. The
ignition points for training come from the time step 1 and the training happens
using the information in time step 3. This is used to determine the fire spread
at the intermediate time step 2.

Experiment (B) starts with the initial state of the fire, providing rewards
based on time step 2 and the algorithm predicts fire locations at time step 3.
This experiment is similar to asking the question: Where will the fire spread in
the next 16 days, given its position currently?

In experiments (C)–(F) we apply the learned policy from the Richardson fire
to the Fort McMurray fire over four 16-day time steps in the Fort McMurray
data after giving the ignition points as the input. This was a fire that happened
in Northern Alberta, 5 years after the Richardson fire used for training. As the
regions are similar and very near each other, the general properties that the
model encapsulates should remain relevant. We provide the start state (satellite
image corresponding to the start date of the Richardson Fire, for experiments
(A, B) and Fort McMurray fire for experiments(C–F)) to determine the spatial
and landscape features of the region under consideration.

In experiment (G), we use the Nova simulator to generate wildfire data
and predict forward based on the given situation. Experiment (H) uses the
Saskatchewan fire data from 1981 to 1992 for training the fire spread model
and analyzed for the years from 1993 to 2002. We also compare to existing
results using burn probabilities for 1993 from [7]. In the same way, Experiment
(I) uses data from 1981–2002 and tests for 2003–2008. This is done to test the
performance on an experiment having more training samples and less predicted
spread. For both experiments (H) and (I), the RL algorithms and BP3 were run
on 300 m resolution cells as this was the lowest resolution of data source grids for
the cell based inputs in the experiments carried out in [7], and due to limitations
in computation time.

In our experiment, the results from BP3 for every cell were translated into
binary with the last three ranges characterized as a burn and the first four ranges
characterized as a no-burn. We have compared the performance of our combined
MCTS-A3C algorithm to the A3C, MCTS, DQN algorithms [11] and DQN with
prioritized experience relay (PER) [12]. The discount rate γ was 0.99 as the goal
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is to make the agent strive for a long term reward and the exploration for the ε
greedy policy was kept as 0.05, which is along the lines of exploration rates in
previous works ([6,11]). We have rescaled every input to grey scale with 84× 84
pixels as followed in [11]. We have 25 input frames per second of simulation in
all the experiments and thus, an hour of training yields 90000 observations. For
all the experiments, to determine if a cell was on fire, a threshold value beyond
which a cell must burn was determined for the value function to balance true
positives and false positives. Results are compared against the corresponding
satellite images for accuracy.

5 Results

Referring to Table 1 we can notice some general trends in the accuracies for all the
experiments from (A) to (I). The MCTS-A3C algorithm beats all the remaining
algorithms in terms of the accuracy. The general rule seems to be MCTS-A3C >
A3C > DQN with PER > DQN > MCTS. The deep learning based approaches
perform better than MCTS in most experiments. MCTS has advantages in some
experiments such as (B) as it is able to fit the experiments with a limited data
set that predicts forward in time better than other algorithms. A3C on the other
hand is able to do well in experiments that predict in the middle of a time step
(like (A)) and also in experiments that transfer the learned policy to a new
test domain ((C)). Thus, as expected, MCTS-A3C, which is a combination of
these two algorithms, does well in all test domains. Also, as a general rule the
accuracies for all experiments decrease from (C) to (F). This is because as we
keep moving into the fire season the fire becomes progressively more intense and
erratic, which makes prediction tougher. These results show the generalizability
of an RL approach to prediction of a spatially spreading process like fire.

For the simulated fire experiment (G), we see that MCTS-A3C has a clear
advantage over all the other algorithms. In the experiments related to the

Table 1. Average Accuracy for each algorithm on the different test scenarios for
Alberta fires.

Experiment MCTS A3C DQN DQN(PER) MCTS-A3C

A 61.3% 87.3% 73.2% 79.4% 92.4%

B 60.2% 53.2% 49.5% 51.8% 90.8%

C 65.3% 90.1% 49.7% 50.8% 90.3%

D 55.7% 81.8% 72.3% 75.9% 73.4%

E 49.7% 50.8% 45.6% 48.5% 57.8%

F 5.8% 13.4% 9.4% 10.8% 50.6%

G 80.7% 84.2% 81.5% 82.7% 95.8%

H 51.3% 58.5% 52.1% 53.4% 65.8%

I 60.1% 67.2% 60.5% 62.7% 73.8%
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Table 2. Accuracy values for the different ecoregions in the area of Saskatchewan
for the experiment (H) and (I). Only the MCTS-A3C algorithm is considered for this
comparison and is denoted as RL.

EcoRegion BP3 (H) MCTS-A3C (H) BP3 (I) MCTS-A3C (I)

Boreal Transition 33.7% 68.4% 36.7% 69.3%

Mid-boreal Lowland 53.5% 49.1% 56.5% 69.1%

Mid-boreal Upland 59.2% 75.0% 57.5% 79.2%

Churchill river upland 62.1% 70.5% 66.3% 77.8%

Saskatchewan fires seen in (H) and (I) we can see that all the algorithms have
lower average accuracy. This is because there is a lot of inaccuracies in the
source data [7] for experiments (H) and (I) and also because we compare sev-
eral years forward from the training data set for the experiment (H). As more
data samples are available for training, performance get better in the experiment
(I) as compared to (H). The performance of the MCTS-A3C algorithm in the
experiments (G), (H) and (I) demonstrates that it is scalable. The accuracies we
obtained for the Saskatchewan fire (Table 2) using MCTS-A3C correspond well
with detailed landscape burn proportions using BP3 reported in [7]. Our algo-
rithm has a higher overall average accuracy in comparison to the BP3 outputs
and also it does better in most eco regions. The Mid-boreal Lowland region for
experiment (H) is the only region in which the BP3 outperforms our RL algo-
rithm. This region is highlighted in [7] as having a much higher uncertainty due
to large inaccuracies in the source fuel data. This shows that MCTS-A3C falls
short of the physics based simulator only when the source data sets are affected
too much by distortions and noise. But even then we can see that in experiment
(I) MCTS-A3C outperforms the BP3 simulator in the same region. In general we
do better in (I) as compared to (H). This shows that given enough data samples
an RL approach can do better than physics based simulators. This is a clear
advantage as ever larger datasets and better hyper-spectral sensors and drone
images become available during forest wildfires as compared to the last couple
of decades.

Concluding Remark: We have introduced and demonstrated the effectiveness
of the MCTS-A3C algorithm for spatial prediction on a range of simulated and
historical forest fire data. An advantage of this method is that we don’t need to
use expert rules and it generalizes and scales well. In future, we plan to carry
out experiments on other spatial domains and further extend this algorithm to
broader classes of RL problems.
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Abstract. Although social media platforms can assist organizations’
progress, they also make them vulnerable to unauthorized users gain-
ing access to their account and posting as the organization. This can
have negative effects on the company’s public appearance and profit.
Once attackers gain access to a social media account, they are able to
post any content from that account. In this paper, we propose an author
verification task in the realm of blog posts to detect and block unautho-
rized users based on the textual content of their unauthorized post. We
use different methods to represent a document, such as word frequency
and word2vec, and we train two different classifiers over these document
representations. The experimental results show that regardless of the
classifier the word2vec method outperforms other representations.

1 Introduction

Although verification by passwords is implemented to protect social media
accounts, this is not completely secure. An unauthorized user can gain access
to another person’s or organization’s social media account and publish content
posing as the victim. For example, a post was published from Associated Press’
Twitter account containing the phrases Breaking: Two explosions in the White
House and Barack Obama is injured, which caused nearly 130 billion dollars
worth of stocks to temporarily be lost [1]. We propose an author verification
framework that predicts if a post from a social media account is written by
the legitimate author or an imitator after unauthorized access to the account.
This system does not stop the social media account from being accessed by an
unauthorized user but rather is a form of damage control to block imitators
from posting from social media accounts. We consider a variety of methods to
represent documents from the original author, and train two different classifiers
over these document representations to predict if a given document belongs to
the authorized author or an imitator. The main contributions of our paper are
as follows: (1) we propose an author verification framework that considers a
variety of different representations of documents and two different classifiers;
(2) we extend the dissimilarity approach proposed by Jankowska et al. [2] by
better representing each document using word embeddings and by adopting the
cosine similarity metric; (3) we consider a one-class SVM as an alternative to
c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 292–297, 2018.
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the Jankowska; and (4) we show that representing a document via averaging
word embeddings captures the style of an author and achieves the highest per-
formance. We further show that a one-class SVM outperforms the classification
approach of Jankowska et al. [2].

2 Related Work

PAN1 is an organization that releases shared tasks for researchers to work, and
test their models, on. In 2013, PAN released an author verification task.2 In
this task, models need to predict if a given document belongs to the author of
a set of known documents [3]. Eighteen models were submitted, with one using
n-grams and another using KNN classifiers with word prefixes and suffixes, parts-
of-speech, and character n-grams as features. The model of Jankowska et al. [2]
performed well on the 2013 task, and was used as the benchmark for the PAN
author verification task of 2014.3 Similarly, we use this model [2] as a benchmark
in our study.

Schmid et al. [4] proposed an approach for the author verification task in
the domain of emails that could be used by law enforcement as evidence against
a subject. They depend on documents from multiple authors as training data,
whereas models in our experiments only see documents written by one authorized
author for training. They used multiple associated rules, where each rule uses a
feature for classification and a threshold to compare with.

3 Author Verification Framework

The dataset consists of blogs from the corpus of [5]. This corpus is ideal for
this task because it contains social media posts from many authors, and also
many posts from each author. This allows many training documents for each
author as well as many different authors to evaluate on as opposed to the dataset
provided by [6], which does not contain more than 10 documents per user. To
generate the dataset, we first extract all authors that have more than 300 posts
that each contain more than 100 words, to ensure enough material to train
on. This resulted in 103 authors. We then selected ten of these authors for the
development set (dev) and 93 authors for the test set (test). dev is used only
for tuning parameters of classifiers.

For each author in dev and test, we train a separate classifier on 255–
500 randomly sampled “known” documents from this author. The classifier is
then tested on a set of “unknown” documents, which consists of an even split
of documents from the known author (these documents from the known author
are not seen during the classifier training) and documents randomly selected
from other authors in the dataset. This gives us a total of 90 and 184 instances

1 http://pan.webis.de.
2 http://pan.webis.de/clef13/pan13-web/author-identification.html.
3 http://pan.webis.de/clef14/pan14-web/author-identification.html.

http://pan.webis.de
http://pan.webis.de/clef13/pan13-web/author-identification.html
http://pan.webis.de/clef14/pan14-web/author-identification.html
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to test on in dev and test, respectively, for each classifier. The classifier must
predict which of these “unknown” documents belong to the author. The sampling
of documents for the training and test data for each author is run five times.
Accuracy,4 precision, recall, and F-score are calculated for each run, and then
averaged over the five runs. We then calculate the average of these metrics over
all authors in each of dev and test.

4 Document Representations

The different methods used to represent a document in this paper are:

Word Frequency (Bag-of-Words (BOW)). Each document is represented
as a vector of word frequencies. The vocabulary is the set of words that are
in the training set. We exclude all words that appear less than two times in
the training set to decrease the size of the vocabulary.

Word Embeddings (word2vec). Each document is represented as the aver-
age of the word embeddings of the words in the document. The word embed-
dings are generated using word2vec’s skip-gram model [7], trained on a snap-
shot of Wikipedia with a window size of ±8 using 300 dimensions. Skip-gram
is a feed forward artificial neural network that generates vector representa-
tions of words by attempting to predict the words in the context of a given
target word.

5 Classifiers

The classifiers used in the proposed framework are described below.

5.1 Jankowska

The method of Jankowska et al. [2] measures the dissimilarity between two doc-
uments based on the differences in frequencies of words in those documents as
follows:

diff =
∑

x∈(D1∪D2)

(
fD1(x) − fD2(x)

fD1(x)+ fD2(x)
2

)2

where D1,D2 are two documents, x is a word, and fD(x) is that word’s frequency
in a document. Given a set of documents known to be from an author, the diff
measure is calculated for all document pairs in this set, to determine the maxi-
mum document dissimilarity for this author. Then, given an unknown document,
the diff measure is calculated between this document and each known document

4 Accuracy is an appropriate evaluation metric because of the balanced classes in the
test data.
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from the author. The resulting diff values are each divided by the maximum dis-
similarity, and then averaged. The resulting value is then compared to a dissimi-
larity threshold, which must be tuned on validation data. If the value is less than
the threshold, then the unknown document is labeled as belonging to the author.
We improved this model by representing each document as a bag-of-words, or
an average of word embeddings. Moreover, we replace the diff measure with
a cosine-based distance measure, calculated as 1 − max(0, cos(D1,D2)), where
cos(D1,D2) is the cosine similarity of two document vectors (D1 and D2). We
refer to these methods in Sect. 6 as Jan+x, i.e., Jan+BOW uses a bag-of-words
document representation and cosine-based dissimilarity.

5.2 One-Class SVM

Here we consider a one-class SVM as an alternative to the method of Jankowska
et al. [2] for determining whether an unknown document belongs to a given
author. For each author, we train scikit-learn’s one-class SVM5 on vector repre-
sentations of their training documents (based on either a bag-of-words or aver-
age of word embeddings). Test documents are then represented in the same way,
and then classified using the one-class SVM. Stopwords, i.e., very high frequency
words, are removed when using the SVM. We do not remove stopwords when
using the Jankowska approach to compare with the original Jankowska et al. [2]
method, which did not remove stopwords.

6 Experimental Results

We tuned the dissimilarity threshold for the Jankowska classifier, and the kernel
coefficient for the SVM classifier, using accuracy on dev, considering the param-
eter ranges (0.1 to 1.2) for the Jankowska classifier’s threshold, and (0.0001 to
10) increasing by a magnitude of 10 for the SVM’s kernel coefficient. The original
Jankowska method, the word2vec representation, and the BOW representation
achieve their highest accuracy of 0.539, 0.568 and 0.576, respectively, with a
threshold of 0.2, 0.2, and 0.4. In terms of the performance of methods using a
one-class SVM classifier, the BOW and word2vec methods achieve their highest
accuracies of 0.571 and 0.567, with a kernel coefficient of 0.0001 and 10 respec-
tively. For each method, we use the best parameter setting on dev in subsequent
experiments on test.

The results on test set are shown in Table 1. First looking at the accuracy,
all models outperform the all-in-one baseline. For each classifier (i.e., Jan. or
SVM), the word2vec representation achieves higher accuracy than other repre-
sentations using that classifier. This finding demonstrates that an average-of-
word-embeddings document representation can give improvements over count-
based document representations for authorship verification. The best accuracy
of 59.4% is achieved using SVM+word2vec.

5 http://scikit-learn.org/stable/modules/generated/sklearn.svm.OneClassSVM.html.

http://scikit-learn.org/stable/modules/generated/sklearn.svm.OneClassSVM.html
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Table 1. Experimental results on test. The All-in-one baseline labels all documents
as not belonging to the authorized author.

Model Accuracy Negative Positive Avg. F

Precision Recall F-score Precision Recall F-score

All-in-one 0.500 0.500 1.00 0.667 0 0 0 0.334

Jan. 0.516 0.534 0.764 0.566 0.268 0.268 0.228 0.397

Jan.+BOW 0.561 0.552 0.912 0.677 0.518 0.211 0.255 0.466

Jan.+word2vec 0.576 0.606 0.542 0.529 0.595 0.610 0.556 0.543

SVM+BOW 0.566 0.557 0.613 0.582 0.582 0.519 0.545 0.564

SVM+word2vec 0.594 0.567 0.704 0.625 0.653 0.484 0.547 0.586

Looking at the negative F-score, which treats a true positive as correctly
identifying a document as not belonging to the author, Jan.+BOW was the only
model to outperform the all-in-one baseline with an F-score of 0.677, making it
the best model for detecting documents from unauthorized users; however, this
model achieves one of the lowest scores for the positive F-score (in which true
positives correspond to correctly identified documents belonging to the author).
Jan.+word2vec achieves the highest positive F-score of 0.556. To give a better
idea of each model’s performance in terms of negative and positive F-score, we
further consider average F-score. SVM+word2vec, which achieves the highest
accuracy, also achieves the highest average F-score of 0.586. In this case, we
again see that, for each classifier, the word2vec representation achieves higher
average F-score than other representations using that classifier. Unlike the case
of accuracy, here we see that the SVM classifier consistently outperforms the
Jan. classifier.

7 Conclusion

Author verification can be used to detect a post from an unauthorized user. We
proposed an alteration to the model of Jankowska et al. [2], which enables their
method to be used for any vector representation of documents. We showed that
in terms of both accuracy and average F-score, the SVM+word2vec approach
achieves the highest results. We also showed that the word2vec representation
can better capture the writing style of the legitimate user and can be leveraged
to protect the legitimate user’s social media account by detecting posts from
imitators. Future work entails finding better document representations to further
improve the accuracy.
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Abstract. Automatic Essay Scoring, applied to the prediction of grades
for dimensions of a scoring rubric, can provide automatic detailed feed-
back on students’ written assignments. We apply a character and word n-
gram based technique proposed originally for authorship identification—
Common N-Gram (CNG) classifier—to this task. We report promising
results for the rubric mark prediction for essays by CNG, and perform
analysis of suitability of different types of n-grams for the task.

Keywords: Automatic Essay Scoring · Text classification
Character n-grams

1 Introduction

Essay writing is an important component of formal education. In order to
improve their writing, students require effective and specific feedback on dif-
ferent writing dimensions. Automated Essay Scoring (AES) is an ongoing area
of research that seeks to expedite the feedback process. Human-generated scores
are often treated as a gold standard and automated tools are built to learn from
and predict these scores [1]. Recently, the subject has received renewed attention,
due to the Automated Student Assessment Prize (ASAP) Competition data1 [2].

Detailed rubrics are often used to give specific qualitative feedback about
ways of improving writing, based among others on stylistic elements contained
in the text itself. The task of rubric prediction can be treated as a way of gener-
ating detailed feedback for students on the different elements of writing, based
on the characteristics typical of a student’s performance. This is fundamentally
similar to the task of the automatic identification of an author of a text. In this
paper, we explore the application of the Common N-Gram (CNG) classifier [3],
which is frequently used in authorship analysis, to the task of rubric value pre-
diction. Using the ASAP data, we compare performance of the CNG algorithm
to two other, popular text classifiers: linear Support Vector Machines (SVM)
with stochastic gradient descent (SGD) learning and Multinomial Näıve Bayes
algorithm (NB). We also compare the results to the reference of the inter-rater
agreement between human raters.
1 https://www.kaggle.com/c/asap-aes.

c© Springer International Publishing AG, part of Springer Nature 2018
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2 Related Work

Automated Essay Scoring is not a new concept. The earliest AES systems
date back to the 1960’s. One of the most notable commercial AES systems is
e-Rater [4], which is used to evaluate second-language English capabilities on the
Test of English as a Foreign Language (TOEFL) and essay rating of the Graduate
Record Examination (GRE). Other innovations such as Gradescope [5] are now
enabling a transformation in education delivery. Much of the work on AES treats
automated grading as a supervised learning problem, using features related to
content (e.g., through latent semantic analysis [6]) or style. The e-Rater system,
for instance, performs feature extraction related to specific writing domains such
as grammar, usage, mechanics and style. This paper likewise treats AES as a
supervised classification problem.

The Common N-Gram classifier (CNG) technique explored in this paper
is conventionally used in the context of authorship attribution, which is the
task of detecting who among candidate authors wrote a considered text. CNG is
based on a similarity measure between documents relying on differences between
frequencies of the character n-grams. The CNG similarity, or its variants, has
been successfully applied to tasks related to authorship analysis of texts and
related applications [7,8]. It has also been explored in the context of AES [9]
but has not been evaluated using a popular dataset.

3 Methodology

Prediction of the rubric grade is performed using supervised classification and is
performed separately for each detailed rubric dimension, such as “Style”, “Orga-
nization”, etc., with classifiers trained using marks given by human raters. We
applied three classification algorithms: the CNG classifier, linear SVM with SGD
learning, and NB. The representation of documents is based on n-grams of char-
acters or words. We also tested “stemmed word” n-grams.

A representation of a document used by CNG is a “profile”—a list of the most
frequent n-grams of a particular type, coupled with their frequency normalized
by the text length. The total number of unique n-grams in a document was set
as the length of a profile. Training data for a class is represented by CNG as
a single class document, created by concatenating all training documents from
the class. For SVM and NB, we used a typical bag-of-n-grams representation
(using a particular n-gram type as features), with either raw counts or tfidf
(term frequency—invert document frequency) scores as weights. To mitigate
the effect of unbalanced training data for SVM and NB, we experimented with
random upsampling of minority classes. CNG is known to be especially sensitive
to unbalanced training data [10], but its nature prevents the use of upsampling
of training documents; for CNG we addressed the problem by truncating all class
profiles to the same, maximum possible, length.
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4 Experiments

4.1 Data

Experiments were performed on essays of three ASAP datasets: set 2, set 7 and
set 8. These three sets of essays are chosen for experiments (out of eight sets
available in the dataset), because for these sets marks assigned to individual
dimensions of the evaluation guideline rubric (such as “Style”, “Organization”,
etc.) are available. Table 1 presents information about the essay sets.

Table 1. Information about ASAP datasets used in experiments

Name set2 set7 set8

Grade level 10th 7th 10th

# of essays 1800 1569 723

Average # of words 381 168 606

Rubric dimensions “Writing
Applications”
“Language
Conventions”

“Ideas”
“Organization”
“Style”
“Conventions”

“Ideas and Content”
“Organization”
“Voice”
“Word Choice”
“Sentence Fluency”
“Conventions”

For each rubric dimension, grades from two raters are available. Classification
is performed for each dimension and each rater separately, and so there are 24
classification tasks in total. The number of classes (different marks) is 4 for
all sets and dimensions except for “Writing Applications” in set 2, in which the
number of classes is 6. For set 8, our classification is for 4 classes, but the original
scale of marks has 6 marks: from 1 to 6. We combined for this set mark 1 with
mark 2, and mark 6 with mark 5 because the extreme marks are very rare.

4.2 Experimental Settings

We performed experiments for 13 feature sets: character n-grams of the length
from 2 to 10, and word and stemmed word n-grams of the length of 1 and 2.
For each of 13 feature sets, one classification by CNG was performed while for
SVM and NB each, four classifications were performed, for the combinations of
two types of n-gram weights and two types of processing of unbalanced train-
ing data (upsampling and no upsampling). The performance measure used in
the experiments is Quadratic Weighted Kappa (QWK). Testing was performed
using 5-fold stratified cross-validation. For SVM with SGD learning and NB
we used implementations of the classifiers from Scikit-learn Python library [11].
Processing of documents in order to extract “stemmed word” n-grams was per-
formed using Snowball Stemmer and the English stop words corpus from the
NLTK platform [12]. The package imbalanced-learn [13] was utilized to perform
the upsampling of training data.
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4.3 Results and Discussion

Table 2 presents the best result among all trained classifiers for each classification
task (a row corresponds to a rubric dimension). For each rubric dimension, the
QWK of the inter-rater agreement between rater1 and rater2 is also stated as a
reference. “diff” is a relative difference between an inter-rater QWK and a given
classifier QWK, as a percentage of the inter-rater QWK. Classifier QWK values
denoted by the symbol ∗ (respectively †, ‡) are statistically significantly higher
(p < 0.05) than the best in the task result of the CNG classifier (respectively
SVM with tfidf and upsampling, NB with counts and upsampling).

We can observe that the algorithms which achieved the best overall results
for a given task were CNG (11 tasks), SVM with tfidf scores and upsampling
of training data (10 tasks) and NB with counts (3 tasks). It can be noted that
the best results of classifiers often do not differ in a statistically significant way.2

Finally, we can note that the best performance achieved on particular classifi-
cation tasks varies substantially when compared to the agreement of the human
raters. Set 2 demonstrates the highest agreement between the human raters, and
demonstrates the highest discrepancy between the raters and the classifiers. On
set 8, by contrast, the results of classifiers are relatively close to the inter-raters
QWK (especially for rater1, on three dimensions, the QWK of CNG differs from
the inter-rater QWK by less than 5%). These results indicate that CNG is a
promising method for the problem.

We performed feature analysis for four selected classifiers. For each of the
classifiers, we ranked the n-gram types by a number of tasks (out of 24), in which

Table 2. Best QWK results among all trained classifiers for each task

inter-rater QWK rater1 rater2

Best classifier QWK diff Best classifier QWK diff

set2

0.814 SVM tfidf upsam. char6 0.567‡ 30% SVM tfidf upsam. char6 0.571∗
‡ 30%

0.802 SVM tfidf upsam. char5 0.570 29% SVM tfidf upsam. char4 0.567 29%

set7

0.695 CNG char4 0.657 6% NB counts char3 0.628 10%

0.577 SVM tfidf upsam. char6 0.508∗ 12% SVM tfidf upsam. char6 0.515∗ 11%

0.544 SVM tfidf upsam. char5 0.480 12% SVM tfidf upsam. char5 0.493∗ 9%

0.567 SVM tfidf upsam. char4 0.428‡ 25% SVM tfidf upsam. char5 0.486∗
‡ 14%

set8

0.523 NB counts upsam. char3 0.482† 8% CNG char5 0.394 25%

0.533 NB counts char3 0.455† 15% CNG char5 0.377 29%

0.456 CNG char4 0.440 4% CNG word1 0.377 17%

0.477 CNG char4 0.493 –3% CNG char5 0.431† 10%

0.498 CNG char4 0.489 2% CNG char4 0.459† 8%

0.532 CNG char4 0.454† 15% CNG char4 0.436† 18%

2 A correction for multiple hypothesis testing was not applied; it would be valuable if
outperforming performance of any classifier was to be established.
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Table 3. Six best performing features for selected classifiers

CNG SVM tfidf upsam. NB counts no samp. NB counts upsam.

feature “#good” feature “#good” feature “#good” feature “#good”

char 4 24 char 4 20 char 3 22 char 3 23

char 5 23 char 5 18 char 2 19 char 4 19

char 6 19 char 3 18 char 4 7 word 1 18

word 1 12 char 6 17 word 1 3 char 2 17

char 7 11 word 1 13 stem 1 3 stem 1 12

char 8 9 stem 1 12 char 5 2 char 5 10

a given type was not statistically significantly worse than the best performing
n-gram type in the task—we called this number “#good”. In Table 3, we report
six best feature sets for each classifier, and denote as bold the ones for which
“#good” is greater or equal to the half of the total number of tasks.

The analysis indicates that character 4-grams and 5-grams are the best fea-
tures for CNG and SVM; character 6-grams and word unigrams are also well
suited for these two classifiers. Character 3-grams perform well for SVM, and
short character n-grams of the length 2, 3 and 4 perform especially well for NB.

5 Conclusion and Future Work

Promising results were obtained for rubric prediction based on character n-grams
and word unigram representations, using CNG classifier, SVM with SGD learning
with tfidf scores, and Näıve Bayes with raw counts, when compared to the inter-
rater agreement between the scores of human raters. CNG algorithm, proposed
originally for author identification, performedwell compared to the other classifiers
and shows promise for future study. Several methods of improving the performance
of the prediction could be investigated in future work. They include combining dif-
ferent types of n-grams, either by using them together in document representation,
or by an ensemble of classifiers based on different n-grams, as well as combining n-
gram-based features with other types of features, such as parts of speech, detected
spelling/grammar errors or presence of prescribed words. It would be worthwhile
to investigate the relationship between the classifier performance and the type of
rubric dimensions, aswell as the impact of the level of inter-rater agreement. Future
research could focus on investigating the role CNG and its similarity can play in
complementing existing processes in AES tasks.
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Abstract. We describe a method for matching résumés to job descrip-
tions provided by employers, and evaluate it on real data from a Cana-
dian company specialized in e-recruitment. We model the task as a classi-
fying each résumé as suitable or not for a follow up interview. We evaluate
the methods on two datasets with approximately 1,500 real job descrip-
tions and approximately 70,000 résumés, from two important industry
sectors, considering several models individually and also stacked. Our
stacked model shows high accuracy (often above 0.8) and consistently
outperforms standard methods, including neural networks.

1 Introduction

Recruitment is critical to the success of all organizations, regardless of sector
and size: not only they seek to attract the best talent but also minimize high
costs associated with hiring unsuitable candidates. Web-based e-recruitment sys-
tems, commonly used today, date back to the late 1990s [5], and come in two
flavors: passive online job posting boards, and interactive systems that collect
all necessary documents and mediate the communication between recruiters and
candidates. Interestingly, e-recruiting systems influence how job seekers perceive
the companies offering the jobs [11]: a poorly designed system can drive a good
candidate away from the company posting the job.

We describe the results of joint research with a Canadian e-recruiting com-
pany aimed at using AI for screening candidates for further interview by
recruiters. This triage step is difficult even for humans, given the continuous
diversification of the economy and the resulting specialization of candidates into
narrower fields. Departing from previous work, we view the task as a binary clas-
sification problem. Based on techniques of natural language processing (NLP)
and information retrieval (IR), we extract various useful features from the text
information in the résumés and the job descriptions. We validate the effectiveness
of these features and different classification models, and show that a two-level
stacking scheme of the base models can achieve promising results.

1.1 Previous Work

There is previous work based on recommender systems [10], in which both job
descriptions and résumés are represented as vectors (dimensions correspond to
c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 304–309, 2018.
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qualifications, experience, and certifications), and matching is based on vector
similarity. However, the “cold start” problem, arising from data sparsity, is par-
ticularly hard here: new skills and technologies arrive frequently leading to sparse
vectors. Traditional Information Retrieval (IR) techniques have also been used,
whereby one breaks job postings and résumés into sections (skills, experience,
certifications, etc.), and uses IR-based scoring to rank candidates for jobs [12],
e.g., with probabilistic Language Models [3]. Systems like PROSPECT [9] mine
job-seeking related features from textual résumés and use ranking coupled with
appropriate graphical user interface to help the recruiter examine the applicant
pool in decreasing relevance for a given job posting.

2 Task and Method

Screening candidates for a job consists in predicting whether a résumé fits a
job description sufficiently well to warrant a follow-up action on the part of the
recruiter. We model the task as a binary classification problem. Our training
data D contains pairs of job descriptions and résumés, with the corresponding
binary labels. The output is a prediction of the label for each résumé from the
test dataset Dt.

Preprocessing. Job descriptions and résumés contain both semistructured fields
and textual fields. Semistructured fields are often itemized lists, indicating edu-
cation, certifications, specific training, etc., while the text fields are often used
for the cover letter and for expressing experience. We combine all text fields for
each résumé into a single one, which we call the observed text in this paper. The
text fields in the job descriptions are referred to as the target text. We normalize
all text fields through: HTML tag removal, case folding, stop-word elimination,
stemming and lemmatization [6] with the help of WordNet [7].

2.1 Features

The following features are extracted from résumés and job descriptions.

Basic features. These are descriptive features about the observed and target
text, including the length of the text, and indicator features such as whether or
not the resume has a cover letter, or the count of experiences the applicant has.

N-Gram Word Intersection Based Features. We generate N-grams for both
observed and target text and calculate their intersection count and co-occurrence
count as features.

N-Gram IR Scoring Features. We score each résumé and job description using
the usual TF, TFIDF and Okapi BM25 scores used for document ranking [1,8]
at the N-gram level. Then, five statistical features are extracted based on the
obtained score list: minimum, maximum, mean, median and standard deviation.
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N-Gram LSI Based Features. Latent Semantic Indexing (LSI) [6] is an indexing
and retrieval method based on singular value decomposition (SVD) to identify
patterns in the relationships between terms and concepts contained in the text
corpus. Four kinds of features are extracted based on LSI: (1) Apply truncated
SVD on the N-gram TFIDF matrices of the whole corpus, then obtain the trans-
formed feature vectors for the observed text; (2) Apply truncated SVD on the
combined N-gram TFIDF matrices of the observed text and target text, then
obtain the transformed feature vectors for the paired observed and target text;
(3) Compute the cosine similarity between each pair of observed and target
text with learned LSI feature vectors in (1); (4) Compute the cosine similarity
between each pair of observed and target text with TFIDF matrices in (1).

2.2 Models

We try three different base models: gradient boosting trees [2], random forest
[2] and densely-connected neural networks [4], which are known to have good
performance on classification tasks with numerical features. In addition, all of
them are able to give the probability of the predicted class naturally which
is helpful for further stacking. The probability predictions of the three base
models are stacked together as the features to the second-level model. We use
gradient boosting trees as the second-level model and use both stacked features
and extracted features. The details of how the stacking works is described next.

3 Experiments

Datasets and Experimental Setting. We evaluate our models on two datasets
from two industry sectors: energy and services. Table 1 shows statistics about
the training and test datasets used.

In the experiments, we make five different splits of the training set. The five
splits consist of a training part D(i)

train and a validation part D(i)
valid each, and

are used to tune the hyper-parameters for the base models. Due to the small
size of our datasets, our validation part for each split is larger than 20% of the
whole training set to help further stack the models. Except for this difference,
our validation strategy is exactly the same as 5-fold cross-validation [2].

Table 1. Statistics about the datasets.

Energy Services

# of résumés Training 37,677 31,013

Testing 4,424 2,189

# of job descriptions Training 783 860

Testing 87 86

% of positive labels Training 42.0 41.9

Testing 40.8 40.0
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The top 10 hyper-parameter settings for each base model are used to generate
features for the stacked model. To prevent leaking label information to the model,
we further split each validation part D(i)

valid to a training part and a validation
part to tune the hyper-parameters for the stacked model. The final stacked model
is the average of the five models trained on D(i)

valid, i = 1, . . . , 5.

3.1 Results and Analysis

First, we investigate the importance of each feature set. The results are shown in
Table 2. The base model is gradient boosting trees and we use the same hyper-
parameter setting tuned on all extracted features denoted by All for all feature
sets. In the table, Basic stands for basic features, F1 for word intersection based
features, F2 for IR scoring features, and F3 for LSI based features.

From the table, we have the following observation: (1) The first three rows
indicate that F3 has the largest share of contribution to our model and F1 has
the smallest. (2) All - F1 performs the best on both datasets. (3) All tends to
over-fit the data due to the feature set F1 which makes its performance worse.
This suggest that the features based on word intersection, which are commonly
strong features in other NLP and IR applications, are not applicable in this task.
As a result, we only use All - F1 in the following experiments.

Table 3 shows the validation and testing accuracy on the two datasets with
the corresponding tuned hyper-parameter settings on each model. We can
observe that: (1) The validation accuracies are consistent with the testing accu-
racies of the time. In other words, the higher the validation accuracy is, the
higher the testing accuracy will be. This observation strengthens the effective-
ness of our validation strategy and suggest that our models do not over-fit the
relatively small datasets. (2) Neural networks perform the worst for both of the
datasets, which may be caused by the small size of our datasets, since neural
models need a lot of training data due to their high complexities. (3) Stacked
models consistently outperform all base models on both datasets. Overall, the
results show that our stacking strategy is effective screening résumés.

Table 2. Performance comparison between models with different feature sets.

Model Energy Services

Valid Acc. Test Acc. Valid Acc. Test Acc.

Basic + F1 0.767 0.705 0.632 0.655

Basic + F2 0.773 0.711 0.656 0.678

Basic + F3 0.817 0.784 0.722 0.787

All - F1 0.817 0.797 0.722 0.815

All - F2 0.816 0.794 0.720 0.805

All - F3 0.773 0.709 0.654 0.673

All 0.779 0.788 0.738 0.809
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Table 3. Performance comparison between different models.

Model Energy Services

Valid Acc. Test Acc. Valid Acc. Test Acc.

Gradient Boosting Trees 0.815 0.800 0.731 0.829

Random Forest 0.799 0.786 0.697 0.830

Neural Networks 0.773 0.775 0.664 0.695

Stacked Model 0.823 0.803 0.766 0.849

4 Conclusion

Many aspects of modern office activities are being increasingly automated, and
this trend has started several decades ago. Recruitment is an aspect of workforce
management that is bound to undergo profound changes in the near future, as
jobs become ever more specialized and candidates obtain more and more specific
skills. Matching job seekers to available positions is a task where AI can greatly
help humans make faster, better, and more consistent decisions.

In this paper, we employ a stacked model for the task of screening candidates
suitable for further inspection by a recruiter, supporting the business process of a
successful Canadian recruitment agency. We extract standard features in natural
language processing and information retrieval and compare the stacked model
against established baselines. We report on an evaluation with real résumés and
job descriptions from two industry sectors. Experimental results show that our
stacked model consistently outperform all the base models on the both datasets.
The achieved results on these two datasets are promising and can be helpful for
job recommendation applications.

We identify several avenues for future work. For example, a large-scale eval-
uation of the effectiveness of our model is planned by deploying it live. Such
an evaluation takes time and must be done carefully, through protocols such as
AB testing, so as to reduce the effects of possible confounding factors. Another
area for future work would be deploying the algorithm at Web-scale on cloud-
based high-performance computing platforms which are popular nowadays. We
envision the use of Deep Learning methods to allow for semantic translation of
terms appearing in the résumé and the job description. While LSI and SVD can
account for synonymy, it would be interesting to see if deep neural methods can
fare better, especially on harder cases, e.g., where the job requires experience on
a broad technology (say data analytics) and the résumé mentions expertise on
a specific tool (say, R). Along the same lines, it would be interesting to train a
neural language model on the résumés of the candidates that were hired with
the intent of modeling so-called “soft skills” which are desirable by employers
but not necessarily expressed in the job description. Our dataset has proven too
small for us to achieve that goal.
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Abstract. Evaluating Recommender Systems (RSs) is a challenging issue that
is significantly magnified by the multifaceted properties of RSs, which makes it
insufficient to use only one metric to evaluate recommenders. This challenge
necessitates the need for a unified evaluation model that comprehensively
assesses multiple aspects of the recommender. This position paper proposes a
cognition-based comprehensive evaluation to evaluate the main activities of
RSs. We innovated the proposed model based on the cognitive dimension of
Bloom’s taxonomy, a widely used model for classifying learning objectives in
the teaching area. We created a phase-wise mapping between RSs and Bloom’s
taxonomy to come up with an overall evaluation for recommenders. Based on
these connections, we believe that the proposed evaluation model would have
the potential to support the decision of selecting the most appropriate recom-
mender systems by giving a benchmarked score for different aspects of RSs.

Keywords: Recommender systems � Recommendation evaluation
Evaluation model � Cognition-based � Bloom’s taxonomy � Learning objectives

1 Introduction

Several evaluation approaches and metrics have been adopted to facilitate the com-
parison of recommender systems [2, 3]. RSs were usually evaluated using only one or
two metrics [4, 5]. However, using only one metric is considered insufficient due to the
multifaceted properties of RSs. Also, there are different properties of RSs that may
affect its acceptance by users [1]. Therefore, considering multiple metrics becomes an
essential need to evaluate the multi-faceted properties of RSs.

To the best of our knowledge, there is a lack of an evaluation model that com-
prehends multiple metrics to produce an overall evaluation result. To bridge this gap,
we propose the Comprehensive Performance (ComPer), a novel cognition-based
evaluation model that is built based on the Bloom’s taxonomy (a well-known hierarchy
for learning objectives). The essence of ComPer is evaluating RSs based on their
cognitive abilities by inferring mappings between the main activities of an RS and the
cognitive dimension of Bloom’s taxonomy. Unlike other evaluation approaches,
ComPer takes into consideration multiple evaluation metrics. With this diversity of
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evaluation metrics, we believe that ComPer would have the potential to support the
decision of selecting the most appropriate recommender systems.

This paper is organized as follows; Sect. 2 describes the proposed model. Section 3
presents the evaluation methodology. Finally, Sect. 4 concludes the paper.

2 Proposed Model

This section introduces Bloom’s taxonomy, illustrates the mapping between RSs and
this taxonomy, and shows how our model can be used to evaluate a recommender.

Bloom’s Taxonomy. Bloom’s taxonomy is a hierarchical model that is used to clas-
sify the intended learning objectives and skills [7]. It is divided into three domains:
cognitive, affective and sensory. The cognitive domain (the one of particular interest of
this paper) underlines intellectual outcomes. This domain is further divided into six
categories, as follows: (1) Remember: the ability to retrieve knowledge from memory.
(2) Understand: the ability to determine meaning from all kinds of messages. (3) Apply:
the ability to implement or execute a procedure in a given situation. (4) Analyze: the
ability to break material into constituent parts and detect how the parts are related to
each other. (5) Evaluate: the ability of making judgments. (6) Create: the ability to put
elements together, and recognize elements into a new pattern.

Main Phases of Recommender Systems. According to Isinkaye et al. [8], recom-
mendation process consists of three phases: Information collection, “collecting relevant
information of users to generate a user profile.”, Learning “applying a learning algo-
rithm to filter and exploit the user’s features from the feedback gathered in information
collection phase.”, and finally, the prediction/recommendation phase which is “rec-
ommending or predicting what kinds of items the user may prefer.”.

2.1 Mappings Recommender Systems and Bloom’s Taxonomy

This section describes the mapping between RSs and the Bloom’s taxonomy by giving
an example that analogizes RSs with human beings who have cognitive skills, followed
by a mapping between Bloom’s learning objectives and both of main phases of RS and
RSs evaluation metrics.

Recommender Systems and Human Beings (An Analogy). John is a fresh salesman
working at ABC clothing store. When he started his job, John was asking each cus-
tomer about what kind of clothes he/she wants, what is his/her style, which color he/she
prefers, etc. After that, John started recognizing customers and became aware of their
preferences. Awhile after, he became able to expect their needs, so he started sug-
gesting clothes for his customers. During his work, John was trying to remember his
customers and understand their needs to collect correct information about their pur-
chasing trends. Thereafter, he applied the already collected information about cus-
tomers in an attempt to analyze their attitudes. Such analysis leads John to learn about
his customers’ preferences. By the end of this learning process, John reached a level
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where he was able to link pieces of information together and creates patterns for each
customer. Therefore, he was able to predict what may attract a customer and to
recommend the best product suits that customer.

From this example, we notice that human beings can perform the tasks of a rec-
ommender system (i.e., collect information, learn, and predict/recommend). Hence, we
can say that a human being is analogous to a recommender system. Our vision in this
paper is to extend this analogy to make it valid in the other direction as well. That is, we
are inspired by the idea that an RS could be analogous to human beings and could have
the comprehension skills of humans. The essence of our vision is that such “cognitive”
systems not only can perform the conventional recommendation process but also,
recommend with consciousness. To conceptualize the vision of cognition-based RSs
and correlate it to humans’, we need to create mappings between the two worlds; RSs
and humans. To do so, an important research question that needs to be considered is:
how can we match the recommendation tasks of RSs with the learning process of a
human? The next subsection addresses this question.

Mappings RS Phases with Bloom’s Taxonomy. Based on the above example and the
definitions of RSs phases and Bloom’s learning objectives, we match both concepts by
the following mappings: to collect information, an RS should be able to retrieve
information (i.e., remember) and construct meanings from different types of messages
(i.e., understand). To learn, an RS should be able to apply prior knowledge in different
situations and analyze the interrelationships between different components of a system.
Finally, an RS’s recommendation/prediction depends on its ability to make a judgment
(i.e., evaluate), and reorganize elements into new structures (i.e., create). A visualiza-
tion of this connection is presented in Fig. 1.

Since both, RSs and humans, are correlated, we argue that the six learning objec-
tives of humans can assist in evaluating the recognition abilities of RSs; that is, they
can be used as evaluation dimensions for RSs. However, these metrics might seem

(A)
Information Collection

(B)
Learning

(C)
Prediction/Recommendation

Remember

Understand

Apply

Analyze

Evaluate

Create

Fig. 1. Matching RS main phases with learning objectives
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unfamiliar in the RS context. To mitigate this issue, we inferred correlations between
learning objectives and the most popular evaluation metrics, as described next.

Mappings RS Evaluation Metrics with Bloom’s Taxonomy. A vast variety of
evaluation metrics have been introduced to the recommendation field [1, 9], not all
metrics are of the same importance. To find out the most popular dimensions, we
surveyed 135 articles published in the last decade in the recommendation field. The
results show that Correctness is the most popular property. On the other hand, some
properties, like Confidence and Stability, have not been considered by any of the
articles. Based on these results, we will consider the most commonly used dimensions,
which are: Correctness, Coverage, Diversity, Utility, Usability, Robustness, and
Scalability. However, some of these measures, such as usability and utility, do not give
any indication of systems’ cognitive skills. Thus, we omitted them from our model.

Based on the definitions of RS’s evaluation metrics as presented in [1, 9] and the
definitions of Bloom’s learning objectives mentioned previously, we correlated both
concepts as summarized in Table 1. Rows show metrics while columns show learning
objectives. Cells represent the correlation between each learning objective and the
corresponding dimension, where S, P, and N indicate a Strong, Partial, and No cor-
relation, respectively. To clarify, consider the first column; as mentioned previously,
the objective “remember” is the ability to retrieve knowledge from memory, and the
evaluation metric “coverage” represents the proportion of available information for
which recommendations can be made [9]. Therefore, the more the information avail-
able, the better the remembering skill is. Given these two pieces of information, we
infer that “coverage” and “remember” are strongly correlated. Following the same
rationale, we inferred other correlations.

3 Evaluation Methodology

The evaluation process depends mainly on the correlation presented in Table 1. The
quantitative values of the three qualitative values (S, P, and N) are (1, 0.5, and 0),
respectively. The evaluation process starts by evaluating each metric separately; then
these values are normalized to get a consistent scale for all metrics. After that, each cell
of Table 1 is replaced by a value equal to the corresponding metric multiplied by the
correlation value. The total of each objective (i.e., each column) and the total of all
objectives are calculated next. We calculate ComPer by Eq. (1), where O is the set of
all objectives (i.e., the six objectives of Bloom),M is the set of the values of all metrics,
and corrom is the correlation value between objective o and metric m.

Table 1. Mapping learning objectives with RS metrics

Remember Understand Apply Analyze Evaluate Create

Correctness P P P S S S
Coverage S P S P S S
Diversity S S P S P S
Robustness P P S S S P
Scalability S N S P P N
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ComPer ¼
X

o2O
X

m2M m � corromð Þ ð1Þ

It is noteworthy that ComPer depends mainly on metrics that already exist in the
literature. The rationale behind this is that these metrics have already been validated,
and they are widely used. Instead of combining these values arbitrarily or presenting
them separately, ComPer merges them in an innovative way that gives different
weights for different metrics based on their effects on the performance, and it comes up
with a single value, which simplifies the comparison between recommenders. That is,
ComPer evaluates multiple aspects using a single value.

Further work is required to address some issues, including: the differences between
metrics in terms of their ranges of values and their judgment (i.e., is higher value better
than lower?). Also, different measures may be used to evaluate the same metric based
on the recommendation task. In addition, trade-offs exist between metrics (e.g., simi-
larity and diversity) and between measures of the same metric (e.g., precision and
Recall) [10, 11]. All these issues should be considered when implementing the model.

Threats to Validity. In our work, there is a threat to internal validity, which is rep-
resented by having the authors construct the mapping between Bloom’s taxonomy and
RSs based on their definitions (i.e., they are not validated).

4 Conclusion

In the last two decades, a variety of recommendation systems have been produced.
Accordingly, an evident question is how we can choose the most appropriate RS from
this vast variety? One of the recently emerged answers is that comparing RSs requires a
common method of evaluation [11]. In this position paper, we proposed the Compre-
hensive Performance (ComPer) model, a cognitive-based evaluation model that is
based on Bloom’s taxonomy. ComPer originates mapping between RS and cognitive
learning objectives of Bloom’s taxonomy. Based on the correlations between RS’s
properties and learning objectives, we believe that we can provide a comprehensively
unified evaluation metric that provides benchmarked scores for RSs. Currently, we are
working on validating and proofing the applicability of the proposed model.
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Abstract. Online consumer reviews have become an essential source of
information for understanding markets and customer preferences. This
research introduces a novel topic model to identify product attributes and
sentiments toward them at the sentence level. The model uses a recur-
sive definition of topic distribution in a sentence to avoid the problem of
over-parametrization in topic models. The introduction of the inference
network enables the utilization of rich features in the content to drive
the identification of sentiments, in contrast with other multi-aspect sen-
timent analysis models that rely on single words. The sentence topic
model has a superior performance in producing coherent topics, and the
sentence topic-sentiment model outperforms the existing model on the
task of predicting product attribute rating.

1 Introduction

Advances in information technology and the popularity of social networks have
led to widespread customer sharing of product and service experiences. Such
customer-generated online reviews provide valuable information about markets
and customer preferences and become a de facto “sales assistant” to help cus-
tomers to identify products fit their needs [3]. Many studies have demonstrated
the usefulness of online review data in revealing customer preferences towards
products [4]. Though these studies have shown online reviews can be valuable,
they have simplified the rich text content of online reviews into, for example,
overall rating, disregarding various product attributes discussed in the text con-
tent and the possibility that certain product attributes are perceived differently
from overall sentiment and helpfulness. To address the limitation, we examine
the text content of online reviews closely to identify product attributes and the
associated sentiments, from which to derive customer preferences towards prod-
uct attributes.

In the literature, the problem of sentiment analysis on product attributes
is usually termed as multi-aspect sentiment analysis [9]. Multi-aspect sentiment
analysis inherently involves two tasks: opinion aspect extraction and sentiment
analysis on the extracted opinion aspects. The statistical topic model approach
that conducts opinion aspect extraction and sentiment analysis at the same
time is often used in accomplishing the task. Many studies extend LDA [2] to
c© Springer International Publishing AG, part of Springer Nature 2018
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accomplish the task. Though such models are useful, they rely on the assumption
that the words are independent given the hidden topics and sentiment variables.
The presumption may work well in product attributes discovery but may fail in
sentiment analysis as complex or idiomatic expressions can convey the sentiment
without using any sentiment explicit adjectives. The above models are less likely
to capture the sentiment expressed in such expressions, for example, “when pigs
fly”. Our model utilizes not only the topic information in the topic model but
also the features exhibited in the local context, for example, examining whether
“when pigs fly” exists in the sentence, to understand the sentiment.

Meanwhile, such topic models are less efficient when applied to online cus-
tomer reviews for multi-aspect sentiment analysis as customer reviews are shorter
and often have one sentence talking about one product attribute, and the next
sentence talking about another product attribute. Multi-aspect sentiment anal-
ysis requires understanding the product attribute and sentiment discussed in
a sentence rather than the overall product attribute distribution of the whole
review as the product attributes change with the sentences and the sentiments
change as well. The overall product attribute distribution cannot distinguish
the sentiment difference between different product attributes. One approach is
to model the topic distributions of sliding windows of sentences and use the
topic distribution from one sliding window that covers the sentence to generate
the words in the sentence [15]. However, such an approach suffers from over-
parametrization and leads to low-quality topics [14]. Our approach also mod-
els the topics and sentiments at the sentence level but uses a recursive way of
defining the topic distribution of a sentence without significantly increasing the
number of variables, and effectively avoid over-parametrization.

Our research introduces a novel topic model to address these problems. We
model the topics and sentiments at the sentence level of a review. The model
recursively defines a topic distribution of a sentence without significantly increas-
ing the number of variables and produces coherent topics. It aggregates the
sentiments from the sentence to predict the overall rating and uses the infer-
ence network to integrate language features and allow rich representations of
sentiments.

2 Sentence-Level Topic and Sentiment Analysis Model

The model is developed upon the sparse Gamma model [10] and can capture
sparse factors suitable for modelling topics. In the model, the topic weight of
the current sentence is a weighted sum of the topic weights of the preceding
sentences and the overall topic weight of the review. The generative story of a
document d with rating r in the model is as follows,

– Generate topic word matrix W such that each entry Ww,k ∼ Gamma(αw, βw)
– For each document d ∈ D,

• Generate a document topic weight θd where each entry θd,k ∼
Gamma(αd, βd)

• For each sentence st in the document,
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1. Generate a context weight ηs where each entry ηs ∼ Gamma(αc, βc)
2. The sentence topic weight θst

= (θd +
∑C

c ηs,cθst−c
)/(

∑C
c ηs,c + 1)

3. Generate a sentence sentiment weight rst
where rst

∼ Gamma(αr, βr)
4. For each word w in the vocabulary,

(a) Generate word occurrence nw,st
∼ Poisson(WT

w θst
),

• Draw an overall rating rd that rd ∼ Poisson(
∑

t rT
st

θst∑
t

∑
k θst,k

)

The hyper-parameters αw and αc of the prior Gamma distribution is set to be
less than 1 for sparsity. The formulation of the model is given as follows:

P (D, r|α, β) =
∫

dW P (W |αw, βw)

×
∏

d∈D

∫

dθd P (θd|αd, βd)P (rd|θst∈d, rst∈d)

×
∏

st∈d

∫

dηst
drst

P (ηst
|αc, βc)P (rst

|αr, βr)

×
∏

w∈st

P (nw,st
|W, θst

)

The use of a context weight instead of a full topic weight for each sentence sig-
nificantly reduces the number of variables and thus avoids over-parametrization.
The formulation of the sentence topic weight emphasizes local context while
keeping the topic weight of the sentence from drifting too far from the overall
topic weight. It is different from the standard topic model in which the topic
assignment of the current word is determined by the topic assignment of all words
in the document, and all words contribute equally. The sentence topic distribu-
tions before the first sentence are randomly sampled from Gamma(αd, βd) for
each document and are normalized to a vector summed to 1.

The sentiment weight rs is a regression weight on sentences towards overall
rating and captures the sentiment of product attributes conveyed in the sentence.
The rating of a product attribute k in the review is defined as follows,

rd,k = E[

∑
st

rst,kθst,k∑
t θst,k

] (1)

The underlying assumption is that the most discussed product attribute con-
tributes more to the overall rating and that negative sentiment expressions are
more likely exhibited in low rating reviews and positive sentiment expressions
are more likely exhibited in high rating reviews. The sentiment weight rs is
associated with an inference network using Long Short-Term Memory (LSTM)
network [5]. The inference network is to use a neural network to approximate
the posterior distribution of a generative model [11]. The input of the network
is a feature vector of a review. A feature function consisting of n-gram features
and sentiment lexicons applies to each review to produce the feature vectors.
The output is the parameters of the posterior distributions of rs. With the infer-
ence network, the content of the review determines the sentiment weight: more
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positive sentiment features are more likely to produce high ratings, and more
negative sentiment features are more likely to produce low ratings. The design
presents an advantage over the existing multi-aspect sentiment analysis models.
In the implementation, dropout [13] and batch normalization (BN) [7] are used
in the input and output layer and are essential to enable the model.

3 Model Evaluation

We examine the sentence-level topic model for sentiment analysis from two per-
spectives: (1) capability of extracting coherent product attributes, and (2) capa-
bility of predicting product attribute rating. We use two review datasets for
the evaluation: the Yelp review data [18] and the TripAdvisor hotel review data
[17]. The Yelp dataset consists of over one million restaurant reviews with over-
all ratings. The TripAdvisor data consists of 50,000 hotel reviews with overall
ratings along with ratings for seven pre-defined product attributes (including
“Value”, “Room”, “Location”, “Cleanliness”, “Check in/front desk”, “Service”,
and “Business Service”). Both datasets use the 5-star rating scale. For both data
sets, we remove the non-English reviews and the reviews with less than four sen-
tences. We exclude stop words and use TF/IDF to select the top 10,000 words
as the vocabulary, but we do not exclude stop words in the feature function that
produces input to the LSTM inference network. For both data sets, we use 50
topics for modelling product attributes and the number of hidden units in the
LSTM inference network is set to 50.

The capability of extracting coherent product attributes is evaluated quanti-
tatively using perplexity and topic coherence measures. We use the Yelp dataset
to extract product attributes and the English Wikipedia dataset as the reference
corpus in computing topic coherence. The English Wikipedia dataset consists of
9,611,451 documents. The first 100,000 reviews in the Yelp dataset are split into
the training set and the testing set with a 50-50 ratio. The perplexity measure
has been widely used to evaluate topic models [2,6]. It measures the average
number of word choices at each position in a review and the lower number of
choices suggests better modelling capability. The topic coherence, in particu-
lar, normalized pointwise mutual information (NPMI), informs the coherence
of identified topics and closely matches human judgement in evaluating topic
quality [8]. The topic coherence is calculated with the top 20 topic words. We
compares our model against the standard LDA, the CTM [1], the NVLDA [12],
and the standard Sparse Gamma model [10]. The result is summarized in Table 1.
Compared to the closely related Sparse Gamma model, our model produces bet-
ter perplexity and topic coherence. The use of context captures topic shifting
between sentences, is more flexible in modelling the data, and avoids the prob-
lem of over-parameterization. Though the CTM produces better perplexity than
ours, our model outperforms the CTM significantly in producing coherent topics.
In the experiment, we notice that the models with a normal distribution as the
topic prior, for example, CTM and NVLDA, does not produce the same quality
of topics as the models with a Gamma-based topic prior (a Dirichlet distribution
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Table 1. Perplexity and topic coherence

Perplexity (lower is better) Topic coherence (higher is better)

LDA 1719 0.26

CTM 1453 0.13

NVLDA 1718 0.11

SGM 1652 0.28

STM 1603 0.29

Table 2. Product attribute rating prediction comparison

RMSE (lower is better) Pearson correlation (higher is better)

Wang and Ester [16] 0.384 0.854

Joint sentence model 0.305 0.882

can be constructed from Gamma distributions). It suggests that Gamma-based
distributions are more suitable for modelling sparse factors.

The evaluation of predicting product attribute rating uses the TripAdvisor
dataset. The overall rating is known to the model to predict a set of pre-defined
product attribute rating. Root mean square error (RMSE) and Pearson corre-
lation are used in the evaluation. Pearson correlation measures the correlation
between the predicted product attribute ratings and the ground-truth and exam-
ines how well the predicted ratings preserve the relative order within a review.
In the experiment, seven topics among 50 topics are assigned to the pre-defined
product attributes using the keywords provided in [16]. The result is compared
against the result in [16]. The result is listed in Table 2. Our model outperforms
the other topic-sentiment analysis model in predicting product attribute rating
significantly. The use of inference network allows the rich representation of text
data and improves the prediction performance.

4 Conclusion

In the research, we introduce a novel natural language processing topic model
that provides a fine-grained analysis of sentiments toward product attributes.
We model product attributes discussed in a sentence, instead of an overall prod-
uct attributes distribution. The identification of sentiments is driven by rich
features in the content of the review through the inference network, different
from other topic-sentiment analysis models that rely on single words. Our eval-
uation demonstrates the model’s promise in analyzing online reviews to identify
interesting product attributes and associated sentiment. Our approach can help
business to improve the understanding of products and customers in the market.
Further, its capability makes it possible to develop a personalized online review
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that can better information relevant to the customer. Such a personalized online
review may assist customers in using online reviews for better decision making.
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Abstract. Traders often rely on financial news to come up with pre-
dictions for stock price changes. Dealing with vast amount of news data
makes it essential to use an automated methodology to identify the rele-
vant news items for a given criteria. In this study we use Latent Dirich-
let Allocation (LDA) to model the correlation of news items with stock
price time series data. LDA model is trained with news items from a
time window in the past and then the trained model is used to measure
the similarity between the current news items and the news items used
for training. Calculated similarity measure can be used as a predictor for
switching points in the future. We tested our methodology using a col-
lection of about 1,700,000 financial news items published between 2015-
01-01 and 2015-12-31, and compared the results with various standard
classification techniques. Our results indicate that use of LDA instead of
standard classification techniques makes it possible to achieve the same
level of performance by using a much smaller feature space.

Keywords: Latent Dirichlet Allocation · Variational bayes inference
Natural language processing · Dow Jones dataset · Classification

1 Introduction

Price movements in stock exchange are important for traders as they have direct
effect on investment gain/loss [1]. Considering efficient-market hypothesis, all
types of information about a company affect its stock price behaviour. One of
the richest sources of information is the textual news data [2]. Although there
is some debate in the literature on the value of news information, we believe
that studies that show financial news is a good indicator of price changes in the
market [3], outweigh the alternative point of view.

News media companies are producing huge number of news daily. Therefore
using appropriate source of news and extracting only relevant news among it, can
help to overcome the complexity of text mining for switching points detection. In
this paper we aim to identify the relevant news to stock price switching points.
Furthermore, we use one of the richest financial news sources, Dow Jones dataset.

Application of LDA for stock price movement is used in the literature [4].
In this paper, we like to test the performance of this method in a new setting.
c© Springer International Publishing AG, part of Springer Nature 2018
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First, only the related news to previous switching points are captured. Second,
LDA model with variational bayes inference is trained on the captured news
items to detect their topics and word distributions. Essentially the methodology
uses the distribution of words of detected topics to identify current news item
topics. Third, the similarity value between the current news and trained model
is measured. We also built baseline learning models employing various stan-
dard classification algorithms using the complete dataset. Their performance is
measured based on accuracy, precision and recall. Our results indicate that it
is possible to reach similar performance levels by using the LDA model on a
fraction of previous news, rather than the entirety of news items.

2 Background

Correlating textual news data with stock market data is a popular method to
study price signal behaviours [5]. Text mining techniques such as text classifica-
tion is implementing machine learning algorithms on a content for the purpose
of stock switching point prediction [6]. Another technique which has been under
investigation frequently, for the same purpose, is semantic and sentiment analy-
sis [5], which uses the technique to find the context behind the whole content. On
the other hand, text corpora that contain numerous documents and words, make
it essential to develop another text mining technique to summarize a content.
Text summarization techniques, like topic modelling, try to discover abstracts or
hidden structure of the text bodies which are called topics. The above mentioned
techniques can be combined to come up with better results [7]. In this paper,
first text classification technique is implemented and then combination of topic
modelling and text similarity technique are applied.

Different topic modelling techniques are present in the literature examples
include, latent semantic analysis [8], probabilistic latent semantic analysis [9],
and latent dirichlet allocation (LDA). LDA generally works best due to its gener-
ative nature. LDA is different in how it considers documents as mixture of topics
and topics as distribution over words [10]. To solve the posterior problem, there
are two main approaches, sampling methods [12], and optimization methods [11],
with comparable performance results. In sampling methods like Markov chain
Monte Carlo (MCMC), there is no need to explicitly set the parameters and
thus, it is simpler in terms of implementation, but it has higher time complexity
[10]. On the other hand, optimization methods, like variational bayes (VB) are
guaranteed to converge to the posterior probability. This indicates that MCMC
approaches are not efficient for large scale datasets. In this work both windowed
and full batch implementations of VB are applied to capture the best possible
results. Setting model parameters for VB inference depends on the corpus used
the study [9] and how the performance is going to be evaluated. While in topic
modelling domain the results are mainly reported based on perplexity [10–12],
in our work, the experiment results are reported by performance measures that
are derived from the confusion matrix.
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3 Methodology

Our analysis starts by validating the existence of the relationship between finan-
cial news and stock market price movements by various standard classification
techniques, and continues with a more efficient way of stock changing points
prediction based on LDA. Figure 1 shows all implementation steps of these two
methods. First, Dow Jones dataset in standard XML format (DJNML) is inves-
tigated and the related meta data are retrieved. The most important information
for each news is display date of the news, which can help to determine concur-
rency of switching points and news, and name of the companies that the news
is relevant to, which makes it possible to easily filter relevant news for a given
company. As a result, from each news, four important elements are captured:
display date, related companies, headline and text of the news. The dataset used
for the experiment is from year 2015 which has 1,769,910 news with a data size
of 7 GB. To query for desired news easily, these news are structured in a Post-
greSQL database. In this paper, we chose to select Microsoft stock price as our
test case. There are 1800 news items in Dow Jones dataset from year 2015 that
are classified as relevant to Microsoft company. Source of stock market switch-
ing points is Yahoo finance. Switching points are manually labelled based on
the local extremums in the time series data of the closing price. A total of 70
switching points were detected in year 2015 for Microsoft company.

Baseline Experiment on the Whole Dataset: We first built prediction
models that learn from news data by employing different classification tech-
niques such as random forest, penalized support vectors machine, logistic regres-
sion, Gaussian Naive Bayes and K nearest neighbours technique. To label the
dataset, we used the comparison of display date of Microsoft news and list of its
stock switching points. If a news item appears on the same day as a switching
point, it is labelled as class positive and negative otherwise. In the test set, if
a classification model predicts the label for a news item as positive, that means
the model predicted a switching point at the same date of news display date.
After labelling the news, we observed that it is an imbalanced dataset with 75%
of the news labelled as negative and the rest as positive. To overcome the sam-
pling bias, we over-sample the minority class (positive class) for training set with
making multiple copies of the news labelled as positive to come up with exactly

Fig. 1. Step by step implementation of two experiments
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a balanced training set. Even though some classification techniques are resilient
to imbalances in the dataset. For example, penalized classification techniques
do not suffer from this problem by setting some misclassification cost for the
minority class. We then split the whole news related to Microsoft stock as 67%
for training and 33% for testing.

Document Similarity Based on LDA Method: In this experiment, we
would like to test if we can build a model by learning only the most relevant
news that caused switching points in the past instead of using the entire news
dataset. We define relevant news to switching points by comparing the display
date of news and switching points’ time of occurrence in two days window size.
News appearing on the day with a switching point of the stock price data or the
day after it are considered as relevant news, and irrelevant otherwise. We can
then use LDA method to capture hidden structure of the text. For implemen-
tation of this method through VB inference technique, we use LDA function of
scikit-learn package in Python. Once LDA model training is complete, the news
items in the test set are transformed to the same features representation (topic
representation) generated by the LDA model. So that similarity of the news
items in the test set can be compared with the learned model. We use cosine
similarity to measure the similarity of testing news and training news by their
new feature representation. The highest similarity value in each day can repre-
sent the probability of having switching point on the same date of the testing
news display date. To simulate a more realistic scenario, we use 100 days of data
for training and perform a test with the data from the next day after 100 days.
Then we shift the window one day and repeat training and testing phases until
the experiment covers the whole year.

The process for both experiments continue by doing text normalization and
tokenization steps [13]. These steps include removing special characters, expand-
ing contractions, case conversions, removing stop words, correcting words with
misspelling or repeating characters, stemming and lemmatization [14]. In the
next step, features of textual content is extracted to create the vector space
model for each news. Weights for the features (words) are measured based on
tf-idf technique (term frequency-inverse document frequency) for the baseline
method and by frequency of words for LDA method due to the nature of VB
inference technique [11]. We then measure results of these methods and compare
their performance based on the confusion matrix [15]. Confusion matrix com-
pares the predicted labels with actual labels for two different classes; namely:
positive and negative. In this study positive class is associated with switching
points and negative class is associated with the remaining records. We calculate
different metrics such as accuracy, precision and recall based on the confusion
matrix. We think among the provided metrics, precision for switching points
detection has more importance since traders would like to have a reliable system
that can precisely predict the switching points. In the probabilistic setting of the
LDA method, different thresholds can be tested and the best performance can
be compared to first approach performance.
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4 Results

Results of the experiments performed with various classification techniques are
presented in the first five lines of Table 1. Last two lines of Table 1 show the
results achieved with the tests performed on LDA model with both online and
offline VB inference techniques1. The results of classification techniques clearly
show that there is a relation between financial news and stock price time series
data. On the other hand, the overall performance of the LDA experiments are
comparable to that of standard classification techniques. As it mentioned before,
precision for switching points detection has more importance, which is 0.64 for
both approaches. Figure 2 illustrates these results with an alternative plot. It can
be interpreted that switching points are willing to occur around news similar to
previous related news and not willing to occur around non similar news.

Table 1. Performance of both methods on switching points detection

Method Accuracy Precision (+) Recall (+) Precision (−) Recall (−)

Random forest 0.76 0.64 0.16 0.76 0.97

Penalized SVM 0.72 0.47 0.48 0.81 0.81

Logistic regression 0.74 0.50 0.39 0.80 0.86

Gaussian-Naive Bayes 0.68 0.39 0.39 0.78 0.79

KNN (K = 3) 0.69 0.43 0.62 0.84 0.71

Online VB LDA 0.61 0.64 0.24 0.60 0.90

Batch VB LDA 0.60 0.60 0.23 0.87 0.86

Fig. 2. Red line shows the similarity values, blue vertical lines show ground truth
switching points. News with similarity values higher than the threshold are expected
to be found in close proximity of switching points. (Color figure online)

1 With document similarity threshold = 0.99, 0.98, number of topics = 100, 100,
doc-topic prior = 0.01, 0.001, topic-words prior = 0.01, 0.005, max-iter = 200, 200,
learning-offset = 64, - and learning-decay = 0.5, - for online and offline learning
respectively.
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5 Conclusion

Prediction of stock switching points is an important asset for stock market
traders. In this paper, we suggest new approach of solving this problem by first
validating the assumption of having relation between the news items and stock
prices with different classification techniques. Then we propose a technique that
first detects relevant news to past stock switching points and then train a LDA
model using these news items. We implement our proposed method for Microsoft
company on Dow Jones news dataset. It causes similar result with implemented
classification techniques, but has the advantage of training on only relevant news
which are significantly less than the total number of news. This results to reduce
the storage cost of news for text mining platform which aim to predict stock
market movements. Implementation of this method on different companies, for
a larger data, and with an extended LDA model, is what it can be done in the
future work.
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Abstract. Improvement in software development practices to predict
and reduce software defects can lead to major cost savings. The goal
of this study is to demonstrate the value of static analysis metrics in
predicting software defects at a much larger scale than previous efforts.
The study analyses data collected from more than 500 software appli-
cations, across 3 multi-year software development programs, and uses
over 150 software static analysis measurements. A number of machine
learning techniques such as neural network and random forest are used
to determine whether seemingly innocuous rule violations can be used
as significant predictors of software defect rates.
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1 Introduction

Lehman’s Laws of Software Evolution have demonstrated that software devel-
opment projects are becoming larger and more complex as the years go by [1].
With this ever-increasing complexity and size and decreasing quality, it is becom-
ing increasingly difficult to accurately predict how a development program will
unfold.

Research has demonstrated that the later a software defect is found during
development, the more costly it becomes to fix [2]. One reason for this escalation
has been attributed to the fact that the longer a development project runs,
the higher the overhead cost and the higher the cost required to change the
system [2].

Many static analysis tools exist today, each of which provides a particular
focus on the quality of software. Research recommends that software develop-
ment teams should utilize a “meta tool” that would allow them to combine
the results from various static analysis tools together, thus achieving a better
results [3]. SonarQube is such a “meta-tool” that provides a software devel-
opment team with the ability to import, customize and automatically execute
static analysis on code utilizing a variety of rule definitions.

c© Springer International Publishing AG, part of Springer Nature 2018
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Unfortunately, with the advent of meta-tools such as SonarQube, a new prob-
lem is created: Metrics Galore [4]. Metrics Galore is a situation where a team
is paralysed by attempting to monitor too many metrics simultaneously. Many
issues can occur such as de-motivation of the team, focusing on the wrong met-
rics, losing sight of the important goals of the program, etc. In order to address
this issue, while still providing metrics for the software development team to
track and improve upon, it is possible to employ machine learning algorithms to
help. While unsupervised learning can provide a solution to the overwhelming
metrics issue [5], regression and classification could serve to solve the prediction
issues by providing a predictive model that could be used by the development
team and by the software development managers [3].

The goal of the proposed research is to demonstrate the value of static anal-
ysis metrics in predicting software defects at a much larger scale than has been
proposed previously as is indicated in Table 1:

Table 1. Program measurements

Measure Program 1 Program 2 Program 3

Duration (Years) 2 1 7

Team size (People) 30 10 80

Applications 290 132 352

LoC (MSLOCs) 4.28 2.96 7.72

2 Methodology

Analyses will be performed on a data set consisting of software metrics data
collected from three large-scale software development programs. These programs
consisted of software with high-reliability, high-criticality and safety-critical per-
formance requirements, and thus were extensively tested during and after soft-
ware development activities.

The data are snapshots of a continuum of ever-changing values. In order
to limit the scope of the research in this paper to a manageable size, it was
determined that a single snapshot in time of software source code and a single
snapshot in time of software defect metrics would be analysed.

In order to determine the optimum point in time to perform both of these
snapshots, intimate knowledge of the program plans was required. The theory
built around these data collections is based on two key points: The source code
should be analysed after major software development was completed, but prior to
acceptance testing was performed as this source repository will have a maximum
number of undiscovered defects; and the software defect measurements should
be analysed well after acceptance testing was performed in order to have high
confidence that most major defects have been discovered.
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Since there are several hundred static analysis metrics and rules that could
be counted in the analysis, it will be necessary to narrow down the predictors
to a more manageable number in order to aid in analysis as well as to avoid
model over-fitting. This feature reduction will be performed in several steps as
described below.

– Eliminate zero and near-zero variance predictors
– Eliminate single items of strongly intercorrelated predictor pairs
– Feature clustering using k-means in order to group similar features together
– Recursive feature elimination to remove insignificant features from the model

After feature selection is performed, analysis of each of the models will be
compared where appropriate and statistical findings will be provided and anal-
ysed upon completion of the research. The research will focus on Regression
and Classification prediction models. For regression, the following models will
be used: Linear Regression, Neural Network Regression, and Support Vector
Machine (SVM) Regression. For classification, the following models will be used:
Decision Tree, Random Forest, Neural Network, and SVM.

Regression analysis will target the raw defect count as the outcome, while
Binary classification will use a binary definition by answering the following ques-
tion: “Does the application contain a defect?”. Finally, Multi-class classification
will be performed on the software defect count by stratifying it across several
classes. These values will be defined as: No defects, Low defect rate, Moderate
defect rate, High defect rate, and Extreme defect rate.

3 Results To-Date

Progress to date has followed the plan as laid out in the methodology. The data
has been collected, cleaned and prepared for analysis. Feature elimination has
been performed by variance elimination and inter-correlation elimination. The
feature sets were further narrowed by clustering similar features together using
a k-means analysis. Regression and Binary classification has been performed on
the reduced feature set and the results can be observed in the following tables.

Table 2. Linear regression performance summary - top three

Name RMSE (Root Mean Squared Error)

lm-2 11637.48

sl-2 11669.20

sl-1 11844.82

As shown in Table 2, the Regression performance is less than desirable for
the dataset, as the RMSE is quite large. In fact, the best RMSE value is nearly
three-times that of the mean of the outcome column in the original dataset.

Conversely, Table 3 shows favourable results for binary classification, with a
top accuracy of over 70% using Random Forest Classification.
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Table 3. Binary classification performance summary - top three

Name Accuracy

rf-all 70.82%

rf-1 70.31%

rp-all 65.36%

4 Future Work

The thesis has made significant progress in generating the dataset and subse-
quent data preparation. This dataset is unique in terms of its size and scope -
spanning 500 software applications over three years of software development and
includes 150 software static analysis measurements. The initial results shown
in Table 3 provides strong evidence for our original hypothesis that seemingly
innocuous rule violations can be used as strong predictors of software defect
rates. The remaining work includes experimentation with a number of machine
learning techniques to create a credible model to predict the software defects. In
addition to the successful use of Random Forest for predictions, the project will
experiment with different neural network architectures. The results of predic-
tions will be compared against multi-class classifications. Finally, the thesis will
conclude with a comprehensive analysis of feature importance and make recom-
mendations for best practices in software development process. The remaining
work is intended to constitute the majority of the thesis research of the author.
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1 Introduction

Automated planning and scheduling continues to be an important part of
artificial intelligence research and practice [6,7,11]. Many commonly-occurring
scheduling settings include multiple stages and alternative resources, resulting in
challenging combinatorial problems with high-dimensional solution spaces. The
literature for solving such problems is dominated by specialized meta-heuristic
algorithms.

Meta-heuristics are high-level algorithms that design or select a heuristic to
produce sufficiently good solutions for an optimization problem [4]. In many
practical applications, especially solving complex scheduling problems, they
are favorable due to their computational efficiency [9]. To ensure good perfor-
mance, meta-heuristics commonly require a calibration process with extensive
experiments for parameter/algorithm tuning. Such a process is computationally
expensive.

Meanwhile, there is increasing focus on reinforcement learning (RL) in the
machine learning community. RL is well-suited for autonomous decision-making
policy learning and has been applied in literature for automatic algorithm tuning
[2,7,10], but the literature of RL in complex scheduling problems, particularly
those that involve multiple stages and alternative resources is scarce. More specif-
ically, the structure of the feature space and search strategy in the solution space
are still not well-understood for these complex scheduling problems.

To address the drawback of costly algorithm tuning, I propose a reinforce-
ment learning guided variable neighborhood search (VNS) algorithm for solving
combinatorial optimization problems in general and scheduling problems in par-
ticular. The rest of this abstract is organized as follows. Details of the proposed
VNS algorithm are provided in Sect. 2. Section 3 is a summary of the thesis
progress made to date.

2 Methodology: Variable Neighborhood Search

Variable Neighborhood Search (VNS) was first proposed by Mladenović &
Hansen in 1997 [8]. VNS algorithms search in predefined neighborhoods of a
c© Springer International Publishing AG, part of Springer Nature 2018
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given solution and seek for a solution with better “quality” (i.e., objective value).
As suggested by the name, VNS normally contains several predefined neighbor-
hoods. By switching from one neighborhood to another, VNS tries to escape
from local optima. The key to the success of VNS is to explore the right neigh-
borhood at the right time. In VNS, this policy of neighborhood exploration is
controlled by predefined hyper-parameters. To avoid extensive human interven-
tion in parameter tuning, there is an increasing interest in automatic tunning
[1,10]. In [10], a reinforcement-learning (i.e., Q-learning) approach is developed
for automatically tuning the hyper-parameters of their proposed VNS algorithm.
However, detailed control of algorithm behavior of VNS (e.g., selection of neigh-
borhood exploration during the process of VNS) can not be obtained by tuning
the values of hyper-parameters, thereby hampering algorithm flexibility.

Instead of automatic parameter tuning, I propose a novel approach to directly
learn the optimal algorithm policy of meta-heuristics through reinforcement
learning. In reinforcement learning, we want to perform the right action at a
given state to maximize the reward. Below, I will provide details of two key fea-
tures of my approach: (1) a Markov decision process (MDP) representation of
the proposed VNS, (2) feature representation using artificial neural networks.

2.1 MDP Representation of VNS Algorithm

A Markov decision process (MDP) provides a mathematical framework for mod-
eling environment-dependent decision making process. To formulate a reinforce-
ment learning task as an MDP, it must satisfy the Markov property (i.e., the
probability of being in a state depends only upon the immediate past state and
the action taken in that state).

(a) MDP representation of VNS.

(b) Architecture of auto-encoder network for feature representation learning of FFSP

Fig. 1. Demonstration of the proposed data-driven VNS algorithm
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Starting with an initial solution, VNS performs local search in a selected
neighborhood. A new solution and its objective value are then obtained, and
this is defined as completion of one iteration. VNS then iterates among different
neighborhood search algorithms until the termination condition(s) is (are) met.
This iterative flow of VNS is shown in Fig. 1.a. To represent the VNS search
process, we view each iteration as a time step and assume that only the most
recently obtained solution will be kept and then used in the next iteration. This
suggests that the action of neighborhood search and the resulting solution in
iteration t depend only on the solution obtained in the immediate past iteration
t − 1, i.e., Pr(a, st | st−1, st−2, ..., s1) = Pr(a, st | st−1), where, state st corre-
sponds to the solution in iteration t; action a and a reward r(s, a) correspond to
the selection of neighborhood search and resulting change in solution objective
value, respectively. This reward function is expected to make the VNS search
more greedy, and would also require us to properly define the discount factor.
As shown above, the proposed VNS satisfies the Markov property. However,
we must address the feature design problem of the FFSP before implementing
the MDP representation of VNS. Details of the proposed feature representation
learning are provided below.

2.2 Feature Representation of Scheduling Problem

In combinatorial optimization problems, one way of learning the feature repre-
sentations is through a collection of a large set of statistical data (e.g., mean
job processing time over different stages or machines) [5]. This approach has
two drawbacks: (1) no mathematical way to evaluate the accuracy of the feature
representation; (2) not all collected statistical data are equally important, and
thus an additional process of feature extraction/elimination might be required.

Therefore, I propose to learn a feature representation of FFSP using an auto-
encoder network. An auto-encoder is an unsupervised learning technique aiming
at learning a data set representation with dimensional reduction [3]. It includes
two neural networks, an encoder and a decoder. The encoder reads the input
matrix A (e.g., job processing times, pkij), and transforms it into a matrix
D (i.e., learned representation with reduced size), i.e., f : A → D. In this
process, the matrix A consists of raw data. The cost of data collection is very
low; however, preprocessing might be required (i.e., data normalization). Using
matrix D as input, the decoder attempts to reconstruct the original input matrix,
i.e., f ′ : D → A′. An auto-encoder network is trained to minimize a loss function
of mean squared error between A and A′, i.e., {f∗, f ′∗} = argminf ′,f ‖A′−A‖2.
The mean squared error measures how close the reconstructed input A′ is to the
original input A. A schematic of the complete structure is shown in Fig. 1.b.
Using the auto-encoder provides a mathematical measurement on how accurate
the learned feature matrix D is. In addition, we can see the encoder network as
an intelligent way of screening out irrelevant information.
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3 Thesis Progress

To date, I have mainly focused on studying the structure of FFSP. I devel-
oped two decomposition-based exact methods, logic-based Benders decomposi-
tion and branch-and-check, for solving a two-stage FFSP with unrelated parallel
machines. The proposed algorithms obtained substantial improvement over a
state-of-the-art mixed-integer programming model. A paper is accepted by the
31st Canadian Conference on Artificial Intelligence. In addition, I independently
developed the conceptual idea described in earlier sections, have done a thor-
ough literature review for my thesis, and developed the complete MDP model
of VNS.
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Abstract. Agricultural yield estimation from natural images is a chal-
lenging problem to which machine learning can be applied. Convolutional
Neural Networks have advanced the state of the art in many machine
learning applications such as computer vision, speech recognition and
natural language processing. The proposed research uses convolution
neural networks to develop models that can estimate the weight of grapes
on a vine using an image. Trained and tested with a dataset of 60 images
of grape vines, the system manages to achieve a cross-validation yield
estimation accuracy of 87%.
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1 Introduction

A major challenge faced in agriculture is accurately estimating the amount of
produce that a crop will yield while still in the field. Typically, farmers must
wait to measure their crop after harvest using manual or mechanical methods.
There is value in having methods of yield estimation based on data that can be
captured with inexpensive technology in the field, such as the combination of a
smartphone and cloud-based computing. This would allow the farmers to better
estimate the material and human resources required during and following the
harvest.

Estimating the yield of a grape vine in kilograms from a image of that vine
prior to harvest is a more challenging problem than counting objects because
the predictive model must learn to estimate the volume of grapes when many
of them are occluded by other grapes. However, this is possible because viticul-
turists and experienced grape growers are able to make such estimates based on
having seen many harvests1. The annual variation seen in yield estimation using
different methods to calculate weight is 30% [8]. According to industry stan-
dard, the acceptable level of accuracy is 5–15% [8]. Our intention is to do the
same using a deep learning neural network approach to a level of 90% accuracy
on an independent test set of images taken in the field using a smart phone.
1 This research is a collaboration with Lightfoot and Wolfville Vineyard of Wolfville,
Nova Scotia, Canada.
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To achieve this level of accuracy, a method is developed and tested that would
automatically normalize the images in terms of grape size, brightness, and color
balance. Deep learning neural networks are then used that appropriately bias
model development based on the relationship between pixels in an image and
that use activation functions with improved derivative characteristics which have
proven to be very effective for image classification and regression problems [1–6].

2 Approach

Image Processing. There is a need to modify the images so that machine
learning software has an easier time estimating the weight of the grapes. Any
knowledge that we can bring to bear on the data to create better features for
the machine learning software, the more accurate will be the resulting models.
To accomplish this, image processing methods are used to automatically nor-
malize the test and training images in terms of mark’s size, color, light level and
contrast. This results in a more constrained (less variable) set of images for the
machine learning system during training and testing.

Scale Normalization: The grapes in the smart phone images can range in size
from image to image. If they are approximately the same size, it will be easier for
the machine learning system to estimate the yield. A black and white calibration
mark is placed near each set of grapes in the image. To normalize the size of
grapes, we do the following: (1) Find the calibration mark in the image (Fig. 1);
(2) Calculate the height and width of the mark in pixels; (3) Scale the image
based on the height and width of the calibration mark using S = DL/CL, where
S is Scaling Factor, DL is Desired length of square edge and CL is Calculated
length. The height and width of the image is then multiplied by the scaling factor,
S. To normalize the size of grapes, OpenCV 3.0 library is used. The automated
scaling method is tested by using a Windows Pixel ruler to measure the length of
the calibration mark after rescaling the image. The mark got rescaled to within
±4 pixels.

Brightness Level : Variation in the brightness of the images can distort colors and
hamper the machine learning efforts. Having all images at a common brightness
level is important. To calculate the image brightness, the image processing soft-
ware takes the average value of all the pixels and uses these values to calculate
the perceived brightness (luminance). The image brightness is then normalized
to be out of 100 by multiplying the pixel values of image by 100/L where L is
the calculated luminance of the image. The image Processing library provided
by GNU Octave is used for adjusting the brightness level.

Color and Contrast Enhancement : Contrast is important for distinguishing
between objects in an image. Higher contrast in an image will give better edges
around objects which should help the machine learning software to learn faster.
To adjust the contrast, a technique called histogram matching is used in which
histogram of 2-D image is adjusted to match the histogram of the reference
image [7]. The images appear clearer and the grapes appear to stand out from
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Fig. 1. Original image Fig. 2. Normalized and cropped image

Fig. 3. The architecture of proposed network.

the background more than the original images. The numpy 1.13.0 package is
used for implementing histogram matching.

Convolutional Neural Network. The proposed neural network model, as
shown in Fig. 3, is created using Keras and Tensorflow libraries. The normalized
image is cropped to a size of 225×225×3 (RGB pixels) as shown in Fig. 2, to feed
into the CNN. The Network model consists of 6 blocks of layers; 5 convolutional
blocks and 1 fully connected block. Each convolutional block contains at least one
convolution layer having stride 1, followed by max pooling, batch normalization
and dropout layers. The final fully-connected block produces the harvest weight
value. In order to train the network from scratch, the stochastic gradient descent
optimization technique is used with a learning rate of 1 × 10−4, a batch size of
32 images and a momentum value of 0.9. In addition, weight decay is set to 1e-6.
The network is trained for 300 epochs on NVIDIA GeForce GTX 960M GPU
and the best model is selected based on the validation set error to be evaluated
against the test set.

3 Empirical Study

Approach. A dataset of 60 Pinot Noir grape images (preprocessed as described
in Sect. 2) and associated harvest weights is used to build and test a CNN model
(Fig. 3). There were 14 different weights of fruit ranging from 70 g to 450 g.
Since the dataset is small, a 6-fold stratified cross validation approach was used
to test the performance of the models. The mean absolute error (in grams) and
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Fig. 4. Scatter plot of actual vs predicted values.

percentage correct (MAE in grams per image/Mean number of grams over all
images) are used as performance measures.

Results. The best CNN model described in Sect. 2 produced an MAE = 28.35 g
over all test images, with a 95% confidence interval of ±8.10 g. This is equivalent
to a mean accuracy of 87%, given 214.93 as the average number of grams per
image. The correlation between the predicted and actual values is shown in
Fig. 4.

4 Conclusion

The empirical results show that the proposed approach comes close to reaching
our goal of 90% accuracy for predicting harvest grape yield. This supports that
convolutional neural network has a great potential to be used for agricultural
yield estimation. In future work, we will be using a much large dataset of images
and weights captured this fall during the harvest season. We are developing a
mobile web app based on the proposed approach which can be used by farmers
for harvest yield estimation.
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Abstract. Deep learning neural network is one of the most advanced
tools for object classification. However, it is computationally expensive
and has performance issues in real time applications. This research’s
use-case is efficient design and deployment of deep learning neural net-
works on palm sized computers like Raspberry Pi (RPi) as an in-vehicle-
monitoring-system (IVMS) for real-time pedestrian classification. I have
developed a system based on a neural network template named Cafenet
that runs on an RPi and can classify pedestrians using deep learning.
Simultaneously, I have proposed a new classification system based on
multiple RPi boards, which offers users two modes of pedestrian detec-
tion: one is fast classification, and the other is accurate classification.
The experiments results show that the device could classify pedestrians
in real-time and the detecting accuracy is acceptable.

Keywords: Real-time · Pedestrian classification · Deep learning
Raspberry Pi

1 Introduction

In modern societies, road accidents caused by motor vehicles are becoming more
and more frequent. Fatigue is a main causes of road accidents. According to
Canadian Council of Motor Transport Administrator (CCMTA), regarding the
causes of road accidents like alcohol impairment, overspeed, unsafe passing, etc.,
approximately 20% of fatal collisions are caused by fatigue driving [1].

Drivers with the symptom of fatigue like drowsiness, yawning, etc., may
result in server traffic accidents. Thus, it is necessary to have an alarm sys-
tem on vehicles for safer driving. Now, plenty of driving assistant systems have
been developed to help drivers observe the environment around the vehicles and
continuously send feedback to the driver. However, advance monitoring systems
based on deep learning require high computational power to perform in real-time.
Hereon, my research problem is developing a lightweight neural network struc-
ture and apply it to low-cost hardware system to obtain real-time classification
performance.
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2 Related Works

Real-time pedestrian detection is the fundamental research content for ADAS.
In [8] the Adaboost cascade pedestrian detector was developed which utilized
Haar features to characterize pedestrians. Though it achieved a detecting rate
of 20 to 25 Hz on a specialized microcontroller, its error detection rate is high.
Zhu et al. [10] innovated human detection method by designing detecting blocks
with different sizes, positions and scales to increase the space of the eigenvalues
calculated by HoG. This method has 88% accuracy and 5 FPS detecting rate,
but its false positive rate is high.

Because the hand-designed characteristics of conventional method are not
robust for diversity changes of pedestrians in the images. Thus, deep learning
algorithm which has better features extraction and classifying ability occurred.
Girshick [5] developed R-CNN framework which has 83% mean average precision
on VOC 2012. It used selective search algorithm to extract candidate regions and
scaled them into fixed size. Then, these candidates are taken as inputs to the
convolutional neural network (CNN) and extracted the features. Finally, SVM
is used to classify the objects based on the features. But, both its missing rate
and processing time are too high for real-time applications.

3 Proposed Method

This section introduces my proposed method from the perspective of feasibility,
modified neural network architecture, image dataset and the system framework.

3.1 Feasibility Analysis

There are quite a lot of low-cost microcontrollers with excellent performance,
like Arduino, Intel Edsion, Raspberry Pi (RPi), UDOO board, etc. From the
aspects of performance and price, RPi 3 (1.2 GHz, 1G RAM) was selected.

I ran a simple feasibility test to verify whether a network running or RPi can
meet the real-time requirement. I prepared images of four objects for training,
which are bus, elephant, flower, and horse, and each object set has 2500 images.
The accuracy was about 93% while the processing speed was 0.97 s per image
which is much more than the acceptable normal reaction time of 0.3 s. The
maximum size of the Caffe model run on the RPi was 300 MB.

Based on the feasibility analysis, no single Caffe convolutional neural network
framework (CNN) with a thorough well-designed structure can be implemented
on one RPi 3 board to gain real-time performance and high detecting accuracy
at the same time.

3.2 Proposed System Framework

Apparently, improvement could be gained through utilizing more CPU cores for
calculation, suitably simplifying the convolutional layers in the neural network
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Fig. 1. The overall conceptual view of the proposed system.

structure and using multiple RPi boards. Therefore, I developed a new system
that uses three RPi boards, one for main controlling and the other two used for
more accurate classifying and fast classifying, respectively, because the proposed
system framework intends to separate two properties of real-time pedestrian
classification which are fast and accurately classifying respectively and apply
these two attributes on two different RPi boards so that it could achieve the effect
of real-time classification. The overall conceptual design view for the proposed
driving assistance system is shown in Fig. 1.

As shown in Fig. 1, the system consists of five components: System Core Func-
tion module, High Accuracy (HA) Classifier module, High Speed (HS) Classifier
module, GUI module and Data-transferring module. What includes in the Sys-
tem Core Function module is a RPi 3 and a RPi camera module, where the board
is responsible for controlling the two classifier modules and the camera module
is for capturing images. For HA classifier, it contains a RPi board that loads a
Caffe model which is obtained by fine-tuning a pretrained CaffeNet model with
a well-designed structure. For the HS classifier, it also consists of a RPi board
that loads another Caffe model that trained with a tiny neural network struc-
ture for quicker classifying. The forth component is the GUI module which is a
7-inch LED screen for the user to interact with the whole system and read the
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classification results. And the Date-transferring module are all the data buffers
in the design, which could be considered as a virtual model. Because it is defined
as a portion of the hard-disk memory of the RPi board of the System Core Func-
tion module that shared with other classifying modules under the same local area
network, the transferring time for images and results can be neglected, which is
preferred for real-time pedestrian classification.

Therefore, combined with the overall design (Fig. 1), the workflow of the
proposed system is as follow. First, using the camera module on the control
system to capture the images and sending them to HA and HS Classifiers after
resizing images respectively. Then, due to the rapid classification of HS, HS first
comes up with a preliminary classification result and immediately sends it back
to the control system and gives feedback to the driver. Finally, combining the
results obtained by the HA classification, the control system will correct the HS
classification results and then gives the driver feedback again.

3.3 Data Preparation

For the data used for training and testing my proposed classifier, I planned to
utilize different pedestrian databases which are the Caltech Pedestrian Dataset
[2], the Penn-Fudan Database for Pedestrian Detection [9], Robust Multi-Person
Tracking dataset [3], KAIST Multispectral Pedestrian Dataset [6] and object
detection data set of the KITTI Vision Benchmark [4] to build my own training
and testing data, because only the dataset with properties reflecting realistic,
clear images or videos, huge variety, etc., can affect the performance of the
classifier. To integrate all these datasets, image preprocessing is a must.

First is manually separating positive and negative samples from all databases;
secondly, to improve efficiency, down sample the image in all databases. The
next step is trimming and resizing all the images. Since my pedestrian classifier
is to assist drivers detecting pedestrians in front of and near the vehicles, only
the midsection of the images is kept. To let these images fit for HA classifier
and HS classifier, I resized them to the resolution of 256 by 256 and 128 by
128, respectively. Furthermore, to further increase the size of the training set, I
enhanced all the images, including horizontal flip, global histogram processing
and three-channel color change. Finally, due to the use of the Caffe library,
the input format for training deep learning classifier is lmdb database, all the
pedestrian training images need to be saved as lmdb.

In summary, I got 11,458 pedestrians images and 7,548 non-pedestrians
images for training and around 1500 pedestrians images and 1900 non-
pedestrians images for testing.

3.4 CNN Network Design

Considering the hardware constraints of the RPi, it is unrealistic to use a large
CNN structure directly, such as vggNet, ResNet, Inception, etc. For HS and HA
classifier, I implement different strategies.
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Fig. 2. The CNN architecture of the HA classifier(above) and the HS classifier(bottom).

Based on the feasibility analysis results, the maximum volume for the Caffe
model which can be run smoothly on RPi is around 300 MB. For HA classifier
model, to obtain a high classification accuracy with a small number of training
dataset, I fine-tuned the pre-trained model (CaffeNet) [7] which is a light-weight
CNN network to build my own pedestrian classifier. The size of this Caffe model
file is about 200 MB matching the RPi requirement. As for HS classifier, I took
the CaffeNet as template and designed a CNN network structure by decreasing
the filter size, the number of the convolutional layers as well as the number of
output features. The purpose of the modifications is to reduce the computa-
tional complexity of deep learning model so that the RPi could have real-time
performance. The Fig. 2 describes the CNN neural network structure for accurate
classifier and fast classifier respectively.

4 Experiments

4.1 Results

I performed experiments to measure processing time and accuracy, to match the
needs indicated in the project’s requirements. For time experiment, I prepared
a Python script which could record the processing time for classifying all tested
images and calculate the average classification time. The results are in Table 1.
Accuracy experiments for the HA and HS classifiers are performed on a desktop
computer, since the accuracy should not be affected by hardware configurations.
Table 2 shows classification results. The overall accuracy for HA and HS classifier
is 79.75% and 70.63%, respectively. And the false negative rate, which indicates
the performance of classifier from the aspect of failing to detect pedestrians in
the scene, is 8.28% and 8.93% respectively.

Table 1. Results of time experiment for both classifiers.

HA classifier HS classifier

Processing time/image(ms) 631 153
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Table 2. Results of accuracy experiment for HA and HS classifiers

Predictive results(HA) Predictive results (HS)

Pedestrians Not-pedestrian Pedestrians Not-pedestrian

Ground truth Pedestrians 1418 128 1408 138

Not-pedestrian 574 1347 880 1041

5 Discussions

I proposed a pedestrian classifier system based on CNN and RPi. The results
shown above indicate that the overall accuracy and HA classifier processing time
are not the best in class, but the HS classifier fulfils the real-time requirement
and the False negative rate is at a very low rate, which indicates the proposed
method has practical value to some extent from the perspective of safety driving.

Future work will include optimization of neural network architecture to fur-
ther speed up the classification time in terms of the size of the convolutional
filter and the number of output features for each layer and developing a new
network architecture based on some other lightweight network templates, like
MobileNets, SqueezeNet, ShuffleNets, etc.
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Abstract. Recommender Systems are usually evaluated by one or two metrics.
Due to the multifaceted nature of recommender systems, however, it is insuf-
ficient to evaluate them using only one metric. This paper presents my Ph.D.
research agenda on evaluating recommenders from different points of view. In
particular, I aim to provide a comprehensive evaluation framework that merges
different metrics and comes up with an overall result evaluation. The proposed
framework is built based on an inferred correlation between the most important
metrics and a weight function that assign different weights for different metrics
based on the application area of the recommender. This work can be used to
evaluate different recommender types that are applied to the most popular
application areas such as movies, documents, etc.

Keywords: Recommender systems � Evaluation framework
Unified evaluation models � Metrics

1 Introduction

Researchers have proposed hundreds of recommendation approaches over the last two
decades. Such vast variety of algorithms raises the need to introduce evaluation
methods to assist designers to decide on the most appropriate algorithm for their
applications. Initially, RSs were evaluated based on their correctness (or accuracy) [1].
Recommender Systems, however, are multi-faceted systems; users have different
expectations regarding recommenders’ results; Examples of such expectations are:
discovering new items, preserving privacy, and exploring diverse items. Thus, it is
insufficient to evaluate RSs based on a single metric. Therefore, researchers have
introduced different metrics to recommendation field [2]. Nevertheless, different
properties are of diverse importance for different domains; also they are of variant
meaning for different recommendation tasks. Thus, considering multiple metrics to
evaluate RSs becomes an indispensable need that has gained increasing attention in the
literature. Nonetheless, metrics are evaluated differently (i.e., using different measures),
they are of different scales, and there are tradeoffs between some of them. Also, results
from different metrics may have opposite meanings (i.e., the bigger value does not
necessarily mean better recommender). So, presenting the results of multiple metrics
separately is inappropriate and inconvenient. All these issues complicate the compar-
ison process, and they tangle the selection of the most appropriate approach. Hence, a
comprehensive evaluation that combines multiple aspects becomes an essential need.
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Motivation. Based on the issues above, several researchers highlighted the need for a
unified evaluation framework to evaluate the multi-faceted properties of RSs. Alan
et al. [3] argued that due to the vast variety of recommendation approaches, it is more
feasible to provide a comprehensive benchmark framework. Also, the evaluation of
RSs is influenced by the availability of a standard evaluation framework [2]. Therefore,
the use of a comprehensive evaluation framework becomes an essential need. To the
best of my knowledge, however, there is a lack of such extensive framework. To fill
this gap, my Ph.D. thesis aims at proposing a comprehensive evaluation framework that
combines the essential recommender’s dimensions to come up with an overall evalu-
ation result. The challenge here is to provide one framework that can evaluate the wide
range of recommendation approaches.

Scope of the Work. This work focuses on providing an overall evaluation that rep-
resents an innovative combination of the existed evaluation metrics. We are not dealing
with introducing new evaluation dimensions. However, we are discussing the metrics
that have been already introduced to the field in order to find out the most important
aspects of each type of recommenders. Also, we will not rely only on the theoretical
side of the area; instead, we will focus on what has been presented in practice. The
research questions hence are: (RQ1) what are the most popular evaluation dimensions
that are discussed in practice? (RQ2) Which recommendation properties are the most
important for the users of different types of RSs? (RQ3) How can we provide a unified
evaluation method for most types of recommenders such that different dimensions are
considered? (RQ4) can, and if so, how do, we merge multiple evaluation metrics of RS
into a single metric that comprehensively evaluate different dimensions?

2 Proposed Solution

I propose a unified evaluation framework that aims to evaluate different recommen-
dation types comprehensively. The proposed framework is built based on the cognitive
domain of Bloom’s taxonomy, a well-known hierarchy for learning objectives [4]. We
refer to it as the Cognitive-based Recommender systems Evaluation (CORE) frame-
work. The essence of the CORE is to analogize the Bloom’s taxonomy by studying the
cognitive abilities of RSs. To do so, we inferred mappings between the main activities
of a recommender system (i.e., information collection, learning, and recommendation)
[5] and the cognitive dimension of Bloom’s taxonomy, which are: remember, under-
stand, apply, analyze, evaluate and create. Unlike other evaluation approaches that
consider only one or two evaluation metrics (such as accuracy and correctness), CORE
aims at innovatively correlating many evaluation metrics to provide a single, yet,
wide-ranging, indication for different properties of RSs to facilitate the evaluation
process. The CORE is based basically on the mapping between humanity (presented by
Bloom’s taxonomy) and RSs (presented by recommender’s main phases and proper-
ties); firstly, we inferred a mapping between Bloom’s learning objectives and RS’s
main phases. Then, based on the definition of the learning objectives and RS’s eval-
uation dimensions, we inferred another mapping that shows how strong the correlation
between the dimensions and Bloom’s learning objectives is. The evaluation process
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starts by evaluating each metric separately using the known measures. Then these
values are normalized to get a consistent scale for all metrics. After that, the value of
each objective is calculated by multiplying each metric by its correlation value. Finally,
the overall value is calculated as the total of all objectives.

3 Evaluation and Validation

I will demonstrate the applicability of the proposed framework empirically, based on a
large variety of evaluation scenarios. The main goal of the proposed framework is to be
a unified framework; so, I will focus on the replicability of the CORE results. To do so,
I will extensively evaluate the stability of the results through two levels of experiments;
Firstly, I will implement different experimental scenarios that vary in many aspects,
including dataset used, splitting method, validation technique, etc. These experiments
will be deployed on Librec1, an open source java library for recommender systems. The
reasons behind choosing Librec is because it contains 70 different RSs already
implemented and it gives us wide range of evaluation and validation options which do
not exist in most of the other libraries. Moreover, Librec has an efficient implemen-
tation, and it provides set of interfaces for implementing new recommenders. Secondly,
I will assess stability among different frameworks; that is, I will compare the results of
CORE for evaluating RSs implemented by different libraries including Librec, Len-
skit2, and Mahout3.

4 Expected Contribution

The main contribution of this research is a standardization of the evaluation process of
recommender systems through a unified evaluation framework. To achieve this con-
tribution, some minor contribution will be presented, these sub contributions are:

1. An innovated analogy between human beings and recommender systems.
2. A quantitative analysis of the evaluation methods presented in practice and to which

extent these methods are consent to the theoretical side.
3. A study of users’ expectations from recommenders to show the priority level of

each evaluation metric for each type of recommender systems.

5 Current Status

As of September 2017, I did a literature review of the recommender’s evaluation
methodologies and the related topics. Recently, I have submitted a quantitative liter-
ature survey that shows the consistency level between theoretical and practical sides.

1 https://www.librec.net/.
2 http://lenskit.org/.
3 https://mahout.apache.org/.
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Also, it answers the first research question (see Sect. 1). Another position paper has
been submitted recently; it proposes a new comprehensive metric that is built based on
the idea of correlating Bloom’s taxonomy and RSs. Currently, I am working in parallel
on a systematic literature review, a validation of the model, and a user study that aims
at answering the second research question. The next step is to merge the results from all
the aforementioned studies to build the complete version of the proposed framework.

6 Conclusion

This paper presents a summary of my Ph.D. research, which includes problem state-
ment, motivation, proposed solution, evaluation plan and the current progress.
Extensive work is still needed to come up with the full version of the framework.
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Abstract. Using a combination of methods from image processing, sig-
nal processing and deep learning, we aim to develop a model to predict
whether or not a patient will develop symptomatic Alzheimer’s disease
using Diffusion MRI (dMRI) imaging data. We first propose a 3D multi-
channel convolutional neural network (CNN) architecture to distinguish
patients with Alzheimer’s from normal controls, then propose an exten-
sion of our architecture to incorporate multiple scans from a patient’s
history to improve classification accuracy and predict future prognosis.
Finally, we discuss methods for performing data augmentation to add
diversity and robustness to our unique and comparatively small dataset.

Keywords: Convolutional neural networks (CNNs) · Deep learning
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1 Introduction

As Alzheimer’s disease progresses, many structural and chemical changes become
evident in the brain [2]. Unfortunately, these changes become visible when
patients already have mild cognitive impairment (MCI), which is too late in
the progression of the disease for any current treatment to be feasible. For this
reason, diagnosis of Alzheimer’s before the early diagnostic criteria are met is
crucial to ensuring better patient care, finding ways to delay the onset of later
stages, and maximizing chances that an early stage treatment may be found.

In recent years, deep learning architectures have been able to surpass human
performance on even complex image identification tasks [5]. With this in mind,
we aim to develop a model to predict, based on medical imaging data and other
clinical information from a patient, whether or not they will develop symptomatic
Alzheimer’s disease. We seek first to reproduce the diagnostic capabilities of a
human doctor on a single patient scan, ensuring our network can distinguish
patients with Alzheimer’s from normal controls. We then propose an extension
of our architecture to incorporate multiple scans from a patient’s history to
improve classification performance and predict a future prognosis. Finally, we
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look to address the constraints of performing deep learning on our unique and
comparatively small dataset by using data augmentation to add diversity and
robustness to our training data.

2 Data and Preprocessing

Our main imaging modality of interest is Diffusion MRI (dMRI), which has
been used extensively for MCI and late-stage Alzheimer’s analysis in the med-
ical literature [2]. Because the human brain is neuroplastic – that is, the white
matter is capable of rewiring itself to compensate for deficiencies – we believe
that dMRI holds the strongest potential for detecting the earliest, most subtle
changes due to Alzheimer’s. dMRI non-invasively measures the Brownian motion
of water molecules, producing diffusion equations at each voxel location to pro-
vide a plethora of information from which to extract features [6]. These include
Diffusion Tensor Imaging (DTI) based features such as Fractional Anisotropy
(FA) and Mean Diffusivity (MD), which characterize the magnitude and direc-
tionality of diffusion at each voxel. In an initial validation study, we showed
that using a variety of dMRI-based features, we are able to demonstrate perfect
separability of Alzheimer’s patients from normal controls using probabilistically
weighted graphs [7]. This demonstrates the strong potential of these features for
use with more sophisticated classifiers.

Our primary dataset, the Alzheimer’s Disease Neuroimaging Initiative
dataset (ADNI), is a longitudinal, multi-site study designed to track the onset
and development of Alzheimer’s Disease. It includes dMRI as one of its modali-
ties [8].

As shown in Fig. 1, we begin by generating our multi-channel 3D feature
maps, which will later serve as the inputs to our classifier system. Each of N
patient scans Pi, where i = 1 . . . N , must be processed using a preprocessing
pipeline. This pipeline performs steps such as alignment and eddy current cor-
rection, along with fitting the dMRI data to the DTI model, and outputs several
3D feature maps. These feature maps are considered together as being a multi-
channel 3D input volume, Si.

Fig. 1. Preprocessing each patient scan to obtain multi-channel 3D data.

3 Classification Architectures

Next, we consider two different types of classification experiment. In the first,
we consider the case where one scan from a single point in time is considered for
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(a) Training the classifier on a
portion of the input data.

(b) Using data augmentation to increase the size of the
training dataset.

Fig. 2. Training the classifier architecture.

each patient. A portion of the data, S1 . . . Sx, is used as our training data, with
a portion of these samples being reserved for validation to monitor the training
progress.

As can be seen in Fig. 2a, the classifier is trained in a supervised manner
using these training points in combination with their corresponding class labels,
L1 . . . Lx. For example, these labels could correspond to whether the patient
currently has Alzheimer’s disease (1) or does not (0). The remaining Sx+1 . . . SN

samples are used as testing points, and are used to evaluate the classifier’s accu-
racy only after the training process has been completed.

We consider the Voxception-Resnet (VRN) architecture by Brock et al. as
our starting point in defining this architecture [1], due to its proven effectiveness
compared with 2D slice or projection-based classifiers on 3D image datasets. Our
main contributions here will consist of modifications to the VRN’s architecture
and refinements of its parameters and tuning for more effective performance on
our dataset. In particular, we will vary the network depth, input features selected
and activation functions used.

In the second type of classification experiment, we consider each training,
testing or validation sample to be a set of multi-channel 3D feature maps, gen-
erated from a series of scans from a single patient. For instance, this could be
a series of scans taken at 6-month intervals. A single class label accompanies
each series of scans – for instance, whether the patient had been diagnosed with
Alzheimer’s at the time the final scan was taken (1) or had been cognitively
normal (0). As a more complex example, the class labels could be whether the
patient was diagnosed with symptomatic Alzheimer’s one year following the final
scan (1) or maintained a diagnosis of MCI (0).

This involves integrating the notion of time into our first classifier architec-
ture. To do this, we propose an architecture inspired by the Long-term Recurrent
Convolutional Network (LRCN) architecture by Donahue et al. [4], which would
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allow for using long short-term memory (LSTM) units to combine a number of
VRN classifiers. To our knowledge, this would be the first architecture designed
for use with a temporal set of multi-channel 3D images.

4 Data Augmentation

Our next contribution consists of developing methods and techniques to augment
our limited dataset, and thus enable our classifier architectures to achieve better
classification performance. Most existing methods for data augmentation would
not be applicable to our dataset due to its complex nature, and this work would
provide valuable insight not only into augmentation for deep learning in our
specific domain, but for other complex domains as well.

A high-level overview of how data augmentation may be used in a classifica-
tion experiment is shown in Fig. 2b. Before the classifier is trained, the training
and validation data S1 . . . Sx and corresponding class labels L1 . . . Lx are used as
inputs for the data augmentation process, which generates a number of synthetic
data samples, S′

1 . . . S
′
y, and corresponding labels L′

1 . . . L
′
y. These synthetic data

points increase the number of training and validation samples from x to x + y.
We will begin by applying some commonly-used forms of data augmentation

which do make sense on our dMRI data, including additive white Gaussian
noise (AWGN) and flipping input images along the sagittal plane (mirroring
the left and right sides of the brain). However, we seek to propose additional
augmentation methods as well.

The concept of interpolating and extrapolating data points to allow for
domain-agnostic augmentation has been shown by Devries and Graham to be
effective in several classification tasks [3]. However, their method does not per-
form well on image data used with CNNs, and thus cannot be directly applied
to dMRI data.

One potential approach is inter-patient interpolation and extrapolation.
Patients sharing similar characteristics and the same diagnostic class can have
their feature spaces interpolated to produce a new, plausible mixture of the two,
which can be assigned the same classification label. Another method is tempo-
ral interpolation and extrapolation, between two scans from the same patient
taken at different times. Intuitively, this allows for interpolation or extrapola-
tion along a patient’s timeline: given scans from 6 and 12 months into the ADNI
study, we should be able to approximate scans from 9 months, or from before the
study began. Both approaches would require ensuring that the resulting output
is meaningful and within reasonable feature values for its given class.

5 Conclusion

Our research seeks first to reproduce the diagnostic capabilities of a human
doctor on a single patient scan, and then later to extend them, predicting from
a scan history the trajectory of a patient’s diagnosis. We then seek to improve
our method’s performance using novel approaches to data augmentation. It is our
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hope that this work not only serves as a step forward in using deep learning for
predicting Alzheimer’s disease, but also produces methodologies and techniques
that prove useful for a variety of spatiotemporal domains.
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Abstract. Machine learning exploits data to learn, but when not
enough data is available (often due to increasingly complex models) or
the quality of the data is insufficient, then prior domain knowledge from
experts can be incorporated to guide the learner. Prior knowledge typi-
cally employed in machine learning tends to be concise, single statements.
But for many problems, knowledge is much more messy requiring in-
depth discussions with domain experts to extract and often takes many
iterations of model development and feedback from experts to collect
all the relevant knowledge. In the Bayesian learning paradigm, we learn
which hypotheses are most likely given the data as evidence. How can we
refine this model when new feedback is given by domain experts? We are
working with domain experts on a problem where data is expensive, but
we also have prior knowledge. This research has two objectives: (1) auto-
matically refine models using prior knowledge, and (2) handle various
forms of prior knowledge elicited from experts in a unified framework.

Keywords: Prior knowledge · Domain knowledge · Bayesian learning
Machine learning · Domain experts · Uncertainty · AI applications

1 Introduction

Learning from data is core to reasoning in AI and Machine Learning; supervised
learning, in particular, is standard practice, where a model is trained using a
very large dataset consisting of inputs and outputs (also known as annotated
or labelled data). For example, in classifying spam messages, the data should
contain instances of spam messages and instances of regular messages. Or, in
predicting the price of a house, the data should contain many instances of houses’
specifications and corresponding prices.

While the exact number of instances needed varies, it is known that more
complex models require more training instances [1,2]. Roughly speaking, it is
recommended to have hundreds of thousands or more.

“If you only have 10 examples of something, it’s going to be hard to make
deep learning work. If you have 100,000 things you care about, records or
whatever, that’s the kind of scale where you should really start thinking
about these kinds of techniques.”1

1 Jeff Dean, Google Senior Fellow at Google Brain, https://goo.gl/AWfsrK.

c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 360–363, 2018.
https://doi.org/10.1007/978-3-319-89656-4_41

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-89656-4_41&domain=pdf
http://orcid.org/0000-0002-3966-5574
https://goo.gl/AWfsrK


Learning with Prior Domain Knowledge and Insufficient Annotated Data 361

But what if, for some task, you don’t have much data? There are a few
options: (1) get more data (e.g. crowd-sourcing or spending more money), (2)
change the model to one that needs less data (usually a simpler one), (3) augment
with other data (e.g. transfer learning, semi-supervised learning, or synthetic
data) and (4) teach the machine in some other way.

When the first three options are not viable—for reasons such as cost of data
and uniqueness of the task— then we look to option 4. More specifically, we can
better teach the machine by incorporating prior knowledge. Prior knowledge is
often used to enhance machine learning performance [3,4,6,8,9] and will better
tailor the system to the target domain to allow knowledge discovery and impact
to science and society [4].

Often the terms domain knowledge, prior knowledge, and prior domain
knowledge have been used interchangeably and refer to any knowledge that is
useful to the problem at hand. However, [5] categorizes prior knowledge into two
types: solution knowledge, which is specific to the target or learning objective
(such as the structure of a Bayes net or architecture of a neural network), and
domain knowledge, which describes the world specific to the domain. We will use
the term prior knowledge in this paper, as we expect both solution knowledge
and domain knowledge to be provided by domain experts.

2 Example: Estimating Elemental Composition of Rocks

To begin solving these research problems, we should first understand what infor-
mation domain experts can provide and what it might look like to represent
and incorporate it. We have been working with domain experts on a problem
in mining—involving geology, mineralogy, and physics domains—on the task of
estimating elemental composition of rocks from spectra measurements via X-
ray Fluorescence (XRF). In lab environments there are established techniques
to compute exact composition, but our environment is harsh, noisy, and dirty
inside open-pit mines and underground.

In our case, one instance of training data requires sending a 100 metric-
tonne mining shovel equipped with X-ray sensors to a mine, digging one scoop of
rocks, transporting it to a rock crushing facility, crushing it into fine powder and
thoroughly mixing, and finally sending the powder to an assay lab for analysis
which determines the geochemical composition. This is an expensive process. We
have a couple hundred data points to work with—not much by today’s standard.

However, we also have access to domain experts with relevant expertise for
solving the desired task. A summary of the prior knowledge provided upfront
is as follows: (1) each element in the periodic table produces a set of “peaks”
centered at known energies, (2) the set of element peaks occur with known ratios,
given by the probability of electrons fluorescing for each transition, (3) peaks are
Lorentzian shaped, and (4) spectra from elements and elements’ transition peaks
are summed in the final spectrum.
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We built a simulator that reconstructs a spectrum given an elemental com-
position based on this prior knowledge and built a probabilistic model around
it. Under the Bayesian paradigm, the posterior distribution is defined as

P (h|e) =
P (e|h)P (h)

∑
h∈H P (e|h)P (h)

(1)

where h is a hypothesis (elemental composition in our case), e is evidence (i.e.
training data), H is the hypothesis space, P (h) is the prior distribution, and
P (e|h) is the likelihood distribution.

We solved for the posterior using MCMC (implemented in Anglican, a prob-
abilistic programming system [7]). An example of one instance’s elemental com-
position and the corresponding maximum a posteriori estimate as a spectrum is
shown in Fig. 1a.

After seeing the output of the model, the domain experts provided additional
information, including: (1) matrix effects may cause the amount of one element
to increase the photon count of others, (2) 20–21 keV contains Compton peaks,
(3) Raleigh peaks may occur at 21–24 keV, (4) peaks between 2–5 keV are due
to thermal effects, (5) attenuation and detection efficiency will cause lower and
higher keV bands to lose photon counts, (6) peak shape may actually be a
combination of Lorentzian and Gaussian, (7) Bragg scattering may occur, and
(8) some elements are more likely than others, based on location.

Incorporating this knowledge is not straightforward. Item 8 may fit in nicely
as a prior over elements in the hypothesis space, but the rest require changes
to the model beyond probabilistic priors. We are investigating methods to allow
prior knowledge to alter the hypothesis space, likelihood function, or prior as
needed (Fig. 1b).

Fig. 1. Example model results and proposed feedback cycle.
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3 Discussion

We found that domain experts did not provide all the relevant information for
the problem upfront. We also found that prior knowledge is messy and not
straightforward to incorporate. Prior knowledge is not always given a priori,
but instead is given after an initial model is made (or several revisions later).
Predicting elemental composition from sensor data with prior knowledge given
before and after model development demonstrates the need to iteratively refine
models given updated prior knowledge.

How do we elicit this domain-expertise from an expert? Can we gather all
the knowledge at the beginning, or should we iteratively acquire it? Can we
automatically refine a model given new prior knowledge? How can we exploit all
kinds of prior knowledge to better train a model? Can we handle all the various
forms of prior knowledge that experts provide? We are working on multiple
problems in related domains which we will use to generalize toward a systematic
technique to elicit and incorporate prior knowledge—defining a clear path to
download relevant domain-expertise into a machine learner.

Acknowledgments. Thanks to my academic supervisor, David Poole; David Turner,
David Munoz-Paniagua, Peter How, and others for their domain expertise; and to
MineSense Technologies Ltd. for use of their sensors and rocks samples.
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Abstract. Our study aims to build a machine learning model for crime
prediction using geospatial features for different categories of crime. The
reverse geocoding technique is applied to retrieve open street map (OSM)
spatial data. This study also proposes finding hotpoints extracted from
crime hotspots area found by Hierarchical Density-Based Spatial Cluster-
ing of Applications with Noise (HDBSCAN). A spatial distance feature
is then computed based on the position of different hotpoints for various
types of crime and this value is used as a feature for classifiers. We test the
engineered features in crime data from Royal Canadian Mounted Police
of Halifax, NS. We observed a significant performance improvement in
crime prediction using the new generated spatial features.

1 Introduction

In recent years, with the availability of high volume of crime data, scientists
have been motivated to pursue research in the field of crime and criminal inves-
tigations. Understanding the factors related to different categories of crimes and
their consequences is particularly essential. The study shown in [7] applies the
procedure of statistical analysis on violent crime, poverty, and income inequal-
ity and outlines that homicide and assault has more connection and correlation
with poverty or income inequality than other crimes. The research found that
crime in the real-world highly correlates with time, place and population which
make the researcher’s task more complicated [3]. Moreover, this geographical and
demographic information contain many discriminatory decision pattern [6,10].
Leveraging data mining and machine learning techniques with crime research
offer the analysts the possibility of better analysis and crime prediction, as well
as mining association rules for crime pattern detection.

Our study aims to build a machine learning model to predict the relationship
between criminal activity and geographical regions. We choose Nova Scotia (NS)
crime data as the target of our study. We focus on four different categories of
crime: (i) alcohol-related; (ii) assault; (iii) property crime; and (iv) motor vehicle.
In this work, we focus on the creation of two spatial features to predict crime:
(i) gecoding; (ii) crime hotspots.

The contributions of this work include how geocoding can be used to create
features using OSM data and crime hotspots are created using a density-based
c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 367–373, 2018.
https://doi.org/10.1007/978-3-319-89656-4_42
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clustering algorithm. Moreover, hotpoints are extracted from the hotspots. We
show using a real-world scenario that these two new features increase the per-
formance of different classifiers for predicting four different types of crime.

2 Related Work

The existing work on crime prediction can be categorized into three different
groups based on the features such as temporal, spatial and demographic aspects.

Bromley and Nelson [1] reveal temporal patterns of crime to predict alcohol-
related crime in Worcester city. They also provide valuable insight into the spatial
characteristics of the alcohol-related crime. The authors examine the patterns of
crime and disorder at street level by identifying hotspots. Ratcliffe [11] proposes
three types of temporal and spatial hotspots for crime pattern detection. The
author also shows how the spatial and temporal characteristics combine through
his hotspot matrix. However, the author did not apply any machine learning
strategy to predict crime.

In [2], the authors analyze four categories of crime data which include liquor
law violations, assaults and batteries, vandalism, and noise complaints. Differ-
ent categories of crime show different temporal patterns. Brower and Carroll
[2] clarify crime movement through the city of Madison using GIS mapping.
The authors investigate the relationships among high-density alcohol outlets
and different neighborhoods. Chainey et al. [5] identify crime hotspots using
Kernel Density Estimation (KDE) to predict spatial crime patterns. Similarly,
in another study, Nakaya and Yano [8] create crime hotspots with the help of
KDE. However, they combine temporal features with crime hotspots analysis.

Nath [9] employed a semi-supervised clustering technique for detecting crime
patterns. In [13], the authors propose a pattern detection algorithm named Series
Finder to detect patterns of a crime automatically. In [12], the authors study
crime rate inference problem using Point-Of-Interest data and taxi flow data.
Point-Of-Interest data and taxi flow data are used to enhance the demographic
information and the geographical proximity correlation respectively.

None of these features reported in the section were used for predicting crime
categories alongside crime pattern detection. In our research, we mainly focus
on the spatial aspect of crime prediction. We use geocoding technique and crime
hotspots to generate new features.

3 Engineering Spatial Features

Geocoding is the process of spatial representation of a location by transforming
descriptive information such as coordinates, postal address, and place name. The
geocoding process relies onGIS and record linkage of address points, street network
and boundaries of administrative unit or region. For this work, we used geocoding
to extract the spatial information from the crime data. The geocoder library writ-
ten in Python, was used for geocoding services with the Open Street Map (OSM)
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provider. The output of the Geocoder package can be 108 types of location includ-
ing pubs, bus stops, or hospitals from NS. According to OSM documentation, all
of these types are grouped into 12 categories including amenity, shop, office etc.
We used both types of location and category as features to predict crime.

The second type of feature used in this work was the creation of hotspots.
Hotspot analysis can emphasize the patterns of data regarding time and location
of a geographic area. For a crime analyst, the creation of hotspots became very
popular to identify high concentrated crime area. In this work, hotspots are
created and transformed into a feature to predict different crime types. The
idea is to cluster crime data into regions with a high rate of occurrence of the
same crime type. We decided to use HDBSCAN [4] because of its complexity
(O(n logn)) and because it can handle data with variable density and eliminates
the ε (eps) parameter of DBSCAN which determines the distance threshold to
cluster data. In this work, we used the Haversine distance in both HDBSCAN and
shortest distance to a hotpoint. The haversine formula determines the shortest
distance between two points on earth located by their latitudes and longitudes.

Figure 1 summarizes the overall process to produce the shortest distance for
hotpoint feature. Figure 1(a) shows crime examples (gray pins) in downtown Hal-
ifax area. Then, a hotspot (blue area) found by HDBSCAN is shown in Fig. 1(b).

Fig. 1. An overview of the crime hotspots, hotpoints and distance to hotpoint feature.
(Color figure online)
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Figure 1(c) shows a hotpoint (red pin) extracted from a hotspot. Finally, a new
crime example (green pin) is evaluated, and the distances to hotpoints (yellow
line) are calculated. The feature used in this work will select the shortest distance
to a hotpoint as a feature for classifying a crime type.

4 Experiments

This section outlines the experiments performed in this work and reports the
experimental results obtained by the proposed classifiers trained on all raw fea-
tures and the engineered spatial features.

Crime data from Halifax regional police department are used in this work,
and it covers most of the districts in Nova Scotia province in Canada. For our
experiments, we explore all of the offenses of 2016 which include 3726 data
samples. The crime attributes extracted from the source data include geographic
location, incident start time, month, weekday, ucr descriptions, and whether the
incident happened because of alcohol.

We also group our data using four different classes, named alcohol-related,
assault, property damage, and motor vehicle using the ucr descriptions and alco-
hol incident fields. For the alcohol-related crimes, we considered all the cases
where alcohol presence was reported in the UCR using the alcohol incident field
(53% alcohol, 47% no alcohol). For all the remaining classes, the ucr description
field was used. The assault group (65% assault, 35% no assault) covers all levels
of assault including sexual assault, aggravated assault, bodily harm, threat, etc.
Property damage group covers break, theft, robbery, etc (65% property damage,
35% no property damage). Motor vehicle group covers all types of motor vehicle
accident, act violation and impair driving (65% motor vehicle, 35% no motor
vehicle).

To create the shortest distance to a hotpoint, we used UCR form data from
the year of 2015. We created hotspots for each positive class and the respective
shortest distance to a hotpoint was used in the experiment.

The classifiers used in this work are Logistic Regression (LR), Support Vec-
tor Machine (SVM), and Random Forest (RF) and an Ensemble with all the
previous classifiers. We evaluate the classifiers’ performance using the accuracy
and Area Under the Curve (AUC) of the ROC (Receiving Operator Character-
istic) analysis. The baseline used in this work to verify if the newly engineered
features help a classifier to improve the crime prediction power was the raw
data contained in the UCR form (incident start time, month, and weekday). A
10-fold cross-validation was used in all phases to estimate model prediction per-
formance correctly and paired t-tests (significance level of 0.05) were used to
test the statistical difference significance of raw and engineered features.

Table 1 shows the classification accuracy for LR, SVM, RF and an ensemble of
these methods for all four categories of crime. For each method, the first column
displays the accuracy of raw features and the second column for engineered
spatial features. The * in Table 1 symbol indicates that the method fails for the
statistical hypothesis testing, i.e., the p-value is higher than 0.05.
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For the Alcohol-related group, the results show that new spatial features
achieve better accuracy in comparison with raw features for all four methods
with statistical evidence support, and the Ensemble method performs better
than others (75.52% of accuracy) with almost 17% accuracy improvement. The
accuracy values of the engineered features for the Assault and Property dam-
age groups shows that all methods, except LR, benefit from their inclusion.
For example, adding engineered features with raw features improves nearly 11%
(Assault group) and 5% (Property damage group) of accuracy for RF method.
Finally, for the Motor vehicle group, all the classifiers showed improvements,
except for the Ensemble classifier.

Table 1. Results for accuracy

Crime type LR RF SVM Ensemble

Raw Eng. Raw Eng. Raw Eng. Raw Eng.

Alcohol-related 59.36 65.27 57.73 73.51 59.28 71.31 58.61 75.52

Assault 65.35 65.03* 47.94 58.89 63.53 65.27 55.96 64.41

Property damage 88.43 88.41* 84.03 88.57 88.19 88.43 88.43 88.44*

Motor vehicle 81.59 82.31 71.82 81.45 81.11 81.45 81.56 81.80*

Table 2 shows the AUC scores for LR, SVM, RF and an ensemble of LR, SVM
& RF methods. The * in Table 2 symbol indicates that the method fails for the
statistical hypothesis testing. For Alcohol-related and Motor vehicle crimes, the
results discovered that spatial features give better AUC scores than raw features
for all four methods. For instance, the Ensemble method gives 82.5% and 69.4%
AUC score for Alcohol-related and Motor vehicle crimes respectively based on
engineered features. Similarly, for Assault and Property damage crime, LR, RF
and Ensemble methods perform significantly better with engineered features.
Adding engineered features with raw features gives 56.7% and 65.7% AUC score
for Assault and Property damage crime respectively with the Ensemble method.
Therefore, using spatial features, the Ensemble method performs at least 10%
improvement in AUC score for all four categories of crime. However, for SVM
method, there is no significant evidence of improvement.

Table 2. Results for AUC

Crime type LR RF SVM Ensemble

Raw Eng. Raw Eng. Raw Eng. Raw Eng.

Alcohol-related .575 .723 .649 .818 .635 .747 .661 .825

Assault .528 .613 .457 .545 .504 .533* .459 .567

Property damage .519 .651 .531 .646 .501 .505* .534 .657

Motor vehicle .515 .686 .488 .682 .494 .536 .490 .694
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5 Conclusions and Future Work

In this work, we explored the creation of spatial features derived from geolocated
data. We created two types of spatial features: (i) geocoding; and (ii) shortest
distance to a hotpoint. The new features were evaluated using four different
crime types using only the information provided in the UCR forms as features
for a classifier as the baseline. The results show that significant improvements in
accuracy and AUC were found when the newly engineered features were added
to the tested classifiers.

We intend to extend this work in other directions. As our study focuses on real
world datasets, the subject of data discrimination is another important concern.
Data discrimination refers to bias that happens because of contradistinction
among different data sources. Another research direction we want to explore is
the possibility of performing transfer learning from what was learned in NS to
other Canadian provinces.
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Abstract. Intelligent distribution of electrical power is a key problem
on the Smart Grid. It is known that the introduction of micro-storage
devices, such as electric cars, can lead to benefits for consumers both
in terms of power cost and emissions output. This process requires con-
sumers to be educated on the importance of power storage, and it also
requires the development of intelligent power storage strategies. This
paper introduces a simulation tool that can be used to achieve both of
these goals. In particular, our software allows users to easily define a
Smart Grid topology, and then use a simple scripting language to define
intelligent power storage strategies for simulated consumers. The soft-
ware permits evaluation of different strategies, which can lead to practi-
cal improvements for consumers.

1 Introduction

It is well-known that power storage offers many benefits on the Smart Grid,
including a reduction in greenhouse emissions and a reduction in power cost
for individual consumers [4,5]. We describe Flow, a tool for modelling a power
grid and experimenting with intelligent power storage strategies. In order to
achieve these benefits, we must be able to develop suitable storage algorithms.
We argue that there is value in implementing experimental tools to develop such
algorithms. One advantage of this approach is that we are able to gain a better
understanding of storage strategies, by manipulating the factors that influence
the efficiency of power storage. A second advantage is that an experimental tool
allows us to provide a visual simulation to typical consumers, in order to demon-
strate the practical advantages. This paper is primarily a system description, in
which we introduce new software to address an important problem on the Smart
Grid.

We make several contributions to existing work on intelligent power storage.
First, we provide a practical tool that can be used to experiment with power
storage strategies. Our tool is flexible in that it allows the user to easily specify
grid topologies and also to define new sources of power with different character-
istics. Second, we use a high-level scripting language to specify strategies in a
simple manner. The formalism for specifying strategies is simple enough to be
quickly learned by any user with a basic background in programming.
c© Springer International Publishing AG, part of Springer Nature 2018
E. Bagheri and J. C. K. Cheung (Eds.): Canadian AI 2018, LNAI 10832, pp. 374–380, 2018.
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2 Basic Storage Strategies

The Smart Grid promises to allow users to purchase and trade power flexibly
at different times of the day. This can solve many economic and environmental
problems, because it allows users to avoid demand bottlenecks. For example, on
the current grid, most homes consume energy in the morning and evening. If
we have renewable sources like solar or hydro power, this can be problematic
due to the fact that power production can be exhausted. To make up for this,
sources like coal are used to make up the difference. If we could spread power
usage around the clock more evenly, we could maximize the use of renewables.

This change can even be made at the level of individual power users, provided
that they have access to power storage devices. However. simply having a power
storage device is not sufficient; we need to define and evaluate storage strategies
that will actually be useful. The goal of this paper is to demonstrate how this
can be accomplished.

We define three basic storage strategies that can be used with a storage device.

1. Greedy: Charge our storage device until it is full and then we use it until it
is empty.

2. Local Average Matching: Maintain a consistent level of power usage all
day. Informally, this means charging a little bit and using a little bit at all
times.

3. Scheduled: Explicitly specify the times when a battery will charge or dis-
charge.

If all consumers need power at the same time, it seems unlikely the greedy
strategy will result in any efficiency gains. The utility of the other strategies
depends on the network structure and capacity. Consider the local average
matching strategy, for example. If the total power usage of all users is less than
the renewable power capacity, then this strategy is actually ideal. Scheduling is
particularly useful in the case of solar or wind energy, when we know that certain
times of day will have more power available.

Given the complexity of the problem, it is actually hard to evaluate storage
strategies in the abstract. But if we can not evaluate strategies, how can we
expect users to learn how to use batteries and other storage devices effectively?
To address this problem, we suggest that a simulation tool is useful. We describe
our simulator in the next section.

3 Simulation

Flow is a Smart Grid simulation that allows us to define and manipulate power
storage strategies. The simulation allows the user to create and place different
items in the world. Each item has different properties related to power usage
and power generation. Unless otherwise noted, power usage and consumption
is measured in Kilowatt hours (kWh). The following primitive types of object
are defined. For each object type, we give the name followed by the required
properties for every instance.
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– Appliances
• Name - a string identifier.
• Standby consumption - consumption when not in use.
• Usage consumption - consumption when in use.

– Storage Devices
• Name - a string identifier.
• Transfer capacity - Kilowatts that can be stored/released per minute.
• Storage capacity - Kilowatts that can be stored.
• Storage strategy - Storage pattern being used.

– Power Plants
• Name - a string identifier.
• Emission rate - greenhouse gasses produced in grams per kWh.
• Cost - cost to operate in dollars per kWh.
• Capacity - maximum output at any instant.

In addition to these primitive types objects, the simulation also allows the user
to define buildings, which are really just containers that aggregate a collection
of appliances and storage devices. Internally, one more primitive item type is
required: time spans. A time span specifies a list of time intervals for each day
of the week.

Fig. 1. Flow interface

We briefly walk through the main steps to set up and run a simulation.

1. Open Flow and select File → New from the menu.
2. Create a building.

– Open the World Structures tab, then click the create building button.
3. Give it an appliance.

(a) Select the Building from the World Structures list.
(b) Click the Add Appliance button.
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(c) Follow the dialogues to specify its properties.
4. Create a Power Plant (Follows steps and dialogues, as for buildings).
5. Specify simulation details.

– Specify start time, end time, and frequency of data updates.
6. Run the simulation

This basic process is the same for every simulation. Figure 1 gives an screen
capture of the interface used to create and view a simulation.

Since steps 1–4 are typically repeated several times, Flow also allows the
user to define re-usable templates for commonly used buildings. For example,
the software comes with a pre-defined template for single family homes.

Fig. 2. Price chart

As the simulation runs, there are a variety of visual cues to indicate what is
happening. For example, a power plant that is running will display an animation
whereas an idle power plant will be static. Buildings can have four potential
states: high usage, medium usage, mild usage and low usage. Each of these
states is communicated in the world view by the current colour of window on
a building; dark gray for low usage, yellow for mild usage, orange for medium
usage and red for high usage. Each of these values is relative to the current day
in the simulation.

After the simulation completes, Flow produces summary data that can be
viewed on the Daily Statistics pane:

– The Price Chart displays cost ($/kWh) versus time, to show power costs over
the day. A sample chart is in Fig. 2.

– The Emissions Chart displays emissions (g/kWh) versus time, to show the
greenhouse gasses per kWh over the day.

– The Demand Chart displays demand versus time, to show how needs during
the day. A sample chart is in Fig. 3.
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Fig. 3. Demand chart

4 Simulating Power Storage Strategies

The main goal of the Flow simulation is to allow a user to experiment with
power storage. In principle, there are two approaches to solving this problem.
One approach is to design intelligent storage strategies at the outset, based on
known computing algorithms. The second approach is to use Flow as the basis
for a learning algorithm that discovers optimal storage strategies. In this paper,
we take the former approach as it allows users to experiment and learns about
power storage in a hands-on manner. We leave the latter for future work.

The Flow interface allows the user to select a storage device, and assign it a
storage strategy. The three basic strategies from Sect. 2 are provided by default,
to serve as illustrative examples. All strategies are written in the Lua scripting
language; the scripts themselves are included with the application. LuaJ is the
interpreter that allows Lua scripts to interact with Flow, which is written in
Java.

1. Greedy: A greedy device will charge to maximum capacity when it is empty.
This strategy does not respond to demand prices or peaks.

2. Local Average Matching: Flow calculates the average demand for a given
device during the current day. The strategy will charge whenever demand is
lower than the average and release energy whenever the demand is higher
than the average.

3. Scheduled: Uses a series of time spans when it will charge energy and a
series of time spans when it will release energy.

In addition to these built-in strategies, Flow allows new strategies to be cre-
ated through Lua scripts and stored in the Strategies directory. The application
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will read through all the files in this directory when the Edit Building dialog is
opening. The following a simple storage script:

local minutesOfDay = 1439;
for minute = 0, minutesOfDay do
local transferAmount = 0;
-- (transferAmount Calculated Here)
newStorageProfile:add(transferAmount)
end

This script is read as follows. If the variable minute is equal to 30 and the trans-
ferAmount has been calculated as −5000, then the storage device will release
5000 W of energy at the 30th min of the next day.

5 Discussion

5.1 Related Work

The benefits of power storage have been demonstrated in the work of others
[3–5]. The challenge now is how we can get individual consumers to actually
use storage devices effectively. Our software is a step in that direction. The
most closely related work to our own is the development of the Power Storage
Simulator (PSS) [1]. However, our focus here is different. The PSS is focused not
only on strategy, but also in demonstrating the utility of formal ontologies like
OWL [2]. While PSS provides a flexible model of the Smart Grid, it is very hard
to introduce new storage strategies. By contrast, the approach taken here is to
start with a simple scripting system for new storage strategies that allows users
to flexibly introduce new approaches.

5.2 Conclusion

In this paper, we have introduced Flow, a flexible tool for experimenting with
power storage strategies. We have primarily introduced the major features, and
we have left practical evaluation for future work. This is a system description,
introducing a new tool that gives users a chance to experiment with power
storage and learn about the benefits in a hands-on manner.

There are several features that could be added to improve the simulation.
One natural addition would be the introduction of new energy sources, such
as wind and solar. These sources produce power with few emissions, but suffer
from unreliable production levels. In order to accurately model these sources,
our simulation would also need to incorporate notions of weather and daylight.
We are currently looking at this extension.
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Abstract. Research into self-driving cars has grown enormously in the
last decade primarily due to the advances in the fields of machine intelli-
gence and image processing. An under-appreciated aspect of self-driving
cars is actively avoiding high traffic zones, low visibility zones, and routes
with rough weather conditions by learning different conditions and mak-
ing decisions based on trained experiences. This paper addresses this
challenge by introducing a novel hierarchical structure for dynamic path
planning and experiential learning for vehicles. A multistage system is
proposed for detecting and compensating for weather, lighting, and traf-
fic conditions as well as a novel adaptive path planning algorithm named
Checked State A3C. This algorithm improves upon the existing A3C
Reinforcement Learning (RL) algorithm by adding state memory which
provides the ability to learn an adaptive model of the best decisions to
take from experience.

Keywords: Autonomous cars · Path planning · Obstacle avoidance
Reinforcement learning · Weather estimation · Machine learning

1 Introduction

Building Autonomous Driving Systems (ADS) is a major goal of artificial
intelligence research. The standard approach breaks this problem into six levels
defined by SAE International [2] ranging from no automation (level 0) up to full
automation (level 5). Path planning could be used for routing a self-driving car
which needs to be undertaken given the coordinates of its starting and ending
points. However in practice, this routing needs to be dynamic in a self-driving car
with changes necessitated for obstacle, road blockage, bad lighting, bumpy roads,
etc. Under harsh weather, darkness, or heavy traffic, the car might face difficulty
in obstacle detection or even path traversal. The goal of this work is to fill a gap
in the literature for enabling a self-driving car to find the most appropriate
path between given starting and ending points not merely in terms of shortest
path but in terms of different weather, lighting, and traffic jam conditions and
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considering the abilities and strengths of the driver under those conditions, be
it human or automated.

A complete system for a fully autonomous vehicle capable of mapping and
localization and low-level navigation planning was proposed in [7]. The key chal-
lenges resolved in such complex systems include navigating narrow roads, cross
walks, and traffic light recognition and following. However, these systems do not
include high-level path planning to dynamically consider the complete alternate
routes to the goal points. Our proposed system using Deep Reinforcement Learn-
ing (RL) can handle road condition changes dynamically since during training,
the assessment of conditions and planning are integrated into a single model
learned. This adaptability would be very expensive to obtain in a classical path
planning system using shortest path algorithms such as the Dijkstra algorithm.

The proposed system is composed of a (low-level) image condition and obsta-
cle detection module and a (high-level) path planning module. An input image
frame is fed to the low-level module which estimates and outputs the amounts
(factors) of luminance, haze, rain, and obstacles, namely pedestrians and cars,
present in the image. This module also enhances images to normal conditions
when necessary. The high-level module applies a Deep RL algorithm to the low-
level outputs in order to decide for the best possible path the self-driving car
should traverse between starting and ending points. In the rest of this paper,
the proposed system is explained and then verified by the experiments.

2 Image Condition and Obstacle Detection

The low-level module estimates four road condition factors directly from images:
luminance, haze, rain, and obstacles as well as enhancing images if neces-
sary (luminance enhancement for night scenes and haze removal for foggy or
snowy conditions). These four factors are mapped to integer levels ranging from
1 (for bright, not hazy, not rainy, no obstacles) to 5 (too dark, too hazy, too
rainy, too many obstacles) which are then fed to path planning module (see
Fig. 1). The obstacle factor ranges are: 1: no obstacle, 2: 1–2 obstacles, 3: 3–5
obstacles, 4: 6–8 obstacles and 5: 9 obstacles or more.

Luminance: The image color model is changed from RGB (Red, Green, Blue)
(if gray-scale, taking intensity for all channels) to HSL (Hue, Saturation,
Luminance) to extract luminance of each pixel i. The luminance factor is
obtained by quantizing the average luminance of N -pixel image. If luminance
is less than a threshold τ1 (is dark), the luminance of all pixels are increased.

Haze: Histograms of intensities for different patches of a hazy image, which were
empirically observed to have similar patterns, are found and after threshold-
ing, a 256 × 1 feature vector is used for feeding to Fisher Linear Discrim-
inant Analysis (LDA) with classes hazy and normal. By voting among the
recognized patches of an image, haze factor is the number of hazy patches
normalized by the total number of patches. The dark channel prior method
for haze removal [3] is used if the haze factor reaches a threshold τ2 (is hazy).
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Rain: We consider both rain and snow streaks similarly as in literature [1].
These are mostly vertical even in strong winds and thus are captured well
by a 3 × 3 vertical Sobel kernel. The Local Binary Pattern (LBP) method
is used to extract texture features on patches of image, which then have
Principal Component Analysis (PCA) applied for feature extraction. Fisher
LDA is then used for classification on the resulting features and voting among
recognized patches of an image determines the rain factor.

Obstacles: Obstacle detection is done in images having pedestrians and cars
using the Single Shot Detector (SSD) approach [5]. SSD is a Deep Learning
object detection approach in which the input image is fed into a set of con-
volutional layers which yields feature maps of varying scales. SSD consists
of default bounding boxes and these bounding boxes are evaluated using a
3 × 3 convolutional filter which is placed at the end of the main convolution
chain. For each of these boxes, a prediction on the bounding box and the
class probability is made and the Intersection over Union (IoU) is applied
on the ground truth labels and the predicted labels. The box which has an
IoU greater than 0.5 is chosen and the rest ignored. The Tensorflow Object
Detection API [4] was used to perform the SSD-based object detection and
their base checkpoints were trained for further 7000 steps using the images
manually labelled by LabelImg tool [11].

3 Path Planning

For the high-level task of deciding which paths to take we now introduce
Checked State A3C (CS-A3C), a Deep RL algorithm (see Algorithm 1)
which is a modification of Asynchronous Advantage Actor-Critic (A3C),
a state-of-the-art policy gradient method [8]. We use a global network of work-
ers, which is composed of convolutional layers and a Long-Short-Term-Memory
(LSTM) layer. The function of the convolutional layers is to process spatial
dependencies and the work of the LSTM layer is to process the temporal depen-
dencies between the different input images.

Fig. 1. Low-level processing: image condition and obstacle detection module.



384 S. Ganapathi Subramanian et al.

Algorithm 1. Checked state A3C
1: Initialize thread step counter t ← 1
2: while T > Tmax do
3: Reset Gradients: dθ ← 0 and dθv ← 0
4: Synchronize thread- specific parameters: dθ′ = θ and dθ′

v = θv
5: tstart = t
6: Get state st and check if it is a checked state s*
7: while terminal st or t − tstart == tmax do
8: Perform at according to policy π(at|st; θ′)
9: Receive reward rt and new state st + 1.
10: Discount factor : γ = 0.9 for s* and 0.1 for s != s*
11: Propagate the rewards until the nearest s*.
12: Apply learning rate αt = 1 for s = s* and αt = 0.0001 for s != s*
13: t ← t+1
14: T ← T+1
15: R = 0 for terminal st
16: R = V (st, θ′

v) for non-terminal st
17: for i ∈ t − 1, . . . , tstart do
18: R ← ri + γR
19: Accumulate Gardients w.r.t. θ and θv
20: Perform asynchronous update of θ and of θv

A Deep Q Network (DQN) network represents the action policy as defined in
[9] with 7 worker agents used. For simplicity we assume here the car cannot move
in the reverse direction. A discounted reward model is used with the rewards in
the range [−1, 1]. The reward function assigns +1 for reaching the goal point,
for each factor from the low-level module the rewards are normalized to the
range [−0.5,+0.5] using its factor, +0.1 for reduction in euclidean distance to
the goal point and −0.2 for any increase in distance. We make three important
changes to the A3C algorithm from [8]: (I) Checked states: Some states are
more important to learn about than others. When the car chooses a path at a
road intersection, the resulting state (travelling until the next intersection) needs
to be updated with rewards from subsequent, more minor states resulting from
driving and lane keeping actions. We call this a checked state and weight it
more strongly in reward propagation. (II) Selective Learning: The discount
factor (gamma) is different for checked (0.9) and non-checked states (0.1) making
learning selective. (III) Pseudo states: All states apart from the checked state
are pseudo states as the action is completely deterministic.

4 Experimental Results

Results of Low-Level Module: Figure 2 includes several results of the low-
level module. Figures 2a and b respectively have luminance factors of 2 and 4
(dark). The result of luminance enhancement for Fig. 2c is shown in Fig. 2e. The
dehazing result of Fig. 2d having haze factor of 5 (too hazy) is in Fig. 2e. The
rain factor of Fig. 2f is 5 (too rainy) and the obstacle factors of Fig. 2g, h, i, and j
are 2, 3, 4, and 5 (too crowded) respectively. The curve of training loss of object
detection versus training steps is shown in Fig. 3a.

Overall Results and Comparison: In this work, the Oxford robocar dataset
[6] is used for experiments. Linear recurrence random goal points [10] are selected
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Fig. 2. Several results of image condition and obstacle detection.

Fig. 3. Overall results: (a) training loss of object detection vs. training steps, (b)
accumulation of rewards vs. training time, (c) comparison to the Dijkstra.

on the Oxford area for the training and results are reported for about 72 h of
training (Fig. 3b). A car was made to virtually traverse the domain from a given
starting point. Camera images are loaded from the dataset based on the spatial
location of the vehicle. The CNNs, along with the output from the low-level
layer, process the next free location in the image where the car can move to.
Once this is done, the corresponding image is loaded from the dataset. This
continues until the car reaches the goal point. For training CS-A3C, the rewards
are increasing over a period of time which implies that the agent is doing better
with time (Fig. 3b).

For comparison, a weighted graph is made by averaging the low-level fac-
tors for each image in every edge in the map. The Dijkstra algorithm is run on
this weighted graph using 15 different goal points set at equal distance intervals
from a fixed starting point. Distance intervals are about 100 m, ranging from 0
to 5000 m. The car is made to virtually traverse the given path in simulation
and the average time taken is compared to the path returned by CS-A3C after
training times of 12, 24, 36, 48, 60, and 72 h. Figure 3c shows that average time
taken by Dijkstra to reach the goal point is less than CS-A3C trained for 12, 24,
36, and 48 h. However, CS-A3C performs better after 60 h. This also corresponds
well with the graph seen in Fig. 3b where the accumulation of rewards drastically
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increases at about 60 h of training. The training of CS-A3C is stopped within
72 h as at this stage it comfortably beats Dijkstra. The CS-A3C algorithm tunes
the weights of the different factors that determine the edge weights of the graph
at training time, based on the time to goal point and the learned policy differ-
entiates the edges based on experience. The Dijkstra algorithm, on the other
hand, considers only an average edge weight. Thus, CS-A3C ultimately beats
the Dijkstra algorithm after sufficient training in terms of time taken to reach
the goal point.

5 Conclusion

The new CS-A3C algorithm is a highly efficient hierarchical path planning sys-
tem with clear advantages over the traditional Dijkstra approach: (I) Our system
requires a map only in the training phase and not at test time while Dijkstra
needs a new map for every attempt. (II) If the conditions (luminance, weather,
and traffic) of the road change during path traversal Dijkstra needs to be run
again on a new graph. In contrast, our system needs to be trained only once
using a variety of conditions to learn a robust path planning model that applies
under many changes in conditions.
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Rule Mining and Prediction Using the Flek
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Abstract. One of the exciting areas in data science is the development of new
machine learning engines to do data mining, analytics and prediction. In this
paper, we introduce the “Flek Machine” – an innovative AI engine that learns a
Bayes Net model from binary data.
FlekML, the core machine learning engine inside, builds a rich model that can

be manipulated by the Toolkit to do rule mining, discover associations and
association maps as well as make predictions. The Flek Machine enables binary,
multi-class and multi-label classifications all on the fly and over the same built
model. This tool has several use cases such as customer behaviour analysis,
predicting equipment failure in IoT, or detecting drug combinations that produce
side effects.

Keywords: Machine learning � Bayesian Networks � Data mining
Association � Rule mining � Prediction

1 Introduction

Typically when you think of machine learning you think of an algorithm that runs over
available data. This works fine when the analytics needs are ad-hoc or narrow in scope.
However, organizations today are data-driven and their competitive edge is tied to the
insights they gain from collected data. As a result, they require intelligent tools to
model, discover, understand, analyze as well as make predictions all in an integrated
framework.

To address this challenge, the Flek Machine offers a new approach to data mining.
On one hand, Flek utilizes a supervised machine learning engine based on AI tech-
niques to build a Bayes Net model that can generate statistics, association rules and
association maps. On the other hand, Flek offers a flexible programming Toolkit based
on a concise API that allows data scientists to interact with the model at a higher level
of abstraction.

Together, the ML engine and the Toolkit can be thought of as a specialized SDK
for learning and then manipulating a Bayes Nets model. To use the SDK for example,
data scientists can first build the model in memory then query and retrieve results in the
form of “IF THEN” rules that can be sorted by their confidence values. Later, they can
make predictions and perform “WHAT IF” analysis using the same learned model.
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2 Product Architecture

The Flek Machine is founded on a multi-layered design that integrates more than one
module into a uniform architecture. The product is composed of two main components:

1. FlekML – the core supervised machine learning engine and store
2. Toolkit – a library of APIs, algorithms and utilities for interacting with the model

The figure below depicts the various components in the Flek Machine and the
central role FlekML plays in the overall architecture (Fig. 1).

3 Data Mining Pipeline

Flek provides an integrated framework to perform machine learning and data mining.
To achieve its goal, it divides the pipeline into 6 simple stages. The first two stages
prepare the raw data and transform it into a binary format that is used by FlekML.

The remaining four stages, as depicted in the diagram below, constitute the core
activities performed by the Flek Machine: build the model, query for information,
analyze results and make predictions (Fig. 2).

What makes Flek unique is that the entire process combines machine learning, rule
mining, and classification activities all into one pipeline. To use Flek, data scientists
typically perform two main activities:

1. Build and store the Bayes Net model in memory

Fig. 1. Flek machine architecture

Rule Mining and Prediction Using the Flek Machine 389



2. Write programs that interact with the model at a higher level of abstraction which
includes such tasks as:

• Querying the nuggets stored inside the Bayes Net model.
• Searching, sorting, filtering and making computations on the retrieved objects

for further mining and analytics.
• Doing predictions, generating scores and testing accuracy using various metrics

Moreover, data scientists can peek into each of the generated prediction scores and
examine the rational as well as the rule used during the classification process.

4 Concise API and Simple Programming Model

The key programming abstraction in Flek is the Nuggets, which are computed by the
ML engine and saved as objects in the store. These objects are later retrieved, mined
and manipulated through a Python based API.

We show below two sample programs that only scratch the surface of how Flek can
be used. Note that we omitted module imports for brevity. The two code snippets
concern an online magazine that collects information about its subscribers such as their
profiles and interests and then analyzes their preferences.

4.1 Rule Mining Code Snippet

The following Python code snippet summarizes how data scientists build the Bayes Net
model, query for rules and then sort them in descending order.

Fig. 2. Flek machine pipeline
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After only 4 lines of code, we have a fully functional model sitting in memory and
ready to be queried and discovered. In the above, the programmer retrieves all rules of
the form: IF “interest” THEN SPORTS – “interest” being all possible values other than
SPORTS. Having the rules in a list, the programmer then sorts the list by confidence
and takes the one with highest value (first item).

4.2 Prediction Code Sample

The following code sample illustrates how a prediction application is composed. First
the data is read from a file and split into a training and testing datasets. Then the
training set is used to build the model and the test set is used to perform the actual
prediction. Last the results of the prediction process are checked by printing the con-
fusion matrix and a short summary. All these tasks are done in an easy to understand
and concise Python code.

5 Why Bayes Net and Why Python

Today, analytics is the word du jour and machine learning is the established technique
for performing such an activity. However, given the growing volumes of available data
and the requirements for intelligent analysis, data scientists are looking for new tools to
tackle the challenges they face. Essentially, tools that can go beyond applying algo-
rithms to data and into the space of building models that capture the complex asso-
ciations found in reality.

Invented by Judea Pearl in the 1980s atUCLA,BayesianNetworks are amathematical
formalism for simultaneously representing a multitude of probabilistic relationships
between variables in a system. Whereas traditional statistical models are mathematical
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functions in nature, Bayesian Networks do not distinguish between independent and
dependent variables. Rather, a Bayesian Network approximates the entire joint proba-
bility distribution of the system it models. This unique characteristic makes Bayesian
Networks a powerful tool for modeling complex and highly dimensional problems,
ranging from bioinformatics to marketing science [1].

With this in mind, we started developing Flek based on an attuned form of
Bayesian Networks we call Bayes Nets. Our Bayes Net encapsulates complex asso-
ciation patterns [2] found in binary data and provides a rich model that can be applied
in a variety of analytics situations. In addition, we found the works of Ray Solomonoff
on algorithmic probability [3] inspiring and the Frequentist approach to probabilistic
prediction very useful.

On a different note, the Python programming language [4], invented by Guido Van
Rossumnd and first released in 1991, was a natural choice for developing Flek.
Choosing Python for software development was based on a simple fact – Python is the
de facto standard for machine learning and it is popular amongst data scientists. As an
added bonus, the language is both compact and lucid which makes it an effective
environment for expressing complex operations and algorithms in an elegant API.

6 Discussion and Further Work

At its core, Flek Machine, is a dedicated machine learning engine that builds and stores
in memory a Bayes Net model. It includes a library of APIs, algorithms and utilities for
interacting with a learned model.

While Flek can only process binary input, i.e. categorical and discretized data, its
paradigm is powerful enough to express several applications that pose challenges for
existing machine learning techniques. In particular, those are iterative and interactive
applications which manipulate a model or perform computations at a higher level of
abstractions. Moreover, we believe that the two main ideas behind Flek, i.e. Associ-
ations and Bayes Nets, encapsulates enough information to build a complex model that
can be used to do rule mining, generate association maps and make predictions with
traceable rational and interpretable results.

To further enhance our product, we plan to focus on four areas:

• Optimize the one pass algorithm that was developed to generate the Bayes Net
model which is in and by itself a unique innovation in the field.

• Enhance object store and retrieval.
• Improve error handling.
• Provide new higher-level abstractions for filtering objects retrieved from the store.
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