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Abstract This chapter presents a novel approach to recognize fourteen gestures
which would help us recognize muscle and joint pains in human body. The subject
is acknowledged in a twenty joint skeletal form with the help of Microsoft’s Kinect.
In order to extract features from the subject, those twenty body joints are worked on
and ten features in the form of distances and angles are calculated. For recognizing
unknown sample gestures, a neural network with Levenberg-Marquardt learning rule
has been used. The explainedmethodology provides an accuracy of 88.19%,which is
relatively higher than other algorithms previously used in elderly healthcare domain.
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1 Introduction

Gesture is always more effective way to convey ideas across human-to-human and
human-to-computer when verbal language is absent [1]. People use gestures even
while speaking. Conventionally humans and machines communicate using standard
keys/buttons provided for users to input like in case of keyboards, mouse, joystick,
etc. [1]. But these modes of inputs are inefficient and do not serve the purpose in case
of people with disability. In such cases, identifying these gestures can be employed
as inputs to the machines for better human-computer interaction.
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Currently we have the technology to capture a human body in 3-D space. This
can be done with the help of different human motion sensing devices. One example
of this kind of device is the Microsoft’s Kinect sensor [2–4]. Complex body gestures
related to different physical disorders, can be successfully identified using theKinect.
This device uses the inbuilt RGB camera and 3D depth sensor to map the human
body to its skeletal form. Due to the low cost, this device is used widely in many
application areas.

The body gestures taken into account for this chapter are the symptoms due to
the physical disorders for muscle and joint pains shown by elderly persons. General
causes of these disabilities may be from injury, fatigue, and aging. These disorders
go to advanced stage due to negligence, bad habits and aging of the disabled persons.
So the explained home monitoring system can be utilized as an alternative for the
troublesome process of visiting hospitals on a frequent basis [1].

There are various research proposed previously for the purpose of gesture recog-
nition in elderly healthcare domain, where Microsoft Kinect Sensor is used for gath-
ering the gesture related information. Desk jobs demands long working hours in the
same sitting posture, this results in deterioration in the functioning of tendons and
joints of the personsworking. In [5], the authors have touched upon a techniquewhich
will help in recognizing the symptoms of physical disorders at an early stage. Recog-
nising these symptoms involves principal component analysing for linear dimension-
ality reduction and fuzzy c-means algorithm. Another work in [6] describes similar
type of work for young person by calculating Euclidean distances from each frame
and ReliefF algorithm is used to remove space complexity. The classification is done
using fuzzy k-nearest neighbour classifier. Parajuli et al. has put forth a method for
monitoring senior health using Kinect sensor [7]. The authors have approximated
the gestures when elders are likely to fall by measuring gait. The recognition stage
takes the help of support vector machine. In the current social model where a couple
are both out working elderly healthcare is a major concern. To detect the fall of an
elder, ensemble decision tree is being used along with the Kinect sensor in [8]. Yu
et al. has presented an interesting approach to analyze children tantrum behaviour
[9]. The paper exploits medical knowledge and questionnaire based attitude inves-
tigation. For dimensionality reduction, principal component analysis is applied and
Euclidean distance is employed to estimate the proximity between behaviours like
push, shout and attack. Finally k-means clustering is implemented.

In this chapter, we have explained how a real-time home-monitoring system can
be build which is useful in alarming the subjects in case themuscle and joint pains are
noticed using Kinect. Generally, the majority of daily life activities are performed by
elder personswhile sitting on a chair. Thus, fourteen distinct body gestures associated
with muscle and joint pains are taken into account while the subject is sitting on a
chair.After gathering the gestures of the subjects in the formof joint coordinates using
Kinect sensor, those are being worked upon to extract ten features from each gesture.
Next, the classification is carried out using Levenberg-Marquardt optimization based
neural network. In this process, assistance canbeprovided to elderly people from their
homes itself by monitoring their day-to-day activities. Whenever the system detects
any physical disorders by examining the gestural features, an alarm is generated and
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Fig. 1 Kinect sensor

the subject is recommended to do specific exercises based on the recognized disorder.
But if the same disorder occurs persistently in a specific subject for a long time, the
subject is advised to consult with the doctors.

In Sect. 2, a brief introduction to some preliminary ideas is provided. Sections 3
and 4 elaborates about the proposed work and experimental results respectively.
Section 5 concludes the chapter following with Matlab codes in Sect. 6.

2 Preliminary Knowledge

In this section, a brief introduction to Kinect sensor, physical disorders and neural
network are given.

2.1 Microsoft’s Kinect Sensor

Kinect is manufactured by Microsoft mainly for real-time gaming purposes [2–4].
But this sensor has tremendous scope for home monitoring. It looks like a webcam
with one RGB camera, one IR (infra-red) emitter and one IR receiver (Fig. 1). Based
on the data captured, x, y and depth co-ordinates are measured using RGB camera
IR camera respectively (Fig. 2). Based on these two information, human body is
skeletonised into twenty 3D body joints (Fig. 3). This device can record data within
a distance of 1.2–3.5 m [10, 11]. The Kinect sensor can work twenty four hours in
a day and in almost all lighting conditions (except for fluorescent light). Also the
subject’s dress does not affect the recognition process (until he/she is wearing fully
black dress).
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Fig. 2 RGB image with its corresponding body joints as recognized using Kinect sensor

Fig. 3 Twenty body joints
as captured using Kinect
sensor
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2.2 Considered Muscle and Joint Pains

Though the definition of old age cannot be governed by any hard boundary, but
after consulting with eminent doctors, the subjects with more than 40 years age
are considered as elderly people. From this age, they tend to show some symptoms
related tomuscle and joint pains. If the disorders can be taken care of at an early stage,
the disorders cannot go to an advanced stage. For this chapter, fourteen gestures are
taken into account while the subject is sitting. The descriptions about the disorders
are given in Table 1.

2.3 Neural Network with Levenberg-Marquardt Optimization

The current chapter briefly discusses the feed forward neural network.A feed forward
neural network is made up of three layers namely an input layer, few hidden layers
and an output layer, and a weighted sum of input flows in forward one direction
only (Fig. 4) [1]. Although a number of hidden layers can be used, one hidden layer
with several neurons can fit any input-output mapping [1]. If satisfactory results
are not obtained, the number of neurons present in the hidden layer may change.
Best output from this method is obtained when ten neurons in one hidden layer is
utilised. A mapping between input domain with output domain is attained using
a random combination of weights which is used so that error between target and
output is reduced. Back-propagation algorithm is another model where the weight
adaption happens from the last to first layer (Fig. 5) [1]. Among different weight
adaptation techniques for implementing back propagation algorithm, Levenberg-Ma
rquardt optimization (LM-NN) [12, 13] has been considered as it excels in gradient
descent search and conjugate gradient (or quadratic approximation) methods for
medium-sized problems.

The drawback of gradient descent learning [13] is that it converges very slowly.
This is because it does not take fixed size step towards negative gradient of the error
function, but it adopts minute step size which is roughly fixed times the negative
gradient.

wi+1 � wi − η ∇ E (w) (1)

The result of this is fast convergence in sharp neighbourhood (large gradient) and
dim motion in valley neighbourhood (small gradient) on the error surface (Fig. 6).
The optimization technique can be speeded up by using the curvature information.
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Table 1 The addressed fourteen gestures related to elderly healthcare

Disorder 
name 

Skeleton

Description RGB image Skeletal image
Pain at left 

side
Pain at right 

side
Pain at left 

side
Pain at right 

side

Lumbar 
spondylosis 

The inconvenience to 
joint is caused due to 
degenerative altera-
tion to the lumbar 
spine. The subject 
suffers from pain in 
the lower back posi-
tion. The subject 
massages the lower 
back by her left hand 
in response to the 
pain

Tennis 
elbow 

Tennis elbow is a 
condition which 
affects the tendon 
and causes pain over 
the lateral aspect of 
the elbow due to 
strain of the tedious 
origin 

Plantar 
fasciitis

The person experi-
ences pain in ankle 
due to strain of the 
plantar fascia as seen 
in the image beside

Osteo-
arthritis 

knee 

Joint problem at 
knee, happens due to 
negative implications 
resulting in pain and 
stiffness of the joint

(continued)
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Table 1 (continued)

Cerviacal 
spondylosis 

Negative changes in 
the cervical spine 
leads to the disorder. 
The patient gets 
relief from the pain 
by holding their neck 
and tilting it

Osteo-
arthritis 

hand 

The degenerative 
change of the joints 
at palm and fingers, 
leading to pain and 
stiffness in the hand. 
To relieve the pain, 
patient normally 
massages the painful 
joints in hand with 
the other arm

Frozen 
shoulder 

Degenerative chang-
es in the shoulder 
resulting in pain and 
stiffness leads to the 
disorder

Both the gradient and curvature can be obtained from the second order information
but it is costly for reckoning. Hence, most of the techniques rely on approximating
the gradient by first order derivative and the curvature by function evaluation.

The error surface is described by mean squared error function in (2) where the
mean is done over the input and output pairs.

E (w) � 〈
( f (x ;w) − y)2

〉
(2)

where x is the input vector to the neural net,

w is the weight matrix of the interconnections,
f (.) gives the output vector from the neural net,
y is the target vector for the neural net, and
E(.) is the error which is a function of weights throughout the training phase.
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When E is a quadratic expression, f (.) is a linear model from which the minima
can be directly evaluated without exploring themost exorbitant descent search. Thus,
estimating f (.) as linear, the weight adjustment rule can be a little modified where d
is a derivative and H is an estimate of Hessian matrix [13] obtained by taking mean
of the first order derivative.
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wi+1 � wi − H−1d (3)

However, it may not be correct to treat E as a q all along the error surface except
near the minima. So, Levenberg merged the two algorithms where at first the mini-
mum is loosely acquired by using the gradient descent learning and then the quadratic
approximation is applied to fine-tune the previous result. Here,weights and all param-
eters are arbitrarily initialized, and the output and respective error are evaluated. The
Levenberg proposed optimization rule (4) is then applied. An enhancement in the
error implies the quadratic approximation is running out and so λ is increased to
implement gradient descent. Similarly, when a reduction in error means minimum is
nearby and so, λ is decreased. The weight adaptation continues to iterate until error
is within a dictated limit.

wi+1 � wi − (H + λ I )−1 d (4)

Marquadt noted that gradient descent search [13] dominates when λ is large. So,
the original Levenberg equation was changed to yield the concluding Levenberg-
Marquardt rule (5) where instead of the identity matrix the diagonal of the approxi-
mated Hessian matrix is used.

wi+1 � wi − (H + λ diag [H ])−1 d (5)

3 Proposed Work

The block diagram of the elderly healthcare related gesture recognition scheme is
shown in Fig. 7. Let, G (=14) be the total number of physical disorders considered
here. For recognition of an unknown gesture u, a training dataset is constructed by
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taking gestural data from K different subjects of a specific disorder g, where g ∈[1,
G]. For each kth gesture for k ∈[1, K], F number of total features (α) are extracted.
The meaning of f th feature for f ∈[1, F] is given in Fig. 8, 9. As the Kinect sensor
is able to capture the human body using twenty 3D joint co-ordinates, using this as
the raw information, features are mined which can be used to distinguish between
a normal gesture and a gesture revealing physical disorder. To construct the feature
vector, ten features are extracted as given in Fig. 8, where α can beD and A implying
denotes Euclidean distance and angle features respectively (Fig. 9). The meanings of
the joint names are already provided in Fig. 3. Hence, a 1×F (=10) feature vector
is prepared for every frame captured using Kinect sensor.
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Fig. 9 Features extracted: (a) distance and (b) angle

Table 2 Preparation of training dataset

Dataset number No. of subjects
(male)

No. of subjects
(female)

Age group

Training dataset 1 14 16 21±3 years

2 18 12 27±2 years

3 22 8 33±4 years

Testing dataset 37 43 27±6 years

Figure 7 also pictorially depicts the philosophy of identifying an unknown ges-
ture, which is passed through the feature extraction step. The testing gesture is then
recognized with the help of neural network, already explained in Sect. 2.3.

4 Experimental Results

Three datasets have been prepared for this work, with thirty subjects (K =30) in each
dataset as provided in Table 2. The feature vector corresponding to a gesture of every
particular disease is enlisted in each of the columns of Table 5.1. The numbering of
the gestures in Table 5.1 is same as that in Fig. 5.1. Table 3.

https://doi.org/10.1007/978-3-319-89629-8_5
https://doi.org/10.1007/978-3-319-89629-8_5
https://doi.org/10.1007/978-3-319-89629-8_5
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Table 3 Sample feature vectors from training dataset 1

Features

α1
g,21 α2

g,21 α3
g,21 α4

g,21 α5
g,21 α6

g,21 α7
g,21 α8

g,21 α9
g,21 α10

g,21

For
g=1

0.39 0.52 0.24 133.92 65.51 127.99 127.80 141.27 133.46 143.68

For
g=3

0.29 0.32 0.23 143.80 57.61 127.70 126.16 136.52 136.46 134.10

For
g=5

0.43 0.48 0.30 87.01 139.51 124.71 104.22 164.35 104.17 109.46

For
g=7

0.2353 0.32 0.32 144.34 118.86 108.16 121.66 162.17 107.22 104.85

For
g=9

0.53 0.38 0.27 135.06 27.61 129.03 126.68 129.19 123.09 126.48

For
g=11

0.05 0.40 0.27 80.41 81.59 117.96 118.59 129.46 142.48 132.70

For
g=13

0.34 0.30 0.27 91.19 119.55 126.99 123.65 134.46 127.42 129.33

The explained work is compared with four other well-known techniques for
the performance analysis. The other existing algorithms are ensemble decision tree
(EDT) [8], type-1 fuzzy classifier (T1FS) [14], support vector machine (SVM) [7]
and k-nearest neighbour (kNN) [15]. EDT classifier is based on adaptive boosting
principle by takingmaximum iterations as 100. T1FS algorithmmeasures the support
of the feature vector based on Gaussian membership curves. SVM algorithm uses a
radial basis function kernel whose kernel parameter has a value 1 and the cost value
of 100 is tuned in the classifier. For kNN, the value of k is taken as 5 and Euclidean
distance based similarity measure with majority voting determines the class of the
unknown gesture.

All the stated algorithms aremulticlass in nature except for SVM,which is innately
binary. The performance analysis is carried out based on positive predicted value
(PPV), negative predicted value (NPV), sensitivity, specificity, accuracy, average
error rate (AER) and F1 score (F1 S) as given in (6–12). Here, TP, TN , FP and FN
stand for true positive, true negative, false positive and false negative respectively.
The comparison for each training dataset for all the performance metrics are given in
Figs. 10, 11, 12 From the three figures, it is evident that LMA-NN is the best choice
for physical disorder recognition for elderly healthcare.

PPV � T P

T P + FP
(6)

NPV � T N

T N + FN
(7)

Sensitivity � T P

T P + FN
(8)
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Fig. 12 Comparison of five algorithms for elderly healthcare for training dataset 3

Specificity � T N

T N + FP
(9)

Accuracy � T P + T N

T P + T N + FP + FN
(10)

AER � FP + FN

T P + T N + FP + FN
(11)

F1 S � 2 × Precision × Recall

Precision + Recall
(12)

To statistically validate thework using neural network for elderly healthcare, three
tests are considered. The first one is McNemar’s Test. Here, P and Q are the two
competitor algorithms with same training dataset. Again, let n01 is the number of
cases wrongly classified by P but not by Q, and n10 is the number of cases wrongly
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Table 4 Performance analysis using McNemar’s test
Algorithm=Q Algorithm P=LMA-NN

Dataset 1 Dataset 2 Dataset 3

n01 n10 Z Comment n01 n10 Z Comment n01 n10 Z Comment

EDT 314 417 14.23 Reject 421 416 0.01 Accept 471 401 5.45 Reject

T1FS 583 374 45.20 Reject 293 399 15.93 Reject 225 411 53.81 Reject

SVM 513 398 14.26 Reject 351 425 6.86 Reject 297 378 9.48 Reject

kNN 294 408 18.18 Reject 352 427 7.02 Reject 274 380 16.85 Reject

Table 5 Performance analysis using Friedman and Iman-Davenport tests

Algorithms Dataset 1 Dataset 2 Dataset 3 Ra Friedman
Test

χ2 Comment

LMA-NN 1 2 1 1.33 9.71 Reject

EDT 2 1 2 1.33

T1FS 4 4 3 3.67

SVM 3 3 4 3.33

kNN 5 5 5 5.00

classified by Q but not by P. So according to the null hypothesis considering both
classifiers have the same error rate, the McNemar’s statistic Z obeys a χ2 with 1
degree of freedom [16].

Z � (|n01 −n10| − 1)2

n01 + n10
(13)

FromTable 4, it can be observed that the null hypothesis is rejectedwhereZ>3.84,
as 3.84 is the threshold value of the chi square distribution at probability of 0.05.

The next statistical analysis is carried out using Friedman Test. Here, let rba is the
ranking of the Accuracy obtained by the ath algorithm (1≤a≤A) for the bth dataset
(1≤b≤B). The best and worst of all classifiers is given ranks of 1 and B respectively.
Table 5 gives the idea about Friedman rankings [17].

Ra � 1

B

B∑

b�1

rba (14)

χ2 � 12B

A(A + 1)

[
A∑

a�1

R2
a − A(A + 1)2

4

]

(15)

For the current work, B=3 and A=5. In Table 5, the null hypothesis is rejected,
as χ2

F � 9.71 is greater than the threshold value (i.e., 9.49) of the χ2 distribution for
A −1=4 degrees of freedom at probability of 0.05 [18].
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The last analysis is using Iman-Davenport Statistical Test. It is based on F distri-
bution with (A−1) and (A−1)× (B−1) degrees of freedom [17].

F � (B − 1) × χ2

B × (A − 1) − χ2
(16)

It is evident that the null hypothesis is rejected, as F =8.50 is greater than the
critical value (i.e., 5.05) of the F distribution for A −1=4 and (A−1)× (B−1)=8
degrees of freedom at probability of 0.05 [18].

5 Conclusion and Future Work

The elderly healthcare system for homemonitoring is quite a novel and user-friendly
method of recognizing physical disorders related to joint andmuscle pains. The work
is carried out after consulting with several doctors for preparation of the datasets.
There is a closed loop between the subject and theKinect sensor interfacing computer.
Whenever any ambiguity is detected in the normal day-to-day life of the subject,
alarm is generated. If that physical disorder is continued for several hours in a day,
specific exercise videos are shown to the subjects.

Though the work is mainly demonstrated for elderly people, but it is equally
important for young individuals working in multi-national companies. Due to the
sedentary working environments in the offices, certain muscle and joint fatigues are
developed in the employees. If early detection of those physical disorders can be
done, then it will be beneficial for the employees and in turn total company health
will be improved. As Kinect sensor only detects the skeleton of the subject, thus
privacies of the subjects are persevered. The work can be utilised for other areas, like
e-learning of several dances and sign languages and also training in several sports.

Kinect sensor does not require refresh time and can run throughout a day in
most lighting conditions. But only disadvantage of using Kinect sensor is that its
limited range as it uses the IR. In the future, we should delve into several other data
acquisition techniques that can subdue the limitations stated above with introducing
new gestures covering more physical disorders.

6 Matlab Codes

The input file ‘video_1.txt’ contains the twenty body joints 3D information. Here
the feature extraction procedure is demonstrated using following Matlab code.
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Sample Run: TheMatlab code creates the skeletal image and feature vector as given
in Fig. 3 and Fig. 8 correspondingly.

References

1. A. Kendon, Gesture: Visible Action as Utterance (Cambridge University Press, Cambridge,
2004

2. J. Han, L. Shao, D. Xu, J. Shotton, Enhanced computer vision with Microsoft kinect sensor: a
review. IEEE Trans. Cybern. 43(5), 1318–1334 (2013)

3. E.E. Stone, M. Skubic, Fall detection in homes of older adults using theMicrosoft kinect. IEEE
J. Biomed. Health Inf. 19(1), 290–301 (2015)

4. M.-C. Hu, C.-W. Chen, W.-H. Cheng, C.-H. Chang, J.-H. Lai, J.-L. Wu, Real-Time Human
Movement Retrieval andAssessmentWith Kinect Sensor. IEEETrans. Cybern. 45(4), 742–753
(2015)

5. M. Pal, S. Saha, A. Konar, A Fuzzy c means clustering approach for gesture recognition in
healthcare, in Knee, vol. 1, p. C7

6. S. Saha,M. Pal, A. Konar, D. Bhattacharya, Automatic gesture recognition for health care using
relieff and fuzzy kNN, in Information Systems Design and Intelligent Applications (Springer,
Berlin, 2015), pp. 709–717

7. M. Parajuli, D. Tran,W.Ma, D. Sharma, Senior health monitoring using Kinect, in 2012 Fourth
International Conference on Communications and Electronics (ICCE) (2012), pp. 309–312

8. E. Stone, M. Skubic, Fall detection in homes of older adults using the Microsoft Kinect (2014)
9. X. Yu, L. Wu, Q. Liu, H. Zhou, Children tantrum behaviour analysis based on Kinect sensor,

in 2011 Third Chinese Conference on Intelligent Visual Surveillance (IVS) (2011), pp. 49–52
10. K.Khoshelham,S.O.Elberink,Accuracy and resolution of kinect depth data for indoormapping

applications. Sensors 12(2), 1437–1454 (2012)
11. D. Pagliari, L. Pinto, Calibration of kinect for Xbox one and comparison between the two

generations of Microsoft sensors. Sensors 15(11), 27569–27589 (2015)
12. S. Roweis, Levenberg-marquardt optimization, (Univ. Toronto, Unpubl., 1996)
13. J.J. Moré, The Levenberg-Marquardt algorithm: implementation and theory, in Numerical

Analysis (Springer, Berlin, 1978), pp. 105–116
14. Y. Zhu, X. Ji, Expected values of functions of fuzzy variables. J. Intell. Fuzzy Syst. 17(5),

471–478 (2006)



Neural Network Based Physical Disorder Recognition … 339

15. M. Oszust, M. Wysocki, Recognition of signed expressions observed by Kinect Sensor, in
2013 10th IEEE International Conference on Advanced Video and Signal Based Surveillance
(AVSS), (2013), pp. 220–225

16. T.G. Dietterich, Approximate statistical tests for comparing supervised classification learning
algorithms. Neural Comput. 10(7), 1895–1923 (1998)

17. S. García, D. Molina, M. Lozano, F. Herrera, A study on the use of non-parametric tests for
analyzing the evolutionary algorithms’ behaviour: a case study on theCEC’2005 special session
on real parameter optimization. J. Heuristics 15(6), 617–644 (2009)

18. J. H. Zar, Biostatistical Analysis (Pearson Education India, 1999)


	Neural Network Based Physical Disorder Recognition for Elderly Health Care
	1 Introduction
	2 Preliminary Knowledge
	2.1 Microsoft’s Kinect Sensor
	2.2 Considered Muscle and Joint Pains
	2.3 Neural Network with Levenberg-Marquardt Optimization

	3 Proposed Work
	4 Experimental Results
	5 Conclusion and Future Work
	6 Matlab Codes
	References




