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Preface

AFRICACRYPT 2018, the 10th International Conference on the Theory and
Application of Cryptographic Techniques in Africa, took place in Marrakesh, Morocco,
May 7–9, 2018. The conference was organized by Al Akhawayn University in Ifrane in
cooperation with the International Association for Cryptologic Research (IACR).

The conference received a total of 54 submissions. Each submission was anon-
ymized for the reviewing process and was assigned to three reviewers out of the 41
Program Committee members.

The Program Committee, aided by reports from 37 external reviewers, produced
a total of 156 reviews. After highly interactive discussions and careful deliberation, the
Program Committee selected 19 papers for presentation. The authors of accepted
papers were given a week to prepare final versions of their papers for these proceed-
ings. The revised versions of these papers are included in these proceedings and
classified into two topics: symmetric cryptography and asymmetric cryptography.

The program was completed with two invited talks by Joan Daemen from Radboud
University in Nijmegen, The Netherlands, and STMicroelectronics; and by Léo Ducas
from CWI, Amsterdam, The Netherlands. We are very grateful to them for accepting
our invitation.

We would like to thank all authors who submitted papers. The submissions came
from: Australia, Austria, Belgium, Brazil, Canada, China, France, Germany, India,
Iran, Japan, Morocco, Norway, Portugal, Romania, Senegal, Singapore, Sweden,
Switzerland, Taiwan, The Netherlands, UAE, UK, and USA. We regret that the
Program Committee rejected some very good papers. We know that this can be very
disappointing. We sincerely hope that these works, eventually, get the attention they
deserve elsewhere.

We are deeply grateful to the Program Committee and to the external reviewers for
their hard work, enthusiasm, and conscientious efforts to ensure that each paper
received a thorough and fair review.

We would also like to thank Springer for agreeing to an accelerated schedule for
printing these proceedings, the EasyChair team for allowing us to use their platform,
and Al Akhawayn University in Ifrane for supporting the conference.

We also thank the local Organizing Committee for their commitment and hard work
to make the conference an enjoyable experience. We also thank Driss Ouaouicha and
Kevin Smith, respectively, President and Dean of the School of Science and Engi-
neering at Al Akhawayn University, for their financial and unconditional moral sup-
port. We extend our gratitude to the conference sponsors S2M Morocco for financially
supporting the conference.

Last but not least, we thank everyone else, speakers, session chairs, and rump
session chairs for their contribution to the program of Africacrypt 2018.



Finally, we wish to thank the participants and presenters. They all made Africacrypt
2018 a highly recognized forum for researchers to interact and share their works and
knowledge with their peers, for the overall growth and development of cryptology
research in the world and in Africa in particular.

May 2018 Antoine Joux
Abderrahmane Nitaj
Tajjeeddine Rachidi
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A Complete Characterization
of Plateaued Boolean Functions in Terms

of Their Cayley Graphs

Constanza Riera1, Patrick Solé2, and Pantelimon Stănică3(B)

1 Department of Computing, Mathematics, and Physics,
Western Norway University of Applied Sciences, 5020 Bergen, Norway

csr@hvl.no
2 CNRS/LAGA, University of Paris 8, 2 rue de la Liberté, 93 526 Saint-Denis, France

patrick.sole@telecom-paristech.fr
3 Department of Applied Mathematics, Naval Postgraduate School, Monterey, CA

93943, USA
pstanica@nps.edu

Abstract. In this paper we find a complete characterization of
plateaued Boolean functions in terms of the associated Cayley graphs.
Precisely, we show that a Boolean function f is s-plateaued (of weight
= 2(n+s−2)/2) if and only if the associated Cayley graph is a complete
bipartite graph between the support of f and its complement (hence the
graph is strongly regular of parameters e = 0, d = 2(n+s−2)/2). More-
over, a Boolean function f is s-plateaued (of weight �= 2(n+s−2)/2) if and
only if the associated Cayley graph is strongly 3-walk-regular (and also
strongly �-walk-regular, for all odd � ≥ 3) with some explicitly given
parameters.

Keywords: Plateaued Boolean functions · Cayley graphs
Strongly regular · Walk regular

1 Introduction

Boolean functions are very important objects in cryptography, coding theory,
and communications, and have connections with many areas of discrete mathe-
matics [4,5]. In particular bent functions, which offer optimal resistance to lin-
ear cryptanalysis, when used in symmetric cryptosystems, have been extensively
studied [12,14]. They were shown in [1,2] to be connected to strongly regular
graphs. This connection occurs through the Cayley graph with generator set the
support of the Boolean function (denoted by Ωf below). Namely, having two
nonzero components in the Walsh-Hadamard spectrum translates at the Cay-
ley graph level as having three eigenvalues. This link is often referred to as the
Bernasconi-Codenotti correspondence.

In this paper, we extend this connection by relating semibent and, in gen-
eral, plateaued functions with a special class of walk-regular graphs. Plateaued
c© Springer International Publishing AG, part of Springer Nature 2018
A. Joux et al. (Eds.): AFRICACRYPT 2018, LNCS 10831, pp. 3–10, 2018.
https://doi.org/10.1007/978-3-319-89339-6_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-89339-6_1&domain=pdf
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Boolean functions are characterized as having three values in their Walsh-
Hadamard spectrum [11]. Their corresponding Cayley graphs belong to a special
class of regular graphs with either three or four eigenvalues in their spectrum.
The three eigenvalue case is dealt with by the strong regularity and the four
eigenvalues case corresponds to the strongly t-walk-regular graphs introduced
by Fiol and Garriga [8]. The special case of four eigenvalues of these graphs was
studied in particular in [7].

The material is organized as follows. The next section compiles the necessary
notions and definitions on Boolean functions and graph spectra. Section 3 derives
the main characterization result of the paper.

2 Preliminaries

2.1 Boolean Functions

Let F2 be the finite field with two elements and Z be the ring of integers. For any
n ∈ Z

+, the set of positive integers, let [n] = {1, . . . , n}. The Cartesian product
of n copies of F2 is F

n
2 = {x = (x1, . . . , xn) : xi ∈ F2, i ∈ [n]} which is an n-

dimensional vector space over F2, which we will denote by Vn. We will denote
by ⊕, respectively, +, the operations on F

n
2 , respectively, Z. For any n ∈ Z

+, a
function F : Vn → F2 is said to be a Boolean function in n variables. The set of
all Boolean functions will be denoted by Bn. A Boolean function can be regarded
as a multivariate polynomial over F2, called the algebraic normal form (ANF)

f(x1, . . . , xn) = a0 ⊕
∑

1≤i≤n

aixi ⊕
∑

1≤i<j≤n

aijxixj ⊕ · · · ⊕ a12...nx1x2 . . . xn,

where the coefficients a0, ai, aij , . . . , a12...n ∈ F2. The maximum number of
variables in a monomial is called the (algebraic) degree.

For a Boolean function f ∈ Bn, we define its sign function f̂ by f̂(x) =
(−1)f(x). For u = (u1, . . . , un), x = (x1, . . . , xn), we let u ·x =

∑n
i=1 uixi be the

regular scalar (inner) product on Vn. For a binary string s, we let s̄ denote the
binary complement of s. The (Hamming) weight of a binary string s, denoted by
wt(s), is the number of nonzero bits in s.

We order F
n
2 lexicographically, and denote v0 = (0, . . . , 0, 0), v1 =

(0, . . . , 0, 1), v2n−1 = (1, . . . , 1, 1). The truth table of a Boolean function f ∈ Bn

is the binary string of length 2n, [f(v0), f(v1), . . . , f(v2n−1)] (we will often omit
the commas). The (Hamming) weight of a function f is the cardinality of the
support Ωf = {x : f(x) = 1}, that is, is the weight of its truth table. We define
the Fourier transform of f by

Wf (u) =
∑

x∈Vn

f(x)(−1)u·x,

and the Walsh-Hadamard transform of f by

Wf̂ (u) =
∑

x∈Vn

(−1)f(x)(−1)u·x.
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A function f for which |Wf̂ (u)| = 2n/2 for all u ∈ Vn is called a bent function [13].
Further recall that f ∈ Bn is called plateaued if |Wf̂ (u)| ∈ {0, 2(n+s)/2} for all
u ∈ Vn for a fixed integer s depending on f (we also call f then s-plateaued). If
s = 1 (n must then be odd), or s = 2 (n must then be even), we call f semibent.
For more on Boolean functions (bent, semibent, plateaued, etc.), the reader can
consult [3–5,12] and the references therein.

2.2 A Short Primer on Strong Regularity and Walk Regularity

A graph is regular of degree r (or r-regular) if every vertex has degree r, where
the degree of a vertex is defined as the number of edges incident to it. We say
that an r-regular graph G with v vertices is a strongly regular graph (srg) with
parameters (v, r, e, d) if there exist nonnegative integers e, d such that for all
vertices u,v the number of vertices adjacent to both u,v is e, (resp. d), if u,v
are adjacent, (resp. nonadjacent). See [6] for further properties of these graphs.

For a Boolean function f on Vn, we define the Cayley graph of f to be the
graph Gf = (Vn, Ef ) whose vertex set is Vn, and whose set of edges is defined
by

Ef = {(w,u) ∈ Vn × Vn : f(w ⊕ u) = 1}.

The adjacency matrix Af is the matrix whose entries are Ai,j = f(i ⊕ j)
(where i is the binary representation as an n-bit vector of the index i). It is
simple to prove that Af has the dyadic property: Ai,j = Ai+2k−1,j+2k−1 . One
can derive from its definition that Gf is a regular graph of degree wt(f) = |Ωf |
(see [6, Chap. 3] for further definitions and properties of these graphs).

Given a graph, Gf , and its adjacency matrix, A, the spectrum Spec(Gf ) is the
set of eigenvalues of A (called also the eigenvalues of Gf ). We assume throughout
that Gf is connected (in fact, one can show that all connected components of
Gf are isomorphic) [1,6].

It is known (see [6, pp. 194–195]) that a connected r-regular graph is strongly
regular if and only if it has exactly three distinct eigenvalues λ0 = r, λ1, λ2 (so
e = r+λ1λ2+λ1+λ2, d = r+λ1λ2). Bent functions exactly correspond to those
strongly regular graphs with e = d (Bernasconi-Codenotti correspondence).

The following result is known [6, Theorem 3.32, p. 103] (the second part
follows from a counting argument and is also well known).

Proposition 1. If A is the adjacency matrix of a strongly r-regular graph of
parameters e, d and |V | = v, then

A2 = (e − d)A + (r − d)I + dJ,

where J is the all 1 matrix. Further, r(r − e − 1) = d(v − r − 1).

The distance in the graph Γ = (V,E) between two vertices x, y ∈ V , denoted
by d(x, y), is given by the length of the shortest path between x and y. The
diameter of a graph is D = maxx,y∈V d(x, y). A connected graph is called
distance-regular of parameters (ci, ai, bi) (called intersection numbers), if, for
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all 0 ≤ i ≤ D, and for all vertices x, y with d(x, y) = i, among the neighbors
of y, there are ci that are at distance i − 1 from x, ai at distance i, and bi at
distance i + 1 (thus Γ is regular of degree r = b0).

Fiol and Garriga [8] introduced t-walk-regular graphs as a generalization of
both distance-regular and walk-regular graphs. We call a graph Γ = (V,E) a
t-walk-regular (assuming Γ has its diameter at least t) if the number of walks of
every given length � between two vertices x, y ∈ V depends only on the distance
between x, y, provided it is ≤ t. In [7], van Dam and Omidi generalized this
concept and called Γ a strongly �-walk-regular with parameters (σ�, μ�, ν�) if
there are σ�, μ�, ν� walks of length � between every two adjacent, every two non-
adjacent, and every two identical vertices, respectively. Certainly, every strongly
regular graph of parameters (v, r, e, d) is a strongly 2-walk-regular graph with
parameters (e, d, r).

Similarly to Proposition 1, the adjacency matrix A of a strongly �-walk-
regular graph will satisfy the following property.

Proposition 2 ([7]). Let � > 1, and A be the adjacency matrix of a graph Γ .
Then Γ is a strongly �-walk-regular with parameters (σ�, μ�, ν�) if and only if

A� + (μ� − σ�)A + (μ� − ν�)I = μ�J.

3 Plateaued Boolean Functions

In general, the spectrum of the Cayley graph of an s-plateaued Boolean function
f : F

n
2 → F2 will be 4-valued, and therefore the graph will not be strongly

regular (see [5, Theorem 9.7]). This can be easily deduced from the fact that, if
the Walsh-Hadamard transform of a Boolean function takes values in {0,±k}
(for s-plateaued functions, k = 2(n+s)/2), then the Fourier transform of f takes
values in {wt(f), 0,±k

2} (recall that the Fourier transform of f gives the graph
spectrum of the corresponding Cayley graph), as the following argument shows.

By [5, Eq. (2.15)],

Wf (w) = 2n−1δ(w) − 1
2
Wf̂ (w),

where δ is the Kronecker delta. Note that, for w = 0,Wf (0) = wt(f). By
Parseval’s identity (see [5]), 22n =

∑

w∈Fn
2

|Wf̂ (w)|2, the multiplicity of ±k is 22n

k2 .

Hence, the multiplicity of these eigenvalues will be (assuming wt(f) �= k
2 ; the

other case follows easily):

(i) If f is balanced, then Wf̂ (0) = 0, while Wf (0) = wt(f). Then, the multi-

plicity of λ1 = wt(f) is 1, the multiplicity of λ3 = 0 is 2n − 22n

k2 − 1, while the
multiplicities of λ2, λ4 = ±k

2 will sum to 22n

k2 .
(ii) If f is not balanced, then Wf̂ (0) = ±k, while Wf (0) = wt(f). Then, the

multiplicity of λ1 = wt(f) is 1, the multiplicity of 0 is 2n − 22n

k2 , while the
multiplicities of ±k

2 will sum to 22n

k2 − 1.



A Complete Characterization of Plateaued Boolean Functions 7

Example: n = 3, f = x1x2 ⊕ x1x3 ⊕ x2x3, which is semibent, since Wf̂ (w) =
(0 4 4 0 4 0 0 − 4))T . We compute that Wf (w) = (4 − 2 − 2 0 − 2 0 0 2)T ,
which is 4-valued.

Certainly, if f is semibent, the multiplicities are more precisely known
(see [11], for example). For instance, if n is odd (without loss of generality,
we assume that f(0) = 0), the multiplicities of the spectra coefficients of f̂ are

value multiplicity

0 2n−1

2(n+1)/2 2n−2 + 2(n−3)/2

−2(n+1)/2 2n−2 − 2(n−3)/2.

We show in Fig. 1 the Cayley graph of a semibent function.

1
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Fig. 1. Cayley graph associated to the semibent f(x) = x1x2 ⊕ x3x4 ⊕ x1x4x5 ⊕
x2x3x5 ⊕ x3x4x5

3.1 s-Plateaued Boolean Functions f with wt(f) = 2(n+s−2)/2

Theorem 1. If f : Fn
2 → F2 is s-plateaued and wt(f) = 2(n+s−2)/2, then Gf (if

connected) is the complete bipartite graph between the vectors in Ωf and vectors
in F

n
2 \Ωf (if disconnected, it is a union of complete bipartite graphs). Moreover,

Gf is a strongly regular graph with (e, d) =
(
0, 2(n+s−2)/2

)
.
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Proof. We know that the Walsh-Hadamard spectra of f̂ in this case is
{0,±2(n+s)/2} and therefore, the spectra of f is also 3-valued, that is,
{wt(f), 0,±2(n+s−2)/2} = {0,±2(n+s−2)/2}, and thus, the Cayley graph of f
in this case is strongly regular. Now, from [6], we know that if Gf has three
distinct eigenvalues λ0 = wt(f) > λ1 = 0 > λ2 = −λ0, then Gf is the complete
bipartite graph between the nodes in Ωf and nodes in F

n
2 \ Ωf .

Since the eigenvalues of the strongly regular graph Gf of f can be expressed
in terms of the parameters e, d, namely

λ0 = wt(f), λ1,2 =
1
2

(
e − d ±

√
(e − d)2 − 4(d − wt(f))

)
,

or equivalently, e = r + λ1λ2 + λ1 + λ2, d = r + λ1λ2, and given the Walsh-
Hadamard spectra of f , the last claim follows. ��

3.2 General s-Plateaued Boolean Functions

We now assume that f is s-plateaued and wt(f) �= 2(n+s−2)/2, and, therefore,
the spectrum of Gf is 4-valued. It is known (see [10]) that if G is connected
and regular with four distinct eigenvalues, then G is walk-regular. In fact, in our
case a result much stronger is true (see our theorem below). We will need the
following two propositions (we slightly change notations, to be consistent).

Proposition 3 (van Dam and Omidi [7, Proposition 4.1]). Let Γ be a con-
nected regular graph with four distinct eigenvalues r > λ2 > λ3 > λ4. Then Γ is
strongly 3-walk-regular if and only if λ2 + λ3 + λ4 = 0.

Proposition 4 (van Dam and Omidi [7, Proposition 3.1]). A connected
r-regular graph Γ on v vertices is strongly �-walk-regular with parameters
(σ�, μ�, ν�) if and only if all eigenvalues except r are roots of the equation

x� + (μ� − σ�)x + μ� − ν� = 0,

and r satisfies
r� + (μ� − σ�)r + μ� − ν� = μ�v.

In our main theorem of this section we show the counterpart for the Bernasconi-
Codenotti equivalence in the case of plateaued functions.

Theorem 2. Let f : Fn
2 → F2 be a Boolean function, and assume that Gf is

connected, and that r := wt(f) �= 2(n+s−2)/2. Then, f is s-plateaued (with 4-
valued spectra for f) if and only if Gf is strongly 3-walk-regular of parameters
(σ, μ, ν) = (2−nr3+2n+s−2−2s−2r, 2−nr3−2s−2r, 2−nr3−2s−2r) (hence μ = ν).

Proof. We first assume that f is s-plateaued and so, its spectra is {0,±2(n+s)/2}.
Consequently, the spectra of Gf is 4-valued (since r := wt(f) �= 2(n+s−2)/2),
namely {r = wt(f), λ2 := 2(n+s−2)/2, λ3 := 0, λ4 := −2(n+s−2)/2}. The fact that
Gf is strongly 3-walk-regular follows from Proposition 3, since λ2 + λ3 + λ4 = 0,
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which certainly happens for our graphs. Moreover, the parameters (σ, μ, ν) (we
removed, for convenience, the subscripts � = 3) can be found using Proposition 4
as solutions to the diophantine system (recall that in our case v = 2n and
r = wt(f))

0 = 23(n+s−2)/2 + (μ − σ)2(n+s−2)/2 + μ − ν,

0 = −23(n+s−2)/2 − (μ − σ)2(n+s−2)/2 + μ − ν,

μ 2n = r3 + (μ − σ)r + μ − ν,

namely, (σ, μ, ν) = (2−nr3 + 2n+s−2 − 2s−2r, 2−nr3 − 2s−2r, 2−nr3 − 2s−2r).
Conversely, assuming Gf is a 3-walk-regular graph with the above parame-

ters, then the eigenvalues λ2 > λ3 > λ4 will satisfy the equation

x3 + (μ − σ)x + μ − ν = 0,

which will render the roots, λ2 = 2(n+s−2)/2, λ3 = 0, λ4 = −2(n+s−2)/2. The
claim is shown. ��
Remark 1. Using a result of Godsil [9] one can easily show (under mild con-
ditions – thus removing strongly regular ones, for example) that the graphs
corresponding to plateaued functions are not distance-regular.

In fact, from [7] we know that the graph with four distinct eigenvalues is
�-walk-regular for any odd � ≥ 3, but in our case we can show a lot more, by
finding the involved parameters precisely.

Theorem 3. If A is the adjacency matrix of the Cayley graph corresponding to
an s-plateaued with 4-valued spectra (of f), then Gf is strongly �-walk-regular
for any odd � of parameters (σ�, μ�, ν�), where � = 2t + 1, σ� = μ 2(n+s−2)t−r2t

2n+s−2−r2 +

2(n+s−2)t, μ� = ν� = μ 2(n+s−2)t−r2t

2n+s−2−r2 . Further, the following identity holds, for all
t ≥ 1,

A2t+1 = 2(n+s−2)tA + μ
2(n+s−2)t − r2t

2n+s−2 − r2
J,

where (σ, μ, ν) = (2−nr3 + 2n+s−2 − 2s−2r, 2−nr3 − 2s−2r, 2−nr3 − 2s−2r).

Proof. From our Theorem 2, we know that

A3 = (σ − μ)A + μJ,

since we know that μ = ν. We will show our result by induction, and so, for
simplicity we label x1 := σ −μ = 2n+s−2, y1 := μ = 2−nr3 − 2s−2r. Assume now
that

A2t+1 = xtA + ytJ. (1)

First, observe that, since our graph is regular of degree r, then AJ = rJ , and
more general, AkJ = rkJ . Multiplying (1) by A2, we get

A2t+3 = xtA
3 + ytA

2J

= xt(x1A + y1J) + ytr
2J

= xtx1A + (xty1 + ytr
2)J,
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and consequently, we get the recurrences

xt+1 = xtx1

yt+1 = xty1 + ytr
2.

Solving the system, we get xt+1 = xt+1
1 = (σ − μ)t+1 = 2(n+s−2)(t+1) and

yt+1 = y1
xt+1
1 − r2(t+1)

x1 − r2
= μ

2(n+s−2)(t+1) − r2(t+1)

2n+s−2 − r2
, and our claim is shown. ��
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Abstract. A chameleon-hash behaves likes a standard collision-
resistant hash function for outsiders. If, however, a trapdoor is known,
arbitrary collisions can be found. Chameleon-hashes with ephemeral
trapdoors (CHET; Camenisch et al., PKC 17) allow prohibiting that the
holder of the long-term trapdoor can find collisions by introducing a sec-
ond, ephemeral, trapdoor. However, this ephemeral trapdoor is required
to be chosen freshly for each hash.

We extend these ideas and introduce the notion of chameleon-hashes
with dual long-term trapdoors (CHDLTT). Here, the second trapdoor
is not chosen freshly for each new hash; Rather, the hashing party can
decide if it wants to generate a fresh second trapdoor or use an existing
one. This primitive generalizes CHETs, extends their applicability and
enables some appealing new use-cases, including three-party sanitizable
signatures, group-level selectively revocable signatures and break-the-
glass signatures. We present two provably secure constructions and an
implementation which demonstrates that this extended primitive is effi-
cient enough for use in practice.

1 Introduction

Standard chameleon-hashes have proven to be useful in very different areas such
as on/offline signatures [28,33,56], (tightly) secure signatures [14,43,50], but
also sanitizable signature [2,17,22,40] and identity-based encryption [58]. They
are also useful in context of trapdoor-commitments, direct anonymous attesta-
tion, Σ-protocols and distributed hashing [1,10,16]. Recently, they have been
extended to have ephemeral trapdoors, which allow one to find collisions if, and
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only if, two trapdoors at the same time are known [22]. One of those trapdoors
is long-term, while the second one is chosen freshly for each new hash.

The first application of these so called CHETs were invisible sanitizable sig-
natures [7,22]. In this primitive, a semi-trusted third party, named the sanitizer
having its own key pair, can modify signer-chosen admissible parts of a signed
message to arbitrary bit-strings [2,17]. The derived signatures still verify, while
an outsider cannot decide which parts are actually modifiable. However, the
current formalization of those chameleon-hashes inherently requires that the
ephemeral trapdoor is chosen freshly for each new hash. Thus, for each gener-
ated hash, the hashing party can decide if, and when, the holder of the long-term
trapdoor can find collisions. This requirement, however, is quite restricting and
once it is lifted, several new interesting use-cases are possible.

Motivation and Contribution. We introduce chameleon-hashes with dual
long-term trapdoors (CHDLTT). In this primitive, the second trapdoor no longer
needs to be freshly generated on every hash computation, but can be re-used in
several hash computations. This has several advantages over CHETs as defined
by Camenisch et al. [22]. For example, our definitions allow that the trapdoors
can be generated in advance (and thus can, e.g., be registered at a PKI before
usage), re-used multiple times (which adds flexibility and saves computational
costs) and are inherently independent of any other hashing keys created. In other
words, releasing the second trapdoor allows the holder of the long-term secret
to find collisions for all hashes created using the corresponding second public
hashing key that corresponds to the trapdoor. Thus, our new primitive strictly
generalizes CHETs: using a fresh trapdoor for each generated hash within our
extended definition of CHDLTT resembles the behavior of a CHET.

We introduce a suitable framework, along with corresponding security def-
initions and two provably secure constructions. The first construction is based
on standard collision-resistant chameleon-hashes, while the second one is based
on the one-more RSA-Assumption. To demonstrate the usefulness of our new
primitive, we show how one can construct three-party sanitizable signatures. In
this new primitive, a signer -designated third party can decide if, and when, the
sanitizer is able to sanitize the admissible parts of messages. This new primitive
enables several new use-cases for sanitizable signatures scheme. For example,
consider the following scenario, where “standard” sanitizable signatures [2] are
not sufficient. Assume a supply chain, where the delivery person needs to claim
that it delivered the goods as instructed by the sender, while also the recipi-
ent needs to vouch for the correct delivery at time of successful reception. In
standard sanitizable signature schemes, either a fresh signature is generated at
delivery, which is approved by the recipient, or vice versa. However, in this case,
the sender has no control what is actually signed. Our extended primitives allows
to tackle this problem: the sender can sign what has been commissioned, while
the delivery person can approve that it has successfully delivered the goods, if,
and only if, the recipient allows the delivery man to do this, i.e., by releasing an
additional trapdoor. To some extend, this resembles “four-eyes”-signatures [12],
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but in a more sophisticated manner, as in our case also damaged goods can be
reported within the same report, e.g., using special blocks of the message.

Additional application scenarios include group-level selectively revocable sig-
natures and break-the-glass signatures. Revocable signatures have already been
mentioned by Camenisch et al. [22] as a potential additional application scenario,
while break-the-glass signatures are a new concept. Moreover, our evaluation
shows that the primitive is practically efficient. Summarized, our work leads to
some new interesting applications of chameleon-hashes, which may give rise to
new use-cases which have not been considered yet.

Related Work and State-of-the-Art. Chameleon-hashes were introduced by
Krawczyk and Rabin [46], based on the work done by Brassard et al. [16]. Later,
they have been ported to the identity-based setting, i.e., ID-based chameleon-
hash functions, where the holder of some master secret key can extract new
secret keys for new identities [4,6,55,57]. However, most of the schemes presented
suffer from the key-exposure problem [5,27,46]. Key-exposure means that seeing
a single collision in the hash allows to find further collisions by extracting the
corresponding trapdoor, i.e., the secret key.1 This problem was addressed by the
introduction of “key-exposure free” chameleon-hashes [5,26,27,38,39,55], which
prohibit extracting the secret key if a collision was seen. This also includes
combinations of both techniques [29]. Such schemes allow for re-using secret
key-material. However, the definition of collision-resistance is defined w.r.t. some
additional label L.2 This label L is used to define a “collision-domain”, i.e., such
hashes do not prohibit that once a collision is made public for a label L, an
adversary cannot produce additional collisions w.r.t. that label L. We stress
that our framework does not require such a label, i.e., it is collision-resistant
in the “usual” sense. Brzuska et al. also proposed a formal framework for tag-
based chameleon-hashes secure under random-tagging attacks, i.e., they add an
additional random tag to the input of the hashing algorithm [17]. We stress
that all of the mentioned approaches are orthogonal to our primitive, as in our
case two keys at the same time are required. Camenisch et al. presented a new
type of chameleon-hash, where the hashing party can prohibit that the holder
of the long-term secret can find collisions by adding a second, i.e., ephemeral,
trapdoor [22], which is chosen freshly for each new hash. Their work can be seen
as the starting point for our work. Additional related work is discussed when
presenting the applications of our new primitive.

2 Preliminaries

Let us give our notation and assumptions first. Additional standard formal secu-
rity definitions are given in the full version of this paper.

1 In the case of identity-based chameleon-hashes w.r.t. to some identity.
2 Also referred to as nonce or tag.
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Notation. λ ∈ N denotes our security parameter. All algorithms implicitly take
1λ as an additional input. We write a ← A(x) if a is assigned to the output of
algorithm A with input x. An algorithm is efficient if it runs in probabilistic
polynomial time (ppt) in the length of its input. All algorithms are ppt, if not
explicitly mentioned otherwise. Most algorithms may return a special error sym-
bol ⊥ /∈ {0, 1}∗, denoting an exception. Returning output ends an algorithm.
If S is a set, we write a ← S to denote that a is chosen uniformly at random
from S. For a list we require that there is an injective, and efficiently reversible,
encoding, mapping the list to {0, 1}∗. In the definitions, we speak of a general
message space M to be as generic as possible. For our instantiations, however,
we let the message space M be {0, 1}∗ to reduce unhelpful boilerplate notation.
A function ν : N → R≥0 is negligible, if it vanishes faster than every inverse
polynomial, i.e., ∀k ∈ N, ∃n0 ∈ N such that ν(n) ≤ n−k, ∀n > n0. Moreover,
we require that one can derive a public key from the private key. This is not
explicitly checked. This can be achieved by appending the randomness used to
generate the key pair to the secret key.

The One-More-RSA-Assumption [9]. Let (n, e, d, p, q) ← RSA(1λ) be an
RSA-key generator returning an RSA modulus n = pq, where p and q are random
distinct primes, e > 1 an integer co-prime to ϕ(n), and d ≡ e−1 mod ϕ(n). The
one-more-RSA-assumption associated to RSA is provided an inversion oracle I,
which inverts any element x ∈ Z

∗
n w.r.t. e, and a challenge oracle C, which at

each call returns a random element yi ∈ Z
∗
n. An adversary wins if, given n and

e, it is able to invert more elements received by C than is makes calls to I. The
corresponding assumption states that for every ppt adversary A there exists a
negligible function ν such that:

Pr[(n, p, q, e, d) ← RSA(1λ),X ← A(n, e)C(n),I(d,n,·) :
more values returned by C are inverted than queries to I] ≤ ν(λ)

Here, X is the set of inverted challenges.
We require that e is larger than any possible n w.r.t. λ and that it is prime.

Re-stating the assumption with this condition is straightforward. In this case,
it is also required that e is drawn independently from p, q, or n (and d is then
calculated from e, and not vice versa). This can, e.g., be achieved by demanding
that e is drawn uniformly from [n′ + 1, . . . , 2n′] ∩ {p | p is prime}, where n′ is
the largest RSA modulus possible w.r.t. to λ. The details are left to the concrete
instantiation of RSA.

Chameleon-Hashes. The given framework is the one by Camenisch et al. [22].

Definition 1. A chameleon-hash CH consists of five algorithms (PGen,KGen,
Hash,Ver,Adap), such that:
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PGen. It outputs the public parameters of the scheme:

ppch ← PGen(1λ)

We assume that ppch is an implicit input to all other algorithms.
KGen. On input ppch, it outputs the private and public key of the scheme:

(skch, pkch) ← KGen(ppch)

Hash. It gets as input a public key pkch and a message m to hash. It outputs a
hash h and some randomness r: (h, r) ← Hash(pkch,m).3

Ver. This deterministic algorithm gets as input the public key pkch, a message
m, randomness r and a hash h. It outputs a decision d ∈ {0, 1} indicating
whether (d = 1) or not (d = 0) the hash h is valid:

d ← Ver(pkch,m, r, h)

Adap. On input of secret key skch, the message m, the randomness r, hash h and
a new message m′, it outputs new randomness r′:

r′ ← Adap(skch,m,m′, r, h)

The standard correctness definition is given in the full version of this paper.

Indistinguishability. Indistinguishability requires that r does not reveal if it was
obtained through Hash or Adap. The messages are chosen by the adversary.

Definition 2 (Indistinguishability). A chameleon-hash CH is indistinguish-
able, if for any ppt adversary A there exists a negligible function ν such that∣
∣
∣Pr[IndCHA (λ) = 1] − 1

2

∣
∣
∣ ≤ ν(λ) . The corresponding experiment is depicted in

Fig. 1.

Collision Resistance. Collision resistance says, that even if an adversary has
access to an adapt oracle, it cannot find any collisions for messages other than
the ones queried to the adapt oracle. Note, this is a stronger definition than
key-exposure freeness [5,27], as key-exposure freeness does not guarantee that
for a given collision no additional ones can be found [26].

Definition 3 (Collision-Resistance). A chameleon-hash CH is collision-res-
istant, if for any ppt adversary A there exists a negligible function ν such that
Pr[CollResCHA (1λ) = 1] ≤ ν(λ). The corresponding experiment is depicted in
Fig. 2.

Uniqueness. Uniqueness requires that it is hard to come up with two different
randomnesses for the same message m∗ such that the hashes are equal, for the
same adversarially chosen pk∗.
3 The randomness r is also sometimes called “check value” [3].
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Fig. 1. Indistinguishability Fig. 2. Collision resistance

Fig. 3. Uniqueness

Definition 4 (Uniqueness). A chameleon-hash CH is unique, if for any ppt
adversary A there exists a negligible function ν such that Pr[UniquenessCHA (1λ) =
1] ≤ ν(λ). The corresponding experiment is depicted in Fig. 3.

Definition 5 (Secure Chameleon-Hashes). A chameleon-hash CH is secure,
if it is correct, indistinguishable, and collision-resistant.

It depends on the concrete use-case, if CH needs to be unique.

3 CHs with Dual Long-Term Trapdoors

As already mentioned, a chameleon-hash with dual long-term trapdoors
(CHDLTT) allows to prevent the holder of some long-term trapdoor skchret from
finding collisions, as long as no additional second trapdoor std is known. This
additional trapdoor can can be re-used for multiple hash generation, but may
also be chosen freshly. This, e.g., allows to generate trapdoors in advance and to
make one of the trapdoors public beforehand. Clearly, providing or withholding
the second trapdoor information corresponding to the public part ptd of the sec-
ond trapdoor thus allows to decide if finding a collision is possible for the holder
of the long-term trapdoor. Due to this new possibility, we need to introduce a
new framework, given subsequently, which is also accompanied by suitable secu-
rity definitions. This framework is inspired by, and compatible to, the one given
by Camenisch et al. [22] and it can be seen as a generalization of their ideas.
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Definition 6 (CHDLTT). A chameleon-hash with dual long-term trapdoors
CHDLLT is a tuple (PGen,KGen,TDGen,Hash,Ver,Adap), such that:

PGen. It outputs the public parameters:

ppchret ← PGen(1λ)

which are input to all other algorithms, which we sometimes may not make
explicit for notational convenience.

KGen. On input ppchret, it outputs the long-term private and public key of the
scheme:

(skchret, pkchret) ← KGen(ppchret)

TDGen. It outputs a private and public trapdoor pair:

(std, ptd) ← TDGen(ppchret)

Hash. It gets as input a public key pkchret, ptd and a message m to hash. It
outputs a hash h and randomness r:

(h, r) ← Hash(pkchret, ptd,m)

Ver. It gets as input the public key pkchret, ptd, a message m, a hash h and
randomness r. It outputs a decision bit d ∈ {0, 1}, indicating whether the
given hash is correct:

d ← Ver(pkchret, ptd,m, r, h)

Adap. It gets as input skchret, the old message m, the old randomness r, the
new message m′, the hash h and the trapdoor information std. It outputs new
randomness:

r′ ← Adap(skchret,m,m′, r, h, std)

Correctness is straightforward and is defined in the full version of this paper.
We also require some security guarantees, which we introduce next.

Indistinguishability. Indistinguishability requires that the randomnesses r does
not reveal if it was obtained through Hash or Adap. In other words, an outsider
cannot decide whether a message is the original one or not. Note, however, that
both secrets are generated honestly, i.e., for adversarially generated keys no secu-
rity guarantees are given. Moreover, only one trapdoor pair is generated; security
for multiple trapdoor information pairs can be shown for any indistinguishable
CHDLTT using a simple hybrid argument.

Definition 7 (Indistinguishability). A CHDLTT is indistinguishable, if for
every ppt adversary A there exists a negligible function ν such that
∣
∣ Pr[IndCHDLTT

A (λ) = 1]− 1
2

∣
∣ ≤ ν(λ) . The corresponding experiment is depicted in

Fig. 4.
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Fig. 4. Indistinguishability Fig. 5. Uniquessness

Public Collision Resistance. Public collision resistance requires that, even if an
adversary has access to an Adap oracle, it cannot find any collisions by itself,
even if it can chose ptd. Clearly, the collision must be fresh, i.e., must not be
produced using the Adap oracle.

Definition 8 (Public Collision-Resistance). A CHDLTT is publicly collision-
resistant, if for any ppt adversary A there exists a negligible function ν such
that Pr[PublicCollResCHDLTT

A (1λ) = 1] ≤ ν(λ). The corresponding experiment is
depicted in Fig. 6.

Private Collision-Resistance. Private collision-resistance requires that even the
holder of the secret key skchret cannot find collisions as long as std is unknown,
even if it can request collisions for different pks. This catches the idea that the
hashes for a given ptd may be equivocated for different pkchrets. This is formalized
by a honest adaption oracle which returns collisions for other key pairs. Hence,
A’s goal is to return an actual collision for a public key pk∗, for an honestly
generated ptd, for which it did not see a collision generated by the oracle, but
for an arbitrary skchret.

Definition 9 (Private Collision-Resistance). A CHDLTT is privately
collision-resistant, if for any ppt adversary A there exists a negligible function
ν such that Pr[PrivateCollResCHDLTT

A (1λ) = 1] ≤ ν(λ). The corresponding experi-
ment is depicted in Fig. 7.

Uniqueness. Uniquess requires that even if the adversary can generate the public
key and the corresponding public trapdoor, it cannot find two different random-
nesses for the same hash and message such that both are valid.

Definition 10 (Uniqueness). A CHDLTT is unique, if for any ppt adversary
A there exists a negligible function ν such that Pr[UniquenessCHDLTT

A (1λ) = 1] ≤
ν(λ). The corresponding experiment is depicted in Fig. 5.
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Fig. 6. Public collision-resistance Fig. 7. Private collision-resistance

Definition 11 (Secure CHDLTT). We call a CHDLTT secure, if it is correct,
indistinguishable, publicly collision-resistant and privately collision-resistant.

As for CHs, it depends on the concrete use-case, if uniqueness is required.

4 Constructions

We first show how to bootstrap a CHDLTT scheme in a black-box fashion from
any given existing secure chameleon-hash CH, inspired by the ideas given by
Camenisch et al. [22] who also proposed a suitable chameleon-hash CH based on
the ideas by Brzuska et al. [17]. We then present a direct construction in the
hidden order group setting based on the one-more RSA-Assumption.

Black-Box Construction. We now present a black-box construction from any
existing chameleon-hash CH. Namely, we show how one can achieve our goals
by combining two instances of a secure chameleon-hash CH. However, instead
of hashing the messages alone, one also requires to hash the public keys pkchret
and ptd in question to achieve our strengthened definitions. This is described in
detail in Construction 1.

Theorem 1. If CH is secure (and unique), then Construction 1 is a secure (and
unique) CHDLTT.

We sketch the proof below. The detailed proof of Theorem 1 is given in the
full version of this paper.

Proof (Sketch). Indistinguishability follows from the indistinguishability of the
underlying chameleon-hashes. If an adversary can find a collision (either for
public and private collision-resistance), than either h1 or h2 must be a fresh
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PGen(1λ). Return ppchret ← CH.PGen(1λ).
KGen(ppchret). Return (skchret, pkchret) ← CH.KGen(ppchret).
TDGen(ppchret). Return (std, ptd) ← CH.KGen(ppchret).

Hash(pkchret, ptd, m). Let (h1, r1) ← CH.Hash(pkchret, (pkchret, ptd, m)) and (h2, r2) ←
CH.Hash(ptd, (pkchret, ptd, m)). Return ((h1, h2), (r1, r2)).

Ver(pkchret, ptd, m, r, h). Let b1 ← CH.Ver(pkchret, (pkchret, ptd, m), r1, h1) and b2 ←
CH.Ver(ptd, (pkchret, ptd, m), r2, h2). If b1 = 0 ∨ b2 = 0, return 0. Return 1.

Adap(skchret, m, m′, r, h, std). If 0 = Ver(pkch, m, r, h), return ⊥. Compute r′
1 ←

CH.Adap(skchret, (pkchret, ptd, m), (pkchret, ptd, m
′), r1, h1), and r′

2 ← CH.Adap(std,
(pkchret, ptd, m), (pkchret, ptd, m

′), r2, h2). Return (r′
1, r

′
2).

Construction 1: Black-box construction of CHDLTT

collision, which can easily be extracted. The need to also hash the public keys
comes from the fact that the adversary is, in our model, allowed to choose the
trapdoor. For uniqueness, the adversary must find two randomness values for
the same hash and message. Thus, the randomness for either h1 or h2 must be
non-unique.

It remains to show if we can also directly construct a CHDLTT, which we
answer to the affirmative subsequently.

A Direct Construction. We now present a direct construction, based on the
one-more RSA-Assumption. It is inspired by ideas due to Brzuska et al. [17],
Pöhls et al. [52] and Camenisch et al. [22], enriched with the trick to also hash
the public keys, as introduced in our first construction.

In our construction (illustrated in Construction 2), the public trapdoor ptd
is an additional RSA-modulus n′. Thus, only if the factorization of n′ = p′q′,
contained in std, and n = pq, which is the secret key skch, is known, a collision
can be produced. We assume that the bit-length of n and n′ is the same, which
is implicitly given by the security parameter λ. Furthermore, we assume that an
algorithm aborts if a modulus is too large for the given security parameter. We
note that the condition on the size of e also implies gcd(ϕ(nn′), e) = 1, which
makes the construction a bit more efficient than the solution by Camenisch
et al. [22] which require e > n3. Let Hn : {0, 1}∗ → Z

∗
n, where n ∈ N, denote a

random oracle.

Theorem 2. If the one-more RSA-Assumption holds, then Construction 2 is a
secure CHDLTT in the random-oracle model.

We sketch the proof below; the full proof is given in the full version of this paper.

Proof (Sketch). Indistinguishability follows from the fact that a random oracle
behaves as a function, while RSA defines a permutation with the restrictions
given and the values are distributed uniformly in Z

∗
nn′ . If an adversary can find

a collision (either for public or private collision-resistance), than a reduction can
extract an eth root of one of the moduli, while uniqueness follows from the same
fact used for indistinguishability.
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PGen(1λ). Call RSA with the restriction that e is larger than any possible n w.r.t λ
and e prime. Return e.

KGen(ppchret). Generate two primes p and q using RSA(1λ). Set skch ← (p, q). Let
n ← pq. Set pkch ← n. Return (skchret, pkchret).

TDGen(ppchret). Generate two primes p′ and q′ using RSA(1λ). Set std ← (p′, q′), n′ ←
p′q′, and ptd ← n′. If gcd(n, n′) �= 1, start over. Return (std, ptd).

Hash(pkchret, ptd, m). Draw r ← Z
∗
nn′ . Let g ← Hnn′(m, n, n′) and h ← gre mod nn′.

Return (h, r).
Ver(pkchret, ptd, m, r, h). Return ⊥, if r /∈ Z

∗
nn′ . Let g ← Hnn′(m, n, n′) and h′ ←

gre mod nn′. Return 1, if h = h′. Return 0.
Adap(skchret, m, m′, r, h, std). Check that n′ = p′q′, where p′ and q′ are taken from std.

If this is not the case, return ⊥. If Ver(pkch, m, r, h) = 0, return ⊥. Let d s.t.
de ≡ 1 mod ϕ(nn′), g ← Hnn′(m, n, n′), h ← gre mod nn′, g′ ← Hnn′(m′, n, n′)
and r′ ← (h(g′−1))d mod nn′. Return r′.

Construction 2: CHDLTT from the one-more RSA-Assumption

Fig. 8. Key generation algorithm runtime in ms

5 Evaluation

To demonstrate the practicality of our schemes, we have implemented them in
Java. We implemented both CHDLTT construction, whereas for the first we use
the standard RSA-based chameleon-hash as the underlying primitive. All RSA-
moduli have a fixed bit-length of 2, 048 Bit (with balanced primes). Likewise, e
has 2, 050 Bit. The random oracles were implemented using SHA-512 in standard
counter-mode [11,23,37].

The measurements were performed on a Lenovo W530 with an Intel i7-
3470QM@2.70 GHz, and 16 GiB of RAM. No performance optimization such
as CRT were implemented and the computation is performed by a single thread.
The reason for this choice is to obtain a lower bound of the runtime and any
additional optimization will only speed up the calculation. The overall results
are depicted in Figs. 8, 9, Tables 1 and 2. In the figure and tables the algorithms
of Construction 1 have no subscript, while the algorithms of Construction 2 are
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Fig. 9. Other algorithms’ runtime in ms

Table 1. Percentiles for key generation
in ms

KGen KGen2 TDGen TDGen2
Min. 45 43 45 43

25% 107 112 111 109

Med. 164 168 164 163

75% 239 240 238 243

90% 331 319 320 329

95% 383 374 368 390

Max. 525 505 533 553

Avg. 186 186 184 187

SD 99.34 96.00 95.50 101.30

Table 2. Percentiles for the other algorithms
in ms

Hash Hash2 Ver Ver2 Adap Adap2
Min. 20 37 20 37 53 121

25% 22 39 22 38 70 125

Med. 23 40 23 39 75 130

75% 28 43 27 43 85 139

90% 35 49 33 49 106 154

95% 45 54 43 54 138 164

Max. 137 107 153 91 399 258

Avg. 27 42 27 42 85 135

SD 12.75 6.73 12.36 6.21 35.32 14.93

sub-scripted with “2”. 1, 000 runs were taken. Parameter generation is omitted,
as this is a one-time setup, i.e., drawing a random prime.

As demonstrated by the runtime measurements, both primitives can be con-
sidered practical. The lion’s share is finding suitable primes during key genera-
tion. All exponentiations within the algorithms only have a negligible overhead,
as seen by the runtime. However, as key generation only needs to be done once,
this seems to be acceptable, even with realistic security parameters and rather
expensive RSA-based primitives.

6 Application: Three-Party Sanitizable Signatures 3SSS

We now present applications of our CHDLTTs. The first are three-party sanitiz-
able signatures. Sanitizable signatures (SSS) allow a signer to determine which
blocks m[i] of a message m = (m[1],m[2], . . . ,m[i], . . . ,m[�]) are admissible. Any
such admissible block can be changed to an arbitrary bitstring m[i]′ ∈ {0, 1}∗,
where i ∈ {1, 2, . . . , �}, by a semi-trusted party named the sanitizer, if it had
received an additional secret. In a nutshell, sanitization of a message m results in
an altered message m′ = (m[1]′,m[2]′, . . . ,m[i]′, . . . ,m[�]′), where m[i] = m[i]′
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for every non-admissible block, and also a signature σ′, which verifies for m′

under the original public key. Sanitizable signatures enforce that either a block
cannot be altered at all, or only by a semi-trusted third party. In a 3SSS, the
signer additionally appoints a third party which needs to provide its secret key
before the sanitizer can alter certain blocks.

Related Work and State-of-the-Art for SSS. Sanitizable signatures have
been introduced by Ateniese et al. [2]. Most of the current security properties
were formalized by Brzuska et al. [17]. Later on, extensions such as (strong)
unlinkability [19,21,36] and non-interactive public accountability [20,21] were
introduced. Additional extensions such as limiting the sanitizer to certain val-
ues [24,32,45,54], multi-sanitizer and multi-signer environments [18,21,25], as
well as sanitization of signed encrypted data [30,34] have been considered. They
have also been used as a tool to make other primitives accountable [53] and to
construct other primitives, such as redactable signatures [12,49]. We stress that
all previous work, in contrast to our three-party setting (where two parties are
required for sanitizing at the same time), only the two-party setting is considered
and we refer for more detailed overviews to [13,31].

The Framework for Three-Party Sanitizable Signature Schemes. Sub-
sequently, we introduce the used framework for 3SSSs. The definitions are
inspired by the ones given by Camenisch et al. [22], which are itself based on
existing work [2,17,20,21,40,47]. However, due to our goals, we need to re-define
the framework. Like Camenisch et al., we do not consider “non-interactive pub-
lic accountability” [20,21,44], which allows some external party to decide which
party is accountable, as transparency is mutually exclusive to this property. But
if needed this is very easy to achieve, e.g., by signing the signature again [20].

For brevity, we now set some additional notation. This notation is similar to
existing definitions, to make reading more comfortable [17,22]. For a message
m = (m[1],m[2], . . . ,m[�]), we call m[i] a block, while � ∈ N denotes the number
of blocks in a message m. The variable ADM is a tuple containing the set of
indices of the admissible blocks and the number � of blocks in a message m. We
write ADM(m) = 1, if ADM is valid w.r.t. m, i.e., ADM contains the correct
� and all indices are in m. For example, let ADM = ({1, 2, 4}, 4). Then, m
must contain four blocks, while all but the third will be admissible. If we write
mi ∈ ADM, we mean that mi is admissible. MOD is a set containing pairs
(i,m[i]′) for those blocks that shall be modified, meaning that m[i] is replaced
with m[i]′. We write MOD(ADM) = 1, if MOD is valid w.r.t. ADM, meaning
that the indices to be modified are contained in ADM. To allow a compact
presentation of our construction, we write [X]n,m, with n ≤ m, for the vector
(Xn,Xn+1,Xn+2, . . . , Xm−1,Xm).

Definition 12 (Three-Party Sanitizable Signature). A three-party sani-
tizable signature scheme 3SSS consists of nine ppt algorithms (PGen,KGensig,
KGensan,TGen,Sign,Sanit,Verify,Proof, Judge) such that:
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PGen. On input security parameter λ, it generates the public parameters:
pp3SSS ← PGen(1λ). We assume that pp3SSS is implicitly input to all other
algorithms.

KGensig. It takes the public parameters pp3SSS and returns the signer’s private
key and the corresponding public key: (sksig, pksig) ← KGensig(pp3SSS).

KGensan. It takes the public parameters pp3SSS and returns the sanitizer’s private
key and the corresponding public key: (sksan, pksan) ← KGensan(pp3SSS).

TGen. It takes the public parameters pp3SSS, and returns the private and public
trapdoor pair: (tdpriv, tdpub) ← TGen(pp3SSS).

Sign. It takes as input a message m, sksig, pksan, tdpub, as well as a description
ADM of the admissible blocks. If ADM(m) = 0, it returns ⊥. It outputs a
signature: σ ← Sign(m, sksig, pksan, tdpub,ADM).

Sanit. It takes a message m, modification instruction MOD, a signature σ, pksig,
sksan and tdpriv. It outputs m′ together with σ′: (m′, σ′) ← Sanit(m,MOD, σ,
pksig, sksan, tdpriv) where m′ ← MOD(m) is message m modified according to
the modification instruction MOD. If ADM(m′) = 0, this algorithm returns
⊥.

Verify. It takes as input the signature σ for a message m w.r.t. the public keys
pksig, pksan, and tdpub. It outputs a decision d ∈ {1, 0}: d ← Verify(m,σ, pksig,
pksan, tdpub). This algorithm is deterministic.

Proof. It takes as input sksig, a message m, a signature σ, a set of polynomi-
ally many additional message/signature pairs {(mi, σi)}, pksan and tdpub. It
outputs a string π ∈ {0, 1}∗ which can be used by the Judge to decide which
party is accountable given a message/signature pair (m,σ): π ← Proof(sksig,
m, σ, {(mi, σi) | i ∈ N}, pksan, tdpub).

Judge. It takes as input a message m, a signature σ, pksig, pksan, tdpub, as well
as a proof π. Note, this means that once a proof π is generated, the accountable
party can be derived by anyone for that message/signature pair (m,σ). It out-
puts a decision d ∈ {Sig,San,⊥}, indicating whether the message/signature
pair has been created by the signer, or the sanitizer: d ← Judge(m,σ, pksig,
pksan, tdpub, π).

Defining correctness of 3SSS is straightforward and therefore omitted.

Security of 3SSSs. Next, we introduce the security model. It is based on the
work done for sanitizable signatures by Brzuska et al. [17]. However, due to
our goals, we need to modify it significantly. In the security framework (for the
unforgeability definitions), the public trapdoor tdpub is always generated by the
adversary, as the holder of tdpriv should never be able to generate forgeries. This
simplifies our framework significantly, as an adversary generating tdpub has more
power than an adversary only receiving an honestly generated tdpub.

Due to space limitations, we can only sketch the security requirements here.
The formal game-based definitions are given in the full version of this paper.

Unforgeability. This definition requires that an adversary A not having any secret
keys is not able to produce a valid signature σ∗ on a new message m∗. As A has
full oracle access new means that A has not seen the message genuinely being
signed before.
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Immutability. A sanitizer must only be able to sanitize the admissible blocks
defined by ADM. This also prohibits deleting or appending blocks from a given
message m. The adversary is given full oracle access, while it is also allowed to
generate the sanitizer key pair itself.

Immutability2. Even if the signer, and the sanitizer, work together, they must
be not able to generate a valid sanitization, if std is not known. However, as the
signer can clearly sign whatever it wants (including any ADM), we define this
immutability property such that the adversary cannot generate a proof π∗ that
it sanitized the message, as it should not be able to do so. The adversary also
receives full adaptive oracle access, also for other pks, modeling the case where
for different pks sanitizations where generated.

Privacy. The notion of privacy is related to the indistinguishability of cipher-
texts. The adversary is allowed to input two messages with the same ADM which
are sanitized to the exact same message. The adversary then has to decide which
of the input messages was used to generate the sanitized one. The adversary
receives full adaptive oracle access.

Transparency. Transparency guarantees that the accountable party of a mes-
sage m remains anonymous. This is important if discrimination may follow from
learning that sanitizations have taken place [2,17]. In a nutshell, the adversary
to transparency has to decide whether it sees a freshly computed signature, or
a sanitized one. The adversary has full (but proof-restricted) oracle access.

Signer-Accountability. For signer-accountability, a signer must not be able to
blame a sanitizer if the sanitizer is actually not responsible for a given message.
Hence, the adversary A has to generate a proof π∗ which makes Judge to decide
that the sanitizer is accountable, if it is not for a message m∗ output by A. Here,
the adversary gains access to all oracles related to sanitizing.

Sanitizer-Accountability. Sanitizer-accountability requires that the sanitizer can-
not blame the signer for a message/signature pair not created by the signer. In
particular, the adversary has to make Proof generate a proof π which makes
Judge decide that for a given (m∗, σ∗) generated by A the signer is accountable,
while it is not. Thus, the adversary A gains access to all signer-related oracles,
while ptd can always be derived from std by assumption.

Unlinkability. In line with Camenisch et al. [22], we do not consider unlinkabil-
ity [19,21,36,48] in our construction, as it seems to be very hard to achieve with
the underlying construction paradigm.

Definition 13 (Secure 3SSS). An 3SSS secure, if it is correct, private, trans-
parent, unforgeable, immutable, immutable 2, sanitizer-accountable and signer-
accountable.

Additional Building Blocks. For the construction, we require PRGs, PRFs
and digital signatures (Σs). The formal definitions are given in the full version
of this paper.
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Construction. Subsequently, we present the construction of 3SSS. The under-
lying construction paradigm is an augmented version of the one by Brzuska et
al. [17]. In a nutshell, each admissible block is hashed using a CHDLTT. Then,
the hashes (along with the non-admissible blocks) are signed to achieve account-
ability. Note, however, that the used CHDLTT is not required to be unique.

PGen(1λ): Let ppchret ← PGen(1λ). Return pp3SSS = ppchret.
KGensig(pp3SSS): Let (skΣ , pkΣ) ← KGenΣ(1λ). Pick a key for a PRF, i.e., κ ←

KGenprf(1
λ). Return ((κ, skΣ), pkΣ).

KGensan(pp3SSS): Let (skchret, pkchret) ← KGen(ppchret). Return (skchret, pkchret).
TGen(pp3SSS): Let (std, ptd) ← TDGen(ppchret). Return (std, ptd).

Sign(m, sksig, pksan, tdpub, ADM): If ADM(m) = 0, return ⊥. Draw x ← {0, 1}λ. Let
x′ ← Evalprf(κ, x). Let τ ← Evalprg(x

′). For each block i ∈ ADM, do (hi, ri) ←
Hash(pkchret, tdpub, (i, m[i], pksig, tdpub)). For each block i /∈ ADM, let hi ← m[i],
and r ← ∅. Let (h0, r0) ← Hash(pkchret, (0, m, x, �, τ, [h]1,�, pksig, tdpub)). Sign
σ ← SignΣ(skΣ , ([h]0,�, �, pksig, pksan, ADM, x, tdpub)). Return (σ′, ([h]0,�, ADM, �,
x, τ, [r]0,�)).

Verify(m, σ, pksig, pksan, tdpub): For each block i ∈ ADM, let bi ← Ver(pkchret, tdpub,
(i, m[i], pksig, tdpub), ri, hi). Let b0 ← Ver(pkchret, tdpub, (0, m, x, �, τ, [h]1,�, pksig,
tdpub), ri, hi). If any bi = 0, return 0. Return VerifyΣ(pkΣ , ([h]0,�, , �, pksig, pksan,
ADM, x, tdpub), σ′).

Sanit(m, MOD, σ, pksig, sksan, tdpriv): Run b ← Verify(m, σ, pksig, pksan, tdpub). If b =
0, return ⊥. If MOD(ADM) = 0, return ⊥. For each (i, m[i]) ∈ MOD, let
r′

i ← Adap(skchret, (i, m[i], pksig, tdpub), (i, m
′[i], pksig, tdpub), ri, hi, std). Otherwise,

let r′
i ← ri. Draw τ ′ ← {0, 1}2λ. Let r′

0 ← Adap(skchret, (0, m, x, �, τ, [h]1,�, pksig,
tdpub), (0, m′, x, �, τ ′, [h]1,�, pksig, std), r0, h0, std). Return (σ′, ([h]0,�, ADM, �, x, τ ′,
[r′]0,�)).

Proof(sksig, m, σ, {(mi, σi) | i ∈ N}, pksan, tdpub): Return ⊥, if 0 = Verify(m, σ, pksig,
pksan, tdpub). Verify each signature in the list, i.e., run di ← Verify(mi, σi, pksig,
pksan, tdpub). If for any di = 0, return ⊥. Go through the list of (mi, σi),
and find a (non-trivial) colliding tuple of the chameleon-hash with (m, σ), i.e.,
h0 = h′

0, where also 1 = Ver(pksan, (0, m, x, �, τ, [h]1,�, pksig, tdpub), r0, h0), and
1 = Ver(pksan, (0, m′, x, �, τ ′, [h]1,�, pksig, tdpub), r

′
0, h

′
0) for some different tag τ ′ or

message m′. Let this signature/message pair be (σ′, m′) ∈ {(mi, σi) | i ∈ N}.
Return π = ((σ′, m′),PRF(κ, x)), where x is contained in (σ, m).

Judge(m, σ, pksig, pksan, π, tdpub): Check if π is of the form ((σ′, m′), v) with v ∈ {0, 1}λ.
If not, return Sig. Return ⊥, if 0 = Verify(m′, σ′, pksig, pksan, tdpub), or 0 =
Verify(m, σ, pksig, pksan, tdpub). Let τ ′′ ← PRG.Evalprg(v). If τ ′ �= τ ′′, return Sig,
where τ ′ is taken from (σ′, m′). If we have h0 = h′

0, with a non-trivial colliding
tuple 1 = Ver(pksan, (0, m, x, �, τ, [h]0,�, pksig, tdpub), r0, h0) = Ver(pksan, (0, m′, x, �,
τ ′, [h]0,�, pksig, tdpub), r

′
0, h

′
0), return San. Return Sig.

Construction 3: Secure 3SSS

Theorem 3. If Σ and CHDLTT are secure, while PRF and PRG are both pseudo-
random, then Construction 3 is secure.

We sketch the proof below. The detailed proof of Theorem 3 is given in the full
version of this paper.
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Proof (Sketch). Unforgeability follows from the unforgeability of the underlying
signature scheme and the public collision-resistance of the CHDLTT, as the adver-
sary either needs to find a new signature or a collision in the hash. Immutability
also follows from the unforgeability of the signature scheme, as each fixed block
is signed. Immutability2, however, follows from private collision-resistance, as an
adversary must find a collision for an honestly generated second trapdoor. Pri-
vacy and Transparency follow from the indistinguishability of the CHDLTT and
pseudo-randomness of the PRF and PRG. Signer-accountability follows from the
collision-resistance of the CHDLTT, as the proof must contain a collision which
has never been published. Sanitizer-Accountability, follows from the unforgeabil-
ity of the signature and the pseudo-randomness of PRF (and PRG).

Extensions. Subsequently, we present extensions to our basic scheme. We do
not provide full-fledged formal security frameworks, as they are straightforward
extensions to the one provided. However, these alterations increase the flexibility
to delegate actions and may lead to new application scenarios for this primitive,
and thus deserve to be mentioned.

Always Sanitizable Blocks. In the construction, the sanitizer can only sanitize,
if it knows tdpriv. It may, however, be desirable that the sanitizer can always
sanitize certain blocks, while others need tdpriv. This can easily be achieved
by using a standard chameleon-hash instead of CHDLTT for those blocks. A
formalization is straightforward and thus omitted.

Mixing Admissible Blocks. It may also be desirable that some blocks become
sanitizable if tdpriv is released, and others if other tdprivs are released, i.e., there
is more than one tdpriv for different blocks. Clearly, this can easily be achieved
by using new tdpubs for each new block, perhaps even the same tdpubs for several
blocks. Again, a formalization is straightforward and thus omitted. We did not
implement and measure this scheme, but the additional overhead is essentially
one more single signature and some PRG and PRF evaluations.

7 Additional Applications

This section is devoted to sketch some additional application scenarios of our new
primitive. These use-cases include the already mentioned notion of group-level
selectively revocable signatures and break-glass signatures.

Group-Level Selectively Revocable Signatures. Revoking (single) signatures is a
long-standing open problem [8,15,42]. Using CHDLTT, however, we get one step
closer to a satisfying solution. In particular, one can extend chameleon signa-
tures [46] as follows: Instead of signing the hashed message m using the public
key (of a standard chameleon-hash) of the recipient, one also uses ptd as an
identifier for some group, e.g., an employee’s name, or for a specific task. Then,
to revoke signatures bound to this group, one simply releases std, i.e., makes it
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public, just as in a standard PKI where revoked public keys are made public. The
corresponding ptd can be generated in advance by some entity, e.g., a server. All
revoked signatures must then be considered invalid by a verifier, as all recipients
could “fake” (i.e., adapt) arbitrary messages after revocation for that specific
ptd. This is, essentially, the same argumentation as for standard chameleon sig-
natures. Namely, as now any message can be “signed” by anyone4 including the
recipients, the signature loses all cryptographic value as an authentication of
origin.

Break-The-Glass Emergency Signatures. Assume that some employees are not
allowed to sign certain messages under “normal” conditions. Further assume the
messages in question are an order form, or an approval, which requires explicit
interaction with the department’s head. If, however, the department’s head is
not reachable, e.g., due to sickness, but the signature must be generated, a
designated employee may get access to some additional secret which allows to
generate exactly this signature. If, however, this secret is revealed, it must be
traceable that the secret was released, which can be enforced using standard
policies. Our new primitive allows to technically map this workflow as follows:
The employee able to sign a message in emergency generates a key pair for a
standard signature scheme, but hashes an empty message to the corresponding
ptd. The corresponding std can, e.g., be generated at some server within the
same company. The employee can then gain access to std, and can thus sign
any message it wants using Adap. This resembles a more sophisticated version
of blank signatures [41]. This also resembles the emergency modes of access
control, known as ‘Break-Glass’ or ’Break-The-Glass’ (BTG), but for signature
generation, e.g., those found in hospital information systems [35], and the server
can log the distributed std to generate an audit trail of this emergency event.
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31. Demirel, D., Derler, D., Hanser, C., Pöhls, H.C., Slamanig, D., Traverso, G.: PRIS-
MACLOUD D4.4: overview of functional and malleable signature schemes. Tech-
nical report, H2020 Prismacloud (2015). www.prismacloud.eu

32. Derler, D., Slamanig, D.: Rethinking privacy for extended sanitizable signatures
and a black-box construction of strongly private schemes. In: Au, M.-H., Miyaji,
A. (eds.) ProvSec 2015. LNCS, vol. 9451, pp. 455–474. Springer, Cham (2015).
https://doi.org/10.1007/978-3-319-26059-4 25

33. Even, S., Goldreich, O., Micali, S.: On-line/off-line digital signatures. J. Cryptol.
9(1), 35–67 (1996)

34. Fehr, V., Fischlin, M.: Sanitizable signcryption: sanitization over encrypted data
(full version). IACR Cryptology ePrint Archive, Report 2015/765 (2015)

35. Ferreira, A., Cruz-Correia, R., Antunes, L., Farinha, P., Oliveira-Palhares, E.,
Chadwick, D.W., Costa-Pereira, A.: How to break access control in a controlled
manner. In: 19th IEEE Symposium on Computer-Based Medical Systems (CBMS
2006), pp. 847–854 (2006)

36. Fleischhacker, N., Krupp, J., Malavolta, G., Schneider, J., Schröder, D.,
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Abstract. BRW-polynomial function is suggested as a preferred alter-
native of polynomial function, owing to its high efficiency and seem-
ingly non-existent weak keys. In this paper we investigate the weak-key
issue of BRW-polynomial function as well as BRW-instantiated crypto-
graphic schemes. Though, in BRW-polynomial evaluation, the relation-
ship between coefficients and input blocks is indistinct, we give out a
recursive algorithm to compute another (2v+1 − 1)-block message, for
any given (2v+1 − 1)-block message, such that their output-differential
through BRW-polynomial evaluation, equals any given s-degree polyno-
mial, where v ≥ �log2(s + 1)�. With such algorithm, we illustrate that
any non-empty key subset is a weak-key class in BRW-polynomial func-
tion. Moreover any key subset of BRW-polynomial function, consisting
of at least 2 keys, is a weak-key class in BRW-instantiated cryptographic
schemes like the Wegman-Carter scheme, the UHF-then-PRF scheme,
DCT, etc. Especially in the AE scheme DCT, its confidentiality, as well as
its integrity, collapses totally, when using weak keys of BRW-polynomial
function, which are ubiquitous.

Keywords: Weak key · Polynomial evaluation hash
BRW-polynomial · DCT · Message authentication code
Authenticated encryption

1 Introduction

Universal Hash Function. Universal hash functions (short as UHFs) were
firstly introduced by Carter and Wegman [8,37], and have become common
components in numerous cryptographic constructions, like message authen-
tication code (short as MAC) schemes [7,11,13,13], tweakable enciphering
schemes [10,19,35] and authenticated encryption (short as AE) schemes [3,21],
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etc. A UHF is a keyed function. Compared with other primitives like pseudo-
random permutations (short as PRPs) and pseudorandom functions (short as
PRFs), UHFs have no strength of pseudorandomness. The only requirement
is some simple combinatorial properties, which makes UHFs high-performance
but brittle and vulnerable to weak-key analyses [1,14,25,27,39] and related-key
attacks [34,36].

Weak-Key Analysis. Handschuh and Preneel [14] initiated the study of the
weak-key issue of UHFs, as they pointed out that “in symmetric cryptology,
a class of keys is called a weak-key class if for the members of that class the
algorithm behaves in an unexpected way and if it is easy to detect whether a
particular unknown key belongs to this class. Moreover, if a weak-key class is
of size C, one requires that identifying that a key belongs to this class requires
testing fewer than C keys by exhaustive search and fewer than C verification
queries.” Following such definition, they investigated several weak-key classes of
UHFs in MACs. Later on the weak-key analyses of UHFs mainly focused on a
specific UHF, i.e. polynomial function.

Polynomial Function. Polynomial function, which evaluates a polynomial in
the key with the data blocks as coefficients, is one of the most widely used
UHFs [4,5,10,15,17,20,35]. However the weak-key issue of polynomial function
in cryptographic schemes such as MACs was extensively studied and was found
unavoidable, especially in the example of GCM/GMAC which uses polynomial
function in its authentication component. Saarrinen [27] found that the keys of
polynomial function satisfying Kt = K formed a weak-key class in GCM. Procter
and Cid [25] found that any subset W is a weak-key class in GCM and GMAC,
if |W| ≥ 3 or |W| ≥ 2 and 0 ∈ W, exploiting the so-called forgery polynomial
q(K) = ΣH∈W(K −H). Zhu et al. [39] pointed out that any subset W consisting
of at least 2 keys is a weak-key class. Sun et al. [34] applied the above results to
tweakable enciphering schemes based on polynomial function. Abdelraheem et
al. [1] further proposed twisted polynomials from Ore rings to construct sparse
forgery polynomials, which greatly facilitate key recovery attacks.

The weak-key issue casts shadow on the further application of polynomial
function. For example, during the CAESAR competition, due to the weak-key
issue of polynomial function in the AE scheme POET [2], the designers [3]
decided to abandon the polynomial-function-based POET and retain the four-
round-AES-based version.

BRW-Polynomial Function. Bernstein [6] proposed a variant of polynomial
function, after the work of Rabin and Winograd [26], which is named as BRW
(short for Bernstein-Rabin-Winograd) in [28]. BRW-polynomial function per-
forms more highly-efficient than polynomial function, as it decreases nearly a half
of multiplications in polynomial evaluation. BRW-polynomial function is widely-
used in lots of cryptographic schemes, including authentication schemes [6,30],
tweakable enciphering schemes [9,28,29], authenticated encryption schemes [12],
etc.
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Furthermore, unlike the case of polynomial function, the weak-key issue
of BRW-polynomial function seems avoidable. By now, no weak-key prob-
lem of BRW-polynomial function has been found [12,14], which makes BRW-
polynomial function an ideal UHF candidate in cryptographic schemes to allevi-
ate the threat of weak keys. For example, the designers of DCT, a deterministic
authenticated encryption scheme [12], suggested using BRW-polynomial func-
tion to instantiate its UHF to avoid the weak-key issue.

Our Contributions. This work investigates the weak-key problem of BRW-
polynomial function and BRW-instantiated schemes. Unlike polynomial func-
tion, in BRW-polynomial evaluation, the relationship between coefficients and
input blocks is indistinct owing to its recursive definition. Nevertheless we give
out a recursive algorithm -SumBRWpoly- which, for any given (2v+1 − 1)-block
message M and any given s-degree polynomial q(K) = Q0K

s+Q1K
s−1+· · ·+Qs

that v ≥ �log2(s+1)�, computes another (2v+1 −1)-block message M ′ such that
BRWK(M ′) = BRWK(M) + q(K).

With SumBRWpoly, we illustrate that any s-key subset W =
{H0, · · · ,Hs−1} is a weak-key class of BRW-polynomial function. Moreover sim-
ilar to the case of polynomial function, any W, as long as s ≥ 2, is also a weak-
key class in BRW-instantiated schemes, even when padding rules are taken into
consideration, which negates the suggestion of substituting BRW-polynomial
function for polynomial function to mitigate the weak-key threat.

For example, when instantiating with BRW-polynomial, both the Wegman-
Carter scheme and the UHF-then-PRF scheme suffer the forgery attack if the
UHF key falls into W, and it is easy to detect if the unknown UHF key belongs
to W. Furthermore, the BRW-instantiated DCT, a deterministic AE scheme,
suffers both the distinguishing attack and the forgery attack once its UHF key is
in W, implying that the confidentiality, as well as the integrity, of DCT totally
collapses when using weak keys of BRW-polynomial, which are ubiquitous.

The remaining of the paper is structured as following: after reviewing the
weak-key problem of polynomial-based MACs in Sect. 2, SumBRWpoly is illus-
trated in Sect. 3, together with ubiquitous weak keys of BRW-polynomial and
BRW-instantiated MACs. Section 4 discuss weak-key classes of DCT, and Sect. 5
makes a simple conclusion of this work.

2 Preliminaries

2.1 Notations

For a finite set S, let x
$←− S denote selecting an element x uniformly at random

from the set S and #S denote the number of members in S. Let |s| represent
the bit length of s. For b ∈ {0, 1}, bm denotes m bits of b. Let ‖ denote the
concatenation of two bit-strings, and ⇐⇒ means if and only if. For a function
H : K × D → R where K is a key space, we often write H(K,M) as HK(M),
where (K,M) ∈ K × D. Without loss of generality, most of operations, such
as additions, multiplications, in the remaining are defined over the finite filed
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GF(2n). M = M0 · · · Mm−1 is a m-block message where Mi ∈ GF(2n) for i =
0, · · · ,m − 1.

2.2 Universal Hash Functions

Two commonly-used UHFs are almost-universal (AU) hash function and almost-
XOR-universal (AXU) hash function. Both UHFs satisfy some simple combina-
torial properties for any two different inputs.

For AU hash function, the output-collision probability of any two different
inputs is negligible.

Definition 1 (AU [32]). H : K ×D → R is an ε-almost-universal (ε-AU) hash
function, if for any M,M ′ ∈ D, M �= M ′,

Pr[K $←−K : HK(M) = HK(M ′)]=
#{K ∈K :HK(M)=HK(M ′)}

#K ≤ ε.

When ε is negligible we say that H is AU. Generally, ε = max
M �=M ′

Pr[K $←− K :

HK(M) = HK(M ′)].

For AXU hash function, the output-differential distribution of any two dif-
ferent inputs is almost uniform.

Definition 2 (AXU [33]). Let (R,+) be an abelian group where the addition
is exclusive-OR (XOR). H : K × D → R is an ε-almost-xor-universal (ε-AXU),
if for any M,M ′ ∈ D, M �= M ′, and any C ∈ R,

Pr[K $←−K :HK(M)+HK(M ′)=C]=
#{K ∈K :HK(M)+HK(M ′)=C}

#K ≤ε.

When ε is negligible we say that H is AXU. Generally, ε = max
M �=M ′,C

Pr[K $←− K :

HK(M) + HK(M ′) = C].

Clearly, if H is ε-AXU, it is also ε-AU, for ε-AU is a special case of ε-AXU
when C = 0.

2.3 UHF-Based MACs

One popular design of UHF-based MACs is to firstly compress the variable-
length input message into a fixed-length digest by a UHF and secondly encrypt it
into a tag. For example, the Wegman-Carter scheme [18,31,37] masks the digest
with the keystream of a block-cipher, while the UHF-then-PRF scheme [31] maps
the digest into a tag by a PRF.

More specifically, let H : K × D → R be a UHF and E : K′ × R → R be a
secure block-cipher. Two common UHF-based MACs are as following:
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– The Wegman-Carter scheme WC : (K × K′)×N ×D → R, for M ∈ D, N ∈ N
and K

$←− K,K ′ $←− K′,

WCK,K′(N,M) = EK′(N) + HK(M).

– The UHF-Then-PRF scheme UTP : (K × K′) × D → R, for M ∈ D and

K
$←− K,K ′ $←− K′,

UTPK,K′(M) = EK′(HK(M)).

In the Wegman-Carter scheme, N denotes a non-repeated Nonce which is
required fresh in each computation.

The Security of MACs. Without loss of generality, assuming that the key
is uniform-randomly chosen, i.e. K

$←− K,K ′ $←− K′, the MAC scheme O often
consists of two algorithms: (let O ∈ {WC,UTP})

– Tag-generation T O: When O = WC, on the input (N,M) where N is non-
repeated nonce, calculate T = WCK,K′(N,M); otherwise on the input M ,
calculate T = UTPK,K′(M). Return T .

– Verification VO: When O = WC, on the input (N,M, T ), compute T ′ =
WCK,K′(N,M); otherwise on the input (M,T ) compute T ′ = UTPK,K′(M).
If T ′ = T , return 1; else return 0.

During the communication between two parties who have shared a secret
key (K,K ′), the sender generates tags of his messages by the tag-generation
algorithm T O and transmits the message-tag pairs, while the receiver validates
the received message-tag pairs when the verification algorithm VO returns 1.

The security goal of MACs is to resist the forgery attack. More specifically,
any adversary who has access to both the tag-generation oracle T O and the
verification oracle VO, is said to have made a successful forgery, once it outputs
a new message-tag pair, i.e. a triple (N,M, T ) when O = WC or a duplet (M,T )
when O = UTP, which is not produced by T O but is validated by VO.

It has been proved that the Wegman-Carter scheme is secure if H is an AXU
and E is a PRP [18], and that the UHF-then-PRF scheme is secure if H is an
AU and E is a PRP [31].

2.4 Weak Keys of Polynomial Function and Polynomial-Based
MACs

Polynomial Function. Polynomial function is defined as

PolyK(M) = M0K
m−1 + M1K

m−2 + · · · + Mm−1

where K ∈ GF(2n), M = M0M1 · · · Mm−1, Mi ∈ GF(2n) for i = 0, 1, · · · ,m − 1.
Obviously PolyK(M) determines a polynomial in GF(2n)[K].

It is easy to deduce that PolyK(·) is a (m−1)/2n-AU, and that K ·PolyK(·)
is a m/2n-AXU. Because for any distinct M,M ′ and any C ∈ GF(2n), the
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equation PolyK(M ′) = PolyK(M) has at most (m − 1) roots in GF(2n), while
the equation K · PolyK(M) + K · PolyK(M ′) = C has at most m roots.

Weak-Key Classes of Poly and Poly-Based MACs. Unfortunately, the
weak-key issue of polynomial function is unavoidable. As shown in [25,34,39],
any subset W, as long as |W| ≥ 2, is a weak-key class of polynomial function in
GCM and GMAC, both Poly-based schemes. We just give it a brief explanation
in the following, and more details refer to [14,25,34,39].

For any key subset W = {H0,H1, · · · ,Hs−1} that s ≥ 2, define

q(K) = (K − H0)(K − H1) · · · (K − Hs−1) = Q0K
s + Q1K

s−1 + · · · + Qs,

where Q0 = 1. It is obvious that

K ∈ W ⇐⇒ q(K) = 0. (1)

In polynomial function, each coefficient corresponds exactly each input block,
and it is easy to find message pairs whose output-differential after polynomial
evaluating equals q(K). Specifically, for arbitrary m-block M that m > s, com-
pute

PolyK(M) + q(K) = M ′
0K

m−1 + M ′
1K

m−2 + · · · + M ′
m−1,

K · PolyK(M) + q(K) = K ·
(
M ′′

0 Km−1 + M ′′
1 Km−2 + · · · + M ′′

m−1

)
+ Qs.

Let M ′ = M ′
0M

′
1 · · · M ′

m−1 and M ′′ = M ′′
0 M ′′

1 · · · M ′′
m−1, and by (1),

K ∈ W ⇐⇒ PolyK(M) = PolyK(M ′), (2)
K ∈ W ⇐⇒ K · PolyK(M) = K · PolyK(M ′′) + Qs. (3)

By (2) (3), it is trivial that Pr
[
K

$←− W : PolyK(M) = PolyK(M ′)
]

= 1 and

Pr
[
K

$←− W : K · PolyK(M) = K · PolyK(M ′′) + Qs

]
= 1, which implies that

the AU property of PolyK(·), as well as the AXU property of K · PolyK(·),
totally disappears in the key subset W.

Furthermore, once the key of Poly falls into W, the security of Poly-based
schemes also collapses, and it is easy to detect whether the unknown key of
Poly belongs to W. Thus W (|W| ≥ 2) is a weak-key class of Poly in Poly-
based schemes. Take two common Poly-based MACs, i.e. UTP and WC, as
examples, that is, UTPK,K′(M) = EK′(PolyK(M)), and WCK,K′(N,M) =
EK′(N) + K · PolyK(M). Since EK′ is a PRP, according to (2) (3), it is easy to
deduce that

K ∈ W ⇐⇒ UTPK,K′(M) = UTPK,K′(M ′), (4)
K ∈ W ⇐⇒ WCK,K′(N,M) = WCK,K′(N,M ′′) + Qs, (5)

which means that (1) when K ∈ W, neither UTP nor WC can resist the forgery
attack, and (2) by verifying if the UTP tags between M and M ′ or the WC tags
between (N,M) and (N,M ′′) are equal, it is able to detect if K belongs to W.
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From above, it is crucial that, for arbitrary key subset W, it is easy to find
message pairs whose output-differential after polynomial evaluating equals q(K),
the so-called forgery polynomial defined by W. To deal with variable-length
inputs in real applications, inputs to polynomial function are padded firstly.
However even when padding rules are taken into consideration, such message
pairs are easy to find, and examples include GCM and GMAC [1,25,27,39].

3 Weak Keys of BRW-Polynomial Function
and BRW-Instantiated MACs

3.1 The Description of BRW-Polynomial Function

BRW-polynomial function [6,23] is defined recursively, just as follows:

– BRWK(ε) = 0n;
– BRWK(M0) = M0;
– BRWK(M0M1) = M0K + M1;
– BRWK(M0M1M2) = (M0 + K)(M1 + K2) + M2;
– BRWK(M0· · ·Mm−1)=BRWK(M0· · ·Mt−2)(Kt+Mt−1)+BRWK(Mt· · ·Mm−1)

for t ∈ {4, 8, 16, 32, · · · } and t ≤ m < 2t (i.e. t = 2�log2 m�);

where ε is an empty string, K ∈ GF(2n),Mi ∈ GF(2n) for i = 0, · · · ,m − 1.
When m ≥ 3, let t = 2�log2 m�, BRWK(·) is a monic polynomial with the degree
of (2t − 1). And it is easy to conclude that BRWK(·) is (2t − 1)/2n-AU and
K · BRWK(·) is 2t/2n-AXU [28].

Unlike the case of polynomial function, in BRW-polynomial evaluation, each
input block may affect multiple coefficients in the meantime, and its difficult to
track the coefficients after modifying input blocks. However, even though the
relationship between input blocks and coefficients is not so obvious as that in
polynomial function, there are efficient methods to find message pairs whose
output-differential after BRW-polynomial evaluating equals some given polyno-
mial, and BRW-polynomial function suffers the same weak-key issue as polyno-
mial function.

In the following, we firstly give out a recursive algorithm, SumBRWpoly
in Algorithm 1, which finds another new (2v+1 − 1)-block message for any
given (2v+1 − 1)-block message such that their output-differential after BRW-
polynomial evaluating equals any given s-degree polynomial, where v ≥ �log2(s+
1)�. Secondly, we study the weak-key problem of BRW-polynomial function and
BRW-instantiated MACs, i.e. BRW -based UTP and WC, with the recursive
algorithm.

3.2 The Description of SumBRWpoly

Given any s-degree polynomial q(K) = Q0K
s + Q1K

s−1 + · · · + Qs and any
m-block message M that m = 2v+1 − 1 and v ≥ �log2(s + 1)�, SumBRWpoly,
exploiting the observations about the BRW-polynomial evaluation of the specific
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(2v+1 − 1)-block inputs, computes another new m-block message M ′ such that
BRWK(M ′) is exactly the sum of BRWK(M) and q(K).

In this section, we first introduce the observations about the BRW-
polynomial evaluation of (2v+1 − 1)-block inputs, and then explain how
SumBRWpoly works, where v ≥ 2.

BRW-Polynomial Evaluation of (2v+1 −1)-Block Inputs. When v ≥ 2, let
m = 2v+1 − 1 and t = 2�log2(m)� = 2v. To an m-block message M ,

BRWK(M0· · ·Mt−2Mt−1Mt· · ·M2t−2) =
BRWK(M0· · ·Mt−2) ·Kt + Mt−1 ·BRWK(M0· · ·Mt−2) + BRWK(Mt· · ·M2t−2),

and the observations exploited in SumBRWpoly are as following:

(1) BRWK(M) is a monic polynomial with the degree of (2t − 1), i.e. m or
2v+1 − 1;

(2) Both BRWK(M0· · ·Mt−2) and BRWK(Mt· · ·M2t−2) are monic polynomials
with the degree of (t − 1), i.e. (2v − 1), and thus the coefficient of Kt−1 is
(Mt−1 + 1);

(3) The last (t − 1) blocks of M , i.e. Mt · · · M2t−2, only affect the terms with a
degree lower than (t − 1);

(4) Only the first (t − 1) blocks of M , i.e. M0 · · · Mt−2, affect the terms with a
degree greater than t.

(5) The last block of M , i.e. M2t−2, only affects the constant term, and the
constant term in BRWK(M0· · ·Mt−2) (if any) turns out to be the coefficient
of Kt.

Note that when v = 0, 1 and m = 1, 3 respectively, the evaluation of BRWK(M)
is simple.

How SumBRWpoly Works. The description of SumBRWpoly is shown in Algo-
rithm1. It is required that m > s. Otherwise there is no such m-block message
pair M,M ′ satisfying BRWK(M ′) = BRWK(M)+q(K) since both BRWK(M ′)
and BRWK(M) are monic polynomials with the degree of m. By 2v+1 − 1 > s,
let v ≥ �log2(s + 1)� for simplicity. Besides, m is often expected to be as small
as possible to make the attacks efficient. For any s, the shortest messages dealt
by SumBRWpoly is mmin = 2�log2(s+1)�+1 − 1, i.e. s < mmin ≤ (2s + 1).

When s = 0. Note that when s = 0, W = ∅, which is actually insignificant, and
this case is given to complete the recursive algorithm. And v = 0 is included
in this case. Let q(K) = Q0 that Q0 ∈ GF(2n). To be simple, let M ′

m−1 =
Mm−1 + Q0, as the last block of the (2v+1 − 1)-block message only affect the
constant term in BRW-polynomial evaluation for v ≥ 0.

When v = 1 and s = 1, 2. In this case, the specific message that SumBRWpoly
processes is of 3 blocks, i.e m = 3. According to

{
BRWK(M ′

0M
′
1M

′
2) = K3 + M ′

0K
2 + M ′

1K + M ′
0M

′
1 + M ′

2

BRWK(M0M1M2) = K3 + M0K
2 + M1K + M0M1 + M2

,
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Algorithm 1. The description of SumBRWpoly

Input: q(K) = Q0K
s + Q1K

s−1 +· · ·+ Qs, M = M0· · ·Mm−1, where
m = 2v+1 − 1 and v ≥ �log2(s + 1)�.

Output: M ′ = M ′
0· · ·M ′

m−1.
if s = 0 then

M ′
0· · ·M ′

m−2 = M0· · ·Mm−2;
M ′

m−1 = Mm−1 + Qs;

else
v = �log2 m�;
t = 2v;
if v = 1 then

if s = 1 then
M ′

0 = M0;
M ′

1 = M1 + Q0;
M ′

2 = M2 + Q1 + M0Q0;

if s = 2 then
M ′

0 = M0 + Q0;
M ′

1 = M1 + Q1;
M ′

2 = M2 + Q2 + M0Q1 + M1Q0 + Q0Q1;

else
if s < t − 1 then

M ′
0· · ·M ′

t−1 = M0· · ·Mt−1;
M ′

t · · ·M ′
2t−2 = SumBRWpoly(q(K), Mt· · ·M2t−2);

if s ≥ t − 1 then
if s ≥ t then

q1(K) =
∑s−t

i=0 Qs−t−iK
i;

M ′
0· · ·M ′

t−2 = SumBRWpoly (q1(K), M0· · ·Mt−2);

else
q1(K) = ε;
M ′

0· · ·M ′
t−2 = M0· · ·Mt−2;

M ′
t−1 = Mt−1 + Qs−t+1;

q2(K) =
∑t−2

i=0 Qs−iK
i + Qs−t+1 · (

BRWK(M0· · ·Mt−2) + Kt−1
)

+
(Mt−1 + Qs−t+1) · q1(K);
M ′

t · · ·M ′
2t−2 = SumBRWpoly (q2(K), Mt· · ·M2t−2);

return M ′

it is easy to define M ′ satisfying BRWK(M ′) = BRWK(M)+ q(K) for s = 1, 2.
One simple way to define M ′ is given in Algorithm 1.

When v ≥ 2. In this case, SumBRWpoly runs in a recursive way by exploit-
ing the observations about the BRW-polynomial evaluation of (2v+1 − 1)-block
inputs. Let t = 2v (see Algorithm 1).

If s < t − 1, because the last (t − 1) input blocks only affect the terms
with the degree lower than (t − 1) in BRW-polynomial evaluation, to be simple,
SumBRWpoly(q(K),M) keeps the first t blocks of M ′ the same as that of M ,
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and computes the remaining (t − 1) blocks of M ′ by making a recursive call of
SumBRWpoly(q(K),Mt · · · M2t−2). That is,

SumBRWpoly (q(K),M) = M0 · · ·Mt−1‖SumBRWpoly (q(K),Mt· · ·M2t−2) .

Note that in this specific case s < t−1 and v ≥ �log2(s+1)�, thus v−1 ≥ �log2(s+
1)� which means that the recursive call of SumBRWpoly(q(K),Mt · · · M2t−2) is
reasonable.

However when s ≥ t − 1, the problem is a bit complex. Rewrite the terms of
q(K) into three parts as following:

q(K) =
(
Q0K

s + · · · + Qs−tK
t
)

+ Qs−t+1K
t−1 +

(
Qs−t+2K

t−2 + · · · + Qs

)

= q1(K) · Kt + Qs−t+1K
t−1 +

(
Qs−t+2K

t−2 + · · · + Qs

)
, (6)

where when s ≥ t, q1(K) = Q0K
s−t+Q1K

s−t−1+· · ·+Qs−t, and when s = t−1,
q1(K) = ε.

When s ≥ t, because only the first (t−1) input blocks affect the terms whose
degree is greater than t in BRW-polynomial evaluation, SumBRWpoly(q(K),M)
first calls SumBRWpoly(q1(K),M0· · ·Mt−2) to computes M ′

0· · ·M ′
t−2. The recur-

sive call is reasonable, since M0· · ·Mt−2 is a (2(v−1)+1 − 1)-block input and
the relationship between (v − 1) and the degree of q1(K), i.e. (s − t), satis-
fies the requirement of SumBRWpoly. Due to the property of floor number,
(s + 1) ≤ 22�log2(s+1)�−1 + 2�log2(s+1)�−1 for s ≥ 1, and

s − t + 1 = s − 2v + 1 ≤ s + 1 − 2�log2(s+1)� ≤ 2�log2(s+1)�−1.

Since v −1 ≥ �log2(s+1)�−1, it is easy to deduce that v −1 ≥ �log2(s− t+1)�.
Otherwise when s = t − 1, since q1(K) = ε, let M ′

0· · ·M ′
t−2 = M0· · ·Mt−2.

After that SumBRWpoly figures out how q1(K) affects the remaining lower-
degree terms. Moreover let M ′

t−1 = Mt−1 + Qs−t+1, and then

BRWK(M ′
0· · ·M ′

t−2) ·
(
Kt + M ′

t−1

)
(7)

= (BRWK(M0· · ·Mt−2) + q1(K)) ·
(
Kt + Mt−1 + Qs−t+1

)

= BRWK(M0· · ·Mt−2) ·
(
Kt + Mt−1

)
+ q1(K) · Kt

+ (Mt−1 + Qs−t+1) · q1(K) + Qs−t+1 · BRWK(M0· · ·Mt−2)
= BRWK(M0· · ·Mt−2) ·

(
Kt + Mt−1

)
+ q1(K) · Kt + Qs−t+1K

t−1

+ (Mt−1 + Qs−t+1) · q1(K) + Qs−t+1 ·
(
BRWK(M0· · ·Mt−2) + Kt−1

)
.

To deal with the lower-degree terms, by (6) (7), let

q2(K) =Qs−t+2K
t−2 + · · · + Qs

+ (Mt−1 + Qs−t+1) · q1(K) + Qs−t+1 ·
(
BRWK(M0· · ·Mt−2) + Kt−1

)
,

and the degree of q2(K) is either smaller than (t − 1) or equal to that of q1(K),
and thus satisfies the requirement to call SumBRWpoly(q2(K),Mt· · ·M2t−2).
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That is, the remaining blocks M ′
t · · ·M ′

2t−2 can be computed by making
another recursive call of SumBRWpoly(q2(K),Mt· · ·M2t−2), and then

BRWK(M ′
t · · ·M ′

2t−2) = BRWK(Mt· · ·M2t−2) + q2(K). (8)

Therefore when s ≥ t − 1, by (7) (8),

BRWK(M ′
0· · ·M ′

t−2M
′
t−1M

′
t · · ·M ′

2t−2)
= BRWK(M ′

0· · ·M ′
t−2) ·

(
Kt + M ′

t−1

)
+ BRWK(M ′

t · · ·M ′
2t−2)

= BRWK(M0· · ·M t−2) ·
(
Kt + Mt−1

)
+ BRWK(Mt· · ·M2t−2)

+q1(K) · Kt + Qs−t+1K
t−1 + q2(K)

+ (Mt−1 + Qs−t+1) · q1(K) + Qs−t+1 ·
(
BRWK(M0· · ·Mt−2) + Kt−1

)

= BRWK(M0· · ·Mt−2Mt−1Mt· · ·M2t−2) + q(K).

3.3 Weak Keys of BRW-Polynomial in MACs

Weak keys in BRW-polynomial function are found ubiquitous, which also threats
BRW-based schemes. In this section, we explain how a key subset of BRW-
polynomial function turns out to be a weak-key class, and then briefly discuss
the weak-key issue of BRW-instantiated MACs.

For any key subset W = {H0,H1, · · · ,Hs−1} that s ≥ 1, define

q(K) = (K − H0)(K − H1) · · · (K − Hs−1) = Q0K
s + Q1K

s−1 + · · · + Qs

where Q0 = 1, similarly. Moreover let q(K) = Q0K
s−1 + Q1K

s−2 + · · · + Qs−1

and then q(K) = K · q(K) + Qs.
Choose arbitrary m-block message M where m = 2v+1 −1 and v = �log2(s+

1)�, i.e. s < m ≤ (2s + 1). Compute M ′ and M ′′ by calling SumBRWpoly, that
is M ′ = SumBRWpoly (q(K),M) and M ′′ = SumBRWpoly (q(K),M). By

BRWK(M ′) = BRWK(M) + q(K),
K · BRWK(M ′′) = K · BRWK(M) + K · q(K),

it is obvious that

K ∈ W ⇐⇒ BRWK(M ′) = BRWK(M), (9)
K ∈ W ⇐⇒ K · BRWK(M ′′) = K · BRWK(M) + Qs. (10)

Thus the AU property of BRWK(·), as well as the AXU property of K·BRWK(·),
totally disappears in W, as Pr

[
K

$←− W : BRWK(M) = BRWK(M ′)
]

= 1 and

Pr
[
K

$←− W : K · BRWK(M) = K · BRWK(M ′′) + Qs

]
= 1.

Besides, once the key of BRW falls into W, the security of the BRW -based
scheme also collapses, and it is easy to detect whether the unknown key of BRW
belongs to W. So W is a weak-key class of BRW in the BRW -based schemes.

Take two BRW-instantiated MACs, i.e. UTP and WC, as examples, any W
is a weak-key class, as long as |W| ≥ 2, because that:
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– UTPK,K′(M) = EK′(BRWK(M))
(1) Forgery attack. Make a single tag-generation query of M and get its tag

T . Once K ∈ W, (M ′, T ) is a successful forgery, since EK′ is a PRP and
then T = EK′ (BRWK(M)) = EK′ (BRWK(M ′)) according to (9).

(2) Detection. Simply make a tag-generation query of M to get its tag T , and
one more verification query of (M ′, T ). If 1 is returned, BRWK(M) =
BRWK(M ′) since EK′ is a PRP, and thus K ∈ W according to (9),
otherwise K /∈ W.

– WCK,K′(N,M) = EK′(N) + K · BRWK(M)
(1) Forgery attack. Make a single tag-generation query of (N,M) and get

its tag T . Once K ∈ W, (N,M ′′, T + Qs) is a successful forgery, since
T + Qs = EK′(N) + K · BRWK(M) + Qs = EK′(N) + K · BRWK(M ′′)
according to (10).

(2) Detection. Make a single tag-generation query of (N,M) to get its T , and
one more verification query of (N,M ′′, T + Qs). If 1 is returned, K ∈ W
according to (10), otherwise K /∈ W.

Both forgery attack and detection given above require at least 1 tag-
generation query and 1 verification query, and to avoid non-sense weak-key
classes, it is required that |W| ≥ 2. In real applications, inputs are often padded
firstly to deal with variable-length inputs. However even when padding rules
are taken into consideration, SumBRWpoly still works by some tricks, such as
the one used in the weak-key discussion of DCT (Sect. 4.2), and more refer
to [1,25,27,39].

4 Weak Keys of BRW-Polynomial in DCT

DCT [12], short for Deterministic Counter in Tweak, is a Beyond-Birthday-
Bound-secure AE scheme, which is constructed from an efficient UHF, a CCA-
secure PRP and a Beyond-Birthday-Bound-secure encryption scheme. Forler et
al., the designers of DCT, suggest instantiating the underlying UHF with BRW-
polynomial function, rather than polynomial function, to avoid the weak-key
issue. However BRW-polynomial function suffers the same weak-key problem,
which can be extended to DCT when instantiating with BRW-polynomial func-
tion.

4.1 A Brief Introduction to DCT

The encryption of DCT takes the input (A,P ), where A is the associated data
and P is the plaintext, and outputs the ciphertext C. The decryption of DCT
takes the input (A,C), and outputs the plaintext P if the verification is passed.

The encryption and decryption of DCT are illustrated in Table 1. The block
length is n-bit. Encodeτ (P ) puts 0τ on the left of P and then partitions the data
into two part PL‖PR where |PL| = n. E is a block cipher. E is an encryption
scheme and D is its inverse. If the left τ bits of PL are zeroes, Decodeτ (PL, PR)
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Table 1. The encryption and decryption of DCT.

DCT.encK1,K2,K3(A,P )
PL‖PR = Encodeτ (P )
X = HK1(A,PR)
Y = PL +X
CL = EK2(Y )
CR = EK3(CL, PR)
return CL‖CR

DCT.decK1,K2,K3(A,C)
CL‖CR = C
PR = DK3(CL, CR)
X = HK1(A,PR)
Y = E−1

K2
(CL)

PL = Y − X
return Decodeτ (PL, PR)

deletes the zeroes and returns the rest bits of PL‖PR, otherwise Decodeτ returns
⊥ indicating the verification is failed.

In DCT, E is instantiated by the stream-cipher mode CTRT [24]. For sim-
plicity, let CTRT.GenK3(CL, l) be the function that outputs l-bit keystream in
the key K3, and once CL is new, the l-bit keystream looks random at all. And
then {

EK3(CL, PR) = PR + CTRT.GenK3(CL, |PR|)
DK3(CL, CR) = CR + CTRT.GenK3(CL, |CR|)

.

The underlying UHF is defined as

HK1(A,PR) = K1 · BRWK1(pad(A)‖pad(PR)‖L)

where the function pad(X) pads X with the minimal number of trailing zeroes
such that its length after padding are multiples of n, L = len(A)‖len(PR) that
len(X) is an (n/2)-bit variable representing the bit length of X. Note that the
UHF description here is a bit different from the original design in [12], but it
doesn’t affect the weak-key discussion in the following.

4.2 Weak Keys of BRW-Polynomial Function in DCT

When instantiating with BRW-polynomial function, which is suggested by its
designers, DCT suffers the unavoidable weak-key problem, owing to ubiquitous
weak keys of its BRW-polynomial UHF component, and the details are given
out in the following.

AE schemes are designed to provide both the confidentiality of plaintexts
and the integrity of plaintexts and associated data. However when weak keys
are used, at least one of the security goal is broken. For example, GCM, one
of the standardized AE schemes, fails to provide the integrity when using weak
keys of its polynomial-function UHF, which is proved by the forgery attacks
given in [1,14,25,27,39]. Another example is the robust AE scheme AEZ [16],
which, when using weak keys given in [22], fails to offer the confidentiality, as
its ciphertexts can be distinguished from random bits efficiently. As for BRW-
instantiated DCT, both its confidentiality and integrity collapse, when using
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weak keys of BRW-polynomial. Besides it is easy to detect if the unknown key
of BRW-polynomial belongs to some weak-key class.

Inherited from BRW-polynomial function, any subset W = {H0,· · ·,Hs−1}
is a weak-key class of DCT, as long as s ≥ 2. That is, once K1 ∈ W, the
confidentiality, as well as the integrity, of DCT collapses totally, and it is easy
to detect whether K1 ∈ W.

Construct Message Pairs. The crux is how to construct distinct message
pairs, say (A,P ), (A′, P ′), for any W, satisfying that

K1 ∈ W ⇐⇒ HK1(A
′, P ′

R) = HK1(A,PR).

In the following, we explain how to find such pairs with SumBRWpoly and a
little trick to deal with the padding rule.

For any s-key subset W, let m = 2v+1 − 1 and v = �log2(s + 1)�, i.e. s <
m ≤ (2s + 1). Let A be arbitrary m-block message, i.e. A = M0· · ·Mm−1 where
Mi ∈ {0, 1}n for i = 0, · · · ,m − 1. Let q(K1) = (K1 − H0) · · · (K1 − Hs−1) and
A′ = M ′

0· · ·M ′
m−1 = SumBRWpoly(q(K1),M0· · ·Mm−1), thus

BRWK1(M
′
0· · ·M ′

m−1) = BRWK1(M0· · ·Mm−1) + q(K1). (11)

Besides, let PR = P ′
R = 0n‖U where U ∈

⋃(m−2)n
l=0 {0, 1}l, and

{
pad(A)‖pad(PR)‖L = M0· · ·Mm−1 ‖ 0n‖pad(U)‖L

pad(A′)‖pad(P ′
R)‖L′ = M ′

0· · ·M ′
m−1 ‖ 0n‖pad(U)‖L′ (12)

where L = len(A)‖len(PR), L′ = len(A′)‖len(P ′
R) and L = L′. Obviously,

(m + 2)n ≤| pad(A)‖pad(PR)‖L |≤ 2mn, i.e. at most 2(2s + 2) blocks, and
| pad(A)‖pad(PR)‖L |=| pad(A′)‖pad(P ′

R)‖L |.
Therefore, by (11) (12),

BRWK1(pad(A′)‖pad(P ′
R)‖L′)

= BRWK1(pad(A′)‖pad(P ′
R)‖L)

= BRWK1(M
′
0· · ·M ′

m−1) ·
(
Km+1

1 + 0n
)

+ BRWK1(pad(U)‖L)

= (BRWK1(M0· · ·Mm−1) + q(K1)) ·
(
Km+1

1 + 0n
)

+ BRWK1(pad(U)‖L)

= BRWK1(M0· · ·Mm−1) ·
(
Km+1

1 + 0n
)

+ BRWK1(pad(U)‖L) + q(K1) · Km+1
1

= BRWK1(pad(A)‖pad(PR)‖L) + q(K1) · Km+1
1 ,

and thus
K1 ∈ W

⋃
{0} ⇐⇒ HK1(A

′, P ′
R) = HK1(A,PR). (13)

Moreover, with HK1(A
′, P ′

R) = HK1(A,PR), let P = V ‖PR, P ′ = V ‖P ′
R

where V ∈ {0, 1}n−τ , and thus

C ′
L = CL, (14)

where C ′
L‖C ′

R = DCT.encK1,K2,K3(A
′, P ′), CL‖CR = DCT.encK1,K2,K3(A,P ).
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Weak-Key Classes in DCT. For any key subset W of BRW-polynomial func-
tion, with the message pair (A,P ), (A′, P ′) that satisfy (13) (14) found, both
confidentiality and integrity of DCT collapse when K1 ∈ W. More specifically,
when K1 ∈ W, the following attacks are successful:

– Distinguishing attack. Make two encryption queries of (A,P ), (A′, P ′), and
denote the ciphertexts as CL‖CR, C ′

L‖C ′
R respectively. According to (14),

CL = C ′
L is always true in DCT, while happens with the small probability of

2−n in the random case.
– Forgery attack. Make a single encryption query of (A,P ) to get its cipher-

text CL‖CR, and forge the ciphertext of (A′, P ′) as CL‖ (P ′
R + PR + CR),

where PR + CR is the keystream which is produced by the CTRT encryption
component E , i.e. PR + CR = CTRT.GenK3(CL, |PR|).
More specifically, let C ′

L‖C ′
R = DCT.encK1,K2,K3(A

′, P ′). By (14), C ′
L = CL,

and then CTRT.GenK3(C
′
L, |P ′

R|) = CTRT.GenK3(CL, |PR|) since |PR| =
|P ′

R|. Thus C ′
R = P ′

R + CTRT.GenK3(C
′
L, |P ′

R|) = P ′
R + PR + CR.

Moreover it is easy to detect whether K1 ∈ W
⋃

{0}. Simply make two
encryption queries of (A,P ), (A′, P ′) and denote the ciphertexts as CL‖CR,
C ′

L‖C ′
R respectively. Once C ′

L = CL, HK1(A
′, P ′

R) = HK1(A,PR) as the block-
cipher E is a PRP, and by (13), K1 ∈ W.

Besides, if K1 = 0, the UHF outputs 0 for arbitrary input, and thus when
0 /∈ W, by 1 more encryption query, it is able to detect either K1 = 0 or
K1 ∈ W. That is, make a encryption query of some input (A′′, P ′′) for any A′′

and P ′′ = V ‖P ′′
R, and observe if its first n-bit ciphertext equals CL.

Thus, any key subset W of BRW-polynomial function that |W| ≥ 2 is a
weak-key class in BRW-instantiated DCT. Again, |W| ≥ 2 is required to avoid
non-sense weak-key classes.

5 Conclusions

This work studies the weak-key problem of BRW-polynomial function and BRW-
instantiated schemes. It is found that weak keys in BRW-polynomial function
are ubiquitous, and that any key subset of BRW-polynomial which consists of
at least 2 keys is a weak-key class in BRW-based cryptographic schemes like the
Wegman-Carter scheme, the UHF-then-PRF scheme, DCT, etc. Similar weak-
key classes also exist in more BRW-instantiated schemes [6,9,28–30]. Although
the weak-key attack seems impossible to break the provable security of these
schemes, the ubiquity of weak keys is a potential security risk.
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Abstract. Many block ciphers and hash functions require the diffusion
property of Maximum Distance Separable (MDS) matrices. Serial matri-
ces with the MDS property obtain a trade-off between area requirement
and clock cycle performance to meet the needs of lightweight cryptogra-
phy. In this paper, we propose a new class of serial-type matrices called
Diagonal-Serial Invertible (DSI) matrices with the sparse property. These
matrices have a fixed XOR count (contributed by the connecting XORs)
which is half that of existing matrices. We prove that for matrices of
order 4, our construction gives the matrix with the lowest possible fixed
XOR cost. We also introduce the Reversible Implementation (RI) prop-
erty, which allows the inverse matrix to be implemented using the similar
hardware resource as the forward matrix, even when the two matrices
have different finite field entries. This allows us to search for serial-type
matrices which are lightweight in both directions by just focusing on the
forward direction. We obtain MDS matrices which outperform existing
lightweight (involutory) matrices.

Keywords: MDS matrix · Serial matrix · Lightweight cryptography
XOR count

1 Introduction

Diffusion [1] is a key property of a secure cipher which refers to the propagation
of changes in the input to the entire output. In many ciphers, the diffusion
property is brought about by a linear diffusion matrix as part of a round function
component. Effectively, a modification of even a single bit in the input results
in drastic changes in the output, providing stronger defence against differential
and linear cryptanalysis attacks. Hence, matrices known as Maximum Distance
Separable (MDS) matrices are commonly used in ciphers [2–5] to maximise the
diffusion ability of the diffusion layer. They have the property that the diffusion
provided is optimal.
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However, the guarantee of strong diffusion power often results in a high hard-
ware computation cost. Thus, it is necessary to find lightweight MDS matrices
that can be incorporated into ciphers while minimising hardware requirements
and maximising efficiency. However, due to the size of the search space it is impos-
sible to perform a naive exhaustive search. Thus, various constructions [6–9] have
been studied in order to narrow the search space to obtain lightweight MDS matri-
ces. Other methods have also been proposed to increase overall efficiency.

One example is so-called serial matrices [5], which utilise a trade-off to reduce
hardware requirement while incurring additional time cost. These matrices have
the property that their k-th power is MDS (k-MDS), thus by applying the matrix
k times in a series of k clock cycles, diffusion ability can still be maximised.
[7] proposed the idea of cyclic matrices (generalisation of circulant matrices)
in a serial-based implementation to simulate serial matrix implementation and
to achieve low hardware cost. In both cases, the trade-off area (XOR count)
with throughput (number of clock cycles) is kind of balance and proportional,
reducing the XOR count by a factor of k while increasing the clock cycle by a
factor of k.

Very often, the search for lightweight diffusion matrix focused on the forward
direction and paid little attention to the implementation cost of the inverse
matrix (backward direction). Although there are scenarios like OFB, CFB and
counter mode which only requires the block cipher encryption to be lightweight,
in other cases where both encryption and decryption are required, such matrices
tends to pay more for its inverse matrix. There are other works which attempt
to overcome this problem by considering involution (self-inverse) matrices like
in [6,7,9]. In this case, both the forward and backward direction will cost the
same. However, it often comes with a higher cost because of the involution
restriction.

In this work, we aim to search for new serial-type matrices which outperform
existing lightweight matrices and also have efficient implementation in both for-
ward and backward direction. This will be useful for constrained devices where
lightweight implementation is required but high throughput is not necessary.

Contributions. We propose a new class of serial-type matrices known as
Diagonal-Serial Invertible (DSI) matrices. This matrix is potentially k-MDS
while maintaining a low original weight, which can increase the probability of
finding lightweight matrices possessing the targeted properties. By introducing
the sparse condition for DSI matrices, we actually made a favourable trade-off
between the area and clock cycle; we reduced the XOR count by almost a factor
of 2k at a cost of k clock cycles.

We introduce the concept of Reversible Implementation (RI) property which
allows us to better understand the implementation of serial-type matrices. We
show that its implementation cost for the backward direction can be as low as the
forward direction, giving us the advantage of having efficient implementation for
both forward and backward directions. Because of this RI property, we can focus
our search on lightweight matrices in the forward direction without worrying its
inverse cost or to limit our search to involution matrices.
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Our construction led us to finding new lightweight serial-type matrices, which
are lighter than existing diffusion matrices in serialised implementation.

Lastly, we prove for diffusion matrices of order 4 that our sparse DSI matrices
achieve the lowest possible fixed cost implementation. Meaning that there does
not exist other serial-type matrix construction that would be lighter than our
sparse DSI construction.

Organisation. We give the preliminaries in Sect. 2, introduce our new serial-
type matrix construction and its properties in Sect. 3. Next, we introduce the
concept of the RI property and describe how the implementation cost of a dif-
fusion matrix is evaluated in Sect. 4, and present our search results in Sect. 5.
Finally, we prove optimality for our sparse DSI matrix in Sect. 6 and end with
our conclusion and some thoughts about future work in Sect. 7.

2 Preliminaries

In this section, we give a preliminary overview of concepts and definitions used
in the rest of the paper.

2.1 Finite Fields and MDS Matrices

We denote by GF(2n) the finite field with 2n elements. It is isomorphic to poly-
nomials in GF(2)[X] modulo an irreducible polynomial p(X) of degree n. The
elements of GF(2n) may be written in two ways: in polynomial representation,∑

biX
i or in bitwise representation, bn−1bn−2...b2b1b0, where bi ∈ GF(2). For

example, in GF(28), the 8-bit string 11100001 corresponds to the polynomial
X7 + X6 + X5 + 1, written 0xe1 in hexadecimal.

The addition operation on GF(2n) is simply the bitwise XOR on the coeffi-
cients of the polynomial representation of the elements. The multiplication of two
elements is the modulo p(X) reduction of the product of the polynomial represen-
tations of the two elements. For simplicity, we append the irreducible polynomial
in hexadecimal form to the finite field. For instance, suppose p(X) = X4+X1+1
is the modulo reduction of the product of field elements in GF(24), we denote
the finite field as GF(24)/0x13.

Definition 1 [7]. The branch number of a matrix M of order k over finite
field GF(2n) is the minimum number of nonzero components of the input vector
v and output vector u = M · v as we range over all nonzero v ∈ [GF(2n)]k.

Using matrices with high branch number for the diffusion layer of block
ciphers protect them against differential and linear cryptanalysis (protecting
against the latter requires the transpose of the diffusion matrix instead to have
a high branch number).

Definition 2 [10]. A maximum distance separable (MDS) matrix of order
k is a matrix that attains the optimal branch number k + 1.
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Fixing the input vector to have only 1 nonzero element, the output vector will
have at best, all its k entries nonzero; therefore the branch number is bounded
above by k + 1.

Definition 3. A matrix of order k is q-MDS if it is MDS when raised to the
q-th power.

Such matrix is also known as recursive MDS matrix, but since we will be
discussing cases where q �= k (see Sect. 6), we chose the notation q-MDS for
clearer indication of the number of iterations.

The following proposition is used to check if a matrix satisfies the MDS
property:

Proposition 1 [11]. A matrix is MDS if and only if its square submatrices are
all nonsingular.

Proposition 2 [7]. For any permutation matrices P and Q, the branch numbers
of these two matrices M and PMQ are the same.

This provides some symmetry in terms of general construction in the later
parts of the paper.

2.2 XOR Count

The way to perceive and estimate the implementation cost of the diffusion layer
has evolved over time. It was a common belief that finite field elements with low
Hamming weight has lower hardware implementation cost. In 2014, the authors
of [12] proposed estimating the implementation cost by counting the number
of XOR gates (denoted as d-XOR [13]) needed to implement the field element
from its multiplication matrix. They also showed that, unlike the common belief,
higher Hamming weight elements may also have low implementation cost. Several
work [6,7,9,14] adopted this metric to estimate the implementation cost of dif-
fusion matrix. An improved metric s-XOR [13], proposed by authors of [13] was
introduced to better gauge the implementation cost in practice. In this paper,
we adopt this new metric to calculate the implementation cost of the diffusion
layer.

Definition 4 [13]. The s-XOR count of an element α in GF (2n)/p(X) (where
p(X) is the generator polynomial), is the minimum number of XOR operations
for implementing the field element multiplication, where the minimum is taken
over all implementation sequences.

Example 1 [13]. Given the finite field GF(23)/0xb, the multiplication of α = 7
seen as (1, 1, 1) ∈ [GF(2)]3 can be computed by:

(1, 1, 1)(b2, b1, b0) = (b2 ⊕ b0, b2 ⊕ b1, b1) ⊕ (b1, b2 ⊕ b0, b2) ⊕ (b2, b1, b0)
= (b1 ⊕ b0, b0, b2 ⊕ b1 ⊕ b0),
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where (b2, b1, b0) is an arbitrary element of GF(23) ∼= (GF(2))3. Expressing the
same computation as a matrix multiplication, it rewrites as

⎡

⎣
0 1 1
0 0 1
1 1 1

⎤

⎦

⎡

⎣
b2
b1
b0

⎤

⎦ =

⎡

⎣
b1 ⊕ b0

b0
b2 ⊕ b1 ⊕ b0

⎤

⎦ .

From the multiplication matrix, we can see that d-XOR(α) = 3 XOR count.
In practice, one can upward-rotate the input vector components, XOR the second
component to the first, followed by XORing the first component to the third to
obtain the same desired output. Therefore, we get s-XOR(α) = 2 < d-XOR(α).

In [13], the authors denoted it as s-XOR(α) to distinguish it from the metric
proposed in [12] which was denoted as d-XOR(α). Since we are adopting this
new metric (s-XOR), we simply use XOR(α) to be concise in this paper. In this
paper, we focus on the finite fields GF(24)/0x13 and GF(28)/0x1c3, where most
of the lightweight diffusion matrices are found.

3 Diagonal-Serial Invertible Matrices

First, let us recall the matrix structure of serial matrices. To distinguish it from
the other serial-type matrices that we studied in this paper, we shall call this
matrix a Linear Feedback Serial (LFS) matrix.

The LFS matrix L = LFS(z0, z1, ..., zk−1) from [5] is of specific interest in
this study. Because LFS(z0, z1, ..., zk−1) corresponds to a Linear Feedback Shift
Register (LFSR) where the feedback taps are given by the last row of the matrix,
hence the name. Properties of the LFS matrices have been investigated in [15],
among which is the lightweight expression of the inverse, L−1. In particular, the
expression of LFS matrix and its inverse are shown below:

Lij =

⎧
⎪⎨

⎪⎩

zj , i = k − 1
1, i + 1 = j

0, otherwise.
L−1
ij =

⎧
⎪⎨

⎪⎩

zj+1
z0

, i = 0, zk = 1
1, i = j + 1
0, otherwise.

From this expression, the authors of [15] concluded that if z0 = 1, then both a
LFS matrix and its inverse has the same finite field entries z1, z2, . . . , zk−1 which
will lead to both matrices requiring the same hardware resource to implement.
We show later in this paper a new technique that allows us to implement LFS
matrix and its inverse with the same hardware resources even when z0 �= 1.

3.1 Diagonal-Serial Invertible (DSI) Matrix

Definition 5. A Diagonal-Serial Invertible (DSI) matrix D = (Dij)
1≤i,j≤k ∈ [GF (2n)]k×k, is determined by 2 vectors, a = (ai)1≤i≤k ∈
[GF (2n)\{0}]k and b = (bi)1≤i≤k−1 ∈ [GF (2n)]k−1, as follows1:

1 The indices starts from 1 for the convenience of latter discussions.
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Dij =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

a1, i = 1, j = k

ai, i = j + 1
bi, i = j ≤ k − 1
0, otherwise.

The design is motivated by the LFS(z0, z1, ..., zk−1) matrix construction.
Keeping to the structure of a permutation matrix, the underlying intuition is
that pairwise linear combinations of rows will provide a higher diffusion power.
We will first prove some elementary properties of the DSI matrix:

Theorem 1. Every DSI matrix D = DSI(a,b) is invertible.

Proof. We have det(D) = D1k · det(M1k) = a1 · det(M1k) by cofactor expansion
along the rightmost column (where M1k is the matrix formed by removing the
topmost row and rightmost column); M1k is upper triangular thus its deter-
minant is simply the product of its diagonal entries, det(M1k) = a2a3a4 . . . ak.
Therefore det(D) = a1a2a3 . . . ak �= 0 (∀i, ai �= 0) and D is invertible.

To express the q-th power of the general DSI matrix D = DSI(a,b), we view
it as a weighted adjacency matrix to a directed graph with vertices labeled 1 to
k (Dij is the weight of the directed edge from vertex i to vertex j). Then for any
q ∈ N, we have:

(Dq)ij =
∑

length q paths from i to j

(product of all weights along the path)

with the sum taken over all all paths of length q from vertex i to vertex j. In
the above expression, we note that an edge with weight 0 will never contribute
to the sum; therefore edges with weight 0 may be added or removed without
consequence.

For the ease of notation, we denote bk = 0, and
Pi({s1, s2, . . . , s|S|}) =

∑

p1+p2+···+p|S|=i; pj≥0

sp1
1 sp2

2 . . . s
p|S|
|S| ; then we have, for a

general DSI matrix D:

(Dk)ij =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Pi−j({bt|t ∈ {j, . . . , i}) · ∏

u∈{j−1,...,i}
au, i > j

bki +
k∏

u=1
au, i = j

Pj−i({bt|t ∈ {1, . . . , i} ∪ {j, . . . , k}) · ∏

u∈{1,...,i}∪{j+1,...,k}
au, i < j

(1)
The expressions above are obtained by drawing the associated graph, with

vertices 1 to k arranged anticlockwise in a circle; the edge weighted ai points
clockwise from vertex i to vertex i−1 (mod k), while the edge weighted bi points
from vertex i to itself. For i �= j, a path of length k from vertex i to vertex j must
take the path through the j − i (mod k) clockwise edges i → i − 1 → · · · → j,
while passing through any i − j (mod k) self-pointing edges along the way. A
path of length k from vertex i to itself, on the other hand, may be the one
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passing through all clockwise edges i → i − 1 → · · · → i, or the path obtained
by traversing the self-pointing edge i → i for k times.

The graph also illustrates the symmetry of the matrix; the vertices may
be relabeled 1 through k still in an anticlockwise fashion but starting at an
arbitrary vertex, which will shift the bk = Dkk = 0 element to another element
along the main diagonal of the matrix. Note the similarity with Proposition 2,
taking Q−1 = P = (the permutation matrix corresponding to the permutation
of vertices as described).

Example 2. The DSI matrix D = DSI(a,b) of order 4 is expressed below
together with its associated graph, shown in Fig. 1, of which it is the weighted
adjacency matrix:

D =

⎛

⎜
⎜
⎝

b1 0 0 a1

a2 b2 0 0
0 a3 b3 0
0 0 a4 0

⎞

⎟
⎟
⎠

1

2 3

4a1

a2

a3

a4

b1

b2 b3

Fig. 1. Weighted adjacency graph associated with DSI matrix of order 4

Note that there is no self-pointing edge on vertex 4 because b4 = 0. The
fourth power can thus be expressed as shown below:

D4 =

⎛

⎜
⎜
⎝

b41 + a1a4a3a2 P1({b1, b3, b2})a1a4a3 P2({b1, b3})a1a4 P3({b1})a1

P3({b2, b1})a2 b42 + a2a1a4a3 P1({b2, b1, b3})a2a1a4 P2({b2, b1})a2a1

P2({b3, b2, b1})a3a2 P3({b3, b2})a3 b43 + a3a2a1a4 P1({b3, b2, b1})a3a2a1

P1({b3, b2, b1})a4a3a2 P2({b3, b2})a4a3 P3({b3})a4 a4a3a2a1

⎞

⎟
⎟
⎠.

We also reach the following result:

Theorem 2. Given DSI matrix D of order k, k is the minimum power of D for
all entries to have a nonzero algebraic expression (and thus possibly MDS).

Proof. The shortest path from vertex k to itself is the clockwise path passing
through all vertices, k → k − 1 → k − 2 → · · · → 1 → k, of length k, therefore
(Di)kk = 0 for all i < k. The algebraic expression of all coefficients of Dk have
been evaluated above in (1).
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3.2 Sparse DSI Matrix

However, for the DSI construction, pairwise linear combination of rows would
generate maximum diffusion power with inherent redundancy! We can possibly
further reduce the number of nonzero entries and consequently lower the fixed
cost, as proposed in the following subclass of DSI matrices:

Definition 6. A DSI matrix D = DSI(a,b) of order k is sparse if b satisfies:{
b2 = b4 = b6 = · · · = bk−2 = 0, if k is even
b2 = b4 = b6 = · · · = bk−3 = 0, if k is odd

Although sparse DSI matrices do have lesser nonzero entries, a natural ques-
tion to ask is whether sparse DSI matrices of order k can potentially be k-MDS.
Extending the result from Theorem2, we have the following corollary.

Corollary 1. Sparse DSI matrices can potentially be k-MDS.

Proof. By Definition 5, all the ai’s are nonzero. For each appearance of Pi(S) in
(1), we want to ensure that there exists nonzero term in the set S. For the case
i > j, S contains at least two consecutive elements bj , bj+1 , of which at least one
term is not set to 0. For the case i < j, S always contains b1 which is nonzero.
Thus each appearance of Pi(S) is a nonzero algebraic expression; therefore the
algebraic expressions of all entries of Dk are still nonzero for a sparse DSI matrix
D.

In fact, if DSI matrix D has 2 consecutive elements bj , bj+1 (with consecutive
indices modulo k) with both equal to 0, it follows from (1) that (Dk)(j+1)j =
Pk−1({bj+1, bj})aj+1 = 0 and Dk cannot possibly be MDS; therefore the sparse
restriction to the general DSI matrix sets the most number of entries in b to 0
while still allowing the possibility of Dk being MDS.

In [16], the authors proposed a new serial-type construction based on Type-II
Generalized Feistel Structure (GFS). Although this matrix type is similar to our
sparse DSI matrix, it is fundamentally different from ours, detailed in Sect. 6.

4 RI Property and Serial-Type Matrices

In this section, we introduce a property called the Reversible Implementation
(RI) which allows us to understand more about the implementation of serial-
type matrices and their inverse. Next, we describe how the implementation cost
of the serial-type matrices and their inverse are computed.

4.1 Reversible Implementation (RI) Property

Definition 7. Given some set of objects S, a function f : Sn → Sn has the
Reversible Implementation (RI) property if there exists a sequence of
transformations whereby each transformation is either a permutation of the n-
tuple components, involution (self-inverse), or the transformation itself has the
RI property. Such sequence of transformations is also called the RI sequence.
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Proposition 3. If a function f has a RI sequence, then there exists an imple-
mentation of the inverse function f−1 that has the same implementation cost as
the RI sequence.

Proof. Given a RI sequence, we construct a sequence of transformations to imple-
ment the inverse function with the same implementation cost as the RI sequence.
First, we reverse the entire sequence of transformations, that is starting from the
last transformation of the RI sequence. If a transformation is some permutation
of the n-tuple components, we implement the inverse permutation on the com-
ponents. Since permutation is simply rewiring of the circuit in hardware, it is
basically free. If a transformation is involution, we apply the exact same trans-
formation with the same implementation cost. If a transformation has the RI
property, it has some RI sequence of its own and we can recursively implement
its inverse with the same implementation cost.

Example 3. The field multiplication of 7 ∈ GF(23)/0xb has the RI property as
we can see from Example 1, the sequence of transformation: upward-rotate the
input vector components, XOR the second component to the first component,
and XOR the first component to the third component. This is an RI sequence
since it consists of permutation and XOR instructions that are involutions. The
inverse of this field multiplication can be implemented as follows: XOR the first
component to the third component, XOR the second component to the first
component, and downward-rotate the input vector components, which has the
same implementation cost of 2 XORs as element 7.

In fact, under the s-XOR metric introduced in [13], we can conveniently
conclude that any nonzero finite field element has the RI property and its inverse
has the same XOR count as itself 2.

It is to note that this RI property is different from a function being involu-
tion. While being involution means the same circuit could be reused for forward
and backward implementation at a cost of some multiplexers, more multiplexers
might be needed to reuse the RI sequence circuit in the reverse order. Instead of
reusing of circuit, our RI property is useful for identifying the implementation
of the inverse requires the similar hardware resources.

4.2 RI Property in Serial-Type Matrices

The sparse matrix structure of serial-type matrices allows us to analyse the
sequence of transformations easily. We illustrate the implementation sequence
of the two serial-type matrices of order 4 in Fig. 2, which can also be generalised
to any order k. One can observe that both LFS and DSI matrices have the RI
property.

Previous, it was believed that LFS matrix has the same implementation cost
for both forward and backward implementation only when z0 = 1 [15]. However,
under the s-XOR metric, field element multiplications have the RI property, the
2 This observation has also been pointed out in [8].
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(a) Circuit of DSI matrix. (b) Circuit of LFS matrix.

Fig. 2. Circuit of LFS and DSI matrices of order 4.

implementation cost of z0 is actually the same as its inverse z−1
0 . Therefore,

LFS matrix has the same implementation cost for both forward and backward
direction for any nonzero z0.

Similar argument holds for DSI matrix. One can implement the inverse of
DSI matrix by first updating the last component with field multiplication a−1

k ,
which as the same implementation cost as ak. Next, multiply the last component
with bk−1 and XOR it to the second last component. Repeat these process until
the first component. Update the first component with a−1

1 and finally upward-
rotate the components to obtain the final output vector. The entire process has
the same implementation cost as the forward DSI matrix implementation.

4.3 Evaluating the Implementation Cost of Serial-Type Matrices

For round-based MDS matrices, a direct consequence of Proposition 1 is that
all entries have to be nonzero. Thus, the conventional way of estimating the
implementation cost of an MDS matrix over GF(2n) is to take the sum of the
implementation cost of all nonzero field multiplications (so-called the variable
cost), and add (k−1) many n-bit XOR count for each row to generate the output
components (so-called the fixed cost).

Things are a bit different for serial-type q-MDS matrices, there can be zero
entries in the matrix, thus the fixed cost for each row is 1 less than the number
of nonzero entries many n-bit XOR count. For the variable cost, we can apply a
small technique to save some implementation cost of the field multiplication for
some special cases.

Take DSI matrix of order 4 as an example, notice that if b1 = a2, we can
rearrange the order of the field multiplication and the XOR operation so that we
only need to compute one field multiplication and not both b1 and a2 separately,
as shown in Fig. 3a. Thus, we only count the implementation cost of bi when it
is not equal to ai+1.

Similar strategy can be applied to LFS matrices, when there are multiple
zi’s of the same field element, we can first XOR these branches together before
applying a single field multiplication, then XOR to the last component, Fig. 3b
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illustrates an example of LFS matrix of order 4. Therefore, we only need to count
the implementation cost of the distinct zi’s in the last row.

(a) Special case of DSI matrix. (b) Special case of LFS matrix.

Fig. 3. Saving implementation cost for serial-type matrices.

While such trick can be applied to these two serial-type matrices, it is non-
trivial to apply it to other types of matrices like Hadamard or circulant matrices.
Thus, it remains an open question if similar trick can be applied to other matrices
too.

5 Main Results

In this section, we present new serial-type k-MDS matrices which have lower
XOR count than previously known MDS/k-MDS matrices. To obtain lightweight
matrices, we searched through k×k sparse DSI and LFS matrices over the finite
field GF (28) defined by the irreducible polynomial 0x1c3 for 4 ≤ k ≤ 8. To
check if a matrix is k-MDS, we raise the matrix to power of k and recursively
check that each submatrix is non-singular. Once a submatrix is singular, we exit
prematurely and move on to the next candidate. Else, this candidate would be
a k-MDS matrix. Besides searching directly in GF(28), we also use the subfield
construction [12, Sect. 7.2] where we search over GF(24) defined by the irre-
ducible polynomial 0x13, and interleave two copies to obtain a diffusion matrix
with the same branch number over GF(28). The search can be completed rela-
tively fast on a personal laptop from a few minutes when k = 4 to a few hours
when k = 7. The lightweight sparse DSI and LFS k-MDS matrices are denoted
by Dk,n and Lk,n respectively.

We reiterate that we are considering scenario where lightweight implementa-
tion is required but high throughput is not necessary. That is, we do a tradeoff
for lower area at the cost of higher clock cycles. For serial-type matrices, such
tradeoff is natural and the implementation cost is the XOR count of the entire
matrix. For cyclic matrices, for instance circulant/left-circulant matrices, it can
be implemented in a serialized manner by implementing one row of the matrix
and reusing the same row [7]. Although it is non-trivial to implement Hadamard
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matrices in a serialized manner, we give the benefit of the doubt and assume
that it can be done too. Therefore, we compare these round-based matrices by
the XOR count for one of its row, see Table 1. Note that we are considering only
the implementation cost of the matrix, the cost of multiplexer is out of the scope
of our discussion.

Table 1. XOR count of various serialized matrices

Matrices of order k (over GF (2n)) XOR count

Cyclic
∑

XOR(ci) + (k − 1) · n
Hadamard

∑
XOR(hi) + (k − 1) · n

LFS
∑

zi|∀j<i,zi �=zj
XOR(zi) + (k − 1) · n

Sparse DSI
∑

XOR(ai) +
∑

bi �=ai+1
XOR(bi) + �k/2� · n

Where ci’s (resp. hi’s) are the entries in a row of cyclic (resp. Hadamard) matrix.

For fair comparison, we recalculated the implementation cost of the existing
matrices under the same metric (s-XOR) as ours when possible. In Table 2 (resp.
Table 3), we compare serialized MDS matrices and k-MDS serial-type matrices
of order 4 ≤ k ≤ 8 over GF(24) (resp. GF(28)) in both the forward and back-
ward direction. In particular, we compare the DSI and LFS matrices that we
found with circulant [9], left-circulant [7,8], Hadamard [6] and LFS [5,12,17]
matrices. One may also consider unrolling DSI/LFS matrices to simulate round-
based matrices for comparison with cyclic/Hadamard matrices in a round-based
implementation scenario. That is to implement k copies of DSI/LFS matrices in
series to achieve the MDS property in one clock cycle. The XOR count of all the
matrices would simply be k times of what the tables have shown.

For the entries of the diffusion matrix, some literature considered invertible
binary matrices rather than the finite field elements, for those cases, we indicate
the entry type as GL(n,GF(2)).

5.1 Comparing Matrices Where n = 4

We ran our search on both sparse DSI and LFS k-MDS matrices of order 4 ≤
k ≤ 8 over GF(24)/0x13. The results are summarised in Table 2.

In [17], the authors considered 8-MDS matrix of order 4 to extend their search
for lighter diffusion matrices. Although they obtained LFS matrix with lower
XOR count than other 4-MDS LFS matrices, in serial-based implementation,
the number of clock cycle needed is doubled.

Although we could not find sparse DSI k-MDS matrices of order higher than
4, we would like to point out that this is quite common even for other matrix
types due to the small field size. As we can see in Table 2 that there are lesser
matrices that we can compare as the matrix size increases.

For circulant matrices from [9] and serial-type matrices from [16], the entries
of the matrix are non-singular binary matrices of order n. In [8], the irreducible
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Table 2. Comparison of MDS/k-MDS matrices for n = 4

k Matrix type Field/Ring Forward Backward Reference

4 Hadamard GF(24)/0x13 17 19 [6]

4 Involutory Hadamard GF(24)/0x13 17 17 [6]

4 Involutory circulant GL(4, GF (2)) 17 17 [9]

4 Left-circulant GF(24) 15 − [8]

4 Circulant GL(4, GF (2)) 15 − [9]

4 Left-circulant GF(24)/0x13 15 29 [7]

4 LFS GL(4, GF (2)) 15 - [16]

4 LFS GF(24)/0x13 15 15 [12]

4 8-MDS LFS GF(24)/0x13 13 13 [17]

4 GFS GL(4, GF (2)) 10 - [16]

4 Sparse DSI D4,4 GF(24)/0x13 10 10 This paper

5 IMDS left-circulant GF(24)/0x13 27 27 [7]

5 Left-circulant GF(24) 24 − [8]

5 Left-circulant GF(24)/0x13 20 26 [7]

5 LFS GL(4, GF (2)) 19 - [16]

5 LFS A100 GF(24)/0x13 18 18 [5]

5 LFS L5,4 GF(24)/0x13 18 18 This paper, A100

6 Left-circulant GF(24)/0x13 30 40 [7]

6 LFS A144 GF(24)/0x13 28 28 [5]

6 LFS GL(4, GF (2)) 25 - [16]

6 LFS L6,4 GF(24)/0x13 25 25 This paper

7 LFS A196 GF(24)/0x13 31 31 [5]

7 LFS GL(4, GF (2)) 30 - [16]

7 LFS L7,4 GF(24)/0x13 30 30 This paper

8 Involutory Hadamard GF(24)/0x13 53 53 [6]

8 Hadamard GF(24)/0x13 48 56 [6]

8 LFS A256 GF(24)/0x13 47 47 [5]

8 LFS GF(24)/0x13 41 41 [12]

8 LFS GL(4, GF (2)) 37 - [16]

8 LFS L8,4 GF(24)/0x13 36 36 This paper

polynomial is not defined. Therefore, it is unclear how we can obtain the inverse
of those matrices.

Besides obtaining the same LFS matrix as [5] for k = 5, we found new
lightweight serial-type k-MDS matrices that outperform or match the existing
lightweight matrices. For matrices over GF(24), the room for improvement is
small due to the small field size, one can see larger improvements for matrices
over GF(28) in the next section.
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Table 3. Comparison of MDS/k-MDS matrices for n = 8

k Matrix type Field/Ring Forward Backward Reference

4 Hadamard [GF(24)/0x13]2 2 × 17 2 × 19 [6]

4 Involutory Hadamard [GF(24)/0x13]2 2 × 17 2 × 17 [6]

4 Involutory circulant GL(8, GF (2)) 33 33 [9]

4 LFS GF(28)/0x11d 33 33 [12]

4 Left-circulant GF(28)/0x1c3 31 75 [7]

4 Left-circulant GF(28) 30 - [8]

4 8-MDS LFS GF(28)/0x1c3 27 27 [17]

4 Circulant GL(8, GF (2)) 27 - [9]

4 LFS GL(8, GF (2)) 27 - [16]

4 Sparse DSI D4,8 GF(28)/0x1c3 22 22 This paper

4 Sparse DSI [D4,4]
2 [GF(24)/0x13]2 2 × 10 2 × 10 This paper

4 GFS GL(8, GF (2)) 18 - [16]

5 IMDS left-circulant GF(28)/0x165 65 65 [7]

5 Left-circulant GF(28)/0x1c3 42 90 [7]

5 Left-circulant GF(28) 40 - [8]

5 LFS GL(8, GF (2)) 35 - [16]

5 Sparse DSI D5,8 GF(28)/0x1c3 31 31 This paper

6 IMDS left-circulant GF(28)/0x165 77 77 [7]

6 LFS A288 GF(28)/0x11b 57 57 [5]

6 Left-circulant GF(28)/0x1c3 55 115 [7]

6 Left-circulant GF(28) 54 - [8]

6 LFS GL(8, GF (2)) 45 - [16]

6 GFS GF(28) ≥42 - [16]

6 Sparse DSI D6,8 GF(28)/0x1c3 31 31 This paper

7 IMDS left-circulant GF(28)/0x139 107 107 [7]

7 Left-circulant GF(28)/0x1c3 66 120 [7]

7 Left-circulant GF(28) 64 - [8]

7 LFS GL(8, GF (2)) 54 - [16]

7 Sparse DSI D7,8 GF(28)/0x1c3 54 54 This paper

8 Involutory Hadamard GF(28)/0x1c3 96 96 [6]

8 Hadamard GF(28)/0x1c3 88 179 [6]

8 Left-circulant GF(28) 82 - [8]

8 Left-circulant GF(28)/0x1c3 80 160 [7]

8 LFS [L8,4]
2 [GF(24)/0x13]2 2 × 36 2 × 36 This paper

8 LFS GL(8, GF (2)) 65 - [16]
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5.2 Comparing Matrices Where n = 8

In addition to running our search on both sparse DSI and LFS k-MDS matrices of
order 4 ≤ k ≤ 8 over GF(28)/0x1c3, we also considered the subfield construction
[12, Sect. 7.2] where we use 2 copies of the serial-type matrices over GF(24)/0x13,
denoted by [ · ]2, hence doubling the XOR count3. The results are summarised
in Table 3.

Similar to the case n = 4, it is unclear how the inverse of the matrices
from [8,9,16] are obtained. In [17], the authors considered 8-MDS matrix of
order 4 to have lower XOR count. However, in serial-based implementation, this
results in more clock cycles and higher latency compared to other serial-type
matrices.

For 5 ≤ k ≤ 7, we found sparse DSI matrices that outperform existing
lightweight matrices in both forward and backward direction. For k = 6, the
authors of [16] pointed out that there exists 6-MDS GFS matrix over finite field
without giving an actual example, assuming that it can be constructed with
some field element with the lowest possible XOR count of 3, we obtain, at best,
an estimation of XOR count 42.

When k = 8, the search space for sparse DSI and LFS matrices are too large
to cover and we have not found a k-MDS matrix yet. Similar problem was faced
by the authors of [12] when they search for LFS matrices. Nevertheless, we can
construct a competitive candidate matrix from L8,4 using subfield construction.

Although we did not outperform the matrices from [16] for the case k = 4, 8,
it is to note that the choice of matrix entry is different. While it is possible to
search for lightweight DSI matrices over invertible binary matrices, it requires
very different search strategy and it is beyond the scope of our work.

Notice that for non-involution round-based matrices, its inverse could be sig-
nificantly larger. However for serial-type matrices, we do not have such problem
thanks to the RI property. Thus, when the implementation of the backward
direction is required, our matrices are more favourable.

The lightweight sparse DSI and LFS k-MDS matrices, denoted by Dk,n and
Lk,n respectively, found are listed in Table 4.

6 Advantages of Sparse DSI Matrices

In this section, we look at the reasons behind why sparse DSI matrices tend
to yield better results than other matrix types like Hadamard, cyclic and LFS
matrices. In addition, we prove that sparse DSI matrix of order 4 has the lowest
possible fixed XOR count. Since diffusion matrix of order 4 is probably the most
commonly used matrix size for the diffusion layer, sparse DSI matrix is a great
candidate for designing lightweight ciphers.

3 We can multiply the XOR counts of all matrices in Table 2 by 2 to get matrices over
GF(28) but we do not include most of them in Table 3 to prevent congestion. But we
can easily see that the best (sparse DSI) matrices we get directly from GF(28)/0x1c3
do outperform 2 copies of the best matrices over GF(24) for 5 ≤ k ≤ 7.
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Table 4. Sparse DSI and LFS matrix examples. If the matrix has double digit hex-
adecimal entries, it belongs to GF(28)/0x1c3. If it has single digit hexadecimal entries,
it belongs to GF(24)/0x13.

Order Sparse DSI LFS

4 D4,4 =

⎛
⎜⎜⎜⎜⎝

1 0 0 1

1 0 0 0

0 1 0x9 0

0 0 0x2 0

⎞
⎟⎟⎟⎟⎠

, D4,8 =

⎛
⎜⎜⎜⎜⎝

1 0 0 1

1 0 0 0

0 1 0xe1 0

0 0 0x02 0

⎞
⎟⎟⎟⎟⎠

-

5 D5,8 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 1

1 0 0 0 0

0 1 0x04 0 0

0 0 1 0x02 0

0 0 0 0x02 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

L5,4 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

0x1 0x2 0x9 0x9 0x2

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

6 D6,8 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 1

1 0 0 0 0 0

0 1 0x91 0 0 0

0 0 1 0 0 0

0 0 0 1 0x02 0

0 0 0 0 0x02 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

L6,4 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

0x1 0xd 0x9 0x4 0x9 0xd

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

7 D7,8 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0x1c 0 0 0 0 0 1

1 0 0 0 0 0 0

0 1 0x02 0 0 0 0

0 0 0x02 0 0 0 0

0 0 0 1 0xb5 0 0

0 0 0 0 1 0xe1 0

0 0 0 0 0 0xe1 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

L7,4 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1

0x1 0x2 0x7 0x1 0x1 0x7 0x2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

8 - L8,4 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1

0x1 0xe 0x2 0xd 0x9 0xd 0x2 0xe

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

6.1 Reducing the Fixed XOR Count

The biggest limitation to MDS matrix was the fixed XOR cost. For matrices like
Hadamard or cyclic matrices, a necessary condition for a matrix to be MDS is
not to have any zero entries. This means that for each row of the matrix, there
are up to k finite field multiplications as variable cost (some may be element 1
which is free), and these k components have to be summed together, incurring
a fixed cost of (k − 1) · n XOR count.

While most of the existing work focused on reducing the variable cost by
considering various type of matrix structure, LFS matrix was introduced as a
trade-off between hardware implementation cost and clock cycle. However, the
fixed cost in the last row of the LFS matrix remains the same as we can see from
the following:

Theorem 3. If a LFS matrix is k-MDS, then zi �= 0 for all i.
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Due to space constraint, we leave the proof to the full version4.
This means that the fixed cost of a LFS k-MDS matrix is necessarily (k−1)·n,

similar to the fixed cost of a row of MDS Hadamard or cyclic matrix. However,
we managed to overcome this limitation by using sparse DSI matrix. The funda-
mental reason is that sparse DSI matrix can have lesser connecting XORs than
other existing matrix structures while still be potentially k-MDS.

As we can see from Table 1, the fixed XOR count of a sparse DSI matrix (con-
tributed by the connecting XORs independent of the choice of matrix entries) is
approximately half that of cyclic, Hadamard and LFS matrices. Although there
are more ai and bi entries in a DSI matrix than in a row of the other matrices,
the overall XOR count is greatly compensated by the fact that the fixed XOR
count is halved. This is especially so if we can keep the XOR count of ai and
bi down by choosing them to be 1 or other very lightweight elements. As an
example, the lightest sparse DSI k-MDS matrix we found for n = 8 and k = 6
has a total XOR count of 31, this is already less than the fixed XOR count of
cyclic, Hadamard and LFS matrices which is (6−1) ·8 = 40. Therefore when we
search for lightweight sparse DSI or LFS k-MDS matrices, if we find sparse DSI
k-MDS matrix that has XOR count lesser than the fixed cost of LFS matrices,
we do not have to run our search on LFS matrices in hope for finding lighter
matrices.

In Comparison with GFS Matrix. While it seems that sparse DSI matrix is
similar to GFS matrix proposed in [16], sparse DSI matrix has two advantages
over GFS matrix. Firstly, GFS matrix only exists for even order while our DSI
matrix exists for all sizes, thus we can achieve improvements on some parameters
that was not achievable by GFS matrix. Secondly, the technique mentioned in
Sect. 4.3 could not be applied to GFS matrix due to the nature of its construction,
thus losing the advantage that LFS and DSI matrices have.

6.2 Optimal Serial-Type Matrix of Order 4

It is natural to wonder if it is possible to achieve even lower fixed cost by con-
sidering other serial-type matrix structure. Here, we prove that it is not possible
for serial-type matrices of order 4. Before that, we state some lemmas that are
useful for our proof.

Lemma 1. If diffusion matrix of order k is MDS, then for every component ui

of the output vector u ∈ [GF(2n)]k, it is some linear combination of all the input
components vi’s.

Proof. Suppose there is an output component uy that is a linear combination
of all input components except vx. I.e. uy =

∑k
i=1 ai · vi, where ai ∈ GF (2n)

and ax = 0. An input vector with all components zero except vx nonzero has an
output vector with at most k − 1 nonzero components (since uy is zero), which
contradicts that the diffusion matrix is MDS.

4 https://eprint.iacr.org/2017/1084.

https://eprint.iacr.org/2017/1084
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Using Lemma 1, we can have the following necessary condition for a serial-
type matrices.

1. A necessary condition for serial-type matrices to be MDS when raised to some
power q is that every output components is some linear combination of all
the input components after q iterations.

The following is a special case of Proposition 2 for serial-type matrices.

Lemma 2. For any permutation matrices P , the branch numbers of these two
matrices M and P−1MP are the same when raised to some power q.

Proof. When raised to the power of q, we have Mq and P−1MqP . By Proposi-
tion 2, they have the same branch number.

For sparse DSI matrices of order 4 over GF (2n), there are 2 rows with 2
nonzero components, meaning there is a fixed cost of 2n XOR count. To achieve
lower fixed cost, one has to consider some serial-type matrix structure with only 1
row with 2 nonzero components, denoted as One XOR Serial (OXS) matrices. In
addition, when raised to the power of q ≤ 8, OXS matrices have to be potentially
MDS5.

In a nutshell, we want to prove the following theorem:

Theorem 4. There does not exist OXS matrix of order 4 that is q-MDS, where
q ≤ 8.

Proof. As seen in Sect. 4.2, serial-type matrices can be described as some bit
permutation followed by an XOR layer. Without loss of generality, we consider
the general circuit structure of OXS matrices as in Fig. 4a.

Among the 4! possible bit permutations, there are only two permutations
that satisfy Condition 1 when q ≤ 8, namely (1 2 3 4)6 and (1 2 4 3). Note that
they are related by permutation P = (3 4), as shown in the following:⎛

⎜
⎜
⎝

b 0 0 a
c 0 0 0
0 d 0 0
0 0 e 0

⎞

⎟
⎟
⎠ =

⎛

⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

∗ 0 ∗ 0
∗ 0 0 0
0 0 0 ∗
0 ∗ 0 0

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎞

⎟
⎟
⎠ ,

where ∗ is nonzero entry.
By Lemma 2, they have the same branch number. Therefore, we only need

to analyse the first permutation, see Fig. 4b for the circuit.
To show that it is not q-MDS where q ≤ 8, we show that there exists some

nonzero input and output vectors pair which has at most 4 nonzero components.
The vectors are expressed in terms of the nonzero entries of the OXS matrix.

5 Given that sparse DSI matrices of order 4 can be 4-MDS, having q > 8 would be a
bad trade-off between area and clock cycle.

6 (1 2 3 4) is a cycle permutation expression, where the component in the 1st position
goes to 2nd position, 2nd to 3rd, 3rd to 4th, and finally the component in the last
position goes to the 1st position.
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(a) General structure of OXS matrix. (b) (1 2 3 4) OXS matrix.

Fig. 4. OXS matrix circuit structure, where P is bit permutation and a, b, c, d, e are
field multiplications.

For q ≤ 7, consider the input vector (0, 1, b−1d, 0)T . The resultant vectors
after each iteration are
⎛

⎜
⎜
⎝

0
1

b−1d
0

⎞

⎟
⎟
⎠ −−→

i=1

⎛

⎜
⎜
⎝

0
0
d

b−1de

⎞

⎟
⎟
⎠ −−→

i=2

⎛

⎜
⎜
⎝

ab−1de
0
0
de

⎞

⎟
⎟
⎠ −−→

i=3

⎛

⎜
⎜
⎝

0
∗
0
0

⎞

⎟
⎟
⎠ −−→

i=4

⎛

⎜
⎜
⎝

0
0
∗
0

⎞

⎟
⎟
⎠ −−→

i=5

⎛

⎜
⎜
⎝

0
0
0
∗

⎞

⎟
⎟
⎠ −−→

i=6

⎛

⎜
⎜
⎝

∗
0
0
0

⎞

⎟
⎟
⎠ −−→

i=7

⎛

⎜
⎜
⎝

∗
∗
0
0

⎞

⎟
⎟
⎠.

By Definition 1, it is not MDS when raised to the power of up to 7.
For q = 8, consider the input vector

(0, a−2b−1c−1d−2e−2 + a−3b3c−2d−3e−3, a−3b2c−2d−2e−3, 0)T .

After 8 iterations, we obtain (0, b−1c, 0, a−1b).
By Definition 1, it is not MDS when raised to the power of 8.

This concludes that our sparse DSI of order 4 has the least fixed XOR count.

7 Conclusion and Future Work

7.1 Conclusion

In this paper, we have proposed a new class of matrices, DSI matrices, and
presented several properties and results of these matrices. We also proposed
a specific form of DSI matrices, in particular sparse DSI matrices, that have a
favourable trade-off of area with throughput (we gain more reduction in hardware
area than the increment in the clock cycle).

Using the newly introduced RI property, we can show that the inverse of
the serial-type matrices can be of the same cost as the forward direction. This is
particularly useful for scenarios where the decryption process is needed as one do
not have to pay more for implementing the backward direction of the diffusion
matrix.

We presented new lightweight sparse DSI and LFS k-MDS matrices that out-
perform existing lightweight matrices. Not only do our matrices perform better
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in forward direction, we have an advantage in the backward direction where the
implementation cost of our inverse matrix is equally lightweight.

Lastly, we proved that for diffusion matrices of order 4, our sparse DSI matri-
ces has the least fixed XOR count, thus closing the search for lower fixed XOR
count for matrices of order 4.

7.2 Future Work

In the future, we aim to further optimise the search for higher-order sparse DSI
k-MDS matrices. It is still an open problem whether such a matrix exists but if it
does, we think it will be competitive against existing MDS matrix construction
by virtue of having a lower fixed XOR count. Another direction is to search for
DSI matrix with invertible binary matrices as entries, which might yield better
results.

We also aim to find minimal fixed XOR count for serial-type matrix structure
of higher order. We believe that sparse DSI matrices might also be the least fixed
cost serial-type matrices for order larger than 4.
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Abstract. We will present two new and simple theorems that show that
when we compose permutation generators with independent keys, then
the “quality” of CCA security increases. These theorems (Theorems 2
and 5 of this paper) are written in terms of H-coefficients (which are
nothing else, up to some normalization factors, than transition proba-
bilities). Then we will use these theorems on the classical analysis of
Random Feistel Schemes (i.e. Luby-Rackoff constructions) and we will
compare the results with the coupling technique. Finally, we will show
an interesting difference between 5 and 6 Random Feistel Schemes. With
5 rounds on 2n bits → 2n bits, when the number of q queries satis-
fies

√
2n � q � 2n, we have some “holes” in the H-coefficient values,

i.e. some H values are much smaller than the average value of H. This
property for 5 rounds does not exist any more on 6 rounds.

1 Introduction

Security amplification results for block ciphers typically state that cascading
(i.e. composing with independent keys) two, or more, block ciphers gives a new
block cipher that offers better security against some classes of adversaries. One
of the most important composition results is the so-called “two weak make one
strong” theorem. This theorem was first established up to logarithmic terms by
Maurer and Pietrzak [11]. It was later tightened by Maurer et al. [12]. In 2010,
Cogliati et al. have obtained simpler proofs of this result by using the so-called
“H-coefficient technique” (cf. [2]). In this paper, we will prove two new, and
relatively simple, composition theorems: Theorems 2 and 5 of this paper.

These theorems are written directly in term of “H-coefficients”, i.e. in term of
the number of generic keys that send some plaintexts on some ciphertexts. (This
is the same, up to some normalization factors, than transition probabilities).
We will then show how the new theorems can be useful in term of classical
cryptographic security (such as CCA: adaptive chosen plaintext and ciphertext
attack).

We work here in term of information theory for security, i.e. the adversary
can ask only for a limited number q of queries, but the number of his (or her)
computations is not limited. Interestingly, Tessaro has obtained [20] very similar
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composition results in term of improved security. However, Tessaro works with
complexity theory (instead of information theory), so the results and the proofs
of [20] are in fact very different from the results and the proofs of this paper.
Then we will apply our new theorems on random Feistel schemes, and show an
interesting difference between 5 and 6 rounds.

2 A Simple Mathematical Property

Theorem 1. Let x1, . . . , xn and y1, . . . , yn be real numbers and let α and β be
real numbers, α ≥ 0, β ≥ 0 such that:

• ∑n
i=0 xi = 0.

• ∑n
i=0 yi = 0.

• ∀i, 1 ≤ i ≤ n, xi ≥ −α.
• ∀i, 1 ≤ i ≤ n, yi ≥ −β.

Then:
∑n

i=1 xiyi ≥ −nαβ.

Proof.
n∑

i=1

(xi + α)(yi + β) ≥ 0

n∑

i=1

xiyi + β
n∑

i=1

xi + α
n∑

i=1

yi + nαβ ≥ 0

Now since
∑n

i=1 xi = 0 and
∑n

i=1 yi = 0, we obtain
∑n

i=1 xiyi ≥ −nαβ. ��

3 A Composition Theorem in CCA with H-coefficients

Definition 1. Let G be a permutation generator that generates permutations
from {0, 1}N to {0, 1}N from a set of parameters K. The values of K will be
called “keys”. Let q be an integer (called the “number of queries”). Let a = (ai),
1 ≤ i ≤ q, be q pairwise distinct elements of {0, 1}N , and similarly let b = (bi),
1 ≤ i ≤ q, be q pairwise distinct elements of {0, 1}N . Then, by definition, H(a, b)
denotes the number of keys k ∈ K such that: ∀i, 1 ≤ i ≤ q, Gk(ai) = bi.

Remark 1. The set K that we will use will generally be much larger than usual
sets of cryptographic keys. Then G will be considered as a “generic generator”.

Remark 2. H(a, b) is simply denoted by H when there is no risk of confusion
about the values of a and b, or when we want to speak of all these coefficients
H(a, b).

Definition 2. With the same notations as above, if there exist pairwise distinct
values (ai) and pairwise distinct values (bi), 1 ≤ i ≤ q, such that H(a, b) (for
these a and b) is much smaller than the average value of H, then we say that
there is a “Hole” in the H-coefficient values with q queries.
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Theorem 2. Let α1 and α2 be two real numbers. Let G1 and G2 be two permu-
tation generators (with the same key space K) such that:
For all sequences of pairwise distinct elements ai, 1 ≤ i ≤ q, and for all
sequences of pairwise distinct elements bi, 1 ≤ i ≤ q, we have: H1 ≥

|K|
2N (2N−1)...(2N−q+1)

(1 − α1) and similarly H2 ≥ |K|
2N (2N−1)...(2N−q+1)

(1 − α2)
where H1 denotes the H coefficient for G1 and H2 the H coefficient for G2.
Then:
If we compose 2 such generators G1 and G2 with random independent keys, for
the composition generator G′ = G2 ◦ G1, we have: for all sequences of pairwise
distinct elements ai, 1 ≤ i ≤ q, and for all sequences of pairwise distinct ele-
ments bi, 1 ≤ i ≤ q, H ′ ≥ |K|2

2N (2N−1)...(2N−q+1)
(1 − α1α2), where H ′ denotes the

H coefficient for G′.

Proof. Let H̃1 (respectively H̃2) denote the mean value of H1 (respectively H2).
We have:

H̃1 = H̃2 =
|K|

2N (2N − 1) . . . (2N − q + 1)
.

Let denote by H̃ ′ the mean value of H for G′ = G2 ◦ G1. We have

H̃ ′ =
|K|2

2N (2N − 1) . . . (2N − q + 1)
.

Let a = (a1, . . . , aq) be q pairwise distinct plaintexts, and b = (b1, . . . , bq) be q
ciphertexts of G′. Let J be the set of all (t1, . . . , tq) pairwise distinct values of
{0, 1}N . We have |J | = 2N (2N − 1) . . . (2N − q + 1). For G′ = G2 ◦ G1, we have:

H(a, b) =
∑

t∈J

H1(a, t)H2(t, b).

We also have
∑

t∈J H1(a, t) = |K| and
∑

t∈J H2(t, b) = |K| since each key sends
a value a to a specific value t. We also have |K| = H̃1 · |J | = H̃2 · |J |. By
hypothesis, we also have:

∀t ∈ J, H1(a, t) ≥ H̃1(1 − α1) and H2(a, t) ≥ H̃2(1 − α2).

∀t ∈ J , let xt = H1(a,t)

H̃1
− 1 and yt = H2(t,b)

H̃2
− 1. ∀t ∈ J , we have xt ≥ −α1, and

yt ≥ −α2,
∑

t∈J xt = 0 and
∑

t∈J yt = 0. Therefore, from Theorem 1, we have∑
t∈J xtyt ≥ −|J |α1α2. For G′ = G2 ◦ G1, we have:

H(a, b) =
∑

t∈J H1(a, t) · H2(t, b)
=

∑
t∈J

(
H̃1xt + H̃1

) (
H̃2yt + H̃2

)

=
∑

t∈J H̃1H̃2xtyt + H̃1H̃2yt + H̃1H̃2xt + H̃1H̃2

≥ −H̃1H̃2|J |α1α2 + |J |H̃1H̃2.

Moreover H̃ ′ = |K|2
|J| = |J |H̃1H̃2. We have proved: H(a, b) ≥ H̃ ′(1 − α1α2) as

claimed.
��
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Theorem 3. (H-coefficient technique, sufficient condition for security against
CCA)

Let α and β be real numbers, α > 0 and β > 0
If: There exists a subset E of ({0, 1}qN )2 such that
(1a) For all (a, b) ∈ E, we have:

H(a, b) ≥ |K|
2Nq

(1 − α)
◦
1

with
◦
1
déf
=

1
(1 − 1

2N
)(1 − 2

2N
) . . . (1 − q−1

2N
)
.

(1b) For all CCA acting on a random permutation f of PN , the probability
that (a, b) ∈ E is ≥ 1 − β where (a, b) denotes here the successive bi = f(ai) or
ai = f−1(bi), 1 ≤ i ≤ q, that will appear.

Then
(2) For every CCA with q queries (i.e. q chosen plaintexts or ciphertexts) we

have: AdvPRP ≤ α + β where AdvPRP denotes the probability to distinguish
G(f1, . . . , fr) when (f1, . . . , fr) ∈R K from a permutation f ∈R PN .

Proof. This theorem is proved in [16,17]. ��
Corollary 1. From Theorem3 (H-coefficients in CCA) with β = 0, we see that
we have: AdvPRP ≤ α1α2 where AdvPRP denotes the advantage in CCA to
distinguish G2◦G1 (when the keys are independently and randomly chosen) from
a permutation f ∈R Pn.

By induction, we see:

Theorem 4. Let q and k be two integers. Let α1, . . . , αk be k real values. Let
G1, . . . , Gk be k permutation generators such that: for all sequences of pairwise
distinct elements ai, and for all sequences of pairwise distinct elements bi, 1 ≤
i ≤ q, we have:

H ≥ |K|
2N (2N − 1) . . . (2N − q + 1)

(1 − αj).

If we compose k such generators G1, . . . , Gk with random and independent keys,
for the composition generator G′ = Gk ◦ . . . ◦ G1, we have: for all sequences of
pairwise distinct elements ai, 1 ≤ i ≤ q and for all sequences of pairwise distinct
elements bi, 1 ≤ i ≤ q, H ≥ |K|

2N (2N−1)...(2N−q+1)
(1 − α1 . . . αk). Therefore, from

Theorem3 with β = 0, we see that we have: AdvPRP ≤ α1 . . . αk.

4 A Composition Theorem to Eliminate a “hole”

J denotes, as above, the set of all q pairwise distinct values of {0, 1}N .
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Theorem 5. Let G1 and G2 be two permutation generators with the same key
space K. Let H1 (respectively H2) denotes the H-coefficients for G1 (respectively
G2).

If:

(1) For all sequences of pairwise distinct elements ai, 1 ≤ i ≤ q, and for all
sequences of pairwise distinct bi ∈ E1, 1 ≤ i ≤ q, we have

H1 ≥ |K|
2N (2N − 1) . . . (2N − q + 1)

(1 − α1)

with |E1| ≥ |J |(1 − ε1).
(2) For all sequences of pairwise distinct elements ai, 1 ≤ i ≤ q, and for all

sequences of pairwise distinct bi ∈ E2, 1 ≤ i ≤ q, we have

H2 ≥ |K|
2N (2N − 1) . . . (2N − q + 1)

(1 − α2)

with |E2| ≥ |J |(1 − ε2).

Then: for the composition generator G−1
2 ◦ G1, for all sequences of pairwise

distinct elements ai, and for all sequences of pairwise distinct bi, we have

H ′ ≥ |K|2
2N (2N − 1) . . . (2N − q + 1)

(1 − ε1 − ε2)(1 − α1)(1 − α2)

where H ′ denotes the H-coefficients for G−1
2 ◦ G1 (we have no hole). Moreover,

if E1 = E2, then

H ′ ≥ |K|2
2N (2N − 1) . . . (2N − q + 1)

(1 − ε1)(1 − α1)(1 − α2)

Proof. For G′ = G−1
2 ◦ G1, we have: H ′(a, b) =

∑
t∈J H1(a, t)H2(t, b), with

∑
t∈J H1(a, t) = |K| and

∑
t∈J H2(t, b) = |K|. Let H̃1 = |K|

|J| , H̃2 = |K|
|J| , and

H̃ ′ = |K|2
|J| = H̃1H̃2|J |. We have: |J | = 2N (2N −1) . . . (2N −q+1). Let P1 = J\E1

and P2 = J \ E2. Then

H ′(a, b) ≥
∑

t∈J\P1\P2

H1(a, t)H2(t, b)

≥
∑

t∈J\P1\P2

H̃1(1 − α1)H̃2(1 − α2)

≥ |J \ P1 \ P2|H̃1(1 − α1)H̃2(1 − α2)

≥ |J |(1 − ε1 − ε2)H̃1(1 − α1)H̃2(1 − α2)

≥ |K|2
|J | (1 − ε1 − ε2)(1 − α1)(1 − α2)

as claimed. ��
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5 Comments About the Composition Theorems

These very simple theorems of composition (Theorems 2 and 5) are not very well
known because the classical theorems of composition (with more difficult proofs)
usually do not consider hypothesis in term of the values on the H coefficients.
(Sometimes, as in [2], H-coefficients are used for the proofs of the Theorems, but
not in the terms of the Theorems). For example, the famous “two weak make one
strong” theorem of Maurer and Pietrzak [9,12] says that if F and G are NCPA
secure (Non Adaptive Chosen Plaintext Attacks), then the composition G−1 ◦F
is CCA secure. This result only holds in the information-theoretic setting, not in
the computational setting (cf. [15,19]). Another example is this theorem of [2]:

Theorem 6. (i.e. [2] Theorem 5 p.17)
Let E,F and G be 3 block ciphers with the same message space M . Denote

εE = AdvNCPA
E (q), εF = AdvNCPA

F (q), εF−1 = AdvNCPA
F−1 (q) and εG−1 =

AdvNCPA
G−1 (q), where q is the number of queries. We have:

AdvCCA
G◦F◦E(q) ≤ εEεF + εEεG−1 + εF−1εG−1 + min {εEεF , εEεG−1 , εF−1εG−1}

Why do we have 3 rounds in this theorem and only 2 rounds in Theorem2 for the
product of the advantages? (Moreover Theorem 6 was also proved by using the
H-coefficient technique [2]). This is because in Theorem 2, we used the additional
property that there are no “holes” in the hypothesis that H is greater than or
equal to the mean value H(1 − ε), i.e. that this property was true for any q
pairwise distinct inputs and q pairwise distinct outputs.

It is also interesting to compare our new Theorem 4 (AdvPRP ≤ α1 . . . αk)
with these theorems of [2]:

Theorem 7. (i.e. [2] Theorem 2 p. 10)
Let E1, . . . , En be n block ciphers with the same message space M. For any
integer q, one has

AdvCCA
En◦···◦E1(q) ≤ 2n−1 max

1≤i≤n

⎛
⎝ ∏

1≤j≤i−1

AdvNCPA
Ej

(q) ×
∏

i+1≤j≤n

AdvNCPA

E−1
j

(q)

⎞
⎠ .

Corollary 2. (i.e. [2] Corollary 1 p.11)
Let E1, . . . , En be n block ciphers with the same message space M. Fix q ≥ 1.
For i = 1, . . . , n, let εi = max{AdvNCPA

Ei
(q),AdvNCPA

E−1
i

(q)}. Then one has

AdvCCA
En◦···◦E1

(q) ≤ 2n−1 max
1≤i≤n

∏

1≤j≤n
j �=i

εj .

We see that with our new Theorem 4, we do not have the coefficient 2n−1, and
also we do not loose one of the n products. Therefore, if all the εi = ε for example,
we will get AdvCCA ≤ εn instead of AdvCCA ≤ 2n−1εn−1. However, in order
to use our new Theorem 4, we need two conditions that were not in Theorem7:
the fact that we have “no hole” and an expression of ε directly in terms of the
H-coefficients instead of AdvCCA. Therefore our Theorems and the theorems
of [2] are both useful.
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6 Application to Feistel Ciphers

We denote by Ψk a generic balanced Feistel Cipher with k rounds, i.e. a bal-
anced Feistel cipher from {0, 1}2n to {0, 1}2n with k rounds, where the round
functions are k random functions from {0, 1}n to {0, 1}n. Ψk is also called a
Luby-Rackoff’s construction. We will show here how our new theorems can be
useful for cryptographic security results on Ψk. (However, our new theorems are
also interesting independently of these problems). The generic security prob-
lem has been intensively studied by many authors (for example [3,10,18]) since
Luby and Rackoff major paper [8]. In [10], it was proved that when k → +∞,
we have CCA security on Ψk when the number of queries q satisfies q � 2n, and
some explicit bounds for the Advantage in CCA are given. These bounds were
later improved and at present, the best security bounds are obtained via the
“H-coefficient technique”, or via the coupling technique. These two techniques
are very different and, interestingly, they give slightly different results.

Results with the H-coefficient Technique
A general view of the H-coefficient technique is given in [16,17] with the connec-
tions between these H-coefficients and various cryptographic securities (KPA,
CPA, CCA,. . . ). In 2016, in [4], another general H-coefficient theorem for CCA
was proved. Essentially, the idea (of the results of [4]) is that, instead of intro-
ducing some sets E with good or bad properties (as in [17]), a computation
of the mean value (computed with the probability on random permutations) is
introduced. This is called the “Expectation Method” in [4].

In [18], the H-coefficient technique was used to study the security of Ψk. The
main result was that we have CCA security for q � 2n not only when k → ∞,
but already after a finite number of rounds. More precisely, this property occurs
for Ψk when k ≥ 5 and an explicit bound for the Advantage in CCA is given
in [18] for Ψ6. In [1], the H-coefficient technique was used to obtain tight security
bounds on Even-Mansour Cipers. From [18] (Theorem 6 p. 8), we have:

Theorem 8. For all pairwise distinct [Li, Ri], 1 ≤ i ≤ q and for all pairwise
distinct [Si, Ti], 1 ≤ i ≤ q the number H of (f1, f2, f3, f4, f5, f6) ∈ F 6

n such that
∀i, 1 ≤ i ≤ q,

Ψ6(f1, f2, f3, f4, f5, f6)[Li, Ri] = [Si, Ti]

satisfies H ≥ |Fn|6
22nq (1 − α) where α can be chosen α = 8q

2n if q ≤ 2n

67n .

From this and Theorem 3, we obtain:

Theorem 9. When q ≤ 2n

67n ,

AdvCCA(Ψ6) ≤ 8q

2n
+

q2

2 · 22n
.
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Proof.

2N (2N − 1) . . . (2N − q+1) ≥ 2qN

(
1 − 1 + 2 + . . . + (q − 1)

2N

)
≥ 2qN

(
1 − q(q − 1)

2 · 2N

)
.

Therefore, for Ψ6, when q ≤ 2n

67n ,

H ≥ |Fn|6
22n(22n − 1) . . . (22n − q + 1)

(

1 − q2

2 · 22n

) (

1 − 8q

2n

)

where Fn denotes the set of all functions from {0, 1}n to {0, 1}n.

H ≥ |Fn|6
22n(22n − 1) . . . (22n − q + 1)

(

1 − q2

2 · 22n
− 8q

2n

)

.

Now from this and Theorem3 (with β = 0), we obtain:

AdvCCA(Ψ6) ≤ 8q

2n
+

q2

2 · 22n

as claimed.

Results with the Coupling Technique
The coupling technique is a major tool from the theory of Markov chains that
allows to conveniently upper bound the so-called mixing time of a chain, i.e. the
number of steps it takes for the chain, starting from any distribution, to be at
statistical distance at most ε from its stationary distribution. The first use of
coupling in cryptography is due to Mironov [13], who used it to analyse the RC4
stream cipher. It was first applied to (maximally unbalanced) Feistel ciphers by
Morris et al. [14]. This was generalized to other types of Feistel ciphers (including
the balanced Feistel Ψk) by Hoang and Rogaway [3]. Subsequently, the coupling
technique was used to analyze the iterated Even-Mansour Cipher [5], tweakable
block ciphers constructions [6] and Feistel schemes where the round functions
are of the form: x → F (x ⊕ k) where F is a random oracle and k the secret
key [7].
From [3], we have

Theorem 10. With k′ = 
 (k−1)
2 �, we have:

AdvNCPA(Ψk) ≤ 2k
′

k′ + 1
· qk

′+1

2k′n

and

AdvCCA(Ψ2k−1) ≤ 2k
′

k′ + 1
· qk

′+1

2k′n .

From Theorem 10, we see that with the coupling technique, we obtain:
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NCPA: Ψ3 has security when q � 2n/2

Ψ5 has security when q � 22n/3

Ψ7 has security when q � 23n/4

etc.
CCA: Ψ5 has security when q � 2n/2

Ψ7 has security when q � 22n/3

Ψ9 has security when q � 23n/4

etc.

Therefore, in terms of queries, Theorem2 (from H-coefficient technique) gives a
better bound than Theorem3 (from the coupling technique), since it gives CCA
security for Ψ6 when q � 2n (and therefore for Ψk, for all k ≥ 6). However:

1. The proofs of Theorems 8 and 9 are much more complex than the proof of
Theorem 10.

2. For a fixed value q, the Adv given in Theorem 10 is bounded by term that
can be as small as wanted when k increases, unlike Theorem 2 where Adv is
fixed when q and n are fixed.

Results with Our New Theorems
In a way from our new Theorem 4, we can get “the best of the two worlds”, since
from it and Theorem 8, we obtain:

Theorem 11. For all integer k ≥ 1, when q ≤ 2n

67n , we have:

AdvCCA(Ψ6k) ≤
(

8q

2n
+

q2

2.22n

)k

.

Proof. In the proof of Theorem 9, we have seen that for Ψ6, we have, when
q ≤ 2n

67n ,

H ≥ |Fn|6
22n(22n − 1) . . . (22n − q + 1)

(

1 − 8q

2n
− q2

2.22n

)

.

Therefore, from our new composition Theorem 4, we obtain that for Ψ6k, when
q ≤ 2n

67n ,

H ≥ |Fn|6k
22n(22n − 1) . . . (22n − q + 1)

(

1 −
(

8q

2n
+

q2

2.22n

)k
)

.

Theorem 11 is now obtained from this and Theorem 3 with β = 0.

This is the best bound known at present on Ψk: when q � 2n, it gives CCA
security, and when q and n are fixed such that 8q

2n + q2

2.22n < 1, the bound can be
as small as wanted by increasing k.
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7 Other CCA Bounds on Ψk

Worse Bounds, But Simpler Proofs
When we look at the (difficult) proof of Theorem8 on Ψ6, we see that security
when q � 23n/2 can easily be done. The security when q � 23n/4 is also relatively
easy, and q � 24n/5 is a bit more complex.

Therefore, it is possible to stop the proof at, say, q � 24n/5 and then to use
the coupling technique from Ψ6 (instead of Ψ3) or to use our new Theorem 4 in
order to obtain a security bound. This bound will not be as good as the bound
of Theorem 11, but the proof will be much simpler: we see that we have many
possible trade-offs between the quality of the bounds and the simplicity of the
proofs.

Better Bounds
Our Theorem11 is the best explicit bound known at present on Ψk. However,
it is expected that this bound can still be improved (not in term of queries: the
bound q � 2n already obtained on Ψk is optimal in information complexity,
but this bound can be improved in term of smaller value for AdvCCA). One
way to obtain better bounds would be to analyse Ψ5k instead of Ψ6k. Ψ5 is
CCA secure when q � 2n (cf. [18]), but in Ψ5 (unlike Ψ6), we have “holes” when√

2n � q � 2n (cf. AppendixB of this paper). Therefore, we cannot use our new
composition Theorem 4 on Ψ5k (unlike what we did on Ψ6k). However, Theorem 7
and Corollary 2 of [2] can be used on Ψ5k. Due to the coefficient 2n−1 and to
the fact that we loose one term εi of the product in Theorem7 and Corollary 2
(see Sect. 5) we expect our results on Ψ6k to be better than the results on Ψ5k′

(obtained from Theorem 7) for small values of k and k′. However, for large values
of k and k′, the results on Ψ5k′

should be better. We will not do it in this paper
more precisely since we do not have an explicit bound for CCA security on Ψ5

(but just the fuzzy bound q � 2n). Moreover, in this paper, we study CCA
security of Ψ6 mainly to illustrate our new composition results.

A An Exact Formula for the H-coefficient for
Ψk, 1 ≤ k ≤ 5

The aim of this AppendixA is to prove Theorem 16, i.e. to obtain an exact
formula H for Ψ5. (A similar formula was already mentioned in [18]). We will
need this Theorem 16 in AppendixB.

Definition of Ψk

We recall the definition of the balanced Feistel Schemes, i.e. the classical Feistel
schemes. Let P2n be the set of all permutations from {0, 1}2n to {0, 1}2n. Let
Fn be the set of all functions from {0, 1}n to {0, 1}n. Let L, R, S and T be four
n-bit strings in {0, 1}n. Let Ψ(f1) denotes the permutation of P2n such that:

Ψ(f1)[L,R] = [S, T ] def⇔
{

S = R
T = L ⊕ f1(R)
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More generally if f1, f2, . . . , fk are k functions of Fn, let Ψk(f1, . . . , fk) denotes
the permutation of P2n such that:

Ψk(f1, . . . , fk) = Ψ(fk) ◦ · · · ◦ Ψ(f2) ◦ Ψ(f1).

The permutation Ψk(f1, . . . , fk) is called a ‘balanced Feistel scheme with k
rounds’ or shortly Ψk. When f1, . . . , fk are randomly and independently cho-
sen in Fn, then Ψk(f1, . . . , fk) is called a ‘random Feistel scheme with k rounds’
or a ‘Luby-Rackoff construction with k rounds’.

Definition 3. Definition of H for Ψk

When [Li, Ri], [Si, Ti], 1 ≤ i ≤ q, is a given sequence of 2q values of {0, 1}2n, we
will denote by Hk(L,R, S, T ) or in short by Hk, or simply by H, the number of
k-tuples of functions (f1, . . . fk) of F k

n such that:

∀i, 1 ≤ i ≤ q, Ψk(f1, . . . , fk)[Li, Ri] = [Si, Ti].

We will analyse the properties of these H values in order to obtain our security
results.

Let [Li, Ri], [Si, Ti], 1 ≤ i ≤ q, be a given sequence of 2q values of {0, 1}2n.
Let r be the number of independent equalities Ri = Rj , i �= j, and let s be the
number of independent equalities Si = Sj , i �= j.

Theorem 12. The exact formula for H1 (i.e. for Ψ1) is:

H1 = 0 if (C) is not satisfied,

H1 =
|Fn|
2nq

· 2nr if (C) is satisfied,

where (C) is this set of conditions:

1. ∀i, 1 ≤ i ≤ q, Ri = Si

2. ∀i, j 1 ≤ i ≤ q, 1 ≤ j ≤ q, Ri = Rj ⇒ Ti ⊕ Li = Tj ⊕ Lj.

Proof. For one round, we have Ψ1([Li, Ri]) = [Si, Yi] ⇔ Si = Ri and Ti =
Li ⊕ f1(Ri). Therefore, if (C) is not satisfied, H1 = 0. Now if (C) is satisfied,
then f1 is fixed on exactly q − r points by f1(Ri) = Ti ⊕ Li, and we obtain
Theorem 12 as claimed.

��
Theorem 13. The exact formula for H2 (i.e. for Ψ2) is:

H2 = 0 if (C) is not satisfied,

H2 =
|Fn|2
22nq

· 2n(r+s) if (C) is satisfied,

where (C) is this set of conditions:
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1. ∀i, j 1 ≤ i ≤ q, 1 ≤ j ≤ q, Ri = Rj ⇒ Li ⊕ Lj = Si ⊕ Sj

2. ∀i, j 1 ≤ i ≤ q, 1 ≤ j ≤ q, Si = Sj ⇒ Ri ⊕ Rj = Ti ⊕ Tj.

Proof. For two rounds we have ψ2([Li, Ri]) = [Si, Ti] ⇔ Si = Li ⊕ f1(Ri) and
Ti = Ri ⊕f2(Si). Therefore if (C) is not satisfied, H2 = 0. Now if (C) is satisfied
then (f1, f2) is fixed on exactly 2q − r − s points, and we obtain Theorem13 as
claimed. ��
Definition 4. (Framework for Ψ3)
For 3 rounds, Ψ3, we define a “framework” as a set of equations Xi = Xj.
We will say that two frameworks are equal if they imply exactly the same set of
equations in X.

Theorem 14. The exact formula for H3 (i.e. for Ψ3) is:

H3 =
|Fn|3 · 2n(r+s)

23nq
∑

all frameworks F
that satisfy (F1)

2nx[Number of Xi satisfying (C1)]

where:

– x is the number of independent equalities Xi = Xj for a framework F .
– (F1) : Xi = Xj is in F ⇒ Si ⊕ Sj = Ri ⊕ Rj

(C1) :

⎧
⎨

⎩

Ri = Rj ⇒ Xi ⊕ Xj = Li ⊕ Lj

Si = Sj ⇒ Xi ⊕ Xj = Ti ⊕ Tj

The only equations Xi = Xj , i < j, are exactly those implied by F .

Proof. We write Ψ3 = Ψ ◦ Ψ2 with Ψ2([Li, Ri]) = [Xi, Si] and Ψ([Xi, Si]) =
[Si, Ti]. For Ψ2, we obtain from Theorem 13, 2n(r+x) |Fn|2

22nq solutions when (C1)
is satisfied. For Ψ , we obtain from Theorem 12, 2ns |Fn|

2nq solutions when (C1) is
satisfied. Thus, we obtain Theorem 14 as claimed. ��
Definition 5. (Framework for Ψ4)
For 4 rounds, Ψ4, let us define a “framework” as a set of equations Xi = Xj

or Yi = Yj. We will say that two frameworks are equal if they imply exactly
the same set of equalities in X and Y . For a framework F , we denote by x the
number of independent equalities Xi = Xj, and by y the number of independent
equalities Yi = Yj.

Theorem 15. The exact formula for H4 (i.e. for Ψ4) is:

H4 =
|Fn|4 · 2n(r+s)

24nq
∑

all frameworks F
2n(x+y)[Number of Xi satisfying (C1)]

· [Number of Yi satisfying (C2)]

where

(C1) :

⎧
⎨

⎩

Ri = Rj ⇒ Xi ⊕ Xj = Li ⊕ Lj

Yi = Yj is in F ⇒ Xi ⊕ Xj = Si ⊕ Sj

The only equations Xi = Xj , i < j, are exactly those implied by F .
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(C2) :

⎧
⎨

⎩

Si = Sj ⇒ Yi ⊕ Yj = Ti ⊕ Tj

Xi = Xj is in F ⇒ Yi ⊕ Yj = Ri ⊕ Rj

The only equations Yi = Yj , i < j, are exactly those implied by F .

Proof. We write ψ4 = Ψ◦Ψ3 with Ψ3([Li, Ri]) = [Yi, Si] and Ψ([Yi, Si]) = [Si, Ti],
and we sum over all possible Y . Then from Theorems 12 and 14, we obtain
Theorem 15. ��
Definition 6. (Framework for Ψ5)
For 5 rounds, Ψ5, a “framework” is a set of equations Xi = Xj or Yi = Yj,
or Zi = Zj. We will say that two frameworks are equal if they imply exactly
the same set of equalities in X, Y and Z. For a framework F , we denote by x
the number of independent equalities Xi = Xj, by y the number of independent
equalities Yi = Yj, and by z the number of independent equalities Zi = Zj.

Theorem 16. The exact formula for H5 (i.e. for Ψ5) is:

H5 =
|Fn|5 · 2n(r+s)

25nq
∑

all frameworks F
2n(x+y+z)[Number of Xi, Zi satisfying (C1)]

· [Number of Yi satisfying (C2)]

where

(C1) :

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Ri = Rj ⇒ Xi ⊕ Xj = Li ⊕ Lj

Yi = Yj is in F ⇒ Xi ⊕ Xj = Zi ⊕ Zj

Si = Sj ⇒ Zi ⊕ Zj = Ti ⊕ Tj

The only equations Xi = Xj , i < j, are exactly those implied by F .
The only equations Zi = Zj , i < j, are exactly those implied by F .

(C2) :

⎧
⎨

⎩

Xi = Xj is in F ⇒ Yi ⊕ Yj = Ri ⊕ Rj

Zi = Zj is in F ⇒ Yi ⊕ Yj = Si ⊕ Sj

The only equations Yi = Yj , i < j, are exactly those implied by F .

Proof. We write Ψ5 = Ψ ◦ Ψ4 with Ψ4([Li, Ri]) = [Zi, Si] and Ψ([Zi, Si]) =
[Si, Ti], and we sum over all possible Z. Then from Theorems 12 and 15, we
obtain Theorem 16. ��

B “Holes” on Ψ5 when
√

2n � q � 2n

We will present here a “structural” difference between Ψ5 and Ψ6: in Ψ5, we
have “holes” when

√
2n � q � 2n (but not in Ψ6: cf. Theorem 8).
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5 Rounds
For Ψ5, with q � √

2n, we can choose all the Ri with the same value, all the Si

with the same value and the property: ∀i, j, 1 ≤ i ≤ q, 1 ≤ j ≤ q, Ti ⊕ Tj �=
Li⊕Lj . For example, the first n

2 bits of the Li values are always 0 and the last n
2

bits of the Ti values are always 0. Since all the Ri values are equal, then all the
Li values are pairwise distinct (because we want pairwise distinct [Li, Ri]) and
all the Xi values are pairwise distinct (because Ri = Rj ⇒ Xi ⊕ Xj = Li ⊕ Lj .
Similarly, since all the Si values are equal, then all the Ti values are distinct
(because we want pairwise distinct [Si, Ti]) and all the Zi values are pairwise
distinct (because Si = Sj ⇒ Zi ⊕ Zj = Ti ⊕ Tj). Moreover all the Yi values are
also pairwise distinct, because Yi = Yj ⇒ Xi⊕Xj = Zi⊕Zj ⇒ Li⊕Lj = Ti⊕Tj ,
but we always have: Li ⊕ Lj �= Ti ⊕ Tj .
We know (cf. AppendixA, Theorem 16) that the exact formula for H is:

H5 =
|Fn|5 · 2n(r+s)

25nq

∑
all frameworks F

2n(x+y+z)[Number of Xi, Zi satisfying (C1)]

· [Number of Yi satisfying (C2)].

Here we have only one framework (all the Xi are pairwise distinct, Yi pairwise
distinct, Zi pairwise distinct) with r = q − 1, s = q − 1, x = y = z = 0, [Number
of Xi satisfying (C1)] = 2n, [Number of Zi satisfying (C1)] = 2n, and [Number
of Yi satisfying (C2)] = 2n(2n − 1) . . . (2n − q + 1). we obtain:

H5 =
|Fn|5
22nq

·
(

1 − 1
2n

)(

1 − 2
2n

)

. . .

(

1 − q − 1
2n

)

� |Fn|5
22nq

when q � √
2n. However H̃5 = |Fn|5

(2n)(2n−1)...(2n−q+1) � |Fn|5
22nq . Therefore here we

have H5 � H̃5, i.e. a “hole” of length
√

2n.

This result is not in contradiction with the act that Ψ5 is CCA secure when
q � 2n because it is not possible in a CCA attack with q queries to obtain
R1 = R2 = . . . = Rm and S1 = S2 = . . . = Sm with m � √

2n.
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Abstract. This paper improves previous distinguishers and key recov-
ery attacks against Deoxys-BC that is a core primitive of the authenti-
cated encryption scheme Deoxys, which is one of the remaining candi-
dates in CAESAR. We observe that previous attacks by Cid et al. pub-
lished from ToSC 2017 have a lot of room to be improved. By carefully
optimizing attack procedures, we reduce the complexities of 8- and 9-
round related-tweakey boomerang distinguishers against Deoxys-BC-256
to 228 and 298, respectively, whereas the previous attacks require 274 and
2124, respectively. The distinguishers are then extended to 9-round and
10-round boomerang key-recovery attacks with a complexity 2112 and
2170, respectively, while the previous rectangle attacks require 2118 and
2204, respectively. The optimization techniques used in this paper are
conceptually not new, yet we believe that it is important to know how
much the attacks are optimized by considering the details of the design.

Keywords: CAESAR · Cryptanalysis · Deoxys-BC
Boomerang attack

1 Introduction

Authenticated encryption (AE) schemes are symmetric-key cryptographic algo-
rithms that provide both confidentiality and authenticity of data in a single
primitive. AE schemes offer several advantages when compared with the use of
two separate algorithms. For example, it simplifies security arguments and key
management, which avoids the risk of misuse of the schemes by non-experts of
cryptography. It also offers better efficiency by sharing a part of the computation
for confidentiality and authenticity. In the present time, CAESAR [2] is orga-
nized by the international cryptologic research community to identify a portfolio
of AE schemes that offer advantages over GCM [15].

Deoxys [11] is one of the CAESAR third-round candidates. Its design is based
on the tweakable block cipher Deoxys-BC, which is an AES [19] based tweakable
block cipher using the tweakey framework [10]. Tweakable block ciphers (TBC)
were first introduced and formalized by Liskov et al. [13], and in addition to the
two standard inputs, a plaintext and a key, it takes an additional input called
c© Springer International Publishing AG, part of Springer Nature 2018
A. Joux et al. (Eds.): AFRICACRYPT 2018, LNCS 10831, pp. 87–106, 2018.
https://doi.org/10.1007/978-3-319-89339-6_6
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a tweak. The Deoxys AE scheme makes use of two versions of the cipher as its
internal primitive: Deoxys-BC-256 and Deoxys-BC-384.

The tweakey framework unifies the vision of key and tweak as the tweakey.
An n-bit block cipher using the framework will take a k-bit key and a t-bit tweak,
and a dedicated tweakey schedule will use the (k + t)-bit tweakey to produce the
n-bit round subtweakeys. This approach allows designers to claim full security of
the tweakable block cipher.

The number of existing public security analysis of the Deoxys-BC is limited.
The designers provided a few analyses [11]. As the cipher uses the AES round
function, with the only differences to AES being the number of rounds (14 for
Deoxys-BC-256 and 16 Deoxys-BC-384) and the tweakey schedule, much of the
analysis leverages the existing analysis of the AES.

The work by Cid et al. [7] recently published from ToSC 2017 is the only
third-party analysis so far. Cid et al. developed automated differential trail search
method using the mixed integer linear programming (MILP) [17] to show that
the lower bound of the number of active S-boxes is higher than the original expec-
tation by the designers in the related-tweakey setting. Cid et al. then constructed
boomerang attacks [20] by combining two short differential trails discovered by
their tool. This leads to 8- and 9-round distinguishers against Deoxys-BC-256
with complexity of 274 and 2124, respectively, and 10- and 11-round distinguishers
against Deoxys-BC-384 with complexity of 244 and 2122, respectively. Those are
further extended to related-tweakey rectangle attacks for recovering key against
9-round and 10-round Deoxys-BC-256 and 12-round and 13-round Deoxys-BC-
384. The summary of the previous attacks are given in Table 1.

We noticed that after the submission of this paper, Mehrdad et al. uploaded
their analysis that studies related-tweakey impossible differential attacks against
Deoxys-BC-256 [16]. One of their focuses is the related-tweak single-key model
that is not covered in this paper but the number of attacked rounds is at most 8.
Under the same (related-tweak related-key) model as ours, their attack reaches
9 rounds with complexity (Time,Data,Memory) = (2118, 2118, 2114).

Our Contributions. In this paper, we present the best cryptanalysis against
Deoxys-BC block cipher in the present time. Our attacks utilize the differential
trails for boomerang-like attacks found by Cid et al. [7]. We observe that the
automated differential trail search in [7] is very optimized, whereas the utiliza-
tion of the detected trails in the attack procedure is not well-optimized, thus
there is a lot of room to be improved. This is perhaps the main innovation of
[7] is the development of new MILP models for automated differential search
method. Yet we think that optimizing the attack complexity is important espe-
cially considering that Deoxys is one of the remaining candidates in CAESAR.
For example, to compare security margin of several designs, known cryptanalytic
results should be optimized as much as possible for all of the designs.

The optimization techniques used in our paper are conceptually not entirely
new, e.g. changing differential trail to truncated differential trail in one of two
pairs in the boomerang quartet, reducing the data complexity by using structure,
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Table 1. Comparison of the Attacks against Deoxys-BC. SK, RK, KR, and dist stand
for single-key, related-key, key-recovery and distinguisher, respectively.

Deoxys-BC-256

Rounds Model Approach Goal Time Data Mem. Size set up Ref.

8/14 SK MitM KR < 2128 − − t = 128, k = 128 [11]
8/14 SK differential KR < 2128 − − t = 128, k = 128 [11]

8/14 RK boomerang dist
274 274 negl. t = 128, k = 128 [7]
228 228 227 t = 128, k = 128 Ours

9/14 RK boomerang dist
2124 2124 negl. t = 128, k = 128 [7]
298 298 217 t = 128, k = 128 Ours

9/14 RK boomerang KR
2118 2117 2117 t = 128, k = 128 [7]
2112 298 217 t = 128, k = 128 Ours

10/14 RK
rectangle

KR
2204 2127.58 2127.58 t < 52, k > 204 [7]

boomerang 2170 2170 217 t < 86, k > 170 Ours
boomerang 2170 298 298 t < 86, k > 170 Ours

Deoxys-BC-384

Rounds Model Approach Goal Time Data Mem. Size set up Ref.

8/16 SK MitM KR < 2256 − − t = 128, k = 256 [11]

10/16 RK boomerang dist
244 244 negl. t = 128, k = 256 [7]
222 222 217 t = 128, k = 256 Ours

11/16 RK boomerang dist
2122 2122 negl. t = 128, k = 256 [7]
2100 2100 217 t = 128, k = 256 Ours

12/16 RK
rectangle

KR
2127 2127 2125 t = 128, k = 256 [7]

boomerang 2148 2148 217 t = 128, k = 256 Ours
boomerang 2148 2100 2100 t = 128, k = 256 Ours

13/16 RK rectangle KR 2270 2127 2144 t < 114, k > 270 [7]

and choosing the best way to append the key-recovery round. However applying
a lot of optimization attempts including failure attempts that cannot be included
in the paper and considering many details of the computation structure require
hard work and significant amount of time. After the careful analysis, the attack
complexity against Deoxys-BC-256 with respect to min(Time,Data,Memory)
is improved by a factor of 226 and 234 for the longest distinguishing and key-
recovery attacks, respectively. The improved complexities are listed in Table 1.

Finally, we provide a discussion toward developing an automated differential
search tool such that the impact of the key recovery attack is taken into account.

Paper Outline. The remaining of this paper is organized as follows. Section 2
describes the specification of Deoxys-BC. Section 3 recalls the previous attacks
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by Cid et al. Sects. 4 and 5 discuss the improved attacks on Deoxys-BC-256 and
Deoxys-BC-384, respectively. We give a discussion toward an improved differen-
tial search tool and conclude this paper in Sect. 6.

2 Specification of Deoxys-BC

Deoxys-BC-256 and Deoxys-BC-384 are AES-based tweakable block ciphers [11].
Both versions adopt 128-bit block sizes which besides a plaintext P (or a cipher-
text C) and a key K, also take a tweak T . The concatenation of the key and
tweak states is called the tweakey state. For Deoxys-BC-256 the tweakey size is
256 bits, while for Deoxys-BC-384 it is 384 bits. The breakdown of the key and
tweak sizes in the tweakey can be chosen by the user, as long as the key size is
greater or equal to the block size, i.e. 128 bits.

Deoxys-BC is an AES-like design. It transforms the initial plaintext (viewed
as a 4× 4 two-dimension array of bytes) using the AES round function. Deoxys-
BC-256 and Deoxys-BC-384 have 14 and 16 rounds, respectively.

Deoxys-BC Round Function. Similarly to the AES, one round of Deoxys-BC has
the following four transformations applied in the order specified below:

– AddRoundTweakey – XOR the 128-bit round subtweakey to the state.
– SubBytes – Apply the 8-bit AES S-box S to each byte in parallel.
– ShiftRows – Rotate the 4-byte i-th row left by i positions.
– MixColumns – Multiply the state by the 4 × 4 constant MDS matrix of AES.

MixColumns is not omitted in the last round. After the last round, a final
AddRoundTweakey operation is performed to produce the ciphertext.

Fig. 1. Encryption of Deoxys-BC-384.

Definition of Subtweakeys. The tweakey state is composed of the key K and
the tweak T . The tweakey state is divided into 128-bit words denoted by
TK1, TK2, · · · . More precisely, the tweakey state in Deoxys-BC-256 is com-
posed of TK1 and TK2, and the tweakey state in Deoxys-BC-384 is composed
of TK1, TK2, and TK3. Finally, we denote by STKi the 128-bit subtweakey
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that is added to the state at round i during the AddRoundTweakey operation.
For Deoxys-BC-256, a subtweakey is defined as STKi = TK1

i ⊕ TK2
i ⊕ RCi,

whereas for Deoxys-BC-384 it is defined as: STKi = TK1
i ⊕TK2

i ⊕TK3
i ⊕RCi.

The 128-bit words TK1
i , TK2

i , TK3
i are outputs produced by a special tweakey

schedule algorithm, initialised with TK1
0 = W1 and TK2

0 = W2 for Deoxys-BC-
256 and with TK1

0 = W1, TK2
0 = W2 and TK3

0 = W3 for Deoxys-BC-384. The
tweakey schedule algorithm is defined as

TK1
i+1 = h(TK1

i ),

TK2
i+1 = h(LFSR2(TK2

i )),

TK3
i+1 = h(LFSR3(TK3

i )),

where the byte permutation h is defined as
(

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 6 11 12 5 10 15 0 9 14 3 4 13 2 7 8

)
,

numbered by the usual AES byte ordering.
The LFSR2 and LFSR3 functions are simply the application of an LFSR to

each on the 16 bytes of a 128-bit tweakey word. The two LFSRs used are given
in Table 2 (x0 stands for the LSB of the cell).

Table 2. LFSR2 and LFSR3.

LFSR2 (x7||x6||x5||x4||x3||x2||x1||x0) → (x6||x5||x4||x3||x2||x1||x0||x7 ⊕ x5)

LFSR3 (x7||x6||x5||x4||x3||x2||x1||x0) → (x0 ⊕ x6||x7||x6||x5||x4||x3||x2||x1)

Finally, RCi denotes the key schedule round constants. We omit the details
of constant because it does not impact to the attacks. Encryption of Deoxys-
BC-384 is illustrated in Fig. 1.

3 Previous Attacks on Deoxys-BC

Our attacks are based on the related-tweakey boomerang distinguishers and
related-tweakey rectangle key-recovery attacks by Cid et al. [7]. In this section,
we first briefly recall the framework of the related-tweakey boomerang-like
attacks in Sect. 3.1. Then, in Sect. 3.2, we introduce the attacks by Cid et al. that
are the main target of this paper.

3.1 Brief Introduction of Boomerang Attacks

Boomerang attacks and variants combine short differential trails with high prob-
ability. Here we briefly introduce the framework of the boomerang attack.
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Boomerang and Rectangle Attacks. Boomerang attack [20] regards the target
cipher as a composition of two sub-ciphers E0 and E1. The first sub-cipher is
supposed to have a differential α → β, and the second one to have a differential
γ → δ, with probabilities p and q, respectively. The basic boomerang attack
requires an adaptive chosen plaintext/ciphertext scenario, and plaintext pairs
result in a right quartet with probability p2q2. The amplified boomerang attack
(also called the rectangle attack) works in a chosen-plaintext scenario and a right
quartet is obtained with probability p2q22−n [12]. Further, it was pointed out
in [3,4] that any value of β and γ is allowed as long as β �= γ. As a result, the
probability of the right quartet is increased to 2−np̂2q̂2, where

p̂ =
√∑

i

Pr2(α −→ βi) and q̂ =
√∑

j

Pr2(γj −→ δ).

Boomerang and rectangle attacks under related-key setting were formulated
in [5]. Let ΔK and ∇K be the key differences for the first and second sub-
ciphers, respectively. The attack needs access to four related-key oracles with
K1 ∈ K, where K is the key space, K2 = K1 ⊕ ΔK, K3 = K1 ⊕ ∇K and
K4 = K1 ⊕ ΔK ⊕ ∇K. In the related-key boomerang attack, paired plaintexts
P1, P2 such that P1⊕P2 = α are queried to K1 encryption oracle and K2 encryp-
tion oracle, and the attacker receives ciphertexts C1 and C2. Then C3 and C4

are calculated by C3 = C1 ⊕ δ and C4 = C2 ⊕ δ, and then queried to K3 decryp-
tion oracle and K4 decryption oracle. The resulting plaintext difference P3 ⊕ P4

equals to α with probability p̂2q̂2. The distinguishing game can be described
more formally in an algorithmic form as Algorithm1. The game returns a dis-
tinguishing bit b ∈ {0, 1} that is set to 1 if the oracle is a target algorithm and
0 if the oracle is an ideal permutation. Algorithm1 is (p̂q̂)−2 many iterations of
2 chosen-plaintext and 2 adaptively chosen-ciphertext queries. Hence the attack
complexity is (time, data,memory) = (4 · (p̂q̂)−2, 4 · (p̂q̂)−2, negligible).

Algorithm 1. Basic Procedure of Related-Key Boomerang Distinguishers
Input: α, δ, K1, K2, K3, K4, p̂q̂
Output: b ∈ {0, 1}
1: for i ← 1, 2, . . . , (p̂q̂)−2 do
2: Choose distinct input P1. Set P2 ← P1 ⊕ α.
3: Obtain C1 = EK1(P1) and C2 = EK2(P2) by making encryption queries.
4: Set C3 ← C1 ⊕ δ and C4 ← C2 ⊕ δ.
5: Obtain P3 = DK3(C3) and P4 = DK4(C4) by making decryption queries.
6: if P3 ⊕ P4 = α then
7: return 1
8: end if
9: end for

10: return 0
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In the attacks against full AES-192 and AES-256 [6], Biryukov and
Khovratovich introduced the boomerang switch in order to gain free rounds at
the boundary of two trails. The idea was to optimize the transition between the
sub-trails of E0 and E1 in order to minimize the overall complexity of the dis-
tinguisher. In the previous boomerang and rectangle attacks against Deoxys-BC
by Cid et al. [7], the following two types of switch techniques are exploited.

Ladder switch. A cipher is decomposed into rounds by default. However,
decomposition regarding smaller operations, like columns and bytes, may lead
to better distinguishers.

S-box switch. Suppose E0 ends with an S-box and the output difference of
this S-box is Δ. If the same difference Δ comes from the path of E1, then the
propagation through this S-box is for free in one of the directions.

The theoretical explanation behind those techniques were later formalized as the
sandwich framework [8,9].

3.2 Previous Boomerang and Rectangle Attacks on Deoxys-BC

Cid et al. [7] presented related-tweakey boomerang distinguishers and related-
tweakey rectangle key-recovery attacks against reduced rounds of Deoxys-BC. In
short, Cid et al. [7] developed a new MILP-based differential search method for
related-tweakey boomerang or rectangle attacks. Their tool has the following two
advantages; (1) it takes into account incompatibility of linear relations between
independently chosen subtweakey differences and (2) it optimizes the active-byte
positions by taking into account the gain from the ladder switch technique.

Consequently, Cid et al. found 8- and 9-round related-tweakey boomerang
trails against Deoxys-BC-256 with probability p̂q̂ = 2−36 and 2−61, respectively
and 10- and 11-round trails against Deoxys-BC-384 with probability p̂q̂ = 2−21

and 2−60, respectively. The 8-round trail for Deoxys-BC-256 is presented in
Table 3. In Table 3, the first column show the round number, the second, third,
fourth, and fifth columns are the difference before AddRoundTweakey, the sub-
tweakey difference, the difference before SubBytes and the difference before
MixColumns, respectively. The sixth column is the probability of the total dif-
ferential propagation during SubBytes in each round. The middle two rounds
(rounds 4 and 5) are included in both of E0 and E1 due to the ladder switch
technique. Namely, the boundary of E0 and E1 is defined byte-wise or column-
wise instead of state-wise, thus some part of the state belongs to E0 and the
other part belongs to E1. In round 1, the plaintext should have differences in
5 bytes, and one of them is canceled by the subtweakey difference. Then, each
non-zero difference is converted to the specific output difference with probability
2−6, thus the total probability in round 1 is 2−6×4 = 2−24. The other rounds
can be explained similarly.

The other related-tweakey boomerang trails can be found in Tables 4, 5 and
6 in Appendix A. Note that Cid et al. also showed similar trails for more rounds
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Table 3. 8-round distinguisher of Deoxys-BC-256

ΔTK1
0 : 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 46

ΔTK2
0 : 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 d1

∇TK1
0 : 00 00 02 00 00 00 00 b3 00 00 00 00 00 00 00 00

∇TK2
0 : 00 00 a8 00 00 00 00 96 00 00 00 00 00 00 00 00

R before ATK ΔSTK before SB before MC pr

1

00 b9 00 00 00 00 00 00 00 b9 00 00 00 35 00 00

2−2400 00 d1 00 00 00 00 00 00 00 d1 00 00 5d 00 00
00 00 00 ab 00 00 00 00 00 00 00 ab 00 01 00 00
61 00 00 97 00 00 00 97 61 00 00 00 00 8c 00 00

2

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 e5 00 00 00 e5 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

3

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

4

00 00 00 00 ca 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00

5

00 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00

4

00 00

100 00
00 00

00 00

5

00 00 00 00

100 00 00 00
00 00 00 00
00 00 00 00 00 00 00

6

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 03 00 00 00 03 00 00 00 00 00 00 00 00 00 00
00 6a 00 00 00 6a 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

7

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

8

00 00 00 00 d5 00 00 00 d5 00 00 00 60 00 00 00

2−1200 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 06 00 00 00 06 00 00 00 00 0c

but with much lower probability. Because how to utilize them in the attack is
unclear and we do not use them in this paper, we omit those trails.

As the last remarks, in the boomerang-type attacks, the attackers need to
be very careful about the compatibility of two independently chosen short trails
because such two independent trails may not be connected [18]. Cid et al. did
the experimental verification (sometimes by reducing the number of rounds for
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each trail) to show that the two trails can be connected with the probability
evaluated by them.

4 New Attacks on Deoxys-BC-256

In this section, we improve the distinguisher and key recovery attacks by Cid
et al. [7] against Deoxys-BC-256. Considering that the differential search method
in [7] is fairly optimized, we focus our attention on how to utilize the discovered
boomerang trails rather than finding new trails.

4.1 Improved Boomerang Distinguishers

Truncating the Differential Trail. The boomerang distinguishers in [7] are
the straightforward applications of Algorithm1 to their boomerang trails. As
shown in Tables 3 and 4, the trails have (p̂q̂) = 2−36 and 2−61 for 8 rounds and
9 rounds, respectively, thus the data complexities are 274 and 2124, respectively.
Hereafter, we first discuss the improvement for the 8-round distinguisher, and
will later apply the improvement to 9 rounds.

The first improving point is Step 6 in Algorithm1 that checks the match
between the n-bit computed difference and α. It may be sufficient to match a
part of differences as long as the number of matched bits is sufficient to discard
all the wrong quartets. Recall the first half of the differential trail in the 8-round
distinguisher in Table 3. In the previous attack, the attacker matches 128-bits of
differences of the form

00 00 00 01 b9 00 00 00 00 d1 00 00 00 00 ab 97

at Step 6 in Algorithm1. We now ignore the match of differences for 4 active
bytes before the active S-boxes in the first round, thus only check whether or
not 12 bytes have the following difference.

00 00 00 ∗ ∗ 00 00 00 00 ∗ 00 00 00 00 ∗ 97

Here, 97 in the last byte of the plaintext difference comes from AddRoundTweakey
in the first round, which XORs subtweakey difference 97 to the zero-difference
byte. Hence, we basically check whether S-boxes in 12 bytes are active or inactive.
This saves us the probability of satisfying the differential transition through S-
boxes in the first round, which increases the probability of the distinguisher from
2−72 to 2−48. Hence, with this effort, the complexity of the distinguisher becomes
(time, data,memory) = (250, 250, negligible).

It should be noted that the probability that an ideal permutation satisfies
the property also increases: 2−8×12 = 2−96. Since this is smaller than 2−48, the
8-round distinguisher can work.
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Structure Technique. The data complexity of the above distinguisher can be
further reduced by constructing the plaintext structure. This requires the use of
additional memory, but the total memory amount is still practical.

In the differential trail in Table 3, we need the 4-byte difference of the fol-
lowing form before the MixColumns in the first round:

00 00 00 00 35 5d 01 8c 00 00 00 00 00 00 00 00

The corresponding plaintext difference does not have to be the one specified in
Table 3 but can be any difference as long as the desired 4-byte difference can be
generated with non-zero probability. Let I35 be a set of differences defined as
follows.

I35 � {Δ ∈ {0, 1}8 | ∃x ∈ {0, 1}8 s.t. S(x) ⊕ S(x ⊕ Δ) = 35}.

The size of I35 is 126. Similarly, I5d, I01 and I8c can be defined and the size of
each set is 126.

To generate the structure, we generate two sets of 232 plaintexts P1 and P2,
where P1 (resp. P2) contains plaintexts to be queried to the oracle with K1

(resp. K2). In each set, all possible values are contained for four active bytes in
the first round and the other 12 bytes are fixed to some specified value. To be
more precise, 12 byte-values ci ∈ {0, 1}8, 0 ≤ i ≤ 15, i �= 3, 4, 9, 14 are fixed, and
all the 232 values are collected in the other 4 bytes. P1 and P2 are defined as
follows. Note that we need to make difference 97 in the last byte to cancel the
first subtweakey difference.

P1 � {c0, c1, c2, ∗ ∗, c5, c6, c7 c8, ∗, c10, c11, c12, c13, ∗, c15},

P2 � {c0, c1, c2, ∗ ∗, c5, c6, c7 c8, ∗, c10, c11, c12, c13, ∗, c15 ⊕ 97}.

To utilize P1 and P2 in the boomerang attack framework, each of the 232

plaintexts in P1 is queried to the encryption oracle with K1, then δ is XORed
to the resulting ciphertext, and finally the generated ciphertext is queried to the
decryption oracle with K3. Namely the attacker performs the following process
and stores the results in P3:

P i
3 ← DK3

(
EK1(P

i
1) ⊕ δ

)
,

where P i
1 for i = 0, 1, · · · , 232 − 1 is each plaintext in P1.

The attacker then computes P i
4 ← DK4

(
EK2(P

i
2) ⊕ δ

)
for each plaintext in

P2, and checks the match of 12-byte difference between P i
4 and P3 (for Step 6

in Algorithm 1) along with another check if 4-byte difference between P i
1 and P i

2

are included in I35, I5d, I01 and I8c.

Time Complexity and Optimization. In the single structure, 4 · 232 queries
are made, thus the data complexity is 234. The number of pairs that can be
made from P1 and P2 is 232∗2 = 264, of which 264 · 126

255

4 ≈ 260 pairs satisfy the
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constraint for P1 and P2 (included in I35, I5d, I01 and I8c) and there should be
260−48 = 212 pairs satisfying the boomerang trail with probability 2−48. This is
sufficient to distinguish 8-round Deoxys-BC-256 from an ideal permutation.

One may note that generating 212 quartets is too much for the attack. Indeed,
the attack works by setting the size of P1 and P2 to 226. Then among 252 possible
pairs, about 252−4−48 = 1 pair will satisfy the boomerang trail. Overall, the data
complexity is 4 ·226 = 228 queries and the time complexity is 228 memory access.
The attacker needs to store 226 plaintexts in P1 and in P3, thus the memory
complexity is 227 plaintexts.

Application to 9-Round Distinguisher. Recall the differential trail for the
9-round distinguisher in Table 4. Differently from the 8-round distinguisher, there
is no active S-box in the first round. Hence, to apply the similar improvement, we
need to change the attack model to the opposite direction i.e. chosen-ciphertext
and adaptively chosen-plaintext attack. Note that Deoxys does not omit Mix-
Columns in the last round but it is well-known that having such linear operation
in the last round does not change the impact of the differential cryptanalysis.
Indeed, the attacker can do analysis by considering MixColumns−1(ΔC) instead
of ΔC in general.

The rest is similar as the 8-round distinguisher, thus we only give a summary.

– By using the truncation of the differential trail, we can avoid the proba-
bility loss of 2−12. Hence, the probability of the boomerang trail becomes
2−122+12 = 2−110. Note that the probability that an ideal permutation pro-
vides a pair with zero difference in 14 bytes is 2−112, which is smaller than
2−110 in the boomerang trail.

– By using the structure, the attacker can define two sets of 216 ciphertexts
C1 and C3. 232 pairs can be generated and 232 · 126

255 ≈ 230 pairs satisfy the
ciphertext difference in the last round.

– After generating 280 structures by changing the constant in 14 bytes of the
ciphertext, the number of pairs reaches 2110, thus the attacker can expect to
find 1 quartet satisfying the boomerang trail. The data complexity is 4∗216 =
218 per structure, thus 298 in total. The time complexity is 298 memory access.
The attacker needs to store 216 ciphertexts in C1 and C2, thus the required
memory amount is 217.

Remarks to Increase Distinguishing Advantage. One may think that the
gap of the probabilities between the actual cipher and an ideal permutation
(2−110 vs 2−112) is too small. We argue that the distinguishing advantage can
be significantly increased with negligible cost.

The idea is after Step 6 of Algorithm 1 is passed, we inject another check
whether the generated pair actually follows the boomerang trail. If so, the dis-
tinguishing game returns b = 1, otherwise it continues the algorithm. Suppose
that a boomerang quartet C1, C2, C3, C4 is generated. The attacker then mod-
ifies C1 and C3 to C ′

1 and C ′
3 so that the two active S-boxes in the last round
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will not be modified and obtains the corresponding C ′
2 and C ′

4. If C1, C2, C3, C4

follows the trail, the differential transitions through the two S-boxes in the last
round are already satisfied, hence C ′

1, C
′
2, C

′
3, C

′
4 should form another boomerang

quartet with probability 2−110+12 = 2−98. Thus after generating 298 pairs of C ′
1

and C ′
3, the false positive can be eliminated. Note that 298 pairs of C ′

1 and C ′
3

can be generated by using the structure technique, thus the complexity of this
additional check is 282 with the memory of size 217.

4.2 Improved Key Recovery Attacks

Cid et al. [7] discussed related-tweakey rectangle attacks. In [7], they directly
applied the general complexity analysis in [14] for related-tweakey rectangle
attack against SKINNY [1]. Hence, it is of interest to optimize the attack by tak-
ing into account the structure of Deoxys-BC. Indeed, we show that the attack
complexity can be improved by using boomerang attacks instead of rectangle
attacks.

Note that in the 9-round attack, we assume the default setting by the design-
ers in which the 256-bit tweakey consists of 128-bit tweak and 128-bit key.

9-Round Attacks Using 9-Round Distinguisher. Our 9-round attack is
very simple but effective. We do not append extra key-recovery round to the dis-
tinguisher, but recovers the key inside the distinguisher. We first run the 9-round
distinguisher explained in Sect. 4.1 with complexity (Time,Data,Memory) =
(298, 298, 217) to find a quartet of texts satisfying the boomerang trail. Due to
the truncation of the differential trail, we did not pay attention to the output
difference of the active S-boxes in the last round to identify the quartet. We use
those information for key recovery.

As shown in Table 4, the input differences to the two active S-boxes in
the last round are e3 and 0c. The output differences can be computed by
MixColumns−1(ΔC). From the property of the S-box, the actual values in those
S-boxes can be reduced to about 2 choices per byte. Those immediately reveal
2-byte information of the last subkey STK9 converted by inverse MixColumns
and ShiftRows, namely ShiftRows−1 ◦MixColumns−1(STK9). Because we have
2 pairs in a quartet, the 2-byte information of STK9 is uniquely identified.
Because STK9 is an XOR of tweak and key and tweak is known to he attacker,
2-byte information of the master key can be obtained.

The remaining is a simple exhaustive search on the other 14 bytes, which
requires 2112 computations. Thus the total complexity of the 9-round key recov-
ery is (Time,Data,Memory) = (2112, 298, 217).

10-Round Attacks Using 9-Round Distinguisher. In this attack, we
append 1 round to the end of the 9-round distinguisher in Table 4, which is
illustrated in Fig. 2. Note that appending 1-round before the plaintext is hard
because of too many active bytes in the initial state of the 8-round distinguisher.
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Fig. 2. Key recovery for 10-round Deoxys-BC-256. ‘A’, ‘B’, ‘C’, ‘D’, ‘E’ and ‘F’ are
uniquely fixed difference by the boomerang trail and ‘G’ is 3B ⊕ D.

As discussed before, MixColumns in the last round does not have any impact
to the attack. To simplify the discussion, we describe the attack by omitting the
MixColumns in the last round.

In Fig. 2, the upper part is the computations for the first pair (C1 and C3).
We need to ensure the exact difference of the distinguisher’s input (in inverse
direction). After P1 and P3 are obtained, P2 and P4 are generated and encryption
queries are made to obtain C2 and C4, which is illustrated in the bottom half.
Because the output of the distinguisher is truncated, we only know that 2 bytes
are active (and then expanded to 2 columns after MixColumns in round 9).

As clearly illustrated in Fig. 2, the partial computation from the ciphertext to
9 active bytes through AddRoundTweakey−1, ShiftRows−1, SubBytes−1 involves
9 bytes of STK10. By guessing those 9 bytes, we can compute the values of
active bytes at the end of distinguisher from the ciphertext, which is enough to
construct the structure for the remaining 9 rounds. Besides, for each obtained
C2 and C4, we can compute back to the difference of the distinguisher’s output.

In summary, by exhaustively guessing 9 bytes of STK10, we can apply the
9-round distinguisher, which returns a valid boomerang quartet only when the
guess of STK10 is correct. The attack is 272 repetitions of the 9-round distin-
guisher that requires 298 data and time complexities with 217 memory, thus
(Time,Data,Memory) = (2170, 2170, 217).

Note that during 272 iterations of the 9-round distinguisher, 298 queried
data can be reused. (For different guess, only the order to make pairs changes.)
Thus by storing 298 queried data in the memory, the attack complexity can be
(Time,Data,Memory) = (298, 2170, 298).

In both cases, the attack is faster than the exhaustive search only if the key
size in 256-bit tweakey is bigger than 170 bits. Given that the previous attack
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[7] only works when the key size is bigger than 204 bits, our attack not only
improves the complexity but also extends the attacked parameters.

5 New Attacks on Deoxys-BC-384

10-Round Distinguisher. Recall the previous 10-round distinguisher that uses
the trail in Table 5. The boomerang trail is satisfied with probability 2−42 thus
the previous attack requires 244 queries.

We attack in the chosen-ciphertext and adaptively chosen-plaintext model
to save the probability loss of 2−12 by truncating the trail in the last round.
By constructing the structure for 2 bytes, the data complexity can further be
reduced by a factor of 212−2 = 210. In summary, the 10-round distinguisher can
be improved to (Time,Data,Memory) = (222, 222, 217).

11-Round Distinguisher. Recall the previous 11-round distinguisher that uses
the trail in Table 6. The boomerang trail is satisfied with probability 2−120 thus
the previous attack requires 2122 queries.

We attack in the chosen-ciphertext and adaptively chosen-plaintext model
to save the probability loss of 2−12 by truncating the trail in the last round. By
exploiting the structure for 2 bytes, the 11-round distinguisher can be improved
to (Time,Data,Memory) = (2100, 2100, 217).

12-Round Key Recovery. We append 1 round to the end of 11-round distin-
guisher in Table 6, which is illustrated in Fig. 3. Differently from the 10-round

Fig. 3. Key recovery for 12-round Deoxys-BC-384.
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key recovery attack against Deoxys-BC-256, the appended round only involves
6 bytes of STK12.

Because the attack is the iteration for the 11-round distinguisher for exhaus-
tive guesses of 6 subtweakey bytes in the key-recovery part, the attack complexity
becomes (Time,Data,Memory) = (2148, 2148, 217) or (2148, 2100, 2100).

6 Discussion and Conclusion

Discussion. The following features can be extracted by comparing the attacks
in Sects. 4 and 5.

– Active byte positions at the input and output of the distinguisher significantly
impact to the complexity of the key-recovery. If multiple active bytes locate
in the same column in subsequent MixColumns like Fig. 3 rather than Fig. 2,
the complexity of key recovery is much smaller.

– The attack complexity is reduced if the positions of subtweakey differences
for subsequent AddRoundTweakey overlap with active bytes in the state.

– The existence of probabilistic propagation in the first and the last round of
the distinguisher allows the attacker to optimize the attack. In contrast, it is
hard to exploit probabilistic propagation in middle rounds.

The differential search by Cid et al. [7] did not consider those features and they
found a lot of the best trails with the same score. Developing a new automated
search method considering those features is a promising future research direction,
which may allow us to identify the really best differential trail.

Concluding Remarks. In this paper, we showed how the attacks on Deoxys-
BC can be optimized by considering the design details. Our attacks are based
on the boomerang trails discovered by Cid et al. [7], but the attack proce-
dures are carefully chosen to reduce the complexity. In particular, the improve-
ment is big for Deoxys-BC-256. The complexity improvement with respect to
max(Time,Data,Memory) is from 274 to 228 for the 8-round distinguisher,
from 2124 to 298 for the 9-round distinguisher, from 2118 to 2112 for the 9-round
key recovery, and from 2204 to 2170 for the 10-round key recovery. We believe
that the presented analyses provide better understanding of Deoxys-BC.
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A Details of Boomerang Trails

Table 4. 9-round distinguisher of Deoxys-BC-256

ΔTK1
0 : 00 7f 00 00 00 ff 00 00 0b 00 f1 00 00 00 00 7c

ΔTK2
0 : 00 cf 00 00 00 3f 00 00 70 00 5e 00 00 00 00 be

∇TK1
0 : 00 00 00 00 00 a1 00 04 00 00 00 00 00 00 00 00

∇TK2
0 : 00 00 00 00 00 bf 00 a8 00 00 00 00 00 00 00 00

R before ATK ΔSTK before SB before MC pr

1

00 00 7b 00 00 00 7b 00 00 00 00 00 00 00 00 00

1b0 c0 00 00 b0 c0 00 00 00 00 00 00 00 00 00 00
00 00 af 00 00 00 af 00 00 00 00 00 00 00 00 00
61 00 00 c2 00 00 00 c2 00 00 00 00 00 00 00 00

2

00 00 00 00 e0 80 00 00 e0 80 00 00 b4 c9 00 00

2−2800 00 00 00 00 4d 00 00 00 4d 00 00 21 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 ea 00 00 00 ea 73 00 00 00

3

63 89 00 00 00 89 00 00 63 00 00 00 8d 00 00 00

2−1485 c9 00 00 85 00 00 00 00 c9 00 00 8c 00 00 00
00 c9 00 00 00 c9 00 00 00 00 00 00 00 00 00 00
00 40 00 00 00 40 00 00 00 00 00 00 00 00 00 00

4

8e 00 00 00 8e 00 00 00 00 00 00 00 00 00 00 00

18e 00 00 00 8e 00 00 00 00 00 00 00 00 00 00 00
01 00 00 00 01 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

5

00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 80 03 00 00 00 00
00 00 00 00 13 00 00 00 00 00 00 00 00 00
00 00 00 00 00 98 00 00 00 00 00 00 00 00

6

00 00 00 07 00 00

100 00 00 35 00 00
00 00 00 b4 00 00
00 00 00 00 00 00 00 00

5

00 00

100 00 00 00
00 00

00 00

6

00 00 00 00 00 00 00 00 00 00

2−732 00 00 00 32 00 00 2f 00 00
05 00 05 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00

7

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

106 00 00 00 06 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
71 00 00 00 71 00 00 00 00 00 00 00 00 00 00 00

8

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

9

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

2−1200 00 00 00 00 e3 00 00 00 e3 00 00 72 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 0c 00 00 00 0c 00 00 00 00 9d 00
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Table 5. 10-round distinguisher of Deoxys-BC-384. The S-box switch is used in round
6 (lower) for the S-box at position (1,1).

ΔTK1
0 : 00 00 8b 00 / 00 00 00 90 / 90 00 00 00 / 00 1b 00 00

ΔTK2
0 : 00 00 21 00 / 00 00 00 63 / 63 00 00 00 / 00 42 00 00

ΔTK3
0 : 00 00 34 00 / 00 00 00 7d / 7d 00 00 00 / 00 49 00 00

∇TK1
0 : 00 00 00 00 / 00 00 00 6e / 00 00 00 00 / b1 00 00 00

∇TK2
0 : 00 00 00 00 / 00 00 00 42 / 00 00 00 00 / f5 00 00 00

∇TK3
0 : 00 00 00 00 / 00 00 00 b3 / 00 00 00 00 / d3 00 00 00

R before ATK ΔSTK before SB before MC pr

1

00 00 8e 00 00 00 8e 00 00 00 00 00 00 00 00 00

2−6a3 00 00 10 00 00 00 10 a3 00 00 00 00 00 00 69
9e 00 00 00 9e 00 00 00 00 00 00 00 00 00 00 00
00 8e 00 00 00 8e 00 00 00 00 00 00 00 00 00 00

2

00 00 00 bb 00 00 00 bb 00 00 00 00 00 00 00 00

100 00 00 d2 00 00 00 d2 00 00 00 00 00 00 00 00
00 00 00 69 00 00 00 69 00 00 00 00 00 00 00 00
00 00 00 69 00 00 00 69 00 00 00 00 00 00 00 00

3

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

4

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

5

00 00 00 00 69 00 00 00 00 00 00 00 00 00

100 00 00 00 00 bb 00 00 00 00 00 00 00 00
00 00 00 00 00 00 d2 00 00 00 00 00 00 00
00 00 00 00 00 00 00 69 00 00 00 00 00 00

6

00 00 00 10 00 00 00 00 00 00

100 00 00 9e 00 00 9e 00 00 00 00
00 00 00 8e 00 00 00 00 00 00
00 00 00 8e 00 00 00 00 00 00

5

00 00

100 00
00 00

00 00

6

00 00 00 00 00 00 00 00

2−600 00 00 9e 68 00 00 00
00 00 00 00 01 00 00 00
00 00 00 00 b9 00 00 00

7

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

16a 00 00 00 6a 00 00 00 00 00 00 00 00 00 00 00
ba 00 00 00 ba 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

8

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

9

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

10

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

2−1200 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 6a 00 00 00 6a 00 61 00 00
00 00 00 00 ba 00 00 00 ba 00 00 00 00 97 00 00
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Table 6. 11-round distinguisher of Deoxys-BC-384

ΔTK1
0 : 00 8b 00 00 c4 00 00 00 7a 00 c5 a6 00 00 00 00

ΔTK2
0 : 00 ad 00 00 c4 00 00 00 73 00 21 d8 00 00 00 00

ΔTK3
0 : 00 a3 00 00 9a 00 00 00 3b 00 0d 2e 00 00 00 00

∇TK1
0 : 00 00 02 00 00 00 00 00 d7 00 00 00 00 00 00 00

∇TK2
0 : 00 00 99 00 00 00 00 00 bc 00 00 00 00 00 00 00

∇TK3
0 : 00 00 0c 00 00 00 00 00 f1 00 00 00 00 00 00 00

R before ATK ΔSTK before SB before MC pr

1

00 9a 32 00 00 9a 32 00 00 00 00 00 00 00 00 00

185 00 00 00 85 00 00 00 00 00 00 00 00 00 00 00
00 00 e9 00 00 00 e9 00 00 00 00 00 00 00 00 00
00 00 50 00 00 00 50 00 00 00 00 00 00 00 00 00

2

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

3

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

2−2800 00 00 00 00 00 00 4f 00 00 00 4f 00 00 2a 00
00 00 00 00 f1 7a 00 00 f1 7a 00 00 00 00 15 a6
00 00 00 00 00 57 00 00 00 57 00 00 00 00 6b 00

4

00 00 00 a6 00 00 00 a6 00 00 00 00 00 00 00 00

2−1300 00 00 f1 00 00 00 f1 00 00 00 00 00 00 00 00
00 00 bd 57 00 00 00 57 00 00 bd 00 19 00 00 00
00 00 e9 a6 00 00 e9 00 00 00 00 a6 2b 00 00 00

5

32 00 00 00 32 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
4f 00 00 00 4f 00 00 00 00 00 00 00 00 00 00 00
4f 00 00 00 4f 00 00 00 00 00 00 00 00 00 00 00

6

00 00 00 00 00 00 85 00 00 00 00 00 00

100 00 00 00 00 00 00 b9 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 9a 34 00 00 00 00 00 00

7

00 00 00 08 00 00

100 00 00 00 00 00 00 00
00 00 00 09 00 00
00 00 00 1b 00 00

6

00 cb 00

100 ff 00
00 1a 00
00 00 00 00

7

8d 00 8d 00 00 00 00 00 00 00

2−700 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00
a3 00 00 00 a3 00 00 00 b5 00

8

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 00 c4 00 00 00 c4 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 05 00 00 00 05 00 00 00 00 00 00 00 00 00

9

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

10

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

100 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

11

00 00 00 00 00 00 00 05 00 00 00 05 00 00 00 08

2−1200 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
00 00 00 00 00 c4 00 00 00 c4 00 00 00 00 00 7f
00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00
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10. Jean, J., Nikolić, I., Peyrin, T.: Tweaks and keys for block ciphers: the TWEAKEY

framework. In: Sarkar, P., Iwata, T. (eds.) ASIACRYPT 2014. LNCS, vol. 8874, pp.
274–288. Springer, Heidelberg (2014). https://doi.org/10.1007/978-3-662-45608-
8 15

11. Jean, J., Nikolić, I., Peyrin, T., Seurin, Y.: Deoxys v1.41. Submitted to CAESAR,
October 2016

12. Kelsey, J., Kohno, T., Schneier, B.: Amplified boomerang attacks against reduced-
round MARS and Serpent. In: Goos, G., Hartmanis, J., van Leeuwen, J., Schneier,
B. (eds.) FSE 2000. LNCS, vol. 1978, pp. 75–93. Springer, Heidelberg (2001).
https://doi.org/10.1007/3-540-44706-7 6

13. Liskov, M., Rivest, R.L., Wagner, D.: Tweakable block ciphers. In: Yung, M. (ed.)
CRYPTO 2002. LNCS, vol. 2442, pp. 31–46. Springer, Heidelberg (2002). https://
doi.org/10.1007/3-540-45708-9 3

14. Liu, G., Ghosh, M., Ling, S.: Security analysis of SKINNY under related-tweakey
settings (long paper). IACR Trans. Symmetric Cryptol. 2017(3), 37–72 (2017).
https://doi.org/10.13154/tosc.v2017.i3.37-72

15. McGrew, D.A., Viega, J.: The security and performance of the Galois/Counter
Mode (GCM) of operation. In: Canteaut, A., Viswanathan, K. (eds.) INDOCRYPT
2004. LNCS, vol. 3348, pp. 343–355. Springer, Heidelberg (2004). https://doi.org/
10.1007/978-3-540-30556-9 27

https://doi.org/10.1007/978-3-662-53008-5_5
https://doi.org/10.1007/978-3-662-53008-5_5
http://competitions.cr.yp.to/caesar.html
http://competitions.cr.yp.to/caesar.html
https://doi.org/10.1007/3-540-44987-6_21
https://doi.org/10.1007/3-540-45661-9_1
https://doi.org/10.1007/11426639_30
https://doi.org/10.1007/978-3-642-10366-7_1
https://doi.org/10.1007/978-3-642-14623-7_21
https://doi.org/10.1007/978-3-662-45608-8_15
https://doi.org/10.1007/978-3-662-45608-8_15
https://doi.org/10.1007/3-540-44706-7_6
https://doi.org/10.1007/3-540-45708-9_3
https://doi.org/10.1007/3-540-45708-9_3
https://doi.org/10.13154/tosc.v2017.i3.37-72
https://doi.org/10.1007/978-3-540-30556-9_27
https://doi.org/10.1007/978-3-540-30556-9_27


106 Y. Sasaki

16. Mehrdad, A., Moazami, F., Soleimany, H.: Impossible differential cryptanalysis
on Deoxys-BC-256. Cryptology ePrint Archive, Report 2018/048 (2018). https://
eprint.iacr.org/2018/048

17. Mouha, N., Wang, Q., Gu, D., Preneel, B.: Differential and linear cryptanalysis
using mixed-integer linear programming. In: Wu, C.-K., Yung, M., Lin, D. (eds.)
Inscrypt 2011. LNCS, vol. 7537, pp. 57–76. Springer, Heidelberg (2012). https://
doi.org/10.1007/978-3-642-34704-7 5

18. Murphy, S.: The return of the cryptographic boomerang. IEEE Trans. Inf. Theory
57(4), 2517–2521 (2011). https://doi.org/10.1109/TIT.2011.2111091

19. National Institute of Standards and Technology: Federal Information Processing
Standards Publication 197: Advanced Encryption Standard (AES). NIST, Novem-
ber 2001

20. Wagner, D.: The boomerang attack. In: Knudsen, L. (ed.) FSE 1999. LNCS, vol.
1636, pp. 156–170. Springer, Heidelberg (1999). https://doi.org/10.1007/3-540-
48519-8 12

https://eprint.iacr.org/2018/048
https://eprint.iacr.org/2018/048
https://doi.org/10.1007/978-3-642-34704-7_5
https://doi.org/10.1007/978-3-642-34704-7_5
https://doi.org/10.1109/TIT.2011.2111091
https://doi.org/10.1007/3-540-48519-8_12
https://doi.org/10.1007/3-540-48519-8_12


SCA-Resistance for AES: How Cheap
Can We Go?

Ricardo Chaves1(B), �Lukasz Chmielewski2, Francesco Regazzoni3,
and Lejla Batina4

1 INESC-ID, IST, Universidade de Lisboa, Lisbon, Portugal
ricardo.chaves@inesc-id.pt

2 Riscure BV, Delft, The Netherlands
3 ALaRI - University of Lugano, Lugano, Switzerland

4 Digital Security Group - ICIS, Radboud University Nijmegen,
Nijmegen, The Netherlands

Abstract. This paper introduces a novel AES structure capable of
improving the robustness against power analysis attacks while allowing
for a very compact structure with a potentially negligible area and per-
formance impact. The proposed design is based on a low entropy masking
scheme, where half of the time the true value and half of the time the
complemented value are used to mask the power consumption variation.
The obtained experimental results suggest that the area overhead for the
protection against power analysis is as low as 5% LUT increase with a
performance degradation of about 10%. When compared with the state
of the art supported on FPGAs, efficiency improvements above 6 times
and a throughput improvement of at least two times higher are achieved.

1 Introduction

Modern society is strongly dependent on electronic devices. Smart phones and
smart devices pervaded every aspect of our lives, handling a large amount of
private and sensitive information. As these smart devices become increasingly
connected together to form the Internet of Things, they become crucial compo-
nents of our critical infrastructure. To allow the safe deployment and operation
of these devices, designers must rely on secure primitives.

Unfortunately, mathematically strong cryptographic algorithms are not suffi-
cient to guarantee the security of devices when computers are pervasive. Contrary
to few years ago, nowadays target devices are potentially “in the hands” of the
attackers, which can exploit more efficient and effective ways to extract secret
information. The most powerful way to gain access to secret data is to exploit
the weaknesses of the implementation rather than to target the mathematical
structure of the algorithm itself. These attacks are called physical attacks as they
exploit the physical weaknesses of the computing device. One of the most pow-
erful physical attacks is power analysis [11], which exploits the relation between
the power consumed by the device and the data being processed.
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Countermeasures against power analysis attacks, were already mentioned in
the seminal work of Kocher et at. [11]. Power analysis attacks infer the secret
key exploiting the dependence between the power consumed by a device and
the data being processed (which, in the case of cryptographic primitives, might
have to be kept secret). To avoid these attacks it is thus necessary to remove
the dependence between the secret data and the power consumed during the
computation.

Countermeasures are usually classified using the approach followed for achiev-
ing the protection. The first approach consists in breaking the link between the
actual data that is processed by the device and the data on which the computa-
tion is performed. It is usually called masking, originally proposed by Messerges
et al. [12] exploiting the principle of secret sharing [3]. It often consist of ran-
domizing the secret data by adding a random value to them. The value has to
be removed at the end of the computation to obtain the correct result. The sec-
ond approach consist in breaking the link between the data computed by the
device and the power consumed by the computations. It is called hiding, and
generally consist in the “hiding” of the power consumed by the computation of
secret data within the power trace. One way to achieve hiding is by flattening
the power consumption of a device: if all the computation consume the same
amount of power, the power consumed will not be dependent on the secret data
any more. Hiding is typically implemented using logic styles more robust against
Side-Channel Attacks (SCA) such as SABL [21], WDDL [22], or MCML [16].

Both approaches have some issues, for instance the early propagation effect
[20], which affect the security of the overall implementation. Additionally, their
overhead in terms of area, performance, complexity of design and power/energy
consumption can be too high for low cost and battery operated devices. As
a result, often, designers have to trade performance and area utilization with
resistance against power analysis attacks.

In this work, we propose a compact implementation of the AES algorithm,
targeting reconfigurable devices, capable of reaching high throughputs while at
the same time improving the robustness against power analysis attacks.

To achieve this result, we consider the use of low entropy masking schemes
[14]. The main idea is to use two representations for each value, such that every
value has the same average power consumption. In this case we consider the
true and the complemented representation of each value. Moreover, we ensure
that, on average, the usage of the true and complemented representations follow
a uniform distribution. In this way, we mask the power consumption variation,
reducing the information that an attacker can obtain, while collecting the several
power traces needed to successful complete the attack. The representation of the
value is controlled by XORing it with the appropriate mask value, randomly
selected and updated at each cycle. While low entropy masking schemes, as the
one herein considered, do not fully protect against SCA, the simplicity of this
approach allows for a compact and high performance AES design. Experimental
results suggest a significantly higher resistance against first order CPA at a
potentially negligible area and performance cost, demonstrating the potential of
the proposed approach.
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The rest of the paper is organized as follows: Sect. 2 summarizes the state
of the art AES designs and countermeasures implemented using reconfigurable
hardware. Section 3 presents the proposed approach and details the resulting
AES structure. Section 4 reports performance and area figures as well as the
security analysis carried out using a SAKURA-G board as the test platform.

2 Countermeasures Against Power Analysis Attacks

Both approaches, masking and hiding, were proposed and explored for software
and hardware, concentrating in the second case on both ASIC and reconfig-
urable devices. FPGAs have been initially used for prototyping and for low
volume production, as they allow to limit the non recurring engineering costs.
However, state of the art FPGAs have reached a size that is sufficient to fit in a
complex System-on-chip, making them also an attractive platform for large scale
consumer electronics. For this reason, we focus on countermeasures applied to
reconfigurable logic. In the remaining part of this section, we concentrate on
previous research efforts proposing countermeasures to power analysis attacks
suitable for FPGAs.

Initial works proposing hiding for FPGAs attempted to adapt to reconfig-
urable hardware concepts previously proposed for ASIC. One example of this
is dual rail precharge, proposed for ASIC [22]. It consists of gates where the
computation is carried out in two phases: a precharge, where a refreshing wave
is produced, and an evaluation, where both a true and a complemented value
of the same operation are computed. This approach should, in theory, result in
an identical amount of transitions (thus also in the same power consumption)
regardless of the data processed. One of the first works proposing dual rail for
FPGAs is the one of Yu and Schaumont [25]. The authors showed how to imple-
ment WDDL and how to improve its security on FPGA. Higher security was
achieved by duplicating the placed and routed WDDL netlist. However, the area
overhead is significant and the logic style itself suffers from the so called early
propagation effect [20].

A recent improvement on hiding was reported by Wild et al. [23]. The authors
propose GliFreD, a technique aiming at solving the early propagation issue, while
avoiding glitches and mitigating imbalanced routing as well. The approach was
evaluated protecting an implementation of the AES S-box as proposed by Can-
right [2]. The security evaluation shows a reduction in the perceived information.
However, the area overhead is significantly larger: the protected S-box occupies
approximately 30 times more slices, 2 times more LUTs, and 100 times more
flip-flops.

Several masking countermeasures (and a combination of them) were explored
by Güneysu and Moradi [8]. The authors demonstrated, how noise generation,
clock randomization, and memory scrambling can defeat first order differen-
tial power analysis. They reported results on protecting an implementation of
the AES algorithm based on a T-box approach. They further showed that by
combining several countermeasures one can further increase the resistance to
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side-channel attacks. However, the area required by the protected version is
approximately 2300 LUTs and 1100 Registers larger than the unprotected core.
Similarly, the throughput is reduced by a factor 3.77. Despite these improve-
ments in regard to the remaining state of the art, the cost of this protection is
still excessively high for meeting the constraints of several applications.

The memory scrambling proposed in that work was further improved by
Sasdrich et al. [19]. The authors propose to update the mask only before each
encryption (keeping the same mask during the whole encryption process). To
avoid information leakage caused by two values consecutively stored in a register
with the same mask, each S-box is surrounded by two registers to interleave the
computation of real data with the computation of dummy values. Reported
results show a significant improvement compared to the previously proposed
scrambling approach of Güneysu and Moradi. However, the area overhead is
still significant and the security of the proposed approach, when using RAM, is
reduced due to internal architecture of the distributed blocks. The design is much
more secure when it is implemented using BRAMs, however the area overhead
and the limitation of using a single mask per encryption still persist.

Regazzoni et al. [17] proposed to exploit the larger size of state of the art
Xilinx FPGAs, which nicely fit look up tables of 8 bit inputs, for implement-
ing a compact AES accelerator. To do so, the authors adapted to reconfigurable
devices a masking scheme largely based on 4 and 8 bit tables, originally designed
to be placed in the memory of micro-controllers [15]. Despite the higher through-
put, area overhead was still considerably high (depending on the size of the dat-
apath, it was reported to be approximately two to three times the size of the
unprotected reference designs).

The concept of low entropy masking, herein considered when limiting the
amount of possible masks, was introduced by Nassar et al. [13]. The authors
present a study on the use of low entropy masking, i.e. using a limited sub-
set of possible mask values. In their proposed approach, each S-box performs
the byte substitution using a specific fixed predefined mask. The randomness
of this approach is in the choice of each S-box at the beginning of the round
computation. These masks (m[i]) are then used in a chaining scheme where
mout[i] = min[i + 1 mod16]. The authors also evaluate the impact of using a
small subset of masks in their solution in terms of leakage, particularly high
order leakage. The limited number of masks allows to obtain a more compact
structure, at a cost of lower protection [24]. However, the performance (34%
slower) and area impact (48% more LUTs) of this solution is still significant [14].

Overall, from the security point of view, the designs proposed so far suggest
resistance up to at least first order attacks. However, they suffer from high area
overhead as well as from relatively limited performance.

3 Proposed Low Entropy Masking

In this section we firstly describe the proposed approach, followed by the descrip-
tion of the resulting AES structure. The implemented AES structure is based
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on the unprotected T-box AES implementation, with a datapath of 128 bits,
presented in [5], computing a 128 data block each 10 clock cycles.

3.1 Power Consumption Hiding with Low Entropy Masking

The proposed approach strives at obfuscating the relation between the key
dependent data and the power consumption with a low area and performance
impact. Rather than using dedicated logic, such as dual rail logic, which contin-
uously hides the key dependent power consumption, we mask the key dependent
power consumption by using a low entropy masking scheme to influence the
average power consumption value.

This is done by randomly using the value or its complement, i.e. the value 1
can be represented by ‘1’ if not-complemented or by ‘0’ if complemented. Simi-
larly, the value ‘0’ can be ‘0’ (not-complemented) or ‘1’ (complemented). Selec-
tion between complemented and not-complemented is done randomly, following
a uniform distribution of the random values. Ensuring that the complement of
the value is used 50% of the time, the average power consumption will be the
same for both 1 and 0 binary values. Herein, a more pragmatical approach is used
by applying the complement or non-complement at the byte level. To implement
this, low entropy masking is used [13]. In particular, a set of two masks are used
such that the masks are the complement of each other. In this design we consider
the simplest masks, namely “11111111” and “00000000”. With these two mask
values, the hiding is performed by:

Si ⊕ M i = Si ⊕ 11111111 = S̄i, (1)

if the mask status is ‘1’ or:

Si ⊕ M i = Si ⊕ 00000000 = Si, (2)

if the mask status is ‘0’. Si represent byte i of the state and M i the mask
used on that byte. In practice, this correspond to the complemented or non-
complemented value of the value itself. Once more, for the masking to work
properly M i = 11111111, 50% of the time in a random manner.

Unlike the approach proposed in [14] where each S-box implements a specific
mask and, since the S-boxes are addressed by the masked data, two barrel shifters
are required, the proposed approach has almost no overhead other than the
memory needed to store the masked values.

With this solution all S-boxes must be able to perform the computation for
the values affected by any of the used masks. In this particular case, the input is
the value or its complement, depending on the mask status (Min). Independent
of the input mask, the generated output will have a different, random, mask
status (Mout). Note that each byte of the AES 16 byte state has its own random
mask status. In this approach, each S-box receives a different random value, thus
the output of each S-box is masked independently.

In this design, a T-box based implementation is considered. Given this app-
roach and the two considered masks, each T-box must be able to receive the
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complemented or non-complemented input value and generate a complemented
or non-complemented output value, according to the input and output mask
status. For this, two random bits are used for each byte of the round value (M i

in

and M i
out). Considering S and T (S) as the unmasked input and output values,

respectively, each T-box needs to be able to compute T (S), T (S̄), T̄ (S), and
T̄ (S̄), as illustrated in Fig. 1. When implemented with lookup tables, this leads
to a 4 times larger lookup table.

Fig. 1. Protected AES main loop.

To assure the correct mask status of the obtained results, one needs to com-
pute the resulting mask status. This is very simple to compute, since the resulting
values are either complemented or not complemented.

In regard to the remaining operations performed to compute the AES algo-
rithm, no additional care needs to be taken, since these operations consist of
linear operations, namely shifts and XOR operations that do not change the
mask status.

The resulting mask status is given by the XOR of the mask status of all the
involved values, as exemplified by the following:

S′
0 ⊕ M0

in = T (S0) ⊕ M0
out ⊕ · · · ⊕ T (S15) ⊕ M15

out. (3)
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Given the linearity of the XOR operation, the value of the state (S) and the
mask (M) can be computed separately as:

S′
0 = T (S0) ⊕ T (S5) ⊕ T (S10) ⊕ T (S15); (4)

M0
in = M0

out ⊕ M5
out ⊕ M10

out ⊕ M15
out, (5)

where T (S) represents the computation of the T-box operation over one byte of
the state S.

In this way, there are no issues related to the “mask correction” as this is
built into our scheme intrinsically. Figure 1 depicts the resulting round structure
given the proposed masking approach, using a dual port lookup table for the T-
box implementation. With this approach 16 random values per round are needed
in order to define the mask status (M i

out) of the output of each T-box.
The above description only considers the masking during the round compu-

tation. However, the first key addition (performed for each input block before
the round computation itself) also needs to be protected. To protect the first
key addition with the input data, the same masking approach is deployed, where
each input byte is masked (by taking its complement or not), computing:

S′ = Datain ⊕ Min ⊕ Key0; (6)

where Datain represents the 16 bytes of the input block, Key0 represents the
first 16 bytes of the expanded key, and Min represents the 16 random bits of the
first mask status. The resulting structure for this operation is shown at the top
of Fig. 2.

Regarding the conclusion of the block cipher process, the AES algorithm has
the particularity that in the last round the MixColumn operation is not com-
puted. The result is obtained directly through the S-box. Three main solutions
are used to deal with this property. The first is to perform the MixColumn on
a separate logic block, not using T-boxes, and bypassing this operation in the
last round using a multiplexer. This solution tends to result in more complex
and costly structures, particularly on FPGAs. The second solution takes into
account that for encryption the output of the T-box is:

T (S) = 1 × SBOX(S)|| 1 × SBOX(S)|| 2 × SBOX(S)|| 3 × SBOX(S), (7)

where || corresponds to the concatenation of bytes and SBOX(S) corresponds
to the S-box operation over one byte of the state S. Thus, the needed S-box
operation (SBOX(S)) can be obtained directly from T (S). However, when per-
forming the inverse MixColumn operation, in the decryption, the value S−1

BOX(S)
is not outputted. As such, an additional entry in the lookup table is needed in
order to provide the computation of S−1

BOX(S) for the decryption, requiring more
memory space. The third solution recombines the 4 bytes outputted from the
T-box to generate the S-box output [5]. This is possible since the XOR of the
multiplication coefficients of the MixColumn operation results in 1. In the case
of encryption:

1 ⊕ 1 ⊕ 2 ⊕ 3 = 1, (8)
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Fig. 2. Protected AES structure.

while in the case of decryption:

9 ⊕ Bh ⊕ Dh ⊕ Eh = 1. (9)

Thus, by XORing the 4 bytes of the T-box, both for encryption and decryption,
the MixColumn operation is annulled. This option avoids the use of additional
memory or a more complex data path to compute the S-box operation sepa-
rately. However, it requires the use of additional XOR operations to compute (8)
and (9).

This last approach is the one herein considered. As such, the output of T-box i
is affected by the Mask M i

out. Thus, the output of the S-box can be computed
by:

S(Si) = T1(Si) ⊕M i
out ⊕ T2(Si) ⊕M i

out ⊕ T3(Si) ⊕M i
out ⊕ T4(Si) ⊕M i

out, (10)

where T1, T2, T3, and T4 correspond to the first, second, third, and forth bytes
outputted by the T-box, as detailed in (8) and (9). However, by performing
this operation over these 4 bytes (all affected by the same mask) results in the
output no longer being affected by the mask. Following this last operation, the
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final output value (Sout) would be obtained by XORing the S-box output with
the last round key. However, has shown in (10), this computation would no longer
be protected by the mask.

To solve this, the last key addition and the recombination of the T-box output
must be performed together in such a way that the mask is only removed at the
end, ensuring that the final key addition is performed with a masked value. This
can be accomplished by:

(tmpi ⊕ M i
out) = (T2(Si) ⊕ M i

out) ⊕ (T3(Si) ⊕ M i
out) ⊕ (T4(Si) ⊕ M i

out); (11)

Souti = (tmpi ⊕ M i
out) ⊕ (T1(Si) ⊕ M i

out) ⊕ Keylast, (12)

where Keylast corresponds to the last round key. Note that for this approach to
work properly, 3 (or more) input XOR operators must be available.

The resulting structure for the computation of each of the output bytes
(Souti) of the state is depicted at the bottom left side of Fig. 2. With this app-
roach the mask value is automatically removed, without the need to know the
status of the mask (Mout), resulting in a relatively compact structure to remove
the mask and to perform the last round computation.

3.2 FPGA Based Implementation Details

While the proposed structure is technology agnostic, the developed prototype
considered in the following section was implemented on an FPGA based tech-
nology, in particular the Xilinx SPARTAN-6 technology. The more recent Xilinx
FPGAs support 6 input LookUp Tables (LUT) and embedded RAM Blocks
(BRAMs) ranging from 18 to 36 kbits of capacity.

As depicted at the bottom of Fig. 1, the key addition and MixColumn oper-
ation is computed by XORing 5 values, resulting in the next state value (S′).
This entire operation can be mapped into a single LUT (per bit). Identically, the
final round key addition and unmask operation (5 input XOR), depicted at the
bottom left side of Fig. 2, can also be entirely mapped into a single LUT (per
bit), thus assuring that no intermediate unmasked values exists during the key
addition.

The T-box lookup operation is mapped into a BRAM. Considering only
encryption or decryption, the unmasked operation corresponds to an 8 bit input
with a 32 bit output operation. Given this, the total memory requirement (per
T-box) is:

28 × 32 = 8 kbits. (13)

As such, in the proposed approach each T-box needs to compute 4 different
combinations of complemented or non-complemented values (as illustrated in
Fig. 1). A total amount of memory of 32 kbits per T-box is needed. This T-box
can be mapped into a single 36 kbit BRAM (on VIRTEX 5 to 7 devices) or into
two 18 kbit BRAMs on SPARTAN 6 devices. When supporting both encryption
and decryption, twice as much memory is needed, i.e. 64 kbits.
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Since the same mask is used for all T-boxes and the fact that the BRAMs
are dual ported, each group of BRAMs is able to compute two T-boxes, one on
each port of the BRAM.

Note that, when mapping one T-box into multiple BRAMs, care should be
taken in order to assure that, for example, T (S) and T̄ (S) do not go into one
BRAM and that T (S̄) and T̄ (S̄) to another BRAM, since this might result
in additional leakage. One should place all combinations into a single BRAM,
having each BRAM output fewer bits of the output result.

4 Experimental Results and Evaluation

In order to properly evaluate the proposed approach, the resulting structure
was implemented on a SAKURA-G platform [9], with a Xilinx SPARTAN-6
LX75 FPGA. The implementation results were obtained using the Xilinx ISE
Design Suite (v14.5) with the design described using VHDL. The presented
implementation results were obtained after P&R using the default parameters
of the tool.

For the required random values, two 16-bit Linear Feedback Shift Regis-
ters (LFSR) are herein used during the SCA evaluation to generate the pseudo
random values, two for each byte. These LFSR are implemented using the poly-
nomials x16 + x14 + x13 + x11 + x1 and x16 + x15 + x13 + x4 + x1, initialized
with the hexadecimal values (A376)h and (7A1B)h, respectively. The state of
each LFSR is used to set the status of the Min mask for the first key addition
and for the round masks Mout. Note that, in a real world implementation, true
random number generators should be used. The results obtained are based on
the LFSR specified above. For the leakage evaluation, the amplified output of
the SAKURA-G board, which is connected to a shunt resistor which in turn
connected in serial to the target FPGA. The power traces are obtained using a
LeCroy WaveRunner 610Zi oscilloscope set at 1 GS/s using the full bandwidth
of the scope.

4.1 Side-Channel Analysis Evaluation

As the implementation proposed in this work only claims security against first
order side channel attacks that exploit the Hamming weight of the SBox output,
we have chosen to analyze the acquired traces through TVLA with chosen input
method [1] aimed at exploiting the SBox Hamming weight model (so-called HW
model). The first group for TVLA contains traces for which all SBox outputs
in round 5 are set to have Hamming weight equal to 0, 1, or 2; the second
group contains traces without any limitations on the SBox outputs. We acquired
200 000 traces for the unprotected implementation (for which the PRNG is
turned off) and 200 000 traces for the protected implementation (for which the
PRNG is turned on).

Figure 3 presents a comparison of t-values for the unprotected and protected
AES implementations for the rounds from 3 to 7; the maximum t-values values
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are marked. We do not present the results for other rounds since they do not
show leakage (because we fix the SBox hamming weight only in round 5). We
can observe leakage, namely a peak above the 4.5 threshold, for both the unpro-
tected and protected implementations; however, the peak for the unprotected
implementation is 25 times greater than for the protected one1. Therefore, we
can notice a significant security improvement in the protected case.

Fig. 3. t-values for the unprotected (top) and protected (bottom) AES implementa-
tions for the rounds from 3 to 7.

We have also performed a fixed vs. random TVLA analysis [7], but we have
achieved very similar results: the peak for the unprotected implementation is
approximately 30 times greater than for the protected one.

Subsequently, to further analyze the security of our solution we conducted
a second experiment. We have chosen to analyze traces through classical DPA
aimed at exploiting the HW model. Additionally, for sake of completeness, we
aim at exploiting another common model: the SBox input-output Hamming
distance model (i.e., a Hamming weight of the xor of the SBox output and the
SBox input); we call the second model, the HD model. For this analysis 100 000
traces were collected for the unprotected implementation. We have collected 27

1 We can notice that the strongest leakage for the unprotected implementation hap-
pens slightly later than for the protected one, but we do not have an explanation of
this situation.
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million traces for the protected implementation. Figure 4 presents the results of
the side channel analysis aimed at recovering all 16 bytes of the key.

As it is visible in the top plot of Fig. 4, when the random generator is turned
off (LFSRs initialized with all zeros), the key entropy is reduced to less than 15

Fig. 4. Key convergence for the unprotected AES implementation for the HW model
(top), key convergence of the protected AES implementation for the HW model (mid-
dle) and the HD model (bottom).
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bits with 100 000 traces; only 2 out of 16 bytes do not reach the full convergence.
Furthermore, the entropy is reduced to less than 23 bits, which can be efficiently
brute-forced, already with 40 000 traces. We only present the results for the HW
model as the attack using HD does not yield successful results.

When the random generator is active, we cannot reduce the search key space
with 27 million traces, as visible in the key convergence plots in Fig. 4. In both
models the remaining key entropy is approximately 127 bits. Therefore, we con-
clude that it seems to not be possible to mount a classical first order CPA with
the collected 27 million traces. This also confirms that the leakage detected using
TVLA for the protected implementation is most likely caused by the real device
leakage model being non-linear (for example, some SBox output bits might be
leaking in combination). We note that it might be possible to exploit this leak-
age using more complex side channel attacks, like, linear regression analysis [6],
template attacks [4], or attacks on low entropy masking schemes [24]; we leave
that as future work.

We perform the evaluation using Riscure’s Inspector software package2.

4.2 Implementation Results Analysis

In order to evaluate the impact of the proposed solution, in terms of area cost
and performance, the resulting structure is herein compared with the equivalent
unprotected AES structure, proposed in [5], and with the most relevant solution
in the state of the art. To better compare with the state of the art, the proposed
structure was also implemented on a Xilinx VIRTEX-5. The obtained results are
depicted in Table 1.

The implementation results on a SPARTAN-6 suggest that the proposed
structure requires a total of 603 LUTs and 55 Registers and 32 BRAMs, and
is able to run at 110 MHz. Considering as an efficiency metric the achievable
throughput per used LUTs, and achieving an encryption/decryption throughput
of 1.4 Gbps, a efficiency of 2.3 throughput per LUT is achieved by the proposed
solution.

When compared with the unprotected version of the AES structure [5],
requiring 586 LUTs and achieving a throughput of 1.7 Gbps, the proposed pro-
tected solution requires 3% more LUTs, 37 more Registers and 2 to 4 times
the number of BRAMs, depending if decryption is also supported. The extra
LUTs and Registers are mainly due to the two 16-bit LFSR used to generate
the Pseudo Random values. The actual cost of the proposed solution is basically
in the needed extra BRAMs, since the SPARTAN BRAMs are relatively smaller
and in the achievable throughput, being 20% slower. The throughput degrada-
tion is mostly due to the more complex routing, given the higher BRAM usage,
since the datapath is basically the same.

This impact results on an efficiency degradation of 1.23 times. When con-
sidering an implementation supporting only encryption, requiring 16 BRAMs

2 http://www.riscure.com/.

http://www.riscure.com/


120 R. Chaves et al.

Table 1. DPA resistant AES implementations

Device Enc/dec Logic Freq. Throughput Efficiency

LUT BRAMs [MHz] [Mbps] [Mbps/LUT]

[10] XC3S500 n.a. 4888a 0 n.a. n.a. n.a.

[8] SAKURA-G Enc 2888b 16 147 35.4 0.01

[18] SAKURA-G Enc 1284 8 148 68.6 0.05

Ours SAKURA-G Enc 525 16 148 1894 3.6

Ours SAKURA-G Both 603 32 110 1400 2.3

[5] SAKURA-G Both 586 8 136 1740 3

[17] XC5vlx50 Enc 1429 0 100 290 0.2

[17] XC5vlx50 Enc 4772 0 100 1163 0.2

[5] XC5vlx30 Enc 518 8 210 2688 5.2

Ours XC5vlx50 Enc 547 8 187 2393 4.3

Ours XC5vlx50 Both 548 16 157 1843 3.4
aOnly Slice values are presented. The depicted value considers that 1 slice has 4 LUTs
available.
bThe value listed is for the AES core only. It does not include the mask generation
structure.

(twice the original number of BRAMs), a throughput of 1.9 Gbps is
achieved.

When targeting a VIRTEX-5 device, supporting larger BRAMs, and only per-
forming encryption, the resulting structure only requires 8 BRAMs, the same as
in the unprotected implementation. In this particular case, it can be stated that
the proposed solution does not impose any additional BRAM cost. Performance-
wise the implementation supporting only encryption allows to reduce the number
of needed BRAMs and consequently a simpler routing can be achieved, result-
ing on a throughput of 2.4 Gbps, 10% slower than the non protected reference
design.

When compared with the solution proposed in [18], only supporting encryp-
tion, the solution herein proposed requires less than half the number of LUTs
and is able to achieve a 27 times higher throughput. The solution proposed
in [18] requires 8 BRAMs, considering a 64-bit datapath. If the solution pro-
posed in [18] implements a 128-bit datapath, it will also require 16 BRAMs,
one for each SBOX. This is due to the fact that one of the dual ports of each
BRAM needs to be reserved for the mask update. In this case it requires the
same amount of BRAMs as for the solution herein proposed. Note that the
results presented in [18] only consider the cost of the AES core, without the
mask generation hardware, which substantially contributes to higher area costs.

In [17], a structure considering a more traditional approach to masking is
proposed, for a 32 and 128 bit datapath. The authors implemented a masked
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design for the AES algorithm, which is heavily based on 4 and 8 bit look-up-
tables, targeting the existing LUTs on the state of the art Xilinx FGPAs. With
this approach no BRAMs are required. The obtained results [17] suggest a cost
of 4772 LUTs and 904 Registers, achieving a throughout of 1.2 Gbps. When com-
pared with their reference design [17], this solution imposes a cost of 3 times the
amount of LUTs and achieves a throughput 2.5 times slower. When comparing
the solution herein proposed with this one [17], the proposed solution requires
8 times fewer LUTs and achieves 2 times the throughput. However, the solu-
tion proposed in [17] does not require BRAMs so a direct comparison cannot be
made. Notwithstanding, the structure herein proposed for encryption can have
a almost no area cost and a 10% performance degradation on a VIRTEX-5, in
regard to the reference design, while the structure in [17] imposes a area increase
between 2 to 3 time, in regard to the reference design.

While Altera Stratix-II values were not obtained to compare with the struc-
ture presented in [14], proposing the low entropy masking scheme, it is possible
to evaluate the overhead imposed by each approach. The results presented for the
encryption structure presented in [14] suggest a overhead cost of 48% and 40%
more LUTs and memory blocks, respectively, with a performance degradation of
34%. While the resulting structure supporting encryption on a VIRTEX-5 has
a negligible area and performance impact.

Overall, when compared with the existing state of the art, the proposed solu-
tion suggests an efficiency improvement above 6 times with throughputs above 2
Gbps. Depending on the device and encryption support, the resulting structure
can have a negligible cost increase and a minimum performance degradation.

To allow for further and independent evaluation, the implemented AES core
is available at: http://sips.inesc-id.pt/∼rjfc/cores/AES DPA2018.

5 Conclusion

This paper introduced a novel AES design that improves the robustness against
power analysis attacks by using low entropy masking. In the considered approach,
the computed byte values are represented by either the actual value or by its
complement, masking the average power consumption. The representation of
each AES state byte is controlled by XORing it with the appropriate mask value,
randomly selected and updated at each cycle, both at the input and output of the
T-boxes. While low entropy masking schemes are known for not fully protecting
against SCA, the simplicity of this approach enables an extreme compactness,
reaching an almost negligible area cost, and very high performance.

Experimental results suggest a significantly higher resistance against first
order CPA (suggesting not to be possible to mount a classical first order CPA
with 27 million traces) at a potentially negligible area and performance cost.
When compared with the state of the art, efficiency improvements above 6
times are expected with a throughput of at least two times higher than the
best protected state of the art. When compared with the reference design on
a VIRTEX-5, performing encryption, the obtained results suggest a 5% LUT
increase and 10% performance degradation, which can be considered negligible
and within the tools margin of error.

http://sips.inesc-id.pt/~rjfc/cores/AES_DPA2018
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Abstract. In this paper, we give the first pre-image attack against 1-
round KECCAK-512 hash function, which works for all variants of 1-
round KECCAK. The attack gives a preimage of length less than 1024
bits by solving a system of 384 linear equations. We also give a collision
attack against 1-round KECCAK using similar analysis.

Keywords: Cryptanalysis · KECCAK · SHA-3 · Preimage · Collision

1 Introduction

Hash functions are used in digital signatures, message integrity and authentica-
tion. In 2006, NIST announced the “NIST hash function competition” which
received 64 proposals from around the world. In October 2012, KECCAK
designed by Bertoni et al. [1], was selected as the winner of the competition
and in 2015, it was standardized as a “Secure Hash Algorithm 3” [2].

The KECCAK hash family is based on the sponge construction [3]. Sponge
construction has the property to generate an output of any length and because
of this property, SHA3 standards include two extendable output functions which
are SHAKE128 and SHAKE256. These can also be used as a pseudo-random gen-
erator. Due to its vast applications, a lot of security analysis is being performed
on the KECCAK hash family.

In 2010, Bernstein [4] gave an idea for second preimage of KECCAK variants
and in 2014, Chang et al. [5] improved the time complexity for 1st and 2nd preim-
age attack on 7-round Keccak-224, 8-round Keccak-256/384 and 9-round Keccak-
512. Morawiecki et al. [6] gave a theoretical preimage attack up to 4 rounds of
KECCAK by using a technique called as rotational cryptanalysis. Morawiecki
and Srebrny [7] performed a preimage analysis of round reduced KECCAK by
using toolkit CryptLogVer and SAT solver PrecoSAT. Naya-Plasencia et al. [8]
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gave a preimage attack on 2-round for KECCAK-224 and KECCAK-256 by
using the meet in middle approach. In 2016 Guo et al. [9] gave preimage attack
for 2 round for KECCAK-224, 256, 384 and 512. The complexity of attack [9]
for KECCAK-384 is 2129 and for KECCAK-512 is 2384. They extended this upto
4 round for small hash length. Dinur et al. [10,11] gave a collision attack upto
4 rounds using differential and algebraic techniques, and later improved upto
5 rounds using generalized internal differential [12]. Later Qiao et al. [13] gave
the first collision attack on 5 round of SHAKE-128 by extending the framework
developed by Dinur et al. [10]. By further analysing the KECCAK S-Box, Song
et al. [14] gave the first practical collision attack on 5 round KECCAK-224.
Apart from the above-mentioned attacks, there are several other attacks against
KECCAK.

Our Contribution: In this paper, we give the first practical preimage attack
against 1 round KECCAK-512. The only computation required in this attack is
solving 384 linear equations. It is based on exploiting the degree of freedom in the
equations between hash values and message bits, and converting these equations
to simple assignments of values to message variables. Using this method, we can
find a message of length less than 1024 bits corresponding to every hash value.
Also, the time complexity of this attack is constant.

Organization: The rest of the paper contains the following sections. In Sect. 2,
we briefly describe the structure of KECCAK. In Sect. 3, we show the cryptanal-
ysis of 1 round KECCAK-512. Section 4 contains the implementation results and
description of the collision attack. Section 5 contains conclusion and future works.

2 Structure of KECCAK

KECCAK hash function has 3 parameters: r is the bitrate, c is the capacity
and n is the output length. It is based on sponge construction [3] which uses a
padding function pad, a bitrate parameter r and a permutation function f as
shown in Fig. 1.

2.1 Sponge Construction

The sponge construction has two phases - absorbing and squeezing. The sponge
construction begins by applying the padding function pad on the input string M
which produces M ′ whose length is a multiple of r. M ′ under goes the absorbing
phase as follows.

1. M ′ is split into blocks of r bits namely m1,m2, ...mk.
2. There is an initial string(o0) which is a b bit string initialized to zero.
3. The initial r bits of o0 is XORed with first block m1 and is given as input to

f . The output produced by f is denoted by o1.
4. Similarly, the initial r bits of oi is XORed with the mi+1 and given to f .
5. Finally, the output of the absorbing phase is ok.
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Fig. 1. Sponge function [3]

The squeezing phase consists of obtaining the output which can be of any
length. Let n be the required output length such that l = αr + β where β < r.

1. Apply the f function α more times such that ok+i = f(ok+i−1).
2. Let O be the concatenation of the first r bits of each ok+i where 0 ≤ i ≤ α.
3. The output of the sponge construction is the first l bits of O.

In case of SHA-3 hash family, f is a KECCAK-f [1600] permutation, and
the pad function appends 10∗1 to input M . KECCAK-f is a specialization of
KECCAK-p permutation.

KECCAK-f [b] = KECCAK-p[b, 12 + 2γ]

where γ = log2(b/25).

2.2 KECCAK-p Permutation

KECCAK-p permutation is denoted by KECCAK-p[b, nr], where b is length of
input string which is called the width of the permutation, nr is number of rounds
of internal transformation where b ∈ {25, 50, 100, 200, 400, 800, 1600} and nr

being any positive integer. We can define two more quantities w = b/25 and γ =
log2(b/25). For KECCAK-512, the number of rounds of internal transformation
nr is 24 and b = 1600. The b bit input string can be represented as a 5 × 5 × w
3-dimensional array known as state as shown in Fig. 2. A lane in a state S is
denoted by S[x][y] which is the substring S[x][y][0]|S[x][y][1]| . . . |S[x][y][w − 1]
where | is the concatenation function.

The internal transformation consists of 5 step mappings θ, ρ, π, χ and ι which
acts on a state. We give a brief description of each of these step mappings with
A and A′ being the state before and after applying a step mappings.

1. θ:

A′[x][y][z] = A[x][y][z] ⊕ CP [(x + 1) mod 5][(z − 1) mod 64]
⊕ CP [(x − 1) mod 5][z]
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Fig. 2. KECCAK state [15]

where CP [x][z] is the parity of a column, i.e,

CP [x][z] = A[x][0][z] ⊕ A[x][1][z] ⊕ A[x][2][z] ⊕ A[x][3][z] ⊕ A[x][4][z]

2. ρ:
A′[x][y] = A[x][y] << r[x][y]

where << means bitwise rotation towards MSB of the 64-bit word. The values
of r[x][y] are given in the table below.

4 18 2 61 56 14

3 41 45 15 21 8

2 3 10 43 25 39

1 36 44 6 55 20

0 0 1 62 28 27

y\x 0 1 2 3 4

3. π:
A′[y][2x + 3y] = A[x][y]

π interchanges the lanes of the state A.
4. χ:

A′[x][y][z] = A[x][y][z] ⊕ ((A[(x + 1) mod 5][y][z] ⊕ 1)
.A[(x + 2) mod 5][y][z])

χ is the only non-linear operation among the 5 step mappings.
5. ι:

A′[0][0] = A[0][0] ⊕ RCi

where RCi is a constant which depends on i where i is the round number.



128 R. Kumar et al.

3 Cryptanalysis of One-Round KECCAK

In this section, we will cover the analysis of 1 round KECCAK for the different
preimage message size.

3.1 Preliminaries and Notations

In our analysis, we are going to use the following observations of the χ and θ
operation [9]. Considering χ as a row operation, let a0, a1, a2, a3, a4 be the 5
input bits to the χ operation and b0, b1, b2, b3, b4 be the 5 output bits.

Observation 1: In χ operation, if all output bits b0, b1, b2, b3, b4 are known,
then we can exactly determine the input bits a0, a1, a2, a3, a4 using

ai = bi ⊕ (bi+1 ⊕ 1).(bi+2 ⊕ (bi+3 ⊕ 1).bi+4)

Observation 2: In χ operation, if any 3 non-consecutive input bits are known,
then all the output bits can be written as linear combinations of input bits.

Observation 3: In χ operation, given b0, b1, b2 and a3 = 1, we can exactly
determine the values of a0, a1 and a2.

a2 = b2

a1 = b1 ⊕ (b2 ⊕ 1)

a0 = b0 ⊕ (b1 ⊕ b2).b2

Observation 4: Let d0, d1, d2, d3, d4 be the elements of a column. Then, the
parity of column can be fixed to a constant c by choosing for any i ∈ {0, 1, 2, 3, 4}

di = c ⊕ (
j=4⊕

j=1

di+j)

In the rest of the paper, all the message variables and hash values are rep-
resented in the form of lanes (array) of length 64 and we will use + symbol in
place of ⊕. In all the equations and Figures, the value inside the brackets ‘()’
indicates the offset by which the lane is shifted. For example, xi(k) denotes lane
xi rotated by an offset of k, whereas xi[k] denotes the kth bit of lane xi. Every
operation between two lanes are bitwise.

3.2 General Description of the Attack

We now give the generic description of the attack.

1. The given hash value uses the first 8 lanes of a state and we ignore the values
in the rest of the 17 lanes.
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2. Invert the ι operation by XORing the (0, 0) lane with the Round constant
RC.

3. Invert the χ operation by using the above given observations. Let’s call this
state as I.

4. Apply the necessary operations on the message block to reach state I. For
making the operations linear, use the above observations.

5. Check for the dependencies among the linear equations. If they are indepen-
dent, then solve the system of linear equations.

3.3 Analysis of Preimage Attack by Using 1 Message Block

In this section, we are going to show that by using only 1 message block it is
not possible to find the preimage for all the hash values of KECCAK-512. In the
Subsect. 3.4, we will also characterize the hash values whose preimage can be
found by using 1 message block. In KECCAK-512, we have n = 512, c = 1024
and r = 576. So, the hash value occupies 8 lanes and message block is of 9 lanes.
Let A = a0a1a2a3a4a5a6a7a8 be the message block of 576 bit length where each
ai is an array of 64 bits. Figure 3 shows the state after applying θ, ρ and π on
A where di[k] = CP [i − 1][k] + CP [i + 1][k − 1] and CP represents the column
parity.

Suppose H = h0h1h2h3h4h5h6h7 is the 512-bit hash value where each hi

is of 64 bits. We know that we can invert the last row of H and obtain the
exact values of h

′
0, h

′
1, h

′
2, h

′
3 and h

′
4 (shown in Fig. 4) using the formula given in

Sect. 3.1. The same cannot be done for the second last row.

Fig. 3. State after applying θ, ρ, π
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Fig. 4. Inverse operation on hash values

By equating the 3rd state of Fig. 3 and 2nd state of Fig. 4, we get the exact
values of d2, d3, d4 and two linear equations

a0 + d0 = h
′
0

a6 + d1 = h
′
1

By applying χ on the 3rd state of Fig. 3, we have the following equations

a3(28) + d3(28) + (d4(20) + 1)d0(3) = h5

d4(20) + (d0(3) + 1)d1(45) = h6

d0(3) + (d1(45) + 1)d2(61) = h7

The 2nd equation is quadratic while the other two are linear. It can be easily
seen that for many cases, there isn’t a solution to this system of equations. For
example, take the case where d4 = h

′
4 = 0 and d2 = h

′
2 = 0. Then,

(d0(3) + 1)d1(45) = h6

d0(3) = h7

The above equations cannot be solved simultaneously if h7 = 1 and h6 = 1.
So, by using only 1 message block we cannot get all possible hash values of
KECCAK-512.

3.4 Preimage Attack

In this section, we give the preimage attack to one round KECCAK-512. This
preimage attack gives a message of length less than 1024 bits, i.e two message
blocks. In each of the following subsection, we describe a preimage attack for one
round KECCAK-512 by considering different settings for the attack and give an
analysis on it. We will be considering h0, ..., h7 as the hash value where each hi

is of length 64 bits.
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Fig. 5. Using one message block and keeping θ as identity

Using One Message Block and Keeping θ as Identity: We first invert
the hash values by applying χ−1 ◦ ι−1. To do this, we make the lanes at (3, 1)
and (4, 1) of the inverted state as 0 (refer Fig. 5). We further invert this state
through π and ρ. e0, ..., e8 is the message block represented in 9 lanes. Since we
are keeping θ as identity, we have only four free lane variables. Also, we must
keep the last bit of the message block as 1 inorder to satisfy the padding rule,
so the last bit of e8(which is equal to e3) should be 1. Therefore, we can assign

e0 = h′
0(0), e3 = h′

5(36), e6 = h′
1(20)

Therefore, we can successfully find the preimage for hash values of the form
h2 = h6 = h7 = 0 and both h0 and h1 can take any arbitary values whereas
h5 can have arbitary values except for a single bit which must be 1 because
h5 = h′

5 = e3(28). Also, h4 must be equal to h0h1 and h3 = h0. Hence for 2191

hash values we can find preimage by using 1 message block and keeping θ as
identity.

Using One Message Block Without Making θ as Identity: We first invert
the hash values by applying χ−1 ◦ ι−1, but this time keeping the lane at (3, 1) as
1. So, now we have h7 = h′

7. In Fig. 6, pi denotes the value added to an element
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Fig. 6. Using one message block without making θ as identity

in ith column by the θ function. By comparing the 3rd state in Fig. 6 and the
state obtained by inverting the hash values, we use the following assignments.

e0(0) = h′
0(0) + h′

7(61) because p0(3) = h′
7(0)

e6(44) = h′
1(0) + 1 because p1(45) = 1

e3(28) = h′
5(0) + h′

3(1) because p3(27) = h′
3(0)

Lanes (4,0) and (1,1) are rotations of each other. From 320 linear equations in
320 variables, there are only 319 linearly independent equations. Therefore, for
at most 2383 hash values, we can find the preimage by solving these equations.

Therefore, hash values with h6 = h7(0) ⊕ h4(6) ⊕ h0(6).(h1(6) ⊕ h2(6).
h3(6)) ⊕ 1, we can find the preimage using 1 message block.

Using Two Message Blocks and Making both θ Operation as Identity:
By using the same idea used above, we are going to invert the hash values by
applying ρ−1 ◦ π−1 ◦ χ−1 ◦ ι−1. We are going to make θ operation as identity by
using the 5 lane variables of message block E. So, from second message block we
are left with only 4 free lane variables (Fig. 7).

For the first message block we are using the message block

D = d0, d1, d2, d3, 0, d0, d1, d2, d3
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Fig. 7. Using two message blocks and making both θ operation as identity

Fig. 8. State W

This makes the θ operation identity. Figure 8 represents the state W which is
obtained after applying a KECCAK-p permutation on message block D.

Substituting wi, we get the following equations

h′
0 = d0 + RC0 + e0, h′

1(20) = e6

h′
2(21) = 0, h′

3(43) = 0, h′
4(50) = d2(62)d3(55)

h′
5(36) = e3 + d0, h′

6(44) = 0

h′
7(61) = d1(1), 1 = d0(36)
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Fig. 9. By using two message block and keeping only first θ operation as identity

From the above equation, we have to assign d0 = 1 and by using the message
lanes e0, e6, e3, d1, d2 and d3 we can get any values for h′

0, h
′
1, h

′
4, h

′
5, h

′
7. Hence,

for hash values h0, h1, h2, h3, h4, h5, h6, h7 with constraints h3 = h2h0, h4 =
h2 + h0h1, h7 = h6, preimage can be found by using 2 message block and
keeping both the θ operation as identity. So, for total 2320 hash values we can
find preimage by using this analysis.

By Using Two Message Block and Keeping only First θ Operation
as Identity: We make the first θ operation applied to the message block D as
identity. So, we are left with only 4 message lanes d0, d1, d2, d3. After applying a
KECCAK-p permutation on message block D we get the state W which is same
as the one shown above.

For the second message, we are not putting any constraints.
After applying π ◦ ρ ◦ θ over the state W ⊕ E and equating this state to the

state we got after applying χ−1 ◦ ι−1 on the state of the hash value, we get 9
lane equation (576 equation) over the message block D and E (Fig. 9).

h′
0 = e0(0) + d0(0) + RC(0) + p0(0), h′

1 = e6(44) + p1(44)

h′
2 = p2(43), h′

3 = p3(21), h′
4 = d2(12)d3(5) + p4(14)

h′
5 = e3(28) + d0(28) + p3(28), h′

6 = p4(20)

h′
7 = d1(4) + p0(3), 1 = d0(17) + p1(45)

These equations are not linear because the column parities p0 and p3 con-
tains the terms d0(0)d1(44), d1(1)d2(6), and d2(62)d3(55). To make these equa-
tions linear we assigned d0 = 0 and d2 = 0. By this, we also get assignment of
e3, e6 and d3.

e3(28) = h′
5(0) + h′

3(7) because d0 = 0 and h′
3(0) = p3(21)
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e6(44) = h′
1(0) + 1 because d0 = 0 and d0(17) + p1(45) = 1

d3(5) = h′
4(0) + h′

6(6) because d2 = 0 and h′
6 = p4(20)

The remaining linear equation are

h′
0 = e0(0)+RC(0)+ d1(44)+ d3(55)+ e4(0)+ d1(43)+ d3(54)+ e1(63)+ e6(63)

h′
2 = d1(23) + d3(34) + e1(43) + e6(43) + d1(43) + d3(6) + e3(42) + e8(42)

h′
3 = e2(21) + e7(21) + d1(0) + d3(11) + e4(20)

h′
6 = d3(48)+d1(21)+e3(20)+e8(20)+d1(20)+d3(47)+RC(19)+e0(19)+e5(19)

h′
7 = d1(1) + d1(47) + d3(58) + e4(3) + d1(46) + d3(57) + e1(2) + e6(2)

1 = RC(45) + d3(9) + d1(46) + e0(45) + e5(45) + e2(44) + e7(44)

We assign e7 to 0 and assign the last bit of e8 to 1 to satisfy the padding
condition while the rest of the bits of e8 are assigned to 0. This is done so that
the preimage length is minimized. Now we are left with total 384 linear equation
in 384 variables. All of these linear equations are linearly independent. Applying
Gaussian elimination, we can completely find the message block D and E that
gives the required hash value on application of 1 round of KECCAK-512.

4 Results and Extension to Collision Attack

The above preimage attack was implemented in C++ using the NTL library
[16] from Victor Shoup. The code was executed on a laptop with Intel Core
i5-7200 processor and 16 GB RAM giving the preimage in less than 0.005 s. In
the analysis given in Sect. 3.4, if we randomly choose e7 and e8 while also keep
the last bit of e8 as 1, we can get 2127 preimages for the same hash value, thus
giving us a collision attack.

The following tables describe the characterization of the hash values that can
be found using the preimage analysis done in Sect. 3.4 (Table 1).

Table 1. Characterization of hash values

Type of attack Number of hash
values

Characterization of hash
values

1 message block, θ as identity 2191 h2 = h6 = h7 = 0, h5[35] =
1, h4 = h0h1, h3 = h0

1 message block, θ not identity 2447 h6 = h7(0) ⊕ h4(6) ⊕
h0(6).(h1(6) ⊕
h2(6).h3(6)) ⊕ 1

2 message blocks, both θ as identity 2320 h3 = h2.h0, h4 = h2⊕h0.h1,
h7 = h6

2 message blocks, first θ as identity 2512 All possible hash values
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5 Conclusion and Future Works

Our approach gives a preimage and collision attack to all the variants of 1 round
KECCAK hash functions. These are currently the fastest attacks known. These
attacks does not pose a threat to the security of 24-round KECCAK. In future,
we need to find whether this idea can be extended to 2 rounds KECCAK-384
and KECCAK-512.
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Abstract. Hierarchical secret sharing schemes distribute a message to
a set of shareholders with different reconstruction capabilities. In dis-
tributed storage systems, this is an important property because it allows
to grant more reconstruction capability to better performing storage
servers and vice versa. In particular, Tassa’s conjunctive and disjunctive
hierarchical secret sharing schemes are based on Birkhoff interpolation
and perform equally well as Shamir’s threshold secret sharing scheme.
Thus, they are promising candidates for distributed storage systems. A
key requirement is the possibility to perform function evaluations over
shared data. However, practical algorithms supporting this have not been
provided yet with respect to hierarchical secret sharing schemes. Aiming
at closing this gap, in this work, we show how additions and multiplica-
tions of shares can be practically computed using Tassa’s conjunctive and
disjunctive hierarchical secret sharing schemes. Furthermore, we provide
auditing procedures for operations on messages shared hierarchically,
which allow to verify that functions on the shares have been performed
correctly. We close this work with an evaluation of the correctness, secu-
rity, and efficiency of the protocols we propose.

Keywords: Hierarchical secret sharing · Birkhoff interpolation
Verifiable secret sharing · Auditing · Multi-party computation
Distributed storage systems · Cloud computing

1 Introduction

In this work, we provide procedures allowing to evaluate functions on shares that
have been generated by using a hierarchical secret sharing scheme. The primary
focus of this paper is the application of secret sharing to distributed storage sys-
tems [23]. That is, shares of a document are generated and distributed to storage
servers owned by multiple storage providers. Shamir’s threshold secret sharing
scheme [29] and Tassa’s conjunctive and disjunctive hierarchical secret sharing
schemes [31] are viable solutions for distributed storage systems. In particular,
Shamir’s threshold secret sharing scheme generates shares that are all equivalent
in their reconstruction capability. Thus, to protect the confidentiality of data,
the number of storage providers deployed must be larger than the reconstruct-
ing threshold. Otherwise, storage providers would have enough shares to retrieve
c© Springer International Publishing AG, part of Springer Nature 2018
A. Joux et al. (Eds.): AFRICACRYPT 2018, LNCS 10831, pp. 141–161, 2018.
https://doi.org/10.1007/978-3-319-89339-6_9
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the data within the storage servers they own. Instead, Tassa’s conjunctive and
disjunctive hierarchical secret sharing schemes generate shares with different
reconstruction capabilities but that have all the same length. This allows for
more flexibility because the reconstruction capability of the storage servers can
be arranged such that no storage provider has enough information to retrieve
the document. Thus, for the same reconstructing threshold, more shares can be
distributed to less storage providers without breaking confidentiality. Clearly, if
users can rely on less storage providers for a given reconstructing threshold, then
this allow for a better trade-off between data protection and storage cost.

This paper shows how to practically compute additions and multiplications
over hierarchically shared data when Tassa’s conjunctive and disjunctive secret
sharing schemes are used. So far solutions to perform operations on shared mes-
sages have only been instantiated for Shamir’s threshold secret sharing schemes
and have been generalized for any linear secret sharing scheme in [10]. Thus, in
this work we fill this gap by introducing procedures allowing to evaluate func-
tions on shares that have been generated using a hierarchical secret sharing
scheme. More precisely, we show how to perform linear operations and multipli-
cations on messages that have been shared and need to be reconstructed using
the Birkhoff interpolation formula. Tassa’s conjunctive and disjunctive hierar-
chical secret sharing schemes are based on Birkhoff interpolation and are linear
schemes. Thus, we adapt to our setting the general procedure for computations
over linear secret sharing schemes introduced in [10]. This is not trivial because
in practice multiplications are split in a preprocessing and an on-line phase which
both have to be adapted to the hierarchical setup. Furthermore, we prove that
these procedures compute the outcome of functions correctly and provide per-
fect secrecy, i.e. only qualified subsets are able to retrieve the input messages
and the result of computations. Moreover, we provide an audit procedure for
computations over messages shared hierarchically. Lastly, we discuss security
and efficiency of the algorithms introduced. The rest of the paper is organized
as follows. First, the related work and the preliminaries are discussed in Sect. 2
and Sect. 3, respectively. Then, our contribution is presented. More precisely,
in Sect. 4 it is shown how to perform operations over messages shared using
Birkhoff interpolation-based hierarchical secret sharing schemes. Furthermore,
it is proven that those procedures compute the outcome of functions correctly
and provide perfect secrecy. Since multiplications on hierarchical shares require
larger changes on the preprocessing phase we detail this process in Sect. 5. In
Sect. 6, it is described how to perform the auditing procedure. Security and effi-
ciency of the proposed protocols are discussed in Sect. 7. Conclusions can be
found in Sect. 8.

2 Related Work

Independently introduced by Shamir [29] and Blakley [4], threshold secret shar-
ing is a cryptographic primitive enabling a dealer to share a message equally
among a set of players, called shareholders. The message can be reconstructed
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by subsets of a certain amount of shareholders while subsets smaller than the
threshold do not learn any information about the data shared. Shamir’s thresh-
old secret sharing scheme is the best known solution and is based on polynomials
and on Lagrange interpolation. It has been shown in [21] how shares can be peri-
odically refreshed. Based on [12], it has been shown in [19] how to modify the
definition of eligible subsets of shareholders for the reconstruction of the message.
In [25], it has been shown how to add shareholders. Furthermore, it is possible
to perform operations over shared messages [18]. This enables general multi-
party computation, as discussed in [3,8,16]. Furthermore, in [28] it is shown
how to perform an auditing procedure for computations over shared messages,
which is based on the work done in [1] and in [11]. So called hierarchical secret
sharing schemes [14] address scenarios where the shareholders are not equal in
their reconstruction capability. Brickell in [7] and Simmons in [30] presented a
solution where each shareholder receives only one share which is of equal size,
but with different reconstruction capabilities. However, the reconstruction pro-
cess is highly expensive. Ghodosi et al. showed in [17] how to construct efficient
schemes for specific instantiations. Tassa solved these problems by introducing in
[31] two schemes based on polynomials and Birkhoff interpolation (a generaliza-
tion of Lagrange interpolation) for the reconstruction of the message. These are
called conjunctive and disjunctive hierarchical secret sharing schemes, depend-
ing on which subsets of shareholders are eligible to access the shared message.
It has been proven in [32] that Tassa’s conjunctive and disjunctive hierarchical
secret sharing schemes achieve the same flexibility as Shamir’s threshold secret
sharing scheme. More precisely, algorithms based on Birkhoff interpolation have
been designed that allow Tassa’s schemes to add shareholders, to periodically
refresh the shares, and to modify the definition of eligible subsets for the recon-
struction of the message. According to the notion of dynamic secret sharing1

specified in [32], both Shamir’s and Tassa’s secret sharing schemes are dynamic.
The last step to show that hierarchical secret sharing achieves the same func-
tionalities as Shamir’s threshold secret sharing is to prove that Tassa’s schemes
support the same operations over shared messages, i.e. linear combinations and
multiplication. Conditions on the access structure allowing for multiplication
have been investigated in [22]. However, they lead to schemes with either an
increased length of the shares (which is not optimal for our application to dis-
tributed storage systems) or with stronger conditions on the access structure
deviating from the original schemes proposed by Tassa. Furthermore, practical
and ready to be used algorithms for linear operations and multiplications over
Tassa’s conjunctive and disjunctive hierarchical secret sharing schemes and for
performing auditing over such computations were not proposed. And this is what
we provide in this work.

1 Note that this is different from the notion of fully dynamic secret sharing discussed
in [5], where one scheme supports different access structures for different secrets.
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3 Preliminaries

Secret sharing schemes are used to share a message m ∈ Fq across a set
S = {s1, . . . , sn} of n shareholders. More precisely, a dealer generates shares
σ1, . . . , σn ∈ Fq of message m and distributes each share σi ∈ Fq to the respective
shareholder si ∈ S. Only specific subsets A ⊂ S of shareholders can reconstruct
the message provided that certain requirements are fulfilled. Instead, subsets
U ⊂ S not fulfilling such requirements cannot reconstruct the message and
get no information about it. These subsets are called authorized and unautho-
rized, respectively. Denoted by P(S) the partition of set S, the access structure
Γ ⊂ P(S) determines both sets, i.e. A ∈ Γ and U /∈ Γ . More formally, secret
sharing is a pair of algorithms (Share,Reconstruct). Algorithm Share takes as
input a message m ∈ Fq and the unique ID i ∈ I of shareholder si ∈ S and
outputs its share σi ∈ Fq, for i = 1, . . . , n. Algorithm Reconstruct takes as input
a subset R ⊂ S and outputs the message m if R ∈ Γ and ⊥ otherwise. Adapt-
ing the definition provided in [2] to the purpose of this paper, in the following
we formalize the notions of correctness and perfect secrecy restricted to ideal
secretsharing schemes, where the length of the message equals the length of the
shares.

Definition 1. Given the set Fq of messages and the set S = {s1, . . . , sn}
of shareholders, the pair of algorithms (Share,Reconstruct) is a secret sharing
scheme realizing access structure Γ ⊂ P(S) if the following two requirements
hold.

(1) Correctness: if shares held by shareholders of an authorized set A ∈ Γ are
given as input to algorithm Reconstruct, then algorithm Reconstruct retrieves
the message m shared during algorithm Share, for every message m ∈ Fq.

(2) Perfect secrecy: if shares held by shareholders of an unauthorized set U /∈ Γ
are given as input to algorithm Reconstruct, then algorithm Reconstruct leaks
no information about the message m shared during algorithm Share, for every
message m ∈ Fq.

Linear threshold secret sharing schemes are amongst the most studied
schemes also due to their usage in practical scenarios. The first (t, n)-threshold
secret sharing scheme is proposed by Shamir in [29] and it is based on interpo-
lation of polynomials. More precisely, a message m is shared using a polynomial
f(x) = a0 +a1x+ · · ·+at−1x

t−1 of degree deg(f(x)) = t−1, where a0 := m and
coefficients a1, . . . , at−1 ∈ Fq are chosen uniformly at random. Algorithm Share
computes share σi ∈ Fq for shareholder si ∈ S as a point on polynomial f(x),
i.e. σi := f(i), where i ∈ I is the ID of shareholder si. Algorithm Reconstruct is
based on Lagrange interpolation of polynomials. Thus, on the one hand, autho-
rized subsets A ⊂ S are composed of t or more shareholders, that is |A| ≥ t.
In fact, when t or more points of polynomial f(x) are collected, it is possible to
correctly interpolate polynomial f(x) and message m is retrieved as f(0) = a0.
On the other hand, unauthorized subsets U ⊂ S are composed of t − 1 or less
shareholders, that is |U | ≤ t − 1. In fact, when only t − 1 or less points are
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collected, polynomial f(x) cannot be reconstructed and no information about
message m ∈ Fq is leaked.

The so called conjunctive and disjunctive schemes proposed by Tassa in [31]
are the first hierarchical secret sharing schemes based on Birkhoff interpolation of
polynomials. More precisely, shares are either points on a polynomial or points on
one of the derivatives of such polynomial. More precisely, a hierarchy is composed
of levels L0, . . . , L�, where L0 is the highest level, L� the lowest, and � ≤ n. The
cardinality of each level Lh is denoted by nh and each shareholder is assigned
to one level only. In addition, a threshold th is associated with each level Lh,
for h ∈ 0, . . . , �, such that 0 < t0 < · · · < t�. Tassa individuated two types
of access structures, defining, respectively the conjunctive and the disjunctive
hierarchical secret sharing. On the one hand, the conjunctive access structure
determines that a subset A ⊂ S is authorized if, for all levels Lh, it contains
th shareholders assigned to levels equal or higher than Lh, for h = 0, . . . , �. On
the other hand, the disjunctive access structure specifies that a subset A ⊂ S
is authorized if, for at least one level Lh, it contains th shareholders assigned
to levels equal or higher than Lh, for h = 0, . . . , �. In the following, we write
information relating to disjunctive hierarchical secret sharing in brackets. For
conjunctive (disjunctive) hierarchical secret sharing schemes the unique ID of
shareholder si,j ∈ S is a pair (i, j) ∈ I × I, where i = 1, . . . , nh and j := th−1

(j := t� − th), for h = 0, . . . , � with t−1 := 0 and t := t�. The algorithms Share
and Reconstruct of the conjunctive (disjunctive) hierarchical secret sharing are
as follows.

Share. The algorithm takes as input a message m ∈ Fq and generates a polyno-
mial f(x) = a0+a1x+ · · ·+at−1x

t−1 of degree deg(f(x)) = t−1, where a0 := m
(at−1 := m) and the coefficients a1, . . . , at−1 ∈ Fq (a0, . . . , at−2 ∈ Fq) are chosen
uniformly at random. It outputs share σi,j ∈ Fq for shareholder si,j ∈ S com-
puted as σi,j := f j(i), where f j(x) is the j-th derivative of polynomial f(x) and
pair (i, j) ∈ I × I is the unique ID of shareholder si,j ∈ S, for i = 1, . . . , nh and
h = 0, . . . , �.

Reconstruct. The algorithm takes as input a set of shares held by a subset R ⊂ S
of shareholders. If R is unauthorized, i.e. R /∈ Γ , then it outputs ⊥. If R is
authorized, i.e. R ∈ Γ , then it reconstructs polynomial f(x) using Birkhoff
interpolation and outputs m = a0 (m = at−1).

The Birkhoff interpolation problem is a generalization of the Lagrange inter-
polation problem and describes the problem of finding a polynomial f(x) =
a0 + a1x + · · · + at−1x

t−1 satisfying the equalities f j(i) = σi,j . Given an autho-
rized set R ∈ Γ of shareholders for conjunctive (disjunctive) hierarchical secret
sharing schemes, the Birkhoff interpolation problem can be solved as follows.
The interpolation matrix associated to set R is a binary matrix E where entry
ei,j is set to ‘1’ if shareholder si,j participates with share σi,j and ‘0’ other-
wise. Let us denote by I(E) = {(i, j) such that ei,j = 1} the set containing
the entries of E in lexicographic order, i.e. the pair (i, j) precedes the pair
(i′, j′) if and only if i < i′ or i = i′ and j < j′. The elements of I(E) are
denoted by (i1, j1), (i2, j2), . . . , (ir, jr), where r := |R|. Furthermore, we set
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ϕ := {φ0, φ1, φ2, . . . , φt−1} = {1, x, x2, . . . , xt} and denote by φj
k the j-the deriva-

tive of φk, for k = 0, . . . , t− 1. Then the matrix A(E,X,ϕ) is defined as follows:

A(E,X,ϕ) =

⎛
⎜⎜⎜⎝

φj1
0 (i1) φj1

1 (i1) φj1
2 (i1) · · · φj1

t−1(i1)
φj2
0 (i2) φj2

1 (i2) φj2
2 (i2) · · · φj2

t−1(i2)
...

...
... · · · ...

φjr

0 (ir) φjr

1 (ir) φjr

2 (ir) · · · φjr

t−1(ir)

⎞
⎟⎟⎟⎠ .

Polynomial f(x) can be reconstructed in distributed fashion by computing

f(x) =
t−1∑
k=0

akxk =
t−1∑
k=0

r∑
l=1

al,kxk,

where al,k := σil,jl
(−1)l−1+k det(Al−1,k(E,X,ϕ))

det(A(E,X,ϕ)) is computed locally by shareholder
sil,jl

∈ R, for l = 1, . . . , r, and matrix Al−1,k(E,X,ϕ) results from matrix
A(E,X,ϕ) by removing the l-th row and the (k + 1)-th column (see [32], The-
orem 1 for a formal proof). Necessary and sufficient requirements for Birkhoff
interpolation problem to have a unique solution can be found in [31]. Examples
of Birkhoff interpolation problems can be found in [26].

4 Operations on Messages Distributed Through
Hierarchical Secret Sharing Schemes

In this section, we prove that Tassa’s conjunctive and disjunctive hierarchical
secret sharing schemes, based on Birkhoff interpolation, allow to perform opera-
tions over shared messages. More precisely, a message can be reconstructed which
is the result of operations performed over previously shared messages. The oper-
ations supported are the sum of messages, the multiplication of a message by a
scalar, and the product of messages.

4.1 Setting

Messages m1,m2 ∈ Fq are distributed to a set S of n shareholders according to
the following assumptions.

(A1) The underlying access structure Γ remains the same for both messages
m1,m2. More precisely, both polynomials f(x) and h(x) used to share m1

and m2, respectively, have the same degree. Furthermore, shareholder si,j

with unique ID (i, j) holds share σi,j(m1) := f j(i) and σi,j(m2) := hj(i).
(A2) The degree t − 1 of polynomials f(x) and h(x) is chosen such that 2t ≤ n,

where n is the total number of shareholders.
(A3) The ID (i, j) of each shareholder si,j ∈ S is chosen such that index i ∈ I is

selected once within the whole hierarchy and such that the corresponding
Birkhoff interpolation problem has a unique solution. The requirements to
achieve this can be found in [31].
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(A4) The user communicates with the shareholders and the shareholders among
each other using private channels.

(A5) A tamper-proof bulletin board is available to allow exchanging data during
the preprocessing phase of the multiplication procedure. Note that this is
a common assumption for auditable multi-party computation and a more
formal definition can be found in [20].

Let us recall that index j ∈ I of the unique identity ID of shareholder
si,j ∈ S is defined as j := th−1 (j := t� − th), for h = 0, . . . , � and
t−1 := 0 (see Sect. 3). Algorithm Share defined in Sect. 3 is run separately to
share and distribute message m1 and message m2 to the n shareholders of
set S. More precisely, to share message m1, algorithm Share selects a poly-
nomial f(x) = a0 + a1x + · · · + at−1x

t−1, where a0 := m1 (at−1 := m1) and
a1, . . . , at−1 ∈ Fq (a0, . . . , at−2 ∈ Fq) are chosen uniformly at random. It dis-
tributes to each shareholder si,j ∈ S share σi,j(m1) = f j(i). To share message
m2, algorithm Share generates a polynomial h(x) = b0 + b1x + · · · + bt−1x

t−1,
where b0 := m2 (bt−1 := m2) and b1, . . . , bt−1 ∈ Fq (b0, . . . , bt−2 ∈ Fq) are
chosen uniformly at random. It distributes to each shareholder si,j ∈ S share
σi,j(m2) = hj(i). Afterwards, algorithms Linear and Multiply are run by each
shareholder individually to perform linear operations and multiplications on their
shares of messages m1 and m2. Finally, the result m ∈ Fq of these operations on
m1,m2 can be reconstructed by running algorithm Reconstruct defined in Sect. 3
on the shares computed by each shareholder.

4.2 Linear Operations

In this section, algorithm Linear is presented, which computes share σi,j(m) ∈ Fq

for shareholder si,j ∈ S, to be used as input for algorithm Reconstruct to retrieve
message m = λ1 · m1 + λ2 · m2, for scalars λ1, λ2 ∈ Fq.

Linear. The algorithm takes as input shares σi,j(m1), σi,j(m2) ∈ Fq held by share-
holder si,j ∈ S, and scalars λ1, λ2 ∈ Fq. It outputs share σi,j(m) := λ1 ·σi,j(m1)
+ λ2 · σi,j(m2) ∈ Fq for shareholder si,j ∈ S.

Theorem 1. The algorithm Linear for conjunctive (disjunctive) hierarchical
secret sharing introduced above computes the shares correctly. More precisely,
on input shares σi,j(m1), σi,j(m2) and scalars λ1, λ2, the shares computed by
Linear reconstruct to message m, where m = λ1 · m1 + λ2 · m2. Furthermore,
perfect secrecy, according to Definition 1, is maintained while performing Linear.

Proof. Let σi,j(m) ∈ Fq be the shares computed by shareholders si,j ∈ R using
algorithm Linear, where R ∈ Γ is an authorized set. To prove correctness, we
have to show that algorithm Reconstruct outputs message m = λ1 · m1 + λ2 · m2

when it takes as input shares σi,j(m) ∈ Fq. More precisely, we have to show
that the shares interpolate to a polynomial p(x) = c0 + c1x + · · · + ct−1x

t−1 of
degree deg(p(x)) = t − 1, where c0 = λ1 · m1 + λ2 · m2(ct−1 = λ1 · m1 + λ2 · m2).
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To prove perfect secrecy, we have to show, first, that algorithm Linear computes
shares for message m = λ1 · m1 + λ2 · m2 without leaking information about
the shares for message m1 and message m2. Second, we have to show that any
unauthorized set U /∈ Γ gets no information about m = λ1 ·m1+λ2 ·m2. In order
to do that, we have to show that polynomial p(x) = c0 + c1x + · · · + ct−1x

t−1

can be computed in distributed fashion by each shareholder si,j ∈ R. That is,
correctness and perfect secrecy hold if each shareholder can compute a term
p(i,j),k without leaking information to any other shareholder and such that:

p(x) =
t−1∑
k=0

ckxk =
t−1∑
k=0

∑
si,j∈R

p(i,j),kxk,

where c0 = λ1 · m1 + λ2 · m2(ct−1 = λ1 · m1 + λ2 · m2).

Let us recall that message m1 ∈ Fq is shared using polynomial f(x) =
a0 + a1x + · · · + at−1x

t−1. Due to Birkhoff interpolation resolution formula (see
Sect. 3), coefficient ak of polynomial f(x) can be computed as:

ak =
r∑

l=1

al,k =
r∑

l=1

σl(m1)(−1)l−1+k det(Al−1,k(E,X,ϕ))
det(A(E,X,ϕ))

,

for k = 0, . . . , t − 1, where σl(m1), for l = 1, . . . , r, are the shares σi,j(m1) in
lexicographic order ((i, j) precedes the pair (i′, j′) if i < i′ or i = i′ and j < j′).
Similarly, message m2 ∈ Fq is shared through polynomial h(x) = b0 + b1x +
· · ·+ bt−1x

t−1. Due to Birkhoff interpolation resolution formula, coefficient bk of
polynomial h(x) can be computed as:

bk =
r∑

l=1

bl,k =
r∑

l=1

σl(m2)(−1)l−1+k det(Al−1,k(E,X,ϕ))
det(A(E,X,ϕ))

,

for k = 0, . . . , t − 1, where σl(m2), for l = 1, . . . , r, are the shares σi,j(m2)
in lexicographic order. Because of the homomorphic property of polynomials,
polynomial p(x) can be computed as the linear combination of polynomial f(x)
and polynomial h(x) with scalars λ1, λ2 ∈ Fq. That is, p(x) = λ1 ·f(x)+λ2 ·h(x).
Therefore,

p(x) =
t−1∑
k=0

λ1 · ak + λ2 · bk =
t−1∑
k=0

r∑
l=1

λ1 · al,k + λ2 · bl,k.

This shows that the terms pl,k = p(i,j),k := λ1 · al,k + λ2 · bl,k computed by the
shareholders si,j ∈ R interpolate to polynomial p(x) and correctness is provided.
Regarding perfect secrecy, the computation of pl,k is performed solely by share-
holder sl ∈ R using the information it has and without leaking al,k nor bl,k.
Thus, no information about shares σl(m1), σl(m2) is leaked. Moreover, being
polynomial p(x) of degree deg(p(x)) = t − 1, the original access structure Γ is
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maintained: subsets U ⊂ S of shareholders such that U /∈ Γ not only cannot
reconstruct m = λ1 ·m1 +λ2 ·m2, but also do not get any information about m1

nor m2. Thus, perfect secrecy of the underlying conjunctive (disjunctive) hier-
archical secret sharing is still maintained even if algorithm Linear is run and the
shares computed by this algorithm are used as input for algorithm Reconstruct.

4.3 Multiplication

In this section, algorithm Multiply is presented, which computes share σi,j(m)
for shareholder si,j ∈ S. Share σi,j(m) is used as input for algorithm Reconstruct
to retrieve message m = m1 · m2. Algorithm Multiply uses algorithm Linear (see
Sect. 4.2) to compute message m as linear combinations of the shares for message
m1 and message m2. More precisely, it builds on the multiplication algorithm
discussed in [11] and the triplet generation presented in [1], requiring for each
multiplication a preprocessing phase in which the shareholders jointly compute
shares σi,j(α), σi,j(β), σi,j(γ) to messages α, β, γ ∈ Fq such that α · β = γ. Note
that, according to Assumption (A1) in Sect. 4.1, for algorithm Multiply to work
the values α, β, and γ have to be shared according to the access structure Γ .
More details about how to achieve this are provided in Sect. 5.

Multiply. The algorithm selects a triple (α, β, γ) generated during the prepro-
cessing phase and it takes as input shares σi,j(m1), σi,j(m2) ∈ Fq and shares
σi,j(α), σi,j(β), σi,j(γ) ∈ Fq held by shareholder si,j ∈ S. It outputs share
σi,j(m) ∈ Fq for message m = m1 · m2, which is computed performing the
following steps.

First, shareholder si,j computes share σi,j(δ) := σi,j(m1)−σi,j(α) and share
σi,j(ε) := σi,j(m2) − σi,j(β) using algorithm Linear. Second, shareholders from
an authorized set R ∈ Γ run algorithm Reconstruct with shares σi,j(δ), σi,j(ε) as
input to publicly reconstruct values δ, ε using the bulletin board. Third, share-
holder si,j ∈ S computes the share σi,j(m) := σi,j(γ) + ε · σi,j(m1) + δ ·
σi,j(m2) − δε using algorithm Linear.

Theorem 2. The algorithm Multiply for conjunctive (disjunctive) hierarchical
secret sharing introduced above computes the shares correctly. More precisely,
on input shares σi,j(m1), σi,j(m2), the shares computed by Multiply reconstruct
to message m, where m = m1 · m2. Furthermore, perfect secrecy, according to
Definition 1, is maintained while performing Multiply.

Proof. The correctness relies on the correctness of algorithm Linear, presented
in Sect. 4.2. In fact, share σi,j(m) is defined as the linear combination of shares
σi,j(γ), σi,j(m1), σi,j(m2) for messages γ,m1,m2, respectively, and scalars δ, ε.
More precisely, in the first step the scalars δ and ε are computed in distributed
fashion using algorithm Linear, such that δ = m1 − α and ε = m2 − β. After
those values have been reconstructed in the second step, in the third step each
shareholder computes a share to message m by computing σi,j(m) = σi,j(γ) +
ε · σi,j(m1) + δ · σi,j(m2) − δε using algorithm Linear. Therefore, if algorithm
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Reconstruct takes as input shares σi,j(m) ∈ Fq held by shareholders si,j ∈ R,
where R ∈ Γ is an authorized set, then it retrieves:

m = γ + ε · m1 + δ · m2 − δε

= γ + (m2 − β) · m1 + (m1 − α) · m2 − (m2 − β)(m1 − α)

= γ + m1 · m2 − β · α

Since α · β = γ this leads to
m = m1 · m2,

showing that algorithm Multiply is correct. Thus, algorithm Reconstruct interpo-
lates to a polynomial p(x) = c0 +c1x+ · · ·+ct−1x

t−1 of degree deg(p(x)) = t−1
and retrieves message m1 · m2 as c0(ct−1). The perfect secrecy of algorithm
Multiply is implied by the perfect secrecy of algorithm Linear (proven in Sect. 4.2)
and by the perfect secrecy of the preprocessing phase, which is discussed in
Sect. 5.

5 Preprocessing Phase

In this section, we introduce the preprocessing phase enabling the multiplication
between two shared messages (see Sect. 4.3). Preprocessing has been common
practice for multi-party computation since it has been introduced by Beaver in
[1], because it lowers the communication complexity of the algorithm Multiply.
More precisely, during the preprocessing phase a triple (α, β, γ) is generated such
that the following conditions hold.

– α · β = γ.
– Assumption (1) of Sect. 4.1 holds, i.e. each shareholder si,j ∈ S with ID

(i, j) ∈ I × I holds shares σi,j(α) := f j
α(i), σi,j(β) := f j

β(i), and σi,j(γ) :=
f j

γ(i), where fα(x), fβ(x), and fγ(x) are the polynomials of degree t−1 sharing
α, β, and γ, respectively.

In [11] it is shown how to generate such triples, but it is assumed that Shamir’s
threshold secret sharing scheme is used. Thus, here we present a preprocessing
phase for Tassa’s conjunctive (disjunctive) hierarchical secret sharing scheme.

PreMult. The algorithm outputs for each shareholder si,j ∈ S a triple of shares
σi,j(α), σi,j(β), σi,j(γ) ∈ Fq, such that for each triple it holds that σi,j(γ) =
σi,j(αβ). This is done in three main steps.

First, each shareholder si,j randomly chooses a pair of shares σi,j(α), σi,j(β),
as shown in AppendixA. Second, shareholders s1, . . . , sr ∈ R from an authorized
set R ∈ Γ compute for each shareholder si,j terms δl,(i,j) and εl,(i,j). Third, using
δl,(i,j) and εl,(i,j) each shareholder si,j ∈ S computes its share σi,j(γ) ∈ Fq.

More precisely, in the second step each shareholder sl ∈ R, for l = 1, . . . , r,
computes the input δl,(i,j) and εl,(i,j) for si,j by performing the following steps.
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First, shareholder sl ∈ R uses its shares σl(α) and σl(β) and the unique ID
(i, j) of shareholder si,j to compute the values λl,(i,j) and μl,(i,j) defined as:

λl,(i,j) :=σl(α)
t−1∑

k=j−1

k!
(k − j + 1)!

(−1)l−1+k det(Al−1,k(E,X,ϕ))
det(A(E,X,ϕ))

ik−j+1

and

μl,(i,j) :=σl(β)
t−1∑

k=j−1

k!
(k − j + 1)!

(−1)l−1+k det(Al−1,k(E,X,ϕ))
det(A(E,X,ϕ))

ik−j+1,

where A(E,X,ϕ) and Al−1,k(E,X,ϕ) are the matrices defined in Sect. 3. Then,
it randomly splits λl,(i,j) and μl,(i,j) into r values, i.e. λl,(i,j) = λ1,l,(i,j) + · · · +
λr,l,(i,j) and μl,(i,j) = μ1,l,(i,j) + · · · + μr,l,(i,j) and sends λm,l,(i,j) and μm,l,(i,j)

to shareholder sm ∈ R, for m = 1, . . . , r and m �= l, using a private channel.
Afterwards, it collects all values λl,m,(i,j) and μl,m,(i,j) received from shareholder
sm ∈ R, for m = 1, . . . , r and m �= l, and computes δl,(i,j) :=

∑r
m=1 λl,m,(i,j)

and εl,(i,j) :=
∑r

m=1 μl,m,(i,j). Finally, it sends δl,(i,j) and εl,(i,j) to shareholder
si,j using a private channel.

In the third step, all shareholders within the set S compute their shares. More
precisely, each shareholder si,j ∈ S computes share σi,j(γ) using the values δl,(i,j)

and εl,(i,j) received from shareholder sl ∈ R, for l = 1, . . . , r, as

σi,j(γ) := σi,j(αβ) =
( r∑

l=1

δl,(i,j)

)
· σi,j(β) + σi,j(α) ·

( r∑
l=1

εl,(i,j)

)
.

Theorem 3. The algorithm PreMult for conjunctive (disjunctive) hierarchical
secret sharing introduced above computes the multiplicative triples correctly. More
precisely, on input the shares σi,j(α) and σi,j(β), the shares computed by algo-
rithm PreMult reconstructs to γ, where γ = αβ. Furthermore, perfect secrecy,
according to Definition 1, is maintained while performing PreMult.

Proof. Let σi,j(αβ) be the share computed by shareholder si,j ∈ R using
algorithm PreMult, where R ∈ Γ is an authorized set. Correctness of algo-
rithm PreMult is provided if the shares held by shareholders in R it out-
puts interpolate to a polynomial p(x) = c0 + c1x + · · · + c2(t−1)x

2(t−1), where
c0 = αβ(c2(t−1) = αβ). Polynomial p(x) is defined as p(x) = fα(x) · fβ(x), given
that α is shared using polynomial fα(x) and β is shared using polynomial fβ(x).
We have to show that, for each share σi,j(γ) computed by algorithm PreMult, it
holds that σi,j(γ) = σi,j(αβ), where σi,j(α) and σi,j(β) were randomly selected
from shareholder si,j . In this case σi,j(γ) can be written as:

σi,j(αβ) = pj(i) = [fα(i) · fβ(i)]j = f j
α(i) · f j−1

β (i) + f j−1
α (i) · f j

β(i).

The terms f j
α(i) and f j

β(i) constitute the random values σi,j(α) and σi,j(β)
selected by shareholder si,j ∈ S. It is left to check that

∑r
l=1 δl,(i,j) and
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∑r
l=1 εl,(i,j) correspond to f j−1

α (i) and f j−1
β (i), respectively. From the second

step, we recall that δl,(i,j) =
∑r

m=1 λl,m,(i,j). Thus, it follows that:

r∑
l=1

δl,(i,j) =
r∑

l=1

r∑
m=1

λl,m,(i,j) =
r∑

l=1

f j−1
α,l (i) = f j−1

α (i),

where polynomial f j−1
α,l (x) is the (j − 1)-th derivative of polynomial fα,l(x) =∑t−1

k=0 αl,kxk, where αl,k is the reconstructing term of Birkhoff interpolation for-
mula (see Sect. 3). Note that the last equality of the expression above holds
because the coefficients of fα(x) can be computed in distributed fashion, see
Theorem 2 in [32]. The equality

∑r
l=1 εl,(i,j) = f j−1

β (i) can be shown analogously.
Moreover, since polynomial p(x) = c0 + c1x + · · · + c2(t−1)x

2(t−1) is the product
of polynomials fα(x) and fβ(x), then c0 = a0b0 = αβ(c2(t−1) = at−1bt−1 = αβ).
Thus, correctness holds. To prove perfect secrecy, we have to show that no infor-
mation is leaked when share σi,j(αβ) is generated for shareholder si,j ∈ S.
Regarding the terms

∑r
l=1 δl,(i,j) and

∑r
l=1 εl,(i,j), we have to show that they

do not leak information about shares σl(α) and σl(β) of shareholder sl ∈ R,
respectively. That is the case because shareholder sl ∈ R uses additive secret
sharing [13] to split λl,(i,j) and μl,(i,j) into r random values λm,l,(i,j) and μm,l,(i,j),
respectively. Furthermore, perfect secrecy holds also because index i ∈ I of each
identity ID (i, j) ∈ I × I is used once, as required by Assumption (A3) of
Sect. 4.1. Otherwise, points f j−1

α (i) and f j−1
β (i) might correspond to already

existing shares σi,j−1(α) and σi,j−1(β) for α and β, respectively, already com-
puted for shareholder si,j−1 ∈ S. Moreover, because each share σi,j(γ) is a point
on polynomial p(x) or on one of its derivatives, the underlying conjunctive (dis-
junctive) hierarchical secret sharing scheme ensures that unauthorized subsets
gain no information about α, β, γ.

6 Auditing Procedure for Computations over
Hierarchically Shared Messages

Before presenting the auditing procedure for the algorithms Linear, PreMult,
and Multiply for conjunctive (disjunctive) hierarchical secret sharing schemes we
recall verifiable secret sharing. Verifiable secret sharing was introduced in [9] to
allow shareholders to check the consistency of shares received from the message
dealer. More precisely, audit data are generated that allow the shareholders to
check whether the shares of each authorized subset of shareholders lead to the
same message during the reconstruction algorithm. To provide verifiable secret
sharing usually commitment schemes are used, which come with two properties.
First, bindingness ensures that it is not possible to change the message com-
mitted to. Second, hidingness ensures that no information about the message is
leaked. Furthermore, there are several commitment schemes with homomorphic
properties available, i.e. operations performed on the values committed to can
be transferred to operations performed on the commitments. Verifiable secret
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sharing uses Feldman commitment [15], which is unconditionally binding and
computationally hiding, or Pedersen commitment [27], which is computationally
binding and unconditionally hiding. In the following, we use Feldmann com-
mitment for the sake of simplicity, but our solutions work with both schemes.
In the following, we recall the definition of Feldman commitment and Pedersen
commitment (in brackets).

Definition 2 ([15,27]). Feldman (Pedersen) commitment scheme is a triple
(Setup,Commit,Open) of the following algorithms.

Setup. It takes as input a security parameter λ and it outputs a prime q, a group
G of order q, and a generator g ∈ G (distinct generators g, h ∈ G).

Commit. It takes as input a message m ∈ Fq (and randomness r ∈ Fq) and it
outputs commitment c = gm (c = gmhr).

Open. It takes as input a commitment c ∈ G, a message m ∈ Fq (and randomness
r ∈ Fq) and it outputs ‘1’ if c = gm (if c = gmhr) and ‘0’ otherwise.

6.1 Auditing Procedure for Conjunctive (Disjunctive) Hierarchical
Secret Sharing Schemes

In this section, we present auditing procedures for computations on messages
shared hierarchically by using Tassa’s conjunctive (disjunctive) hierarchically
secret sharing schemes, based on Birkhoff interpolation. More precisely, first, we
present algorithms Audit.Setup and Audit.Share, which describes the steps to be
performed during the setup phase and after algorithm Share, respectively. Then,
we present algorithm Audit.Linear which is run after algorithm Linear to verify
the correctness of linear operations. Finally, we present algorithms Audit.PreMult
and Audit.Multiply, which allow auditing of multiplications.

Setup and Share. Algorithm Audit.Setup sets up the cryptographic primitives,
i.e. commitment schemes and bilinear maps,2 needed for the auditing procedures.
This can be run by any party. However, the parameters must be made publicly
available for the dealer of the input messages and the auditor running the audit-
ing procedures. Then, to allow operations to be audited, the dealer commits to
messages shared by running Audit.Share.

Audit.Setup. The algorithm takes as input a security parameter λ and it outputs
two large primes p, q such that q|(p−1). It also outputs a generator g of the q-th
order subgroup Fq of F∗

p.

Audit.Share. The dealer of messages m1,m2 ∈ Fq calls algorithm Commit.Share
during algorithm Share and computes commitment c(m1) := gm1 mod p to
message m1 and commitment c(m2) := gm2 mod p to message m2. It publishes
the commitments on the bulletin board.

2 For a formal definition of bilinear maps we refer to [6].
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Linear Operations. In the following, algorithm Audit.Linear run by the auditor
to verify the result of linear operations over shared messages is presented. We
assume that either the shareholders or the message dealer published the used
scalars λ1, λ2 ∈ Fq on the bulletin board.

Audit.Linear. The algorithm takes as input the commitments to the input values
c(m1), c(m2) and the scalars λ1, λ2 ∈ Fq from the bulletin board and the claimed
result m. If gm = c(m1)λ1 · c(m2)λ2 it returns ‘1’ and ‘0’ otherwise.

Multiplication. In the following, the auditing procedure for products over
shared messages is presented. More precisely, first algorithm Audit.PreMult is
introduced, which computes commitments to the multiplicative triples generated
during algorithm PreMult of Sect. 5. Second, algorithm Audit.PreMult showing
the auditing procedure for algorithm Multiply is presented.

Note that, algorithm PreMult is performed in distributed fashion by the share-
holders of an authorized set R ∈ Γ . That is, each shareholder si,j ∈ S receives
input from each shareholder contained in R to compute share σi,j(αβ). If one of
the inputs is not valid, then shareholder si,j cannot compute a valid share for
αβ. This also affects the correctness of algorithm Multiply. In the following, it is
explained what audit data have to be generated such that shareholder si,j can
detect inconsistent input sent by other malicious shareholders during algorithm
PreMult of Sect. 5 performing the preprocessing phase.

Audit.PreMult. The algorithm is run by the auditor to verify whether the shares
σi,j(αβ), output of algorithm PreMult, have been computed correctly. The
algorithm takes as input from the bulletin board commitments ck,α, ck,β , for
k = 0, . . . , t−1, to the coefficients of the polynomials fα(x), fβ(x) sharing α and
β, respectively. AppendixB shows how commitments ck,α and ck,β are computed.
Then, each shareholder si,j ∈ S has valid input δl,i,j and εl,i,j , for l = 1, . . . , r,
to compute share σi,j(αβ) if and only if

g
∑r

l=1 δl,i,j ≡
t−1∏

k=j−1

ck,α

k!
(k−j+1)! i

k−j+1

= gf(j−1)
α (i),

and if and only if

g
∑r

l=1 εl,i,j ≡
t−1∏

k=j−1

ck,β

k!
(k−j+1)! i

k−j+1

= gf
(j−1)
β (i).

If one of the both equalities is not satisfied, then it outputs ‘0’ and aborts. Other-
wise, each shareholder si,j ∈ S holding shares σi,j(α), σi,j(β), σi,j(γ) computes
commitments ci,j(α) := gσi,j(α), ci,j(β) := gσi,j(β), and ci,j(γ) := gσi,j(γ) for
σi,j(α), σi,j(β), and σi,j(γ), respectively. It publishes ci,j(α), ci,j(β), and ci,j(γ)
on the bulletin board and outputs ‘1’.

Audit.Multiply. The algorithm takes as input the values δ, ε, the commitments to
the shares of the multiplicative triple, i.e. ci,j(α), ci,j(β), and ci,j(γ), for si,j ∈ S,
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the commitments to the input values, i.e. c(m1), c(m2), and the claimed result
m. Then, it first audits that the equation αβ = γ was fulfilled and then that m
has been computed correctly performing the following steps.

First, the auditor computes the reconstruction vector (w1, . . . , wr)3 for share-
holders s1, . . . , sr ∈ R, with R ∈ Γ authorized set, which computed the input
for γ during PreMult. Then, it computes the following commitments:

c(α) :=
r∏

l=1

cl(α)wl ; c(β) :=
r∏

l=1

cl(β)wl ; c(γ) :=
r∏

l=1

cl(γ)wl ,

where cl(α), cl(β), cl(γ), for l = 1, . . . , r, are commitments ci,j(α), ci,j(β), ci,j(γ),
respectively, in lexicographic order. The multiplicative triple (α, β, γ) was cor-
rect if and only if e(c(α), c(β)) = e(c(γ), g).4 If the equation does not hold it
outputs ‘0’ and aborts the algorithm. Otherwise, the auditor takes from the bul-
letin board commitments c(m1), c(m2) and the values δ, ε reconstructed during
algorithm Multiply. If it holds that c(α)−1 · c(m1) = gδ and c(β)−1 · c(m1) = gε

and gm = c(γ) · c(m1)ε · c(m2)δ · g−δε it returns ‘1’ and ‘0’ otherwise.

7 Security and Efficiency

Security. We have proven that algorithm Linear of Sect. 4.2, algorithm Multiply
of Sect. 4.3, and algorithm PreMult of Sect. 5 do not compromise the perfect
secrecy and correctness of the underlying conjunctive (disjunctive) hierarchical
secret sharing scheme. The adversary these algorithms can cope with is active, i.e.
not only it knows data private to shareholders (like the passive adversary), but
also it can make them deviate from the protocols. More precisely, assumptions
(A1)–(A4) of Sect. 4.1 set requirements for, respectively, the access structure,
the threshold, the identities of the shareholders, and the channels through which
shareholders communicate. These assumptions together with verifiable secret
sharing ensure that a honest majority of shareholders is able to correctly recon-
struct the message, while maintaining the secrecy of their shares, even if all other
shareholders are corrupted by the adversary and cheat. Assumption (5) prevents
the adversary from tampering the bulletin board and, together with the audit-
ing procedure, ensures correctness when operations on data are performed. As
it is shown in [32], conjunctive (disjunctive) hierarchical secret sharing schemes
support proactive secret sharing [21]. This means that, provided that the shares
are refreshed periodically, our protocols can cope with a mobile adversary, which
is only bounded in the amount of shareholders it can corrupt within a certain
time interval, but not over time. Furthermore, we provide an auditing procedure
in Sect. 6 allowing to detect misbehaviors. The protocols described use Feld-
man commitment, which ensures only computationally hidingness. However, the
3 For conjunctive (disjunctive) hierarchical secret sharing schemes the interpola-

tion vector is composed of the entries wl := (−1)l−1 det(Al−1,0(E,X,ϕ))

det(A(E,X,ϕ))

(
wl :=

(−1)l+t−2 det(Al−1,t−1(E,X,ϕ))

det(A(E,X,ϕ))

)
according to the notation of Sect. 3.

4 Here the definition of bilinear maps is used.
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auditing procedure can be easily adapted to Pedersen commitment to achieve
unconditionally hidingness, which preserves even perfect secrecy of the underly-
ing conjunctive (disjunctive) hierarchical secret sharing scheme.

Efficiency. With respect to efficiency, the algorithms Share, Reconstruct, Linear,
Multiply, and PreMult for conjunctive (disjunctive) hierarchical secret sharing
perform equally well as Shamir’s threshold secret sharing. Besides polynomials’
evaluation, algorithm Share requires also to compute up to t − 1 polynomials’
derivatives. However, the additional multiplications due to derivation are bal-
anced by the fewer multiplications needed when evaluating derivatives of poly-
nomials. Algorithm Recostruct is the most expensive algorithm and requires in
both Tassa’s and Shamir’s scheme to perform Gaussian elimination to find a
solution to a system of t linear equations. Algorithm Linear and Multiply require
that the shareholders perform steps very similar to the corresponding algorithms
for Shamir’s secret sharing (see for instance [3,28]). Algorithm PreMult requires
more work with respect to the preprocessing phase compared to Shamir’s thresh-
old secret sharing. In fact, algorithm PreMult is computed in distributed fashion
because additional information is needed to compute the shares. Despite the fact
that only additions and polynomials’ evaluation are performed to compute such
additional information, algorithm PreMult increases the communication cost and
requires secure channels. For Shamir’s threshold secret sharing scheme this addi-
tional information needs not to be computed and the communication complexity
is, thus, lower. For the same reasons, the auditing procedure during the on-
line phase of Tassa’s schemes has computational complexity similar to the one
for Shamir’s scheme while the auditing procedure during the off-line phase is
more expensive. In fact, to perform algorithms Audit.Linear and Audit.Multiply,
the auditor takes steps very similar to the corresponding auditing procedure
for Shamir’s secret sharing schemes, because algorithms Linear and Multiply are
defined similarly. Instead, algorithm Audit.PreMult requires the computation of
commitments in a distributed fashion, which increases the communication and
the computation cost. However, we recall that the preprocessing phase is off-line
and can be performed in advance. Regarding the on-line phase, which is the time
critical phase, the schemes of both Shamir and Tassa perform equally well.

8 Conclusion

In this work, we showed how to practically compute linear operations and mul-
tiplications over shared messages when Tassa’s conjunctive and disjunctive hier-
archical secret sharing schemes are used. Together with the property of modi-
fying the access structure and changing the set of shareholders shown in [32],
we proved that Birkhoff interpolation-based secret sharing schemes allow for
the same functionalities as Shamir’s secret sharing scheme, which is based on
Lagrange interpolation. Furthermore, we showed how to perform the prepro-
cessing phase enabling to reconstruct the product of two shared messages and
provided auditing procedures to check that the operations were performed cor-
rectly. Moreover, the protocols we proposed do not lower the overall security
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of the underlying conjunctive and disjunctive hierarchical secret sharing scheme
and do not increase in the on-line phase the computation overhead with respect
to the same protocols for Shamir’s secret sharing scheme. From a theoretical
point of view, this result can be inferred from the approach presented in [10],
which shows how secure multi-party computation can be built from linear secret
sharing schemes. From a practical point of view, this result is more interesting
because it shows the exact procedures for achieving secure multi-party computa-
tion specifically for Tassa’s conjunctive and disjunctive secret sharing schemes.
Furthermore, this result impacts the framework of cloud computing and dis-
tributed storage systems. More precisely, the possibility to perform operations
over hierarchically shared messages sets Tassa’s conjunctive and disjunctive hier-
archical secret sharing schemes as promising candidates for distributed storage
systems, where the storage servers are granted with different reconstruction capa-
bilities depending on their performance [24,33]. In fact, Tassa’s conjunctive and
disjunctive hierarchical secret sharing schemes together with the auditing pro-
cedure we presented would allow computations on documents outsourced to the
cloud and stored in distributed fashion.
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discussions. This work was in part funded by the European Commission through grant
agreement no. 644962 (PRISMACLOUD). Furthermore, it received funding from the
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Appendix

A Computation of Shares σi,j(α), σi,j(β)

Algorithm RandShares computes random shares σi,j(α), σi,j(β) reconstructing to
messages α, β, respectively. It is the first step of algorithm PreMult of Sect. 5. We
present RandShares to compute shares σi,j(α) for α, but it can be run analogously
to generate shares σi,j(β) for β.

RandShares. The algorithm takes as input values αi,j ∈ Fq chosen uniformly at
random by shareholders si,j ∈ S. It outputs shares σi,j(α) of message α ∈ Fq for
shareholders si,j ∈ S. To do that, each shareholder si,j ∈ S has to perform the
following steps.

(1) It chooses a secret message αi,j ∈ Fq uniformly at random.
(2) It runs algorithm Share to generate a polynomial fαi,j

(x) of degree t − 1
defined as fαi,j

(x) := a0,(i,j) + a1,(i,j)x + · · · + at−1,(i,j)x
t−1, where

a0,(i,j) = αi,j (at−1,(i,j) = αi,j) and coefficients a1,(i,j), . . . , at−1,(i,j) ∈
Fq (a0,(i,j), . . . , at−2,(i,j) ∈ Fq) are chosen uniformly at random. Shares
σi′,j′(αi,j) for shareholders si′,j′ ∈ S with ID (i′, j′) �= (i, j) are computed as
σi′,j′(αi,j) := f j′

αi,j
(i′). Share σi,j(αi,j) for shareholder si,j itself is computed

as σi,j(αi,j) := f j
αi,j

(i).
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(3) It sends shares σi′,j′(αi,j) to shareholders si′,j′ ∈ S with ID (i′, j′) �= (i, j)
using a private channel and keeps share σi,j(αi,j).

(4) It runs algorithm Linear of Sect. 4.2 to compute share σi,j(α) using share
σi,j(αi,j) and all the shares σi,j(αi′,j′) received from shareholders si′,j′ as
σi,j(α) :=

∑
(i′,j′) �=(i,j) σi,j(αi′,j′) + σi,j(αi,j).

In the following, we prove correctness of algorithm RandShares and we show
that perfect secrecy, according to Definition 1, is provided.

Theorem 4. The algorithm RandShares for conjunctive (disjunctive) hierarchi-
cal secret sharing introduced above computes the shares σi,j(α) correctly. More
precisely, on input random secret messages αi,j, the shares computed by algo-
rithm RandShares reconstruct to a common value α. Furthermore, perfect secrecy,
according to Definition 1, is maintained while performing RandShares.

Proof. Let σi,j(α) ∈ Fq be the shares computed using algorithm RandShares
and held by shareholders si,j ∈ R, where R ∈ Γ is an authorized set. To prove
correctness, we have to show that algorithm Reconstruct outputs a message α
when it takes as input shares σi,j(α) held by shareholders of an authorized set
R. This means that correctness holds provided that algorithm Reconstruct can
be successfully run by shareholders of any authorized set. This is implied by
the correctness of algorithm Linear, presented in Sect. 4.2. In fact, each share
σi,j(α) is computed as a sum of shares σi,j(αi′,j′) and share σi,j(αi,j). Thus,
for the homomorphic property of polynomials, shares σi,j(α) is either a point
of polynomial fα(x) := a0,α + a1,αx + · · · + at−1,αxt−1 =

∑
(i,j) fαi,j

(x) or a
point on one of its derivatives, where a0,α =

∑
(i,j) αi,j(at−1,α =

∑
(i,j) αi,j).

Because of the underlying conjunctive (disjunctive) hierarchical secret sharing
scheme, any authorized set R of shareholders can run algorithm Reconstruct over
their shares and retrieve message α :=

∑
(i,j) αi,j . This proves correctness. With

respect to perfect secrecy, the underlying conjunctive (disjunctive) hierarchical
secret sharing scheme guarantees that shares σi,j(α) are computed without leak-
ing information about the secret messages αi,j . Furthermore, this implies that
unauthorized sets of shareholders not only cannot successfully run algorithm
Reconstruct to retrieve α, but also no information about it is gained.

B Computation of Commitments ck,α, ck,β

In this section, algorithm Audit.RandShares is presented, which computes com-
mitments ck,α, ck,β to the coefficients of the polynomials sharing messages
α, β, respectively. Algorithm Audit.RandShares constitutes the first step of algo-
rithm Audit.PreMult of Sect. 6.1. More precisely, commitments ck,α, ck,β , for
k = 0, . . . , t−1, are used to check the validity of terms δl,i,j and εl,i,j for the com-
putation of shares σi,j(αβ). Note that commitments ck,α, ck,β can be correctly
computed provided that an auditing procedure verifying the validity of shares
σi,j(α), σi,j(β) for shareholders si,j is performed, where shares σi,j(α), σi,j(β)
are the output of algorithm RandShares of AppendixA. For consistency with
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algorithm Audit.PreMult, Feldman commitment is used. However, the algorithm
can be easily adapted to Pedersen commitment. In the following, we present
algorithm Audit.RandShares to compute commitment ck,α, for k = 0, . . . , t − 1.
Algorithm Audit.RandShares can be run analogously to generate commitment
ck,β , for k = 0, . . . , t − 1.

Audit.RandShares. The algorithm is run by an auditor to verify that shares σi,j(α)
was computed correctly. This is performed in the following steps.

(1) Each shareholder si,j ∈ S running algorithm Share to share the secret mes-
sage αi,j ∈ Fq among all other shareholders si′,j′ ∈ S for (i′, j′) �= (i, j)
calls algorithm Commit.Share and computes commitments ck,αi,j

:= gak,(i,j)

mod p, to coefficient ak,(i,j) of polynomial fαi,j
(x), for k = 0, . . . , t − 1. It

publishes the commitments on the bulletin board.
(2) Each shareholder si,j ∈ S has valid input σi,j(αi′,j′), for (i′, j′) �= (i, j), to

compute share σi,j(α) if and only if

gσi,j(αi′,j′ ) ≡
t−1∏
k=j

ck,αi′,j′
k!

(k−j)! i
k−j

= g
fj

α
i′,j′ (i).

If the above equality is not satisfied, then it outputs ‘0’ and aborts. Other-
wise, it publishes ‘1’ on the bulletin board and Step (3) can be performed.

(3) The auditor uses commitments ck,αi,j
published by shareholders si,j ∈ S

on the bulletin board to compute commitments ck,α :=
∏

(i,j) ck,αi,j
, for

k = 0, . . . , t − 1. It publishes the commitments on the bulletin board.
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28. Schabhüser, L., Demirel, D., Buchmann, J.A.: An unconditionally hiding auditing
procedure for computations over distributed data. In: CNS 2016 (2016)

https://doi.org/10.1007/3-540-45539-6_22
https://doi.org/10.1007/3-540-45539-6_22
https://doi.org/10.1007/978-3-540-74143-5_32
https://doi.org/10.1007/BFb0053748
https://doi.org/10.1007/978-3-642-01465-9_16
https://doi.org/10.1007/3-540-44750-4_27
https://doi.org/10.1007/3-540-44750-4_27
https://doi.org/10.1007/978-3-642-10230-1_13
https://doi.org/10.1007/3-540-46766-1_9


Performing Computations on Hierarchically Shared Secrets 161

29. Shamir, A.: How to share a secret. Commun. ACM 22, 612–613 (1979)
30. Simmons, G.J.: How to (really) share a secret. In: Goldwasser, S. (ed.) CRYPTO

1988. LNCS, vol. 403, pp. 390–448. Springer, New York (1990). https://doi.org/
10.1007/0-387-34799-2 30

31. Tassa, T.: Hierarchical threshold secret sharing. J. Cryptology 20, 237–264 (2007)
32. Traverso, G., Demirel, D., Buchmann, J.: Dynamic and verifiable hierarchical secret

sharing. In: Nascimento, A.C.A., Barreto, P. (eds.) ICITS 2016. LNCS, vol. 10015,
pp. 24–43. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-49175-2 2

33. Traverso, G., Demirel, D., Habib, S.M., Buchmann, J.A.: As3: adaptive social secret
sharing for distributed storage systems. In: PST 2016 (2016)

https://doi.org/10.1007/0-387-34799-2_30
https://doi.org/10.1007/0-387-34799-2_30
https://doi.org/10.1007/978-3-319-49175-2_2


Development of a Dual Version
of DeepBKZ and Its Application
to Solving the LWE Challenge

Masaya Yasuda1(B), Junpei Yamaguchi2, Michiko Ooka3,
and Satoshi Nakamura3

1 Institute of Mathematics for Industry, Kyushu University,
744 Motooka Nishi-ku, Fukuoka 819-0395, Japan

yasuda@imi.kyushu-u.ac.jp
2 Graduate School of Mathematics, Kyushu University, Fukuoka, Japan

3 Faculty of Mathematics, Kyushu University, Fukuoka, Japan

Abstract. Lattice basis reduction is a strong tool in cryptanalysis. In
2017, DeepBKZ was proposed as a new variant of BKZ, and it calls
LLL with deep insertions (DeepLLL) as a subroutine alternative to LLL.
In this paper, we develop a dual version of DeepBKZ (which we call
“Dual-DeepBKZ”), to reduce the dual basis of an input basis. For Dual-
DeepBKZ, we develop a dual version of DeepLLL, and then combine
it with the dual enumeration by Micciancio and Walter. It never com-
putes the dual basis of an input basis, and it is as efficient as the pri-
mal DeepBKZ. We also demonstrate that Dual-DeepBKZ solves several
instances in the TU Darmstadt LWE challenge. We use Dual-DeepBKZ
in the bounded distance decoding (BDD) approach for solving an LWE
instance. Our experiments show that Dual-DeepBKZ reduces the cost
of Liu-Nguyen’s BDD enumeration more effectively than BKZ. For the
LWE instance of (n, α) = (40, 0.015) (resp., (n, α) = (60, 0.005)), our
results are about 2.2 times (resp., 4.0 times) faster than Xu et al.’s results,
for which they used BKZ in the fplll library and the BDD enumeration
with extreme pruning while we used linear pruning in our experiments.

Keywords: Lattice basis reduction · Dual lattices
LLL with deep insertions · BKZ · LWE (Learning with Errors)

1 Introduction

The security of lattice-based cryptography relies on the hardness of lattice prob-
lems such as the shortest vector problem (SVP), the closest vector problem
(CVP), and the LWE problem by Regev [19]. From a basis of a lattice L, lattice
basis reduction finds a new basis of L with short and nearly orthogonal basis
vectors. It can be easier to solve lattice problems over a more reduced basis, and
hence it is important to develop strong reduction algorithms for security evalua-
tion of lattice-based cryptography. The most famous reduction is LLL [14], and
c© Springer International Publishing AG, part of Springer Nature 2018
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https://doi.org/10.1007/978-3-319-89339-6_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-89339-6_10&domain=pdf


Development of a Dual Version of DeepBKZ 163

its blockwise generalization is the block Korkine-Zolotarev (BKZ) algorithm by
Schnorr and Euchner [21]. Recently, BKZ 2.0 [7], terminating-BKZ [12], and
progressive-BKZ [2] have been developed as efficient variants of BKZ, and some
of them have been implemented in software. In particular, the fplll library [23]
includes fast implementations of floating-point reduction algorithms including
BKZ 2.0, and it has been often used to solve lattice problems. In 2017, Deep-
BKZ [26] was proposed as a new variant of BKZ, which calls DeepLLL [21] as a
subroutine alternative to LLL. For the SVP challenge [9], DeepBKZ with block-
sizes β ≈ 40 found a number of new solutions (that is, shorter lattice vectors) in
dimensions from 102 to 125 within a few months over a PC (cf., BKZ 2.0 with
β = 75 and 20%-pruning [11] had found short lattice vectors in dimensions from
90 to 112 [7, Sect. 5.2]).

The duality of a lattice helps to develop a new reduction algorithm (see [16]
for dual lattices). For example, the primal-dual reduction [13], the slide reduc-
tion [10], and Self-Dual BKZ [18] make use of the duality. In this paper, we
develop a dual version of DeepBKZ. To develop it, we develop a dual version of
DeepLLL (Dual-DeepLLL), in which we consider a reordered basis given by

σ̂k,�(B) = [b1, . . . ,bk−1,bk+1, . . . ,b�,bk,b�+1, . . . ,bn] (1)

for a basis B = [b1, . . . ,bn] and k ≤ �. This is opposite to the deep insertion in
the primal DeepLLL [21]. By performing the basis transformation B ← σ̂k,�(B)
recursively, we reduce the dual basis D = (B−1)� = [d1, . . . ,dn]. In Dual-
DeepLLL, it requires to recompute the Gram-Schmidt orthogonalization (GSO)
information for the reordered basis σ̂k,�(B). We give an explicit formula to keep
track of the GSO information. This makes Dual-DeepLLL to run practically
like LLL. To develop Dual-DeepBKZ, we combine Dual-DeepLLL with the dual
enumeration by Micciancio and Walter [18, Sect. 7], which finds a short dual
lattice vector. As well as the primal DeepBKZ [26], in Dual-DeepBKZ with
blocksize β, every call of Dual-DeepLLL reduces the total number of calls of
the dual enumeration over local projected blocks B[h,j] for 2 ≤ j ≤ n with
h = max(j − β + 1, 1). For an input basis, Dual-DeepBKZ never computes the
dual basis, and it is as efficient as the primal DeepBKZ [26]. While forward
GSO vectors become shorter in processing of DeepBKZ, backward GSO vectors
b∗

i become longer in processing of Dual-DeepBKZ (equivalently, corresponding
dual-GSO vectors d†

i become shorter).
We demonstrate that Dual-DeepBKZ and DeepBKZ [26] solve several

instances of the LWE challenge [6,9], which have been published since 2016 to
test algorithms for solving the (search-)LWE problem. There are two approaches
for solving the search-LWE problem (see [1,3] for details); the BDD approach and
the embedding approach. The BDD approach requires to solve a particular case
of CVP, and dual HKZ reduction is suitable for solving CVP (e.g., Blömer [4]
improved an algorithm for solving CVP over a dual HKZ reduced basis). Since
Dual-DeepBKZ is a local block version of dual HKZ reduction, we adopt it in the
BDD approach. On the other hand, DeepBKZ is a local block version of primal
HKZ reduction, and it is suitable for the embedding approach. We implement



164 M. Yasuda et al.

both Dual-DeepBKZ and DeepBKZ, and report experimental results on their
running time for solving several LWE instances. In particular, we show some
experimental evidences that Dual-DeepBKZ reduces the cost of Liu-Nguyen’s
BDD enumeration [15] more effectively than BKZ in solving the LWE challenge.

Notation. The symbols Z and R denote the ring of integers and the field of real
numbers, respectively. Throughout this paper, we basically represent all vectors
in column format. For a vector a = (a1, . . . , an)� ∈ R

n, let ‖a‖ denote its
Euclidean norm defined by ‖a‖2 =

∑n
i=1 a2

i . For two vectors a = (a1, . . . , an)�

and b = (b1, . . . , bn)� ∈ R
n, we let 〈a,b〉 denote the inner product

∑n
i=1 aibi.

2 Preliminaries

We briefly review lattices and dual lattices, and the GSO for their bases. We
also present DeepLLL [21] and DeepBKZ [26].

2.1 Lattices and Bases

For a positive integer n, linearly independent vectors b1, . . . ,bn ∈ R
n define the

(full-rank) lattice

L(B) :=

{

n
∑

i=1

xibi : xi ∈ Z for all 1 ≤ i ≤ n

}

of dimension n with basis B = [b1, . . . ,bn] ∈ R
n×n. Every lattice has infinitely

many bases; If B1 and B2 are two bases such that L(B1) = L(B2), there exists a
unimodular matrix V ∈ GLn(Z) satisfying B1 = B2V. For a basis B of a lattice
L, the volume of L is defined as vol(L) = |det (B) | > 0, which is independent
of the choice of bases.

The GSO for a basis B is the orthogonal family B∗ = [b∗
1, . . . ,b

∗
n] ∈ R

n×n,
recursively defined by b∗

1 := b1 and

b∗
i := bi −

i−1
∑

j=1

μi,jb∗
j , μi,j :=

〈bi,b∗
j 〉

‖b∗
j‖2

for 1 ≤ j < i ≤ n. (2)

We note that a basis must be regarded as an ordered set for its GSO. Set U =
(μi,j) ∈ R

n×n, where we set μi,i = 1 for all i and μi,j = 0 for all j > i. Then

B = B∗U� and vol(L) =
n

∏

i=1

‖b∗
i ‖.

For each 2 ≤ � ≤ n, the orthogonal projection from R
n over the orthogonal

supplement of the R-vector space 〈b1, . . . ,b�−1〉R is defined as (we set π1 = id)

π� : Rn → 〈b1, . . . ,b�−1〉⊥
R

= 〈b∗
� , . . . ,b

∗
n〉, π�(x) =

n
∑

i=�

〈x,b∗
i 〉

‖b∗
i ‖2

b∗
i .
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2.2 Dual Lattices and Dual Bases

The dual of a lattice L is defined as

̂L := {x ∈ spanR(L) : 〈x,y〉 ∈ Z for ∀y ∈ L} ,

where spanR(L) denotes the R-vector space spanned by the vectors of L (that
is, spanR(L) � L ⊗Z R). The dual of a full-rank lattice L = L(B) with basis B
has a basis D =

(

B−1
)�. Write B = [b1, . . . ,bn] and D = [d1, . . . ,dn]. Then

the relation D�B = In is maintained, where In denotes the identity matrix of
size n (that is, 〈di,bj〉 = δij where δij denotes the Kronecker delta). This tells
how the dual basis D changes with respect to changes of the primal basis B.

Now define the GSO for the dual basis D as in case of the primal basis, but
going through the basis vectors in reverse order ; d†

n := dn and

d†
j := dj −

n
∑

i=j+1

μ̂j,id
†
i , μ̂j,i :=

〈dj ,d
†
i 〉

‖d†
i‖2

for 1 ≤ j < i ≤ n. (3)

Set μ̂j,j = 1 for all 1 ≤ j ≤ n. For each 1 ≤ � ≤ n − 1, let

τ� : Rn → 〈d�+1, . . . ,dn〉⊥
R

= 〈d†
1, . . . ,d

†
�〉R, τ�(x) =

�
∑

i=1

〈x,d†
i 〉

‖d†
i‖2

d†
i .

We also let τn = id. For a basis B = [b1, . . . ,bn] and 1 ≤ i ≤ j ≤ n, we denote
by B[i,j] the local projected block basis [πi(bi), πi(bi+1), . . . , πi(bj)]. Then its
dual basis is given by [τj(di), . . . , τj(dj)]. The particular case i = j shows

b∗
i

‖b∗
i ‖

=
d†

i

‖d†
i‖

and ‖b∗
i ‖ · ‖d†

i‖ = 1 (4)

for all 1 ≤ i ≤ n.

2.3 DeepLLL [21]

Schnorr and Euchner [21] proposed DeepLLL, an improvement of LLL [14].
In LLL, only adjacent basis vectors b�−1 and b� can be swapped for a basis
B = [b1, . . . ,bn]. In DeepLLL, non-adjacent basis vectors can be changed; For a
reduction parameter 1

4 < δ < 1, a basis vector b� is inserted between bk−1 and
bk for k < � if the deep exchange condition

‖πk(b�)‖2 < δ‖b∗
k‖2 (5)

is satisfied. In this case, the new GSO vector at the k-th position is given by
πk(b�), strictly shorter than the old GSO vector b∗

k.

Definition 1. For a reduction parameter 1
4 < δ < 1, we say that a basis B =

[b1, . . . ,bn] is δ-DeepLLL-reduced if the following two conditions are satisfied;



166 M. Yasuda et al.

(i) The basis B is size-reduced, namely, |μi,j | < 1/2 for all 1 ≤ j < i ≤ n.
(ii) We have ‖πk(b�)‖2 ≥ δ‖b∗

k‖2 for all 1 ≤ k < � ≤ n (The case � = k + 1 is
just Lovász’ condition [14] between bk and bk+1).

We note that B is said to be δ-LLL-reduced if it satisfies (i) and Lovász’ condi-
tion between bk and bk+1 for 1 ≤ k ≤ n − 1.

Every DeepLLL-reduced basis has a local property; If a basis B is δ-DeepLLL-
reduced, then the local block B[i,j] is also δ-DeepLLL-reduced for all i ≤ j.
Let Sn denote the group of permutations among n elements. For σ ∈ Sn and
B = [b1, . . . ,bn], we let σ(B) := [bσ(1), . . . ,bσ(n)] denote the reordered basis.
For 1 ≤ k < � ≤ n, we define σk,� ∈ Sn as σk,�(i) = i for 1 ≤ i < k or � < i ≤ n,
σk,�(k) = �, and σk,�(i) = i − 1 for k + 1 ≤ i ≤ �. Then

σk,�(B) = [b1, . . . ,bk−1,b�,bk, . . . ,b�−1,b�+1, . . . ,bn],

which is obtained by inserting b� between bk−1 and bk (i.e., a deep insertion).
DeepLLL takes a basis B of a lattice L and a reduction parameter 1

4 < δ < 1
as input, and outputs a δ-DeepLLL-reduced basis of L (see [5, Fig. 5.1] or [8,
Algorithm 2.6.3] for procedures of DeepLLL). In the below, we present the GSO
formula [26, Theorem 1] for the reordered basis σk,�(B), which makes DeepLLL
practical (see [26, Algorithm 4] for their GSO update algorithm):

Theorem 1 ([26]). Let B = [b1, . . . ,bn] be a basis, and B∗ = [b∗
1, . . . ,b

∗
n]

its GSO with coefficients μi,j and Bi = ‖b∗
i ‖2. For 1 ≤ k < � ≤ n, let C =

σk,�(B) = [c1, . . . , cn], and C∗ = [c∗
1, . . . , c

∗
n] its GSO. Then we have c∗

i = b∗
i

for 1 ≤ i ≤ k − 1 and � + 1 ≤ i ≤ n, c∗
k = πk(b�), and

c∗
i =

D
(�)
i

D
(�)
i−1

b∗
i−1 − μ�,i−1Bi−1

D
(�)
i−1

�
∑

h=i

μ�,hb∗
h

for k + 1 ≤ i ≤ �, where set D
(�)
j = ‖πj(b�)‖2 for 1 ≤ j ≤ �. With respect to the

squared lengths Ci = ‖c∗
i ‖2, we have Ck = D

(�)
k and

Ci =
D

(�)
i Bi−1

D
(�)
i−1

for k + 1 ≤ i ≤ �.

2.4 DeepBKZ [26]

For a basis [b1, . . . ,bn] and 1 ≤ j ≤ k ≤ n, we denote by L[j,k] the lattice
spanned by the local block basis B[j,k] of dimension k − j + 1. A basis B is
called (δ, β)-BKZ-reduced [21] with blocksize 2 ≤ β ≤ n and factor 1

4 < δ < 1
if it is δ-LLL-reduced and it satisfies ‖b∗

j‖ = λ1(L[j,k]) for all 1 ≤ j ≤ n with
k = min(j + β − 1, n), where λ1(L) denotes the first successive minimum of a
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lattice L. We simply call the basis β-BKZ-reduced when δ is unconscious. From
an input basis of a lattice L, BKZ [21, Sect. 6] finds a β-BKZ-reduced basis of
L. For higher blocksizes β, BKZ outputs a more reduced basis than LLL and
DeepLLL in practice (see [10] for their experimental results).

The original BKZ [21] uses LLL as a subroutine to reduce local bases B[j,k]

before enumeration (e.g., see [11] for enumeration) for finding a shortest vector
over L[j,k] (cf., BKZ 2.0 [7], an updated version of BKZ, calls aborted-BKZ with
small blocksizes for local blocks B[j,k] for higher blocksizes β ≥ 50). In contrast,
DeepBKZ [26, Algorithm 3] uses DeepLLL instead of LLL. From a basis of a
lattice L, it finds a DeepBKZ-reduced basis of L, defined as follows:

Definition 2. Let 1
4 < δ < 1 and β ≥ 2. A basis is called (δ, β)-DeepBKZ-

reduced if it is both δ-DeepLLL-reduced and β-BKZ-reduced.

A basis B = [b1, . . . ,bn] of a lattice L is called HKZ-reduced if the following
two conditions are satisfied; (i) The basis B is size-reduced. (ii) We have ‖b∗

i ‖ =
λ1(πi(L)) for all 1 ≤ i ≤ n. The notion of BKZ-reduction is a local block version
of HKZ-reduction (see [16, Definition 7.8] for HKZ-reduction). It is clear that
any HKZ-reduced basis is also (δ, β)-DeepBKZ-reduced for any 1

4 < δ < 1 and
β ≥ 2. Namely, DeepBKZ-reduction is a middle notion between BKZ-reduction
and HKZ-reduction.

3 Development of Dual-DeepBKZ

In this section, we develop Dual-DeepBKZ, a dual version of DeepBKZ [26].

3.1 Dual-DeepLLL

Here we develop Dual-DeepLLL, a dual version of DeepLLL, which we shall
embed into Dual-DeepBKZ as a main subroutine in the next subsection. Let
B = [b1, . . . ,bn] be a basis of a lattice L. For 1 ≤ k < � ≤ n, we define σ̂k,� ∈ Sn

by σ̂k,�(i) = i for 1 ≤ i < k or � < i ≤ n, σ̂k,�(�) = k, and σ̂k,�(i) = i + 1 for
k ≤ i ≤ � − 1 (cf., σk,� ∈ Sn). The reordered basis σ̂k,�(B) is given by (1), in
which the basis vector bk is inserted between b� and b�+1. In this paper, we call
the basis transformation B ← σ̂k,�(B) a dual deep insertion.

GSO Formula. To keep track of the GSO information of a new basis after a
dual deep insertion, we give an explicit formula for the GSO of C = σ̂k,�(B) like
Theorem 1. Let D = [d1, . . . ,dn] be the dual basis of B. Let D′ = [d′

1, . . . ,d
′
n]

denote the basis obtained by changing the order of basis vectors of D reversely
(i.e., d′

i = dn−i+1 for 1 ≤ i ≤ n). Consider the deep insertion σn−�+1,n−k+1

for D′, and set E′ = σn−�+1,n−k+1(D′) = [e′
1, . . . , e

′
n]. In the same manner, let

E = [e1, . . . , en] denote the basis obtained by changing the order of basis vectors
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of E′ reversely. Then E = σ̂k,�(D), and hence E�C = In since D�B = In.
Therefore E is the dual basis of C (this is why we call σ̂k,� a dual deep insertion):

B = [b1, . . . ,bn]
dual deep insertion−−−−−−−−−−−−→ C = σ̂k,�(B) = [c1, . . . , cn]

⏐

⏐

�dual dual

�

⏐

⏐

D = [d1, . . . ,dn] E = [e1, . . . , en] = σ̂k,�(D)
⏐

⏐

�reverse order reverse order

�

⏐

⏐

D′ = [d′
1, . . . ,d

′
n] −−−−−−−−−→

deep insertion
E′ = σn−�+1,n−k+1(D′) = [e′

1, . . . , e
′
n]

We remark that dual GSO process (3) for D (resp., E) coincides with primal
GSO process (2) for D′ (resp., E′) by the reverse order of GSO vectors. By
applying Theorem1 to the pair (D′,E′), we can obtain an explicit GSO formula
for E, and hence for C as follows:

Theorem 2. Let B = [b1, . . . ,bn] be a basis, and B∗ = [b∗
1, . . . ,b

∗
n] its GSO

with coefficients μi,j and Bi = ‖b∗
i ‖2. Let D = (B−1)� = [d1, . . . ,dn] denote

the dual basis of B, and D† = [d†
1, . . . ,d

†
n] its GSO with coefficients μ̂j,i. For

1 ≤ k < � ≤ n, set C = σ̂k,�(B) = [c1, . . . , cn], and let C∗ = [c∗
1, . . . , c

∗
n] denote

its GSO. Then

c∗
j =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

b∗
j (1 ≤ j ≤ k − 1 or � + 1 ≤ j ≤ n),

b∗
j+1 − μ̂k,j+1

̂D
(k)
j

j
∑

h=k

μ̂k,h

Bh
b∗

h (k ≤ j ≤ � − 1),

τ�(dk)
̂D
(k)
�

(j = �),

where we set ̂D
(k)
i := ‖τi(dk)‖2 for 1 ≤ k ≤ i ≤ n. For Cj = ‖c∗

j‖2, we have

Cj =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

Bj (1 ≤ j ≤ k − 1 or � + 1 ≤ j ≤ n),

̂D
(k)
j+1Bj+1

̂D
(k)
j

(k ≤ j ≤ � − 1),

1
̂D
(k)
�

(j = �).

Proof. Here we prove the formula for Cj = ‖c∗
j‖2 only. By Theorem 1, we have

‖e′∗
n−�+1‖2 = ‖πn−�+1(d′

n−k+1)‖2 and

‖e′∗
n−j+1‖2 =

‖πn−j+1(d′
n−k+1)‖2 · ‖d′∗

n−j‖2
‖πn−j(d′

n−k+1)‖2
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for k ≤ j ≤ � − 1. By using the notation for D and E, we can rewrite these
equations as ‖e†

�‖2 = ‖τ�(dk)‖2 = ̂D
(k)
� and

‖e†
j‖2 =

‖τj(dk)‖2 · ‖d†
j+1‖2

‖τj+1(dk)‖2 =
̂D
(k)
j · ‖d†

j+1‖2
̂D
(k)
j+1

for k ≤ j ≤ � − 1. By the duality for pairs (B,D) and (C,E), we have Bi =
‖d†

i‖−2 and Ci = ‖e†
i‖−2 from (4) for 1 ≤ i ≤ n. This completes the proof. ��

Computation of μ̂k,j and ̂D
(k)
i In Theorem 2, the dual basis D of B is required

in computing the GSO information of C = σ̂k,�(B). However, computation of
the dual basis is costly since it involves matrix inversion. Here we give a method
to compute μ̂k,j and ̂D

(k)
i without computing the dual basis; By (4), for any

1 ≤ k ≤ i ≤ n, we have

̂D
(k)
i =

i
∑

j=k

μ̂2
k,j‖d†

j‖2 =
i

∑

j=k

μ̂2
k,j

Bj
.

By this, it is sufficient to compute all μ̂k,j to obtain ̂D
(k)
i . It follows from (4) that

μ̂k,j = 〈dk,b∗
j 〉 for any k ≤ j ≤ n. For j = k, we have μ̂k,k = 1 by definition. For

j = k + 1, we have μ̂k,k+1 = 〈dk,bk+1〉 − ∑k
h=1 μk+1,h〈dk,b∗

h〉 = −μk+1,k from
b∗

k+1 = bk+1 − ∑k
h=1 μk+1,hb∗

h and 〈dk,bi〉 = δki (we remark that each b∗
h is

included in the space 〈b1, . . . ,bh〉R). In the same manner, we can compute all
μ̂k,j recursively from the GSO coefficients μi,j of B as μ̂k,k = 1 and

μ̂k,j = −
j−1
∑

h=k

μj,h〈dk,b∗
h〉 = −

j−1
∑

h=k

μj,hμ̂k,h (6)

for k + 1 ≤ j ≤ n.

Algorithm. Here we present a new reduction algorithm using dual deep inser-
tions, which we call “Dual-DeepLLL”. In the following, we define a dual notion
of DeepLLL-reduction:

Definition 3. Given a reduction parameter 1
4 < δ < 1, we say that a basis is

δ-Dual-DeepLLL-reduced if its dual basis is δ-DeepLLL-reduced.

Algorithm 1 is our Dual-DeepLLL. It takes a basis B = [b1, . . . ,bn] of a
lattice L and a reduction parameter 1

4 < δ < 1 as input, and outputs a δ-
Dual-DeepLLL-reduced basis of L. Dual-DeepLLL performs simple unimodular
transformations only over the primal basis B until its dual basis D = [d1, . . . ,dn]
is δ-DeepLLL-reduced. In particular, it involves no matrix inversion, and it is as
efficient as the primal DeepLLL [21]. In the following, we describe several key
procedures in Dual-DeepLLL (we use the same notation as in Theorem 2):
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Algorithm 1. Dual-DeepLLL
Input: A basis B = [b1, . . . ,bn] of a lattice L and a reduction parameter 1

4
< δ < 1

Output: A δ-Dual-DeepLLL-reduced basis B of L

1: Compute B∗ = [b∗
1, . . . ,b∗

n] of B with coefficients μi,j and Bi = ‖b∗
i ‖2 (set μi,i = 1)

2: μ̂n,n = 1 and k ← n − 1 /∗ μ̂j,i are the GSO coefficients of the dual basis D ∗/

3: while k ≥ 1 do

4: μ̂k,k = 1

5: for j = k + 1 to n do

6: μ̂k,j ← −
j−1
∑

h=k

μj,hμ̂k,h and q = �μ̂k,j� /∗ see (6) for computation of μ̂k,j ∗/

7: if q �= 0 then

8: bj ← bj + qbk /∗ size-reduce D = [d1, . . . ,dn] over B ∗/

9: μ̂k,� ← μ̂k,� − qμ̂j,� for j ≤ � ≤ n /∗ update μ̂k,� ∗/

10: μj,h ← μj,h + qμk,h for 1 ≤ h ≤ k /∗ update μj,h ∗/

11: end if

12: end for

13: D ←
n

∑

j=k

μ̂2
k,j

Bj
and � ← n /∗ D = ̂D

(k)
n = ‖τn(dk)‖2 ∗/

14: while � ≥ k + 1 do

15: if B� · D < δ then

16: B ← σ̂k,�(B) and update its GSO /∗ a dual deep insertion ∗/

17: k ← min(�, n − 1) + 1

18: else

19: D ← D −
μ̂2

k,�

B�
and � ← � − 1 /∗ update D = ̂D

(k)
� = ‖τ�(dk)‖2 ∗/

20: end if

21: end while

22: k ← k − 1

23: end while

(a) Dual deep exchange condition: In Dual-DeepLLL, a dual deep insertion σ̂k,�

for B is performed only if B� · ̂D
(k)
� < δ, which we call the dual deep exchange

condition (see Step 15 in Algorithm 1). By (4), this can be rewritten as
‖τ�(dk)‖2 < δ‖d†

�‖2, which is just the deep exchange condition (5) for D.
This implies that the dual basis of any output basis by Dual-DeepLLL sat-
isfies condition (ii) in Definition 1. To the contrary to the original DeepLLL,
the new GSO vector at the �-th position over the primal basis B after a
dual deep insertion is strictly longer than the old GSO vector b∗

� in Dual-
DeepLLL (over the dual basis D, the new dual-GSO vector is strictly shorter
than the old dual-GSO vector d†

� as in DeepLLL).
(b) Size-reducing the dual basis: In Step 8 of Algorithm 1, computation of bj ←

bj + qbk over the primal basis B corresponds to that of dk ← dk − qdj

over the dual basis D with q = �μ̂k,j� since D�B = In is maintained. This
makes the dual basis D size-reduced. By combining this with the argument
in (a), we see that the dual basis of any output basis by Dual-DeepLLL
satisfies both (i) and (ii) in Definition 1 (that is, any output basis is δ-Dual-
DeepLLL-reduced).
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(c) Efficient GSO update: In Step 16 of Algorithm1, it requires to update certain
GSO information of the primal basis B after every dual deep insertion. From
Theorem 2, we can construct an algorithm to update the GSO information
(see the next subsection). Such algorithm makes Dual-DeepLLL practical.

Remark 1. The insertion restriction technique [21, Comments in Sect. 3] for
DeepLLL can be adopted for Dual-DeepLLL; For a parameter ε > 0 (e.g.,
ε = 20), a dual deep insertion B ← σ̂k,�(B) is performed only in case of either
� ≥ n − ε + 1 or � ≤ k + ε. This restriction accelerates Dual-DeepLLL in perfor-
mance, but the output basis is not guaranteed to be Dual-DeepLLL-reduced.

Efficient GSO Update Algorithm. Here we give an efficient algorithm to
update some GSO information of the reordered basis C = σ̂k,�(B) by a dual
deep insertion. This algorithm can be adopted as a subroutine in Step 16 of
Algorithm 1. We use the same notation as in Theorem 2. For the GSO vectors
C∗ = [c∗

1, . . . , c
∗
n], we let

ξi,j =
〈ci, c∗

j 〉
‖c∗

j‖2
for 1 ≤ j < i ≤ n.

The GSO vectors c∗
j and their squared lengths Cj = ‖c∗

j‖2 are obtained from
Theorem 2. We can also compute the GSO coefficients ξi,j directly as follows:

Proposition 1. The GSO coefficients ξi,j are as follows:

(A) For j = �, we have ξi,� =
�

∑

h=k

μ̂k,hμi,h for � + 1 ≤ i ≤ n.

(B) For k ≤ j ≤ � − 1, we have

ξi,j =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

μi+1,j+1
̂D
(k)
j

̂D
(k)
j+1

− μ̂k,j+1

̂D
(k)
j+1Bj+1

j
∑

h=k

μ̂k,hμi+1,h (j + 1 ≤ i ≤ � − 1),

− μ̂k,j+1

̂D
(k)
j+1Bj+1

(i = �),

μi,j+1
̂D
(k)
j

̂D
(k)
j+1

− μ̂k,j+1

̂D
(k)
j+1Bj+1

j
∑

h=k

μ̂k,hμi,h (� + 1 ≤ i ≤ n).

(C) For 1 ≤ j ≤ k − 1, we have ξi,j = μi+1,j for k ≤ i ≤ � − 1 and ξ�,j = μk,j.
(D) For the other indices 1 ≤ j < i ≤ n, we have ξi,j = μi,j.

Proof. It follows from Theorem 2. ��
In Dual-DeepLLL, it is sufficient to update the GSO coefficients ξ�,j and the

squared lengths Cj . In Algorithm 2, we give an algorithm to efficiently update
some GSO information in Dual-DeepLLL. This algorithm is based on results of
Theorem 2 and Proposition 1.
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Algorithm 2. Update of some GSO information in Dual-DeepLLL
Input: Indices 1 ≤ k < � ≤ n, GSO information (μi,j) and Bi = ‖b∗

i ‖2 of a basis B,

and μ̂k,h for k ≤ h ≤ n and ̂D
(k)
i for k ≤ i ≤ n

Output: Updated GSO information (μi,j) and Bi of the new basis B ← σ̂k,�(B)
1: Copy (ξi,j) ← (μi,j)

2: for i = � + 1 to n: ξi,� ←
�

∑

h=k

μ̂k,hμi,h; /∗ by Proposition 1 (A) ∗/

3: /∗ by Proposition 1 (B) ∗/
4: for j = k to � − 1 do

5: for i = j + 1 to � − 1: ξi,j ← μi+1,j+1
̂D
(k)
j

̂D
(k)
j+1

− μ̂k,j+1

̂D
(k)
j+1Bj+1

j
∑

h=k

μ̂k,hμi+1,h;

6: ξ�,j ← − μ̂k,j+1

̂D
(k)
j+1Bj+1

7: for i = � + 1 to n: ξi,j ← μi,j+1
̂D
(k)
j

̂D
(k)
j+1

− μ̂k,j+1

̂D
(k)
j+1Bj+1

j
∑

h=k

μ̂k,hμi,h;

8: end for
9: for j = 1 to k − 1 do

10: for i = k to � − 1: ξi,j ← μi+1,j ; ξ�,j ← μk,j /∗ by Proposition 1 (C) ∗/
11: end for
12: Copy (μi,j) ← (ξi,j)

13: for j = k to � − 1: Bj ←
̂D
(k)
j+1Bj+1

̂D
(k)
j

; B� ← 1

D
(k)
�

/∗ by Theorem 2 ∗/

3.2 Dual-DeepBKZ

We define a dual notion of DeepBKZ-reduction as follows:

Definition 4. For 1
4 < δ < 1 and 2 ≤ β ≤ n, a basis B = [b1, . . . ,bn] is called

(δ, β)-Dual-DeepBKZ-reduced if its dual basis is (δ, β)-DeepBKZ-reduced, that
is, it is both δ-DeepLLL-reduced and β-BKZ-reduced.

Algorithm 3 is our Dual-DeepBKZ. It takes as input a basis B = [b1, . . . ,bn]
of a lattice L, a reduction parameter 1

4 < δ < 1 and a blocksize 2 ≤ β ≤ n.
It outputs a (δ, β)-Dual-DeepBKZ-reduced basis of L. The main components
of Dual-DeepBKZ are Dual-DeepLLL (Algorithm 1) and Dual-Enumeration by
Micciancio and Walter [18, Sect. 7]. In the following, we describe several key
procedures of Dual-DeepBKZ:

(a) Call of Dual-Enumeration: For a search bound A > 0, Dual-Enumeration
enumerates all vectors x = (x1, . . . , xn)� ∈ Z

n over a basis B = [b1, . . . ,bn]
of a lattice L such that it satisfies ‖v‖2 ≤ A for the dual lattice vector v ∈ ̂L

with xi = 〈v,bi〉 for all 1 ≤ i ≤ n (for any z ∈ ̂L, it satisfies 〈z,bi〉 ∈ Z

for all 1 ≤ i ≤ n). In Step 6 of Algorithm3, we call Dual-Enumeration over
the local block B[h,j] for 2 ≤ j ≤ n with h = max(j − β + 1, 1), to find a
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Algorithm 3. Dual-DeepBKZ
Input: A basis B = [b1, . . . ,bn] of a lattice L and a reduction parameter 1

4
< δ < 1,

and a blocksize 2 ≤ β ≤ n
Output: A (δ, β)-Dual-DeepBKZ-reduced basis B of L
1: B ← Dual-DeepLLL(B, δ) and flag ← 1 /∗ compute μi,� and ‖b∗

i ‖2 ∗/
2: while flag ≥ 1 do
3: flag ← 0
4: for j = n downto 2 do
5: h ← max(j − β + 1, 1)
6: x ← Dual-Enum(μ[h,j], ‖b∗

h‖2, . . . , ‖b∗
j ‖2, A) /∗ over the local block B[h,j],

enumerate all coefficient vectors x = (xh, . . . , xj) ∈ Z
j−h+1 of v ∈ ̂L with

‖τj(v)‖2 ≤ A for a search bound A (e.g., set A = 0.99/‖b∗
j ‖2) ∗/

7: if x �= (0, . . . , 0, 1) then
8: flag ← flag + 1
9: Insert v ∈ ̂L into the dual basis of B at the j-th position to obtain a new

basis B /∗ see [19, Sect. 7] for details ∗/
10: B ← Dual-DeepLLL(B, δ) at stage j
11: end if
12: end for
13: end while

short dual lattice vector v ∈ ̂L satisfying ‖τj(v)‖2 < 1/‖b∗
j‖2, equivalently,

‖τj(v)‖2 < ‖d†
j‖2 by (4) for the dual basis D = [d1, . . . ,dn] of B.

(b) Insertion of dual lattice vectors: In Step 9 of Algorithm 3, we insert such
a short vector v ∈ ̂L into D at the j-th position to obtain a new basis
of L. This is achieved by certain unimodular transformation over a primal
basis [18, Sect. 7]. The dual lattice of the new basis has τj(v) as the j-th
dual-GSO vector, strictly shorter than the old dual-GSO vector d†

j .
(c) Call of Dual-DeepLLL: In Steps 1 and 10 in Algorithm3, we call Dual-

DeepLLL to reduce every local block B[h,j] before Dual-Enumeration. Since
the dual basis [τj(dh), . . . , τj(dj)] of B[h,j] is δ-DeepLLL-reduced, any dual
basis vector di can not be found by Dual-Enumeration over B[h,j] if we set
δ ≈ 1 (we used δ = 0.99 in our experiments). In other words, every short
dual basis vector di is inserted into the dual basis D in Dual-DeepLLL.
Like the primal DeepBKZ [26], this reduces the total number of calls of
Dual-Enumeration.

Remark 2. Dual-DeepBKZ terminates if the dual-GSO vector d†
j is the shortest

over the dual basis of the local block B[h,j] for all 2 ≤ j ≤ n with h = max(j −
β + 1, 1). Hence the dual basis of any output basis by Dual-DeepBKZ is (δ, β)-
DeepBKZ-reduced, that is, the primal basis is (δ, β)-Dual-DeepBKZ-reduced. In
a tour, Dual-DeepBKZ calls Dual-Enumeration over every block B[h,j] backward
from j = n to 2. Hence, in processing of Dual-DeepBKZ, backward dual-GSO
vectors d†

j become shorter, equivalently, backward GSO vectors b∗
j of the primal

basis become longer. Conversely, forward GSO vectors b∗
i become shorter since

vol(L) =
∏n

i=1 ‖b∗
i ‖ is constant (see right-side of Figs. 1 and 2 below).
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4 Application to Solving the LWE Challenge

Since 2016, sample LWE instances have been published in the web page of [9]
to test algorithms that solve the (search-)LWE problem proposed by Regev [19]
(see also [6] for details on the LWE challenge). In this section, we apply both
Dual-DeepBKZ (Algorithm 3) and DeepBKZ [26] for solving the LWE challenge,
and report experimental results on their total running time.

4.1 The LWE Challenge and BDD Strategy

Here we describe the parameter setting of the LWE challenge [6,9], and present
the BDD strategy [1, Sect. 4.2], which is useful to solve the LWE problem.

Parameter Setting of the LWE Challenge. Let n be a security parameter,
q an odd prime modulus parameter, and χ = DZ,σ denote the discrete Gaussian
distribution over Z with mean 0 and standard deviation σ > 0. We let Zq denote
a set of representatives of integers modulo q in the interval (−q/2, q/2), that is,
Zq = Z ∩ (−q/2, q/2) (this notation is not standard in mathematics, but seems
specific in cryptography). The search-LWE problem with limited number m of
LWE samples is to recover a secret vector s ∈ Z

n
q from an LWE instance (A,b),

where A = [a1, . . . ,am] is an n × m matrix over Zq and b = (b1, . . . , bm)� is a
vector of length m over Zq with

b ≡ A�s + e mod q (7)

for an error vector e = (e1, . . . , em)� ∈ Z
m (i.e., it satisfies bi ≡ 〈ai, s〉+ei mod q

for all 1 ≤ i ≤ m). Here all entries of both A and s are uniformly random over
Zq, while every entry of e is sampled from the distribution χ. In the LWE
challenge [6,9], every LWE instance (A,b) is characterized by a pair (n, α) with
40 ≤ n ≤ 120 and 0.005 ≤ α ≤ 0.070 (different from the notation in this
paper, all vectors are represented in row format in the web page of [9]). Each
pair (n, α) determines three parameters m, q, σ; (i) m = n2. (ii) q is the smallest
prime number exceeding m. (iii) σ = αq.

BDD Strategy. This is to regard the search-LWE problem as the BDD prob-
lem [1, Sect. 4.2]. As seen from previous records in the web page of [9], the BDD
strategy seems the most suitable for solving the LWE challenge among a number
of strategies to solve the search-LWE problem (see [1,3] for strategies). Given
an LWE instance (A,b) with parameters q,m, n, let

Λq(A) :=
{

x ∈ Z
m : x ≡ A�z mod q for some z ∈ Z

n
q

}

denote the m-dimensional q-ary lattice (see [17, Sect. 2] for q-ary lattices). We
can regard (A,b) as a BDD instance over Λq(A); We regard b as a target
vector bounded in distance from the lattice vector v := A�s ∈ Λq(A). The
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BDD strategy is successful if we could find the lattice vector v close to b with
distance ‖b − v‖ equal to ‖e‖, which is bounded by sizes of m and σ (we can
easily recover the secret vector s from v).

There are two approaches in the BDD strategy; (A) The decoding approach
(or the BDD approach) [1, Sect. 5.4] is to find the lattice vector v over Λq(A)
using an approximate-CVP method such as Babai’s nearest plane algorithm (see
Subsect. 4.2 below). (B) The embedding approach [1, Sect. 5.5] reduces the BDD
problem to unique-SVP [16, p. 191] by embedding v as a shortest lattice vector
over a certain lattice (see Subsect. 4.3 below).

4.2 Decoding Approach and Dual-DeepBKZ

Here we adopt Dual-DeepBKZ in the decoding approach of the BDD strategy
for solving the LWE challenge, and show several experimental results.

Procedures. Given an LWE instance (A,b) with parameters q,m, n. For the
n×m matrix A = [a1, . . . ,am], we use only the first d vectors a1, . . . ,ad for d ≤ m
(more generally, we can extract d column vectors freely from A). Suitable d shall
be chosen in our experiments (see Table 1 below). Procedures of the decoding
approach for recovering the secret vector s ∈ Z

n
q are the following three steps:

1. For the sub-matrix Ad = [a1, . . . ,ad] of A, construct a d × (d + n) matrix

C =
(

qId | A�
d

)

.

Note that the columns of C form a system of generators of the d-dimensional
q-ary lattice L := Λq(Ad). Compute a basis B of L by performing Hermite
normal form (HNF) or modified-LLL for C (see [8, Chap. 2] for details).

2. Reduce B by lattice basis reduction.
3. For the sub-vector bd = (b1, . . . , bd)� of b of length d, it satisfies bd ≡

Bz + ed mod q for some z ∈ Z
d, where ed denotes the sub-vector of the

error vector e ∈ Z
m of length d. Then solve the BDD instance (B,bd) over

L = L(B) to recover ed. Since by (7) we have

bd ≡ A�
d s + ed mod q,

we can also recover the secret vector s ∈ Z
n
q from the triple (Ad,bd, ed).

Our Implementation. We implemented the above procedures for solving the
LWE challenge in C++ programs with the NTL library [22]. For Step 1, we
used LLL in the NTL library to obtain a basis B of the lattice L. For Step 2, we
used BKZ FP with blocksize 20 (floating point implementation of BKZ) in the
NTL library as a preprocessing, and then called Dual-DeepBKZ with blocksizes
β ≥ 20 to reduce B. In particular, we used ε = 20 as a parameter of the insertion
restriction for Dual-DeepLLL, a subroutine of Dual-DeepBKZ (see Remark 1 for
the restriction). For Step 3, we adopted Liu-Nguyen’s BDD enumeration [15] for
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the BDD instance (B,bd) to find the error vector ed of length d. For a bounding
function R2

1 ≤ · · · ≤ R2
d, the BDD enumeration finds a lattice vector v ∈ L(B)

satisfying ‖πd+1−k(v − b)‖ ≤ Rk for all 1 ≤ k ≤ d. For two parameters c and p,
we set

R2
i = cR2 · min

{

i + p

d
, 1

}

for 1 ≤ i ≤ d (8)

with R2 = σ2d = (αq)2d, which is linear pruning extended by p. In our experi-
ments, we fixed p = 5 and used c ≈ 1.0 (note that ‖ed‖2 ≈ R2 since every entry
of ed should have been sampled from the distribution χ = DZ,σ).

For our experiments, we implemented Dual-DeepBKZ (Algorithm 3) and the
BDD enumeration [15, Algorithm 4] in C++ programs with help of the NTL
library. In Dual-DeepBKZ, we did not use any pruning technique [11] for Dual-
Enumeration (namely, we used Dual-Enumeration with full enumeration set-
ting). In our implementation, we used the int data type for the lattice basis B,
and the long double for its GSO information. We also used the gcc 6.4.0 compiler
with option O3 -std=c++11. Furthermore, we used a single thread of a 64-bit
PC with Intel Xeon CPU E3-1225 v5@3.30 GHz and 4.0 GB RAM.

Experimental Results. In Table 1, we summarize our experimental results on
the total running time to solve several instances in the LWE challenge [6,9] by
the decoding approach. In our experiments, for α = 0.005, we set d ≈ 3n for
40 ≤ n ≤ 60 to reduce a basis B effectively by Dual-DeepBKZ with blocksizes
up to β ≈ 40 (choice of suitable d depends on lattice basis reduction). For larger
α, we used somewhat larger d than 3n. Furthermore, we raised a blocksize of
Dual-DeepBKZ one by one from 20 up to the β written in Table 1 so that the
error vector ed of length d is included in the range of extended linear pruning (8)
of BDD enumeration for some 1.0 ≤ c ≤ 1.2. In our experiments, we sampled a
number of pseudo error vectors e′

d of length d from the distribution χ = DZ,σ,
and verify whether most of e′

d satisfy ‖πd+1−k(e′
d)‖ ≤ Rk for all 1 ≤ k ≤ d with

bounding function R2
1 ≤ · · · ≤ R2

d given by (8). If so, we estimate that the target
error vector ed would also satisfy the same condition with high probability.

Comparison with [25]. At ACNS 2017, Xu et al. [25] reported their experimental
results on solving almost the same LWE instances as in Table 1 by the decoding
approach. They used BKZ in the fplll library [23] and their parallelized Liu-
Nguyen’s BDD enumeration [15] with extreme pruning. They chose d so that the
running costs of lattice basis reduction and the BDD enumeration are almost
equal in order to minimize the total running cost. In the following, we compare
our results (Table 1) with their results [25, Table 2] for large LWE instances:

(i) For (n, α) = (40, 0.015), they used d = 120, and β = 18 for a blocksize of
BKZ. It took 12 and 10 s respectively for BKZ and the BDD enumeration
with extreme pruning, but it required 819 trials to find the error vector ed

of length d (extreme pruning is very fast, but the probability to find the
desired vector is very low). According to their results [25, Table 2], it took
18403 s ≈ 5.1 h (> (12 + 10) × 819 s) in total for solving this LWE instance
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Table 1. Total running time to solve several instances in the LWE challenge [6,9] by
the decoding approach (In a preprocessing, we used BKZ FP with blocksize 20 in the
NTL library [22]. We also used Dual-DeepBKZ (Algorithm 3) with blocksizes up to β
to obtain a reduced lattice basis, and the BDD enumeration [15, Algorithm 4] with
extended linear pruning (8) to recover the error vector ed of length d)

n α d BKZ FP Dual-DeepBKZ BDD Enum. Total time

40 0.005 120 6 s 5 s (β = 20) < 0.01 s (c = 1.2) 11 s

0.010 130 9 s 4 s (β = 20) 0.03 s (c = 1.0) 13 s

0.015 140 15 s 8,076 s (β = 37) 240 s (c = 1.0) 8,331 s ≈ 2.3 h

45 0.005 140 13 s 31 s (β = 20) < 0.01 s (c = 1.0) 44 s

0.010 140 14 s 453 s (β = 30) 476 s (c = 1.1) 943 s ≈ 15.7 m

50 0.005 150 18 s 29 s (β = 20) 0.02 s (c = 1.2) 47 s

55 0.005 160 19 s 383 s (β = 28) 1.95 s (c = 1.1) 404 s ≈ 6.7 m

60 0.005 180 34 s 44,394 s (β = 36) 1,001 s (c = 1.1) 45,429 s ≈ 12.6 h

(over a single thread of a desktop with Intel Core i7@3.60 GHz CPU and
32 GB 1600 MHz DDR3 memory). In contrast, we used d = 140, and up to
β = 37 for blocksizes of Dual-DeepBKZ. It took about 15, 8076, and 240 s
respectively for BKZ FP (with blocksize 20), Dual-DeepBKZ and the BDD
enumeration with extended linear pruning (8) for c = 1.0 (cf., c = 0.8 was
used in [25] for efficiency). Since only one trial is required in our case, it took
8, 331 s ≈ 2.3 h in total, about 2.2 times faster than [25].

(ii) For (n, α) = (60, 0.005), Xu et al. [25] used d = 140. It took about 27 and 24
hours respectively for BKZ with blocksize β = 28 and the BDD enumeration
with extreme pruning (they used 720 threads on the Amazon EC2 platform,
but the running time is converted over a single thread). Therefore it took
about 51 h in total for solving this LWE instance. In contrast, we used d =
180, and up to β = 36 for blocksizes of Dual-DeepBKZ. It took 34, 44394, and
1001 s respectively for BKZ FP (with blocksize 20), Dual-DeepBKZ, and the
BDD enumeration with extended linear pruning (8) for c = 1.1 (cf., c = 0.8
was used in [25]). Therefore it took about 45, 429 s ≈ 12.6 h in total, about
4.0 times faster than [25].

Cost of full BDD Enumeration. Here we give experimental evidences that Dual-
DeepBKZ can reduce the BDD enumeration cost more efficiently than BKZ for
LWE instances. The cost of the BDD enumeration over a basis B = [b1, . . . ,bd]
with full enumeration setting R2

1 = · · · = R2
d = R2 is approximately given by

N =
d

∑

k=1

Hk with Hk =
Vk(R)

∏d
i=d+1−k ‖b∗

i ‖
for 1 ≤ k ≤ d, (9)

where Vk(R) denotes the volume of the k-dimensional ball with radius R > 0 [15,
Sect. 4]. In Figs. 1 and 2, we show experimental results on transition of the cost
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(a) Transition of log2(N) (b) GSA (log2 b∗
i for 1 ≤ i ≤ d)

Fig. 1. Transition of log2(N) and GSA by Dual-DeepBKZ and the fplll implementation
of BKZ with blocksizes β ≥ 20 for the basis B = [b1, . . . ,bd] in the decoding approach
for the LWE challenge by (n, α) = (40, 0.015) with d = 140, where N denotes the cost
of full BDD enumeration (9) for squared radius R2 = (αq)2d

(a) Transition of log2(N) (b) GSA (log2 b∗
i for 1 ≤ i ≤ d)

Fig. 2. Same as Fig. 1, but for (n, α) = (60, 0.005) with d = 180

of the full BDD enumeration with R2 = (αq)2d by Dual-DeepBKZ and the fplll
implementation of BKZ for the basis B in the decoding approach for large LWE
instances of (n, α) = (40, 0.015) and (60, 0.005):

– As seen from left-side of Figs. 1 and 2, for the same blocksize β, Dual-
DeepBKZ and the fplll implementation of BKZ might reduce the cost N
by the same degree. However, BKZ requires a huge amount of time even for
small blocksizes β ≈ 25. In other words, Dual-DeepBKZ runs much faster
than BKZ for blocksizes β ≥ 25, and hence Dual-DeepBKZ reduces the cost
N more effectively than BKZ within the same time (since the q-ary lattice
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Λq(Ad) includes many short lattice vectors of length q, it might take a long
time to run BKZ over the lattice).

– In right-side of Figs. 1 and 2, we present the GSA (Geometric Series Assump-
tion [20]) shape of bases B output by Dual-DeepBKZ and BKZ with differ-
ent blocksizes. As described in Remark 2, backward GSO vectors by Dual-
DeepBKZ are longer than by BKZ (conversely, forward GSO vectors by BKZ
are shorter). We see from the form of (9) that such GSA shape can reduce
the cost N of full BDD enumeration effectively.

4.3 Embedding Approach and DeepBKZ [26]

In this subsection, we adopt DeepBKZ [26] in the embedding approach for solving
the LWE challenge, and show several experimental results. While Dual-DeepBKZ
is useful to reduce the BDD enumeration cost, DeepBKZ is useful to find a short
lattice vector, and it is suitable for the embedding approach.

Procedures. Given an LWE instance (A,b) with parameters q,m, n. For the
n × m matrix A = [a1, . . . ,am], we use only the first d vectors a1, . . . ,ad for
d ≤ m as in the decoding approach (we can extract d column vectors freely from
A). Procedures of the embedding approach are the following two steps:

1. As in Step 1 of the decoding approach, from the sub-matrix Ad = [a1, . . . ,ad]
of A, compute a basis B of the d-dimensional q-ary lattice Λq(Ad). Further-
more, for the sub-vector bd = (b1, . . . , bd)� of b of length d, construct a
(d + 1) × (d + 1) matrix

T =
(

B bd

0d 1

)

,

where let 0d denote the row vector of length d with all entries 0. Let M :=
L(T) be the lattice spanned by the columns of T, and its dimension is d+1.
For the error vector ed of length d, the lattice M includes very short vectors
±w where we set

w :=
(

ed

1

)

≡
(

bd

1

)

−
(

A�
d s
0

)

mod q ∈ Z
d+1
q .

2. Reduce T by lattice basis reduction to find short lattice vectors ±w ∈ M .
Then we can recover ed, and hence s as in Step 3 of the decoding approach.

Our Implementation. For Step 1, we used LLL in the NTL libary to obtain
a basis T of the lattice M . For Step 2, we used BKZ FP with blocksize 20 in
a preprocessing, and called DeepBKZ [26] with blocksizes β ≥ 20 to reduce T.
We implemented DeepBKZ [26, Algorithm 3] in C++ programs. Our implemen-
tation for DeepBKZ is almost the same as in the decoding approach for Dual-
DeepBKZ. In particular, we did not use any pruning [11] for SVP enumeration
over every local block. As in Dual-DeepBKZ, we used the insertion restriction
with parameter ε = 20 for DeepLLL [21], a main subroutine in DeepBKZ.
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Table 2. Total running time to solve the same LWE instances as in Table 1 by the
embedding approach (We used the same d as in Table 1. In a preprocessing, we used
BKZ FP with blocksize 20 in the NTL library [22]. We used DeepBKZ [26] with block-
sizes up to β to find very short lattice vectors ±w ∈ M)

n α d BKZ FP DeepBKZ [26] Total time

40 0.005 120 7 s 1 s (β = 20) 8 s

0.010 130 9 s 13 s (β = 23) 22 s

0.015 140 15 s 74 s (β = 25) 89 s

45 0.005 140 13 s 4 s (β = 20) 17 s

0.010 140 15 s 838 s (β = 28) 853 s ≈ 14.2 m

50 0.005 150 18 s 13 s (β = 22) 31 s

55 0.005 160 19 s 79 s (β = 25) 98 s

60 0.005 180 34 s 2,152 s (β = 26) 2,186 s ≈ 36.4 m

Experimental Results. In Table 2, we summarize our experimental results
on the total running time to solve the same LWE instances as in Table 1 by
the embedding approach. We used the same d as in Table 1 (for such d, lattice
vectors ±w are the shortest over the lattice M). In our experiments, we raised
a blocksize of DeepBKZ one by one from 20 up to the β in Table 2.

(i) For (n, α) = (40, 0.015), we used DeepBKZ with blocksizes up to β = 25.
It took about 15 and 74 s for BKZ FP and DeepBKZ respectively, and only
89 s in total.

(ii) For (n, α) = (60, 0.005), we used DeepBKZ with blocksizes up to β = 26. It
took about 34 and 2152 s for BKZ FP and DeepBKZ respectively, and 2186 s
≈ 36.4 min in total.

Compared to Table 1, the embedding approach (Table 2) is much faster for these
LWE instances. This seems due to the difference of approaches (in our experi-
ments for the decoding approach, DeepBKZ was slower than Dual-DeepBKZ).

Remark 3. In Wang et al. [24] estimated the average and the minimum runtime
of progressive-BKZ [2] in the embedding approach for solving every instance
(n, α) of the LWE challenge with α = 0.005, by extrapolating their experimental
data over Intel Xeon CPU E5-2697 v2@2.70 GHz with 24 cores (over-clocked to
3.50 GHz and hyperthreads to 48 threads);

{

log2(Average Runtime (seconds)) = 0.0153n2 − 1.17n + 27.6,

log2(Minimum Runtime (seconds)) = 0.00584n2 − 0.208n + 2.21,
(10)

which are converted over a single thread [24, Sect. 4 and Fig. 2]. From their
estimates (10) for n = 60, we have 212.48 s on average and 210.754 on minimum.
In contrast, from Table 2, DeepBKZ required 2186 ≈ 211.094 s in our experiments.
This shows that DeepBKZ is as competitive as progressive-BKZ. But for large
n ≥ 65, DeepBKZ required a larger amount of time than progressive-BKZ in our
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experiments (this might be due to our implementation for such large cases with
lattice dimensions d ≥ 200).

5 Conclusion

In this paper, we have reported experimental results on the total running time
for solving several instances in the LWE challenge [6,9] (see Tables 1 and 2). We
called Dual-DeepBKZ (Algorithm 3) and DeepBKZ [26] in the decoding app-
roach and the embedding approach [1, Sects. 5.4 and 5.5], respectively. Our
results were obtained over a general-purpose 64-bit PC (Intel Xeon CPU E3-
1225 v5@3.30 GHz and 4.0 GB RAM) with non-optimal implementation in C++
programs with the NTL library [22]. We hope that our results would be a bench-
mark to develop new reduction algorithms for solving the LWE problem [19].
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D., Siim, S., van Vredendaal, C., Walter, M.: Creating cryptographic challenges
using multi-party computation: the LWE challenge. In: International Workshop on
ASIA Public-Key Cryptography-ASIAPKC 2016, pp. 11–20. ACM (2016)

7. Chen, Y., Nguyen, P.Q.: BKZ 2.0: better lattice security estimates. In: Lee, D.H.,
Wang, X. (eds.) ASIACRYPT 2011. LNCS, vol. 7073, pp. 1–20. Springer, Heidel-
berg (2011). https://doi.org/10.1007/978-3-642-25385-0 1

8. Cohen, H.: A Course in Computational Algebraic Number Theory. Graduate Texts
in Mathematics, vol. 138. Springer, Heidelberg (1993). https://doi.org/10.1007/
978-3-662-02945-9

9. T. U. Darmstadt, Lattice Challenge. http://www.latticechallenge.org/svp-
challenge/

https://doi.org/10.1007/978-3-662-49890-3_30
http://www2.nict.go.jp/security/pbkzcode/
https://eprint.iacr.org/2017/140
https://doi.org/10.1007/3-540-45022-X_22
https://doi.org/10.1007/978-3-642-25385-0_1
https://doi.org/10.1007/978-3-662-02945-9
https://doi.org/10.1007/978-3-662-02945-9
http://www.latticechallenge.org/svp-challenge/
http://www.latticechallenge.org/svp-challenge/


182 M. Yasuda et al.

10. Gama, N., Nguyen, P.Q.: Finding short lattice vectors within Mordell’s inequality.
In: Symposium on the Theory of Computing, STOC 2008, pp. 207–216. ACM
(2008)

11. Gama, N., Nguyen, P.Q., Regev, O.: Lattice enumeration using extreme pruning.
In: Gilbert, H. (ed.) EUROCRYPT 2010. LNCS, vol. 6110, pp. 257–278. Springer,
Heidelberg (2010). https://doi.org/10.1007/978-3-642-13190-5 13
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Abstract. Recently, efficient deterministic and invertible encodings on
some hyperelliptic curves in genus 1 and 2 using the technique in Elligator
2 (ACM CCS 2013) have been proposed. We have successfully generalized
their encodings for hyperelliptic curves of genus 3, 4 and 5. We have
found unified formulas (using Mersenne numbers) for the encodings into
the hyperelliptic curves of genus g ≤ 5: Hg : y2 = fg(x) = x(2g+1) +
a(2g−1)x

(2g−1) + a(2g−3)x
(2g−3) + . . . + a1x + a0. We have conjectured

that our method works on arbitrary genus.

Keywords: Deterministic encoding · Injective encoding
Elliptic curves-based cryptography · Hyperelliptic curves · Elligator
Random bit-string

1 Introduction

For the construction of cryptographic protocols or schemes [2,4] in (hyper)elliptic
curves-based cryptography, it is sometimes necessary to be able to represent
a bit-string as a point of an (hyper) elliptic curve [10,12,14]. In Elligator 2
(designed by Bernstein et al.: ACM CCS 2013 [1]), uniform elliptic curves-points
can be represented by uniform random strings of bits. Many authors have studied
the problem of designing deterministic encodings into (hyper) elliptic curves. In
the last decade, many deterministic encodings have been proposed for certain
families of elliptic curves and hyperelliptic curves.

• In 2006, Shallue and van de Woestijne [15] published the first type of encoding
function to ordinary elliptic curves (curves given by an equation of the form E
: y2 = x3 +ax+b). Ulas [16], in 2007, generalized and simplified the encoding
of Shallue and van de Woestijne by encoding in the curves C : y2 = xn+ax+b
and C ′ : y2 = xn + ax2 + bx. They were the first to publish an encoding to a
certain family of hyperelliptic curves in any genus.

• At CRYPTO 2009, Icart [8] defined a deterministic encoding function into the
elliptic curve E : y2 = x3+ax+b over finite fields Fq such that q ≡ 2 mod 3.

c© Springer International Publishing AG, part of Springer Nature 2018
A. Joux et al. (Eds.): AFRICACRYPT 2018, LNCS 10831, pp. 183–202, 2018.
https://doi.org/10.1007/978-3-319-89339-6_11
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Kammerer et al. [9] have introduced in 2010 a series of new encodings based on
same principles as Icart’s function, namely solving curve equations in radicals.
They proposed an encoding into the Hessian curve E : x3+y3+1 = 3dxy, d �=
1 over Fq and the hyperelliptic curve H1,a,b : y2 = (x3 +3ax+2)2 +8bx3 over
Fq with q ≡ 2 mod 3.

• In 2013, Fouque et al. [5] proposed a new, essentially optimal geometric con-
struction for a large class of curves like the hyperelliptic curve Hλ

d : y2 =
λax5 + (c2 + 1/c2)x3 + x over Fq. In the same year, Bernstein et al. [1] pro-
posed two encodings namely Elligator 1 and Elligator 2. In Elligator 1, they
introduced an encoding into the Edwards curve E : y2 + x2 = 1 + dx2y2

over Fq, and in Elligator 2, they proposed an encoding into the curve
E : y2 = x3 + Ax2 + Bx with AB(A2 − 4B) �= 0 over Fq where q = pn, p > 2.

• In 2015, He et al. [7] proposed two deterministic encodings from Fq to gen-
eralized Huff curves. Yu et al. [11], in 2016, also proposed a deterministic
encoding from a finite field Fq to a twisted Edwards curve E when q ≡ 2
mod 3.

• In 2017, at Africacrypt-2017, Seck et al. [3] have proposed three encoding
functions into three different families of hyperelliptic curves by using the
technique in Elligator 2 of Bernstein et al. [1]. They showed that one can use
their encodings to design indifferentiable and deterministic hash functions
into the Jacobian of certain families of hyperelliptic curves using the result
of Farashahi et al. [6].

Contributions: The main results of this paper are based on the work of
Bernstein et al. [1] in Elligator 2 and of Seck et al. [3].

Our first contribution is the construction of four deterministic almost-
injective encoding functions ψi : Ri ⊂ Fq → Hi for i = 1, 3, 4, 5, where:

H1 : y2 = f1(x) = x3 + a1x + a0;

H3 : y2 = f3(x) = x7 + a5x
5 + a3x

3 + a1x + a0;

H4 : y2 = f4(x) = x9 + a7x
7 + a5x

5 + a3x
3 + a1x + a0;

H5 : y2 = f5(x) = x11 + a9x
9 + a7x

7 + a5x
5 + a3x

3 + a1x + a0.

Their almost-injectivity means that any point in the co-domain Hg have exactly
two pre-images (r,−r) in the domain Fq. Note that in case q is a prime, one can
restrict the domain to {0, . . . , (q−1)/2} in order to have an injective encoding for
each Hg. We show that one can invert these encodings under suitable conditions.

Our second contribution is an unified formula of the above encodings. We
design a deterministic almost-injective encoding function ψg : Rg ⊂ Fq → Hg

where g is a nonzero integer less than or equal to five. This encoding generalizes
the encoding in [3] ψ2 : R2 ⊂ Fq → H2 where H2 : y2 = f2(x) = x5 + a3x

3 +
a1x + a0 and our four encoding functions ψi, i = 1, 3, 4, 5.

Note that all these encodings depend on a parameter s that satisfies the sec-
ond degree equation αgs

2+βgs−γg = 0 where αg, βg and γg only depend on the
genus g of the hyperelliptic curve Hg. The main motivation of the construction
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of the encoding ψ5 is that after encoding into the hyperelliptic curves Hi for
i = 3, 4, we note that α2 = 3 is prime, α3 = 31 is prime and α4 = 127 is also a
prime integer. We first conjectured that αg is prime for any genus g ≥ 2. Unfor-
tunately α5 = 511 is not prime. We remark that αg = 22g−1 − 1 is a Mersenne
number for g ∈ {1, 2, 3, 4, 5}.

Based on these constructions, we conjectured that our method can be
extended for arbitrary genus g even if for cryptography use in case of Discrete
Logarithm Problem (DLP), one must restrict to g ≤ 4. So our encoding is only
for theoretical interest for g ≥ 5. Therefore the importance of our results lies
more on the theoretical side in case of hyperelliptic curves-based on DLP.

Organization of the paper: This paper is organised as follows.
In Sect. 2: We give some preliminaries such as definition of the square root func-
tion and of a quadratic character in finite fields, and some results from the
encoding into the hyperelliptic curve H2 of genus 2 of Seck et al. [3].
In Sect. 3: We give our new encodings over the hyperelliptic curves Hi, i =
1, 3, 4, 5. We show in this section under what conditions our encodings are invert-
ible.
In Sect. 4: We give a generalization of all encoding functions into the hyperelliptic
curves Hi, i = 1, 2, 3, 4, 5. And we conclude in Sect. 5.
In the Appendix, we give an implementation of our unified encoding using the
Sage computer-algebra system [13].

2 Preliminaries

2.1 Square Root Function

Let Fq be the finite field of q elements with q ≡ 3 mod 4, and set A = F
2
q =

{x2, x ∈ Fq}. Define the square root function
√· on A as follows:

√· : A → Fq : a 
→ √
a = a(q+1)/4

Then
√

a is called the principal square root of a. Also note that if q is an
odd prime, one can take

√
A = {0, 1, . . . , (q − 1)/2}.

2.2 Quadratic Character

Fix a prime power q ≡ 3 mod 4. We say that a in the finite field Fq is a quadratic
residue, if a is a square in Fq i.e. if there is m ∈ Fq such that a = m2. One then
defines the quadratic character as follows:

χ(a) =
(

a

q

)
=

⎧⎨
⎩

0, if a = 0 in Fq

1, if a is a nonzero square
−1, if a is not a square.

More generally, χ(a) = a
q−1
2 , χ(am) = χ(a)χ(m), χ( 1

a ) = χ(a) = 1
χ(a) if

a �= 0. If a is a square then a
q+1
4 is a square root of a, precisely the principal

square root of a and its square is a
q+1
2 = χ(a)a = a. Any square root m of a

satisfies m = χ(m)a
q+1
4 .
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2.3 An Almost-Injective Encoding on H2

Let us recall some results of Seck et al. [3] about injective encoding on a class of
hyperelliptic curves of genus 2.

Let Fq be a finite field with char(Fq) = p �= 2, 5, q = pn is an odd prime
power. We assume that q ≡ 7 mod 8, then 2 is a square.

Let s ∈ F
∗
q such that 7s2 + 20s − 100 = 0:

– If p �= 7 and q ≡ 7 mod 8, we have Δs = 3200 = 2 × 42 × 102 which is a

square, then s =
−10 ± 20

√
2

7
.

– If p = 7 and q ≡ 7 mod 8, then s = 5.

Let w ∈ F
∗
q be an arbitrary parameter. Let H2 : y2 = f2(x) = x5 + a3x

3 +

a1x + a0, with a3 = sw2, a1 =
sw4

2
, a0 =

s − 10
10

w5 be an hyperelliptic curve
of genus 2 over Fq with the previous conditions on q. Let u be a parameter such
that χ(u) = −1 and define the set R2 =

{
r ∈ F

∗
q , f2

(
[ur2(−50 − 35s) − 1]

) �= 0
}
.

(Algorithm 3 in [3] )
Input: The hyperelliptic curve H2, an element r ∈ R2

Output: A point (x, y) on H2

v := w[ur2(−50 − 35s) − 1];
ε := χ(v5 + a3v

3 + a1v + a0);

x :=
1 + ε

2
v +

1 − ε

2

(
w(−v + w)

v + w

)
;

y := −ε
√

x5 + a3x3 + a1x + a0;
return (x, y).

Algorithm 1. Genus2-Encoding1

Definition 1. (Definition 2 in [3] ) In the situation of Algorithm1, the encod-
ing function for the hyperelliptic curve H2 is the function ψ2 : R2 → H2 : r 
→
ψ2(r) = (x, y).

Theorem 1. (Theorem 3 in [3]) Algorithm1 computes a deterministic almost-
injective encoding ψ2 : R2 → H2 : r 
→ ψ2(r) = (x, y), in time O(log2+◦(1) q),
where Z2 = Fq \ R2 is a subset of Fq of at most 10 elements.

The inverse of the encoding function is given by the following theorem.

Theorem 2. (Theorem 4 in [3]) In the situation of Theorem1 and Definition
1, we have the following.

1. Let (x, y) be a point of the hyperelliptic curve H2, then (x, y) ∈ Im(ψ2) if
and only if uw(x + w)(−50 − 35s) is a nonzero square in Fq .

2. Let (x, y) ∈ Im(ψ2) and define r̄ as follows:
r̄ =

√
x+w

uw(−50−35s) if y /∈
√

F2
q and r̄ =

√
2w

u(x+w)(−50−35s) if y ∈
√

F2
q.

Then r̄ ∈ R2 and ψ1(r̄) = (x, y).
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3 New Almost-Injective and Invertible Encodings
into Hyperelliptic Curves

In this section, we propose four almost-injective encoding functions into four
families of hyperelliptic curves H3, H4, H5 and H1 using the approach of Bern-
stein et al. [1] in Elligator 2 for elliptic curves. We use the same approach as
Seck et al. ([3] Sect. 3) in order to find unified formulas of our encodings and
those of Seck et al. [3]. As mentioned in [3], our new encodings have the same
asymptotic complexity, namely O(log2+◦(1) q).
We suppose, in this section, that

– Fq is a finite field with char(Fq) = p and q = pn is an odd prime power. We
assume that q ≡ 7 mod 8, then 2 is a square;

– w ∈ F
�
q is an arbitrary parameter;

– u ∈ Fq is a parameter such that χ(u) = −1.

3.1 An Almost-Injective Encoding in Genus g = 3

In this subsection, we propose an almost-injective encoding into hyperelliptic
curves of genus 3.

Assume that char(Fq) = p �= 2, 3, 7. Let s ∈ F
∗
q such that 31s2+42s−441 = 0:

– If p �= 31 and q ≡ 7 mod 8, we have Δs = 56448 = 27 × 32 × 72 which is a
square, then s = −21±84

√
2

31 .
– If p = 31 and q ≡ 7 mod 8, then s = 21

2 .

Let H3 : y2 = f3(x) = x7 + a5x
5 + a3x

3 + a1x + a0, with a5 =
sw2, a1 = sw6

3 , a3 = 5sw4

3 and a0 = s−21
21 w7, be an hyperelliptic curve

of genus 3 over Fq with the previous conditions on q. Define the set R3 ={
r ∈ F

∗
q , f3(w[ur2(−651s − 441) − 1]) �= 0

}
.

Input: The hyperelliptic curve H3, an element r ∈ R3

Output: A point (x, y) on H3

v := w[ur2(−651s − 441) − 1];
ε := χ(v7 + a5v

5 + a3v
3 + a1v + a0);

x :=
1 + ε

2
v +

1 − ε

2

(
w(−v + w)

v + w

)
;

y := −ε
√

x7 + a5x5 + a3x3 + a1x + a0;
return (x, y).

Algorithm 2. Genus3-Encoding2

Definition 2. In the situation of Algorithm2, the encoding function for the
hyperelliptic curve H3 is the function ψ3 : R3 → H3 : r 
→ ψ3(r) = (x, y).

Theorem 3. Algorithm2 computes a deterministic almost-injective encoding
ψ3 : R3 → H3 : r 
→ ψ3(r) = (x, y), in time O(log2+◦(1) q), where Z3 = Fq \ R3

is a subset of Fq of at most 15 elements.
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Proof. 1. f3(v) �= 0 by definition of R3. Therefore ε = χ(v7 + a5v
5 + a3v

3 +
a1v + a0) �= 0.

2. x is well defined since v + w = 0 ⇔ r = 0 and 0 /∈ R3.
3. Let us prove that f3(x) is nonzero square.

– If ε = 1 i.e f3(v) is a nonzero square and x = v then f3(x) is a nonzero
square.

– If ε = −1 then we have x =
(

w(−v+w)
v+w

)
and f3(x) = 1

(v+ω)7

[
ω7(−v +

ω)7 +a5ω
5(−v +ω)5(v +ω)2 +a3ω

3(−v +ω)3(v +ω)4 +a1ω(−v +ω)(v +

ω)6 + a0(v + ω)7
]
. Using a5 = sw2, a1 =

sw6

3
, a3 =

5sw4

3
a0 =

s − 21
21

w7, after some computations, yields, the following: f3(x) =
(−62

21 sw7−2w7)v7+(2sw9−42w9)v5+( 10
3 sw11−70w11)v3+( 2

3 sw13−14w13)v+ 64
21 sw14

(v+w)7

Define β7 = (−62
21 sw7−2w7), β5 = (2sw9−42w9), β3 = (103 sw11−70w11),

β1 = (23sw13 − 14w13) and β0 = 64
21sw14.

Then f3(x) = β7
(v+w)7

[
v7 + β5

β7
v5 + β3

β7
v3 + β1

β7
v + β0

β7

]
. We have

β5

β7
=

21(2sw9 − 42w9)
−62sw7 − 42w7

=
w2(21s − 441)
(−31s − 21s)

. Since 31s2 + 42s − 441 = 0,

then 21s − 441 = −31s2 − 21s. So
β5

β7
=

w2(−31s2 − 21s)
−3ss − 21

= sw2 = a5.

β3

β7
=

( 103 sw11 − 70w11)
(−62

21 sw7 − 2w7)
=

10sw11 − 210w11

3
21 (−62sw7 − 42w7)

= 5
3w4

(
21(2s − 42)
−62s − 42

)
=

5
3w4

(
(21s − 441)
−31s − 21

)
= 5

3w4

(−31s2 − 21
−31s − 21

)
. So

β3

β7
= 5

3sw4 = a5.

β1

β7
=

( 23sw13 − 14w13)
(−62

21 sw7 − 2w7)
= 1

3

21(2sw13 − 42w13)
−62sw7 − 42w7

= w6

3

(21s − 441)
−62s − 441

=

w6

3

(−31s2 − 21s)
−31s − 21

= 1
3sw6 = a1.

β0

β7
=

64
21sw14

(−62
21 sw7 − 2w7)

=
64sw7

−62s − 42
=

32sw7

−31s − 21
. We have

31s + 42s − 441 = 0 ⇔ −31s − 42s + 441 = 0
⇔ −31s2 + 630s + 441 = 672s
⇔ (s − 21)(−31s − 21) = 32s ∗ 21

⇔ 32sw7

−31s − 21
=

s − 21
21

w7

So β0
β7

= 32sw7

−31s−21 = s−21
21 w7 = a0.
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We prove that f3(x) =
β7

(v + w)7
.f2(v). This implies that χ(f3(x)) =

χ(β7)χ(v + ω)χ(f3(v)) = −χ(β7(v + w)) since f3(v) is a nonzero non-
square. But, we have β7(v + w) = ω7 −31s−21

21

(
wur2(−651s − 441)

)
=

uw8r2(−31s − 21)2 = u
(
rw4(−31s − 21)

)2. Since r �= 0 in R3, then
χ(β7(v + w)) = χ(u) = −1. Hence χ(f3(x)) = 1, therefore f3(x) is a
nonzero square, we deduce that y = −ε

√
f3(x) is well-defined.


�
Theorem 4. In the situation of Theorem3 and Definition 2, we have the fol-
lowing.

1. Let (x, y) be a point of the hyperelliptic curve H3, then (x, y) ∈ Im(ψ3) if
and only if uw(x + w)(−441 − 651s) is a nonzero square in Fq .

2. Let (x, y) ∈ Im(ψ3) and define r̄ as follows:
r̄ =

√
x+w

uw(−441−651s) if y /∈
√

F2
q and r̄ =

√
2w

u(x+w)(−441−651s) if y ∈
√

F2
q.

Then r̄ ∈ R3 and ψ3(r̄) = (x, y).

Proof. 1. – Assume that (x, y) ∈ Im(ψ3).
• If ε = 1 then x = v. Hence x + w = 0 ⇔ v + w = 0 ⇔ r = 0

but we know that 0 /∈ R3. Now, we have uw(x + w)(−441 − 651s) =
uw(v + w)(−441 − 651s) = uw[ur2w(−441 − 651s)](−441 − 651s) =
u2w2r4(−441 − 651s)2.

• If ε = −1 then x = w(−v+w)
v+w , Hence x + w = 0 ⇔ −vw+w2

v+w = −w ⇔
w = 0 but we know that w ∈ F

�
q . Now we have uw(x + w)(−441 −

651s) = uw[w(−v+w)
v+w +w](−441−651s) = uw

v+w (2w2)(−441−651s) =
2w2

r2 , since v + w = uwr2(−441 − 651s) by Theorem 3, 2 is a square
when q ≡ 7 mod 8.

We conclude that uw(x + w)(−441 − 651s) is a nonzero square.
– Conversely assume that uw(x + w)(−441 − 651s) is a nonzero square

in Fq . Let us prove that (x, y) ∈ Im(ψ3). Put r̄ =
√

x+w
uw(−441−651s) if

y /∈
√

F2
q and r̄ =

√
2w

u(x+w)(−441−651s) if y ∈
√

F2
q. By above assumptions

x+w
uw(−441−651s) and 2w

u(x+w)(−441−651s) are well-defined and are nonzero
square, then r̄ is always well-defined.
Now, we are going to prove that r̄ ∈ R3 and (x, y) ∈ Im(ψ3). Define
v̄, ε̄, x̄, ȳ as in Algorithm 2. If y /∈

√
F2

q then r̄ =
√

x+w
uw(−441−651s) =⇒

v̄ = w[ur̄2(−441 − 651s) − 1] = w[x+w
w − 1] = x. So we have ε̄ =

χ(v̄7 + a5v̄
5 + a3v̄

3 + a1v̄ + a0) = χ(f3(v̄)) = 1. Hence x̄ = 1+ε̄
2 v̄ +

1−ε̄
2

(
ω(−v̄+ω)

v̄+ω

)
= v̄ = x and ȳ = −ε̄

√
x7 + a5x5 + a3x3 + a1x + a0 =

−√
x7 + a5x5 + a3x3 + a1x + a0 = y. Now if y ∈

√
F2

q then r̄ =√
2w

u(x+w)(−441−651s) , since v̄ = w[ur̄2(−441 − 651s) − 1] then v̄ = w w−x
x+w .
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Now, after some computations, we have: ε̄ = χ(v̄7 + a5v̄
5 + a3v̄

3 + a1v̄ +

a0) = χ
(( −62

21 sw7−2w7

(x+ω)7

)
(x7 + a5x

5 + a3x
3 + a1x + a0)

)
= χ

(
2 × 21 ×

w(x + w)(−31s − 21)
)

= χ(w(x + w)(−651s − 441)) = −1 because
uw(x+w)(−441−651s) is a nonzero square and χ(u) = −1. Since ε̄ = −1
then x̄ = ω(−v̄+ω)

v̄+ω = x and ȳ = −ε̄
√

x7 + a5x5 + a3x3 + a1x + a0 =√
x7 + a5x5 + a3x3 + a1x + a0 = y. In both cases we have x̄ = x and

ȳ = y. Since for all v̄, we have v̄7 + a5v̄
5 + a3v̄

3 + a1v̄ + a0 �= 0, then
f3(v̄) �= 0, thus r̄ ∈ R3.

2. Follows from the previous proof.

�

3.2 An Almost-Injective Encoding in Genus g = 4

Similarly to the above subsection, in this subsection, we propose an almost-
injective encoding into hyperelliptic curves of genus 4.
We assume that char(Fq) = p �= 2, 3. Let s ∈ F

∗
q such that 127s2+72s−1296 = 0:

– If p �= 127 and q ≡ 7 mod 8, we have Δs = 663552 = 213 × 34 which is a
square, then s = (−36 ± 288

√
2)/127.

– If p = 127 and q ≡ 7 mod 8, then s = 18.

Let H4 : y2 = f4(x) = x9 + a7x
7 + a5x

5 + a3x
3 + a1x + a0, with a7 = sw2, a5 =

7sw4

2 , a3 = 7sw6

3 , a1 = sw8

4 , a0 = s−36
36 w9 be an hyperelliptic curve of genus 4

over Fq with the previous conditions on q. Define the set
R4 =

{
r ∈ F

∗
q , f4(w[ur2(−2286s − 648) − 1]) �= 0

}
.

Input: The hyperelliptic curve H4, an element r ∈ R4

Output: A point (x, y) on H4

v := w[ur2(−2286s − 648) − 1];
ε := χ(v9 + a7v

7 + a5v
5 + a5v

5 + a3v
3 + a1v + a0);

x :=
1 + ε

2
v +

1 − ε

2

(
w(−v + w)

v + w

)
;

y := −ε
√

x9 + a7x7 + a5x5 + a3x3 + a1x + a0;
return (x, y).

Algorithm 3. Genus4-Encoding3

Definition 3. In the situation of Algorithm3, the encoding function for the
hyperelliptic curve H4 is the function ψ4 : R4 → H4 : r 
→ ψ4(r) = (x, y).

Theorem 5. Algorithm3 computes a deterministic almost-injective encoding
ψ4 : R4 → H4 : r 
→ ψ4(r) = (x, y), in time O(log2+◦(1) q), where Z4 = Fq \ R4

is a subset of Fq of at most 19 elements.

Proof. 1. f4(v) �= 0 by definition of R4. Therefore ε = χ(v9 + a7v
7 + a5v

5 +
a5v

5 + a3v
3 + a1v + a0) �= 0

2. x is well defined since v + w = 0 ⇔ r = 0 and 0 /∈ R4.
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3. Let us prove that f4(x) is nonzero square.
– If ε = 1 i.e f4(v) is a nonzero square and x = v then f4(x) is a nonzero

square.

– If ε = −1 then we have x =
(

w(−v+w)
v+w

)
and f4(x) =

g4(v)
(v + ω)9

with

g4(v) = ω9(−v +ω)9 +a7ω7(−v +ω)7(v +ω)2 +a5ω
5(−v +ω)5(v +ω)4 +

a3ω
3(−v + ω)3(v + ω)6 + a1ω(−v + ω)(v + ω)8 + a0(v + ω)7.

Using a7 = sw2, a1 =
sw8

4
, a3 =

7sw6

3
, a5 =

7sw4

2
a0 =

s − 36
36

w9,
after some computations, yields, the following:

f4(x) =
γ9v

9 + γ7v
7 + γ5v

5 + γ3v
3 + γ1v + γ0

(v + w)9
with γ9 = − 127

18 sw9 −
2w9; γ7 = 2sw11 − 72w11; γ5 = 7sw13 − 252w13; γ3 = 14

3 sw15 −
168w15; γ1 = 1

2sw17 − 18w17 and γ0 = 64
9 sw18.

This implies that f4(x)=
γ9

(v + w)9

(
v9+

γ7
γ9

v7+
γ5
γ9

v5+
γ3
γ9

v3+
γ1
γ9

v+
γ0
γ9

)
.

Now let us prove that
γ7
γ9

= a7,
γ5
γ9

= a5,
γ3
γ9

= a3,
γ1
γ9

= a1 and
γ0
γ9

= a0.

γ7
γ9

=
2sw11 − 72w11

− 127
18 sw9 − 2w9

=
(36s − 1296)w2

−127s − 36
w2. We have 127s2 + 72s −

1296 = 0 ⇔ 36s − 1296 = −127s2 − 36s; this implies that
γ7
γ9

=

(−127s2 − 36s)
−127s − 36

w2 = sw2.
γ5
γ9

=
7sw13 − 252w13

− 127
18 sw9 − 2w9

=
7(18s − 648)
−127s − 36

w4 =

7
2

(36s − 1296)
−127s − 36

w4 = 7
2

−127s2 − 36s

−127s − 36
w4 = 7

2sw4 = a5.

γ3
γ9

=
14
3 sw15 − 168w15

− 127
18 sw9 − 2w9

=
6(14s − 504)
−127s − 36

w6 =
7(12s − 432)
−127s − 36

w6 =

7
3

36s − 1296
−127s − 36

w6 = 7
3

−127s2 − 36s

−127s − 36
= 7

3sw6 = a3.

γ1
γ9

=
1
2sw17 − 18w17

− 127
18 sw9 − 2w9

=
9(s − 36)

−127s − 36
w8 = 1

4

36s − 1296
−127s − 36

w8 =
sw8

4
= a1.

γ0
γ9

=
64
9 sw18

− 127
18 sw9 − 2w9

=
128sw9

−127s − 36
. Now we know that 127s2 + 72s −

1296 = 0, we are going to use this equation to prove that 128s
−127s−36 =

s−36
36 .

127s2 + 72s − 1296 = 0 ⇔ 4608s = −127s2 + 4536s + 1296
⇔ 36 × 128s = (s − 36)(−127s − 36)

⇔ 128s

−127s − 36
=

s − 36
36

So
γ0
γ9

=
128sw9

−127s − 36
=

s − 36
36

w9 = a0.
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We prove that f4(x) =
γ9

(v + w)9
.f4(v). This implies that χ(f4(x)) =

χ(γ9)χ(v + ω)χ(f4(v)) = −χ(γ9(v + w)) since f4(v) is a nonzero non-
square. But, we have γ9(v + w) = ω9 −127s−36

18

(
wur2(−2286s − 648)

)
=

uw10r2(−127s − 36)2 = u
(
rw5(−127s − 36)

)2. Since r �= 0 in R4, then
χ(γ9(v + w)) = χ(u) = −1. Hence χ(f4(x)) = 1, therefore f4(x) is a
nonzero square, we deduce that y = −ε

√
f4(x) is well-defined.


�
Theorem 6. In the situation of Theorem5 and Definition 3, we have the fol-
lowing.

1. Let (x, y) be a point of the hyperelliptic curve H4, then (x, y) ∈ Im(ψ4) if
and only if uw(x + w)(−2286s − 648) is a nonzero square in Fq .

2. Let (x, y) ∈ Im(ψ4) and define r̄ as follows:
r̄ =

√
x+w

uw(−2286s−648) if y /∈
√

F2
q and r̄ =

√
2w

u(x+w)(−2286s−648) if y ∈
√

F2
q.

Then r̄ ∈ R4 and ψ4(r̄) = (x, y).

Proof. Similar to the proof of Theorem4. 
�

3.3 An Almost-Injective Encoding on Genus g = 5

We propose here an almost-injective encoding into hyperelliptic curves of genus 5.
We assume that char(Fq) = p �= 2, 5, 11. Let s ∈ F

∗
q such that 511s2 +110s−

3025 = 0:

– If p � 511 and q ≡ 7 mod 8, we have Δs = 6195200 = 211 × 52 × 112 which is

a square, then s =
−55 ± 880

√
2

511
.

– If p|511 and q ≡ 7 mod 8, then s = 55
2 .

Let H5 : y2 = f5(x) = x11 + a9x
9 + a7x

7 + a5x
5 + a3x

3 + a1x + a0, with a9 =

sw2, a7 = 6sw4, a5 =
42sw6

5
, a3 = 3sw8, a1 =

sw10

5
and a0 =

s − 55
55

w11,
be an hyperelliptic curve of genus 5 over Fq with the previous conditions on q.
Define the set R5 =

{
r ∈ F

∗
q , f5(w[ur2(−28105s − 3025) − 1]) �= 0

}
.

Input: The hyperelliptic curve H5, an element r ∈ R5

Output: A point (x, y) on H5

v := w[ur2(−28105s − 3025) − 1];
ε := χ(v9 + a9v

9 + a7v
7 + a5v

5v3 + a5v
5 + a1v + a0);

x :=
1 + ε

2
v +

1 − ε

2

(
w(−v + w)

v + w

)
;

y := −ε
√

x11 + a9x9 + a7x7 + a5x5 + a3x3 + a1x + a0;
return (x, y).

Algorithm 4. Genus5-Encoding4
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Definition 4. In the situation of Algorithm4, the encoding function for the
hyperelliptic curve H5 is the function ψ5 : R5 → H5 : r 
→ ψ5(r) = (x, y).

Theorem 7. Algorithm4 computes a deterministic almost-injective encoding
ψ5 : R5 → H5 : r 
→ ψ5(r) = (x, y), in time O(log2+◦(1) q), where Z5 = Fq \ R5

is a subset of Fq of at most 23 elements.

Proof. 1. f5(v) �= 0 by definition of R5. Therefore ε = χ(v9 + a9v
9 + a7v

7 +
a5v

5v3 + a5v
5 + a1v + a0) �= 0

2. x is well defined since v + w = 0 ⇔ r = 0 and 0 /∈ R5

3. Let us prove that f5(x) is nonzero square.
– If ε = 1 i.e f5(v) is a nonzero square and x = v then f5(x) is a nonzero

square.

– If ε = −1 then we have x =
(

w(−v+w)
v+w

)
and f4(x) =

g5(v)
(v + ω)11

. with

g5(v) = ω11(−v + ω)11 + a9ω
9(−v + ω)9(v + ω)2 + a7ω

7(−v + ω)7(v +
ω)4 +a5ω

5(−v +ω)5(v +ω)6 +a3ω
3(−v +ω)3(v +ω)8 +a1ω(−v +ω)(v +

ω)10 + a0(v + ω)11.

Using a9 = sw2, a7 = 6sw4, a5 =
42sw6

5
, a3 = 3sw8, a1 =

sw10

5
, a0 =

s − 55
55

w11, after some computations, yields, the following:

f5(x) =
η11v

11 + η9v
9 + η7v

7 + η5v
5 + η3v

3 + η1v + η0
(v + w)9

with

η11 = − 1022
55 sw11 − 2w11, η9 = 2sw13 − 110w13; η7 = 12sw15 −

660w15; η5 = 84
5 sw17−924w17; η3 = 6sw19−330w19; η1 = 2

5sw21−22w21

and η0 = 1024
55 sw22. The expression of the function f5 becomes:

f5(x) =
η11

(v + w)11
(
v11 + η9

η11
v9 + η7

η11
v7 + η5

η11
v5 + η3

η11
v3 + η1

η11
v + η0

)
.

Now our main goal is to prove that η9
η11

= a9; η7
η11

= a7; η5
η11

= a5; η3
η11

=
a3; η1

η11
= a1 and η0

η11
= a0.

η9
η11

=
2sw13 − 110w13

− 1022
55 sw11 − 2w11

=
55s − 3025
−511s − 55

w2. Now since 511s2 + 110s −
3025 = 0, we have 55s − 3025 = 511s2 − 55s. This implies that
η9
η11

=
−511s2 − 55s

−511s − 55
w2 = sw2 = a9.

η7
η11

=
12sw15 − 660w15

− 1022
55 sw11 − 2w11

=

55(6s − 55)
−511s − 55

w4 =
6(55s − 3025)
−511s − 55

w4 = 6 × −511s2 − 55s

−511s − 55
w4 = 6sw4 = a7.

η5
η11

=
84
5 sw17 − 924w17

− 1022
55 sw11 − 2w11

=
55
5

.
42s − 2310
−511s − 55

w6 =
42
5

.
55s − 3025
−511s − 55

w6 =

42
5

.
−511s2 − 55s

−511s − 55
w6 =

42
5

sw6 = a5.

η3
η11

=
6sw19 − 330w19

− 1022
55 sw11 − 2w11

=
55(3s − 165)
−511s − 55

w8 =
3(55s − 3025)
−511s − 55

w8 = a3.
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η1
η11

=
2
5sw21 − 22w21

− 1022
55 sw11 − 2w11

=
55
5

× s − 55
−511s − 210

w10 =
sw10

5
= a1.

η0
η11

=
1024
55 sw22

− 1022
55 sw11 − 2w11

=
512s

−511s − 55
w11.

511s2 + 110s − 3025 = 0 ⇔ 28160s = −511s2 + 28050s + +3025
⇔ 55 × 512s = (s − 55)(−511s − 55)

⇔ 512s

−511s − 55
=

s − 55
55

So
η0
η11

=
512s

−511s − 55
w11 =

s − 55
55

w11 = a0.

We prove that f5(x) =
η11

(v + w)11
.f5(v). This implies that χ(f5(x)) =

χ(η11)χ(v + ω))χ(f5(v)) = −χ(η11(v + w)) since f5(v) is a nonzero
non-square.
But, we have η11(v + w) = η11

−127s−36
18

(
wur2(−28105s − 3025)

)
=

uw10r2(−511s − 55)2 = u
(
rw6(−511s − 55)

)2. Since r �= 0 in R5, then
χ(η11(v + w)) = χ(u) = −1. Hence χ(f5(x)) = 1, therefore f5(x) is a
nonzero square, we deduce that y = −ε

√
f5(x) is well-defined.


�
Theorem 8. In the situation of Theorem7 and Definition 4, we have the fol-
lowing.

1. Let (x, y) be a point of the hyperelliptic curve H5, then (x, y) ∈ Im(ψ5) if
and only if uw(x + w)(−28105s − 3025) is a nonzero square in Fq .

2. Let (x, y) ∈ Im(ψ5) and define r̄ as follows:
r̄ =

√
x+w

uw(−28105s−3025) if y /∈
√

F2
q and r̄ =

√
2w

u(x+w)(−28105s−3025) if y ∈√
F2

q. Then r̄ ∈ R5 and ψ5(r̄) = (x, y).

Proof. Similar to the proof of Theorem4. 
�

3.4 Encoding in Genus g = 1 Using Our Technique

In this subsection, we show how one can encode into an elliptic curve given by
E = H1 : y2 = x3 + a1x + a0 over a finite field Fq where q ≡ 7 mod 8 using the
same approach as in the previous subsections.

We assume that char(Fq) = p �= 2, 3. Let s ∈ F
∗
q such that s2 + 6s − 9 =

0. Since q ≡ 7 mod 8, we have Δs = 72 = 23 × 32 which is a square, then
s = −3 ± 3

√
2. Let E = H1 : y2 = f1(x) = x3 + a1x + a0, with a1 = sw2 and
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a0 =
s − 3

3
w3, be an elliptic curve over Fq with the previous conditions on q.

Define the set R1 =
{
r ∈ F

∗
q , f1(w[ur2(−3s − 9) − 1]) �= 0

}
.

Input: The elliptic curve E = H1, an element r ∈ R1

Output: A point (x, y) on E
v := w[ur2(−3s − 9) − 1];
ε := χ(v3 + a1v + a0);

x :=
1 + ε

2
v +

1 − ε

2

(
w(−v + w)

v + w

)
;

y := −ε
√

x3 + a1x + a0;
return (x, y).

Algorithm 5. Genus1-Encoding5

Definition 5. In the situation of Algorithm5, the encoding function for the
elliptic curve E is the function ψ1 : R1 → E : r 
→ ψ1(r) = (x, y).

Theorem 9. Algorithm5 computes a deterministic almost-injective encoding
ψ1 : R1 → E : r 
→ ψ1(r) = (x, y), in time O(log2+◦(1) q), where Z1 = Fq \ R1

is a subset of Fq of at most 9 elements.

Proof. 1. f1(v) �= 0 by definition of R1. Therefore ε = χ(v3 + a1v + a0) �= 0
2. x is well defined since v + w = 0 ⇔ r = 0 and 0 /∈ R1.
3. Let us prove that f1(x) is nonzero square.

– If ε = 1 i.e f1(v) is a nonzero square and x = v then f1(x) is a nonzero
square.

– If ε = −1 then we have x =
(

w(−v+w)
v+w

)
and f1(x) = 1

(v+ω)3

[
ω3(−v +

ω)3 +a1ω(−v +ω)(v +ω)2 +a0(v +ω)3
]
. Using a1 = sw2, a0 =

s − 3
3

w3,

we have f1(x) = (−2sw3/3−2w3)v3+(2sw5−6w5)v+4sw6/3
(v+ω)3

f1(x) = (−2sw3/3−2w3)
(v+ω)3

(
v3 + (2sw5−6w5)

(−2sw3/3−2w3)v + 4sw6/3
(−2sw3/3−2w3)

)
.

We have (2sw5−6w5)
(−2sw3/3−2w3) = 3s−9

−s−3w2 = sw2 = a1 since 3s − 9 = −s2 − 3s

and 4sw6/3
(−2sw3/3−2w3) = s−3

3 w3 = a0 since s2 + 6s − 9 = 0 ⇔ 6s =

−s2 + 9 ⇔ 2s

−s − 3
=

s − 3
3

. We prove that f1(x) = (−2sw3/3−2w3)
(v+ω)3 .f1(v).

This implies that χ(f1(x)) = χ(−2sw3/3 − 2w3)χ(v + ω))χ(f1(v)) =
−χ(w(−3s−9s)(v+w)) since f1(v) is a nonzero non-square. But, we have
w(−3s−9s)(v +w) = w(−3s−9s)(wur2(−3s−9) = uw2r2(−3s−9s)2 =
u (rw(−3s − 9))2. Since r �= 0 in R1, then χ(w(−3s − 9s)(v + w)) =
χ(u) = −1. Hence χ(f1(x)) = 1, therefore f1(x) is a nonzero square, we
deduce that y = −ε

√
f1(x) is well-defined.


�
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Remark 1. We emphasize that we construct an encoding function into the elliptic

curve E = H1 : y2 = f1(x) = x3 + a1x + a0 with a1 = sw2 a0 =
s − 3

3
w3 in

order to find unified formulas in genus g ≤ 5 even if the family of these elliptic
curves is small.

Theorem 10. In the situation of Theorem9 and Definition 5, we have the fol-
lowing.

1. Let (x, y) be a point of the elliptic curve E, then (x, y) ∈ Im(ψ1) if and only
if uw(x + w)(−3s − 9) is a nonzero square in Fq .

2. Let (x, y) ∈ Im(ψ1) and define r̄ as follows:
r̄ =

√
x+w

uw(−3s−9) if y /∈
√

F2
q and r̄ =

√
2w

u(x+w)(−3s−9) if y ∈
√

F2
q. Then

r̄ ∈ R1 and ψ1(r̄) = (x, y).

Proof. Similar to the proof of Theorem4. 
�

4 Unified Formulas for the Five Encodings

Our main goal in this section is to find some formulas in order to unify the five
Algorithms [1, 2, 3, 4 and 5] and the Theorems [1, 4, 6, 8 and 10] (Tables 1, 2
and 3).

Table 1. Different families of hyperelliptic curves considered in this paper

Genus g Curve

1 H1 = E : y2 = f1(x) = x3 + a1x + a0

2 H2 : y2 = f1(x) = x5 + a3x
3 + a1x + a0

3 H3 : y2 = f2(x) = x7 + a5x
5 + a3x

3 + a1x + a0

4 H4 : y2 = f3(x) = x9 + a7x
7 + a5x

5 + a3x
3 + a1x + a0

5 H5 : y2 = f4(x) = x11 + a9x
9 + a7x

7 + a5x
5 + a3x

3 + a1x + a0

Table 2. The fundamental second degree equation and the different values of v defined
in Algorithms 1, 2, 3, 4 and 5.

Genus g Second degree equation Value of v

1 s2 + 6s − 9 = 0 v = w[ur2(−3s − 9) − 1]

2 7s2 + 20s − 100 = 0 v = w[ur2(−35s − 50) − 1]

3 31s2 + 42s − 441 = 0 v = w[ur2(−651s − 441) − 1]

4 127s2 + 72s − 1296 = 0 v = w[ur2(−2286s − 648) − 1]

5 511s2 + 110s − 3025 = 0 v = w[ur2(−28105s − 3025) − 1]
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Remark 2. 1. The parameter s ∈ F
∗
q satisfies the equation αgs

2 + βgs − γg = 0
where αg = 22g−1−1; βg = 2×g×deg(fg) = 4g2+2g and γg = (g×deg(fg))2 =
(2g2 + g)2.

2. Note that αg = 22g−1 − 1 is a Mersenne number and M2 = 3, M3 = 7, M4 =
127 are respectively the second, third and fourth prime Mersenne numbers.

Remark 3. v = v(g) = w[ur2(−mgs − ng) − 1] where

– mg =
1
2

× αg × βg if g is odd and mg =
1
4

× αg × βg if g is even.

– ng = (g × deg(fg))2 = (2g2 + g)2 if the genus g is odd and ng =
1
2

× (g ×
deg(fg))2 =

1
2

× (2g2 + g)2 if g is even.

Table 3. The relationship between the genus g and the values of the coefficients a0,
a1, a(2g−1) and a3 in the different hyperelliptic curves Hg.

Genus g a1 a(2g−1) a0 a3, g ≥ 3

1 sw2

1
sw2 s−3

3
w3 -

2 a1 = sw4

2
sw2 s−10

10
w5 -

3 a1 = sw6

3
sw2 s−21

21
w7 5sw4

3

4 a1 = sw8

4
sw2 s−36

36
w9 7sw6

3

5 a1 = sw10

5
sw2 s−55

55
w11 3sw8 = 9

3
sw8

Remark 4. Note that for any genus g ≤ 5, a0 =

(
s−(2g2+g)

)
(2g2+g) w(2g+1), a1 = sw2g

g ,
a(2g−1) = sw2 and a3 = 2g−1

3 sw2g−2 for g ≥ 3.

4.1 An Almost-Injective Encoding on Hg

Let g ∈ {1, 2, 3, 4, 5}. We assume that char(Fq) = p, p �= 2 and p � (2g2 + g).
Let s ∈ F

∗
q such that αgs

2 + βgs − γg = 0 where αg = 22g−1 − 1; βg = 4g2 + 2g
and γg = (2g2 + g)2. If p|αg then s = γg/βg otherwise p � αg; we have Δs =
β2

g + 4 × αg × γg and then s = (−βg ± √
Δs)/(2 ∗ αg).

Let Hg : y2 = hg(x) = x(2g+1)+a(2g−1)x
(2g−1)+a(2g−3)x

(2g−3)+. . .+a1x+a0

be an hyperelliptic curve of genus g over Fq with the previous conditions on q

where a0 =
(
s−(2g2+g)

)
(2g2+g) w(2g+1), a(2g−1) = sw2, a1 = sw2g

g for g ≥ 1, a3 =

2g−1
3 sw2g−2 for g ≥ 3, a5 =

7sw4

2
if g = 4 and a7 = 6sw4, a5 =

42sw6

5
if

g = 5. Define

– Rg =
{
r ∈ F

∗
q , hg(w[ur2(−mgs − ng) − 1]) �= 0

}
;
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– mg = 1
2 × αg × βg if the genus g is odd and mg = 1

4 × αg × βg if g is even
where αg = 22g−1 − 1 and βg = 4g2 + 2g;

– ng = (2g2 + g)2 if g is odd and ng =
1
2

× (2g2 + g)2 if g is even.

The following algorithm generalizes Algorithms 1, 2, 3, 4 and 5.

Input: The hyperelliptic curve Hg, an element r ∈ Rg

Output: A point (x, y) on Hg

v := v(g) = w[ur2(−mgs − ng) − 1];
ε := χ(v(2g+1) + a(2g−1)v

(2g−1) + a(2g−3)v
(2g−3) + . . . + a1v + a0);

x :=
1 + ε

2
v +

1 − ε

2

(
w(−v + w)

v + w

)
;

y := −ε
√

x(2g+1) + a(2g−1)x(2g−1) + a(2g−3)x(2g−3) + . . . + a1x + a0;
return (x, y).

Algorithm 6. Genus-g-Encoding6-Generalization

Definition 6. In the situation of Algorithm6, the encoding function for the
hyperelliptic curve Hg is the function ψg : Rg → Hg : r 
→ ψg(r) = (x, y).

Theorem 11. Algorithm6 computes a deterministic almost-injective encoding
ψg : Rg → Hg : r 
→ ψg(r) = (x, y), in time O(log2+◦(1) q), where Zg = Fq \ Rg

is a subset of Fq of at most (2g + 1)2 + 1 elements.

Proof. Follows from the Remarks 2, 3 and the Theorems 3, 5, 7, 9. 
�
Lemma 1. In the situation of Theorem11 and Definition 6, we have φg(r) =
φg(−r), ∀r ∈ Rg and #(φ−1

g (φg(r))) = 2, ∀r ∈ Rg (where #(f) means the
cardinal of f) .

Proof. Similar to the proof of Lemma 1 in [3]. 
�
Theorem 12. In the situation of Theorem11 and Definition 6, we have the fol-
lowing.

1. Let (x, y) be a point of the hyperelliptic curve Hg, then (x, y) ∈ Im(ψg) if
and only if uw(x + w)(−ng − mgs) is a nonzero square in Fq.

2. Let (x, y) ∈ Im(ψg) and define r̄ as follows:

r̄ =
√

x+w
uw(−ng−mgs) if y /∈

√
F2

q and r̄ =
√

2w
u(x+w)(−ng−mgs) if y ∈

√
F2

q.

Then r̄ ∈ Rg and ψg(r̄) = (x, y).

Proof. Follows from the Remark 3 and the Theorems 4, 6, 8, 10. 
�

4.2 Almost-Injective Encodings on Hg , g ∈ {6, 7, 8, 9}
Using the results in the previous subsection (Subsect. 4.1), we verify that Algo-
rithm6, Definition 6 and Theorems 11 and 12 can be extended to the families of
hyperelliptic curves Hg : y2 = hg(x) = x(2g+1)+a(2g−1)x

(2g−1)+a(2g−3)x
(2g−3)+

. . . + a1x + a0 of genus g ∈ {6, 7, 8, 9} where the coefficients of Hg are given in
the following table (Table 4).
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Table 4. Coefficients of Hg, 6 ≤ g ≤ 9

Genus g = 6 a0 =
(s − 78)

78
w13, a1 =

sw12

6
, a3 =

11

3
sw10, a5 =

33

2
sw8, a7 =

22sw6, a9 =
55

6
sw4, a11 = sw2

Genus g = 7 a0 =
(s − 105)

105
w15, a1 =

sw14

7
, a3 =

13

3
sw12, a5 =

143

5
sw10, a7 =

429

7
sw8, a9 =

143

3
sw3, a11 = 13sw4, a13 = sw2

Genus g = 8 a0 =
(s − 136)

136
w17, a1 =

sw16

8
, a3 =

15

3
sw14, a5 =

91

2
sw12, a7 =

143sw10, a9 =
715

4
sw8, a11 = 91sw8, a13 =

35

2
sw4, a15 = sw2

Genus g = 9 a0 =
(s − 171)

171
w19, a1 =

sw18

9
, a3 =

17

3
sw16, a5 = 68sw14, a7 =

884

3
sw12, a9 =

4862

9
sw10, a11 = 442sw8, a13 =

476

3
sw6, a15 =

68

3
sw4, a17 = sw2

5 Conclusion

We have successfully constructed four deterministic almost-injective encodings
φi, i = 1, 3, 4, 5 into four families of hyperelliptic curves H1, H3, H4 and H5 of
genus g = 1, 3, 4, 5 respectively. We have also constructed an unified deterministic
encoding into an hyperelliptic curve of genus g ≤ 5 that generalizes our four
encodings and those of Seck et al. In each case, we have showed in what conditions
one can invert the encoding function. We think that our encoding in genus g ≤ 5
can be extended to any genus.

Appendix: Implementation of Our Unified Encoding
ψg (Subsect. 4.1) Using the Sage Computer-Algebra
System [13] Available on GitHub [17]

class EncodingValidationOfParameters():
def __init__(self, q, u, w, g = 2, s=None):

self.R = FiniteField(q,"a")
self.a = self.R.gen()
self.poly = PolynomialRing(self.R,"x")
self.x = self.poly.gen()
self.q = q
self.u = self.value2Fq(u)
self.w = self.value2Fq(w)
self.s = s
self.g = g # g=genus of the curve
self.alpha_g = 2^(2*g-1)-1
self.beta_g = 4*g^2+2*g
self.gamma_g = (2*g^2+g)^2
self.mg = self.valueOfMg()
self.ng = self.valueOfNg()
#verification of the parameters
self._chekingOfParameters()
self._checkingValueOfTheParameterS()
self.coefs = self.coefficients()
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self.f = self.function()
self._chekingIfCurveIsHyperelliptic()

def __repr__(self):
eq = "y^2="+str(self.f)
return "Hyperelliptic curve defined by {} over finite field".format(eq)+""\

+" F_{}/< {} >".format(self.R.characteristic(),
str(self.R.modulus()).replace("x","a"))

def function(self):
g, R = self.g, self.R
t0, tn = [R(self.coefs[0])], [self.x^(2*g+1)]
poly_l = t0+[R(self.coefs[i])*self.x^(2*i-1) for i in range(1, g+1)]+tn
return sum(poly_l)

def valueOfMg(self):
if self.g % 2 == 0: return (1/4)*self.alpha_g*self.beta_g
else : return (1/2)*self.alpha_g*self.beta_g

def valueOfNg(self):
if self.g % 2 == 0: return (1/2)*(2*self.g^2+self.g)^2
else : return (2*self.g^2+self.g)^2

def coefficients(self):
g, s, w, R = self.g, self.s, self.w, self.R
coefs = [(R(s-(2*g^2+g))/R(2*g^2+g))*w^(2*g+1),

(s*w^(2*g))/R(g), R((2*g-1)/3)*s*w^(2*g-2)]
if g >= 3: coefs.append(s*w^2)
if g == 4: coefs.insert(3, R(7/2)*s*w^4)
if g == 5:

coefs.insert(3, R(42/5)*s*w^6)
coefs.insert(4, R(6)*s*w^4)

return coefs[:]
def value2Fq(self, value):

import re
search = re.compile("[a-zA-Z]+")
if isinstance(value, str):

return self.R(eval(search.sub("self.a",value).replace("^","**")))
else: return self.R(value)

def _chekingOfParameters(self):
""" We check if the parameters u,w,g,q satisfy the required conditions
"""
p, g = self.R.characteristic(), self.g
if (p% 2 == 0) or ((2*g^2+g)%p == 0):

raise ValueError("The characteristic of F{}".format(self.q)+""\
+" divise {}".format((2*g^2+g)))

if (self.q%8 != 7):
raise ValueError("q is different to 7 modulo 8".format(self.q))

if self.w.is_zero() or self.u.is_zero(): raise ValueError("w = 0 or u = 0 in Fq ")
if self.u.is_square(): raise ValueError("u is square in Fq")
if self.g not in range(1,6): raise ValueError("The genus g out of range(1,5)")

def _checkingValueOfTheParameterS(self):
p, g = self.R.characteristic(), self.g
alpha_g, beta_g, gamma_g = self.alpha_g, self.beta_g, self.gamma_g
if self.s is None:

if alpha_g % p == 0: self.s = gamma_g/beta_g
else:

delta_s = beta_g^2+4*alpha_g*gamma_g
self.s = self.R((-beta_g+self.R(delta_s).square_root())/(2*alpha_g))

def _chekingIfCurveIsHyperelliptic(self):
""" We check if f(x) doesn’t have a double root"""
solution_f, solution_fprime = self.f.roots(), self.f.derivative().roots()
f_roots = [root[0] for root in solution_f]
fprime_roots = [root[0] for root in solution_fprime]
if (set(f_roots) & set(fprime_roots)) != set():

raise ValueError("The function f={}".format(self.f)+" has double roots")

class EncodingAndInvertGenusg(EncodingValidationOfParameters):
def __init__(self, q, u, w, g=2, s = None):

EncodingValidationOfParameters.__init__(self,q, u, w, g = g, s=s)
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def _quadraticCharacter(self, value):
if self.R(value).is_zero(): return 0
elif self.R(value).is_square(): return 1
else: return -1

def valuesNotInDomainOfTheEncoding(self):
R, w, s, u, x = self.R, self.w, self.s, self.u, self.x
roots = self.f(w*(u*x^2*(R(-self.mg)*s+R(-self.ng))+R(-1))).roots()
return set([R(0)]) | set([root[0] for root in roots if root !=[]])

def encode(self, value):
""" The encoding function psi(r)=(x,y)"""
R, w, s, u, poly, a = self.R, self.w, self.s, self.u, self.poly, self.a
r = self.value2Fq(value)
if r in self.valuesNotInDomainOfTheEncoding():

raise ValueError("The encoding function is not defined at r={}".format(r))
v = w*(u*r^2*(R(-self.mg)*s+R(-self.ng))+R(-1))
e = epsilon = self._quadraticCharacter(self.f(v))
x = R((1+e)/2)*v+R((1-e)/2)*R(w*(-v+w)/(v+w))
y = R(-e)*R(self.f(x)).square_root()
return (x,y)

def decode(self, point):
""" The inverse of the encoding function"""
x,y,ng,mg = self.value2Fq(point[0]), self.value2Fq(point[1]), self.ng,self.mg
R, w, s, u, poly, a = self.R, self.w, self.s, self.u, self.poly, self.a
if not (y^2-self.f(x)).is_zero():

raise ValueError("The given value is not a point of the hyperelliptic curve")
if not (u*w*(x+w)*(R(-ng)+R(-mg)*s)).is_square():

raise Exception("u*w*(x+w)*(-ng-mg*s) is not a square in Fq")
r1 = ((x+w)/(u*w*(R(-ng)+R(-mg)*s))).square_root()
r2 = (R(2)*w/(u*(x+w)*(R(-ng)+R(-mg)*s))).square_root()
return "The preimages of ({} , {}) by the encoding function".format(x,y)+""\

+" are equal to ({} , {}) or ({} , {})".format(r1, R(-r1),r2, R(-r2))

#First example
q = 2^521-1
fe = EncodingAndInvertGenusg(q=q,u=3,w=5,g=2); print(fe)
pt = fe.encode(121); print("\n (x,y) = "+str(pt)+"\n")
dc = fe.decode(pt); print("\n"+str(dc)+"\n")
# Second example : we change the genus of the curve
ge = EncodingAndInvertGenusg(q=q,u=3,w=5,g=3); print(ge)
pt2 = ge.encode(121); print("\n (x,y) = "+str(pt2)+"\n")
dc2 = ge.decode(pt2); print("\n"+str(dc2)+"\n")
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Abstract. We show that the NISTPQC submission HILA5 is not secure
against chosen-ciphertext attacks. Specifically, we demonstrate a key-
recovery attack on HILA5 using an active attack on reused keys. The
attack works around the error correction in HILA5. The attack applies to
the HILA5 key-encapsulation mechanism (KEM), and also to the public-
key encryption mechanism (PKE) obtained by NIST’s procedure for
combining the KEM with authenticated encryption. This contradicts the
most natural interpretation of the IND-CCA security claim for HILA5.
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1 Introduction

HILA5 [13] is a public-key scheme designed by Saarinen and published at SAC
2017. HILA5 was submitted as a “Key Encapsulation Mechanism and Public
Key Encryption Algorithm” [12] to NIST’s call [10] for post-quantum proposals.
HILA5’s design is based on Ring Learning With Errors (RLWE) over NTRU
NTT rings. HILA5 takes the same ring parameters as New Hope [2] and changes
the reconciliation method by which Alice and Bob achieve the same key to get
a much lower chance of decryption failures.

The HILA5 submission [12] states
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This design also provides IND-CCA secure KEM-DEM [CS03] public key
encryption if used in conjunction with an appropriate AEAD [Rog02] such
as NIST approved AES256-GCM [FIP01, Dwo07].

In this paper we show that HILA5 is not CCA secure: We compute Alice’s secret
key by sending her multiple encapsulation messages and using her answers to
determine whether her decapsulated shared secret matches a certain guess or
not. Our attack works independently of whether an AEAD is used or not and
despite the error correcting code introduced in HILA5.

We have fully implemented our attack and experimentally verified that it
works with high probability. We use the HILA5 reference implementation for
Alice’s part and also to verify that the retrieved secret key works for decryption.
We use a slightly modified version of the same software for computations on
the attacker’s side; of course the attacker need not follow the computations an
honest party would.

Acknowledgement. We thank Christine van Vredendaal for helpful
discussions.

1.1 Related Work

Ajtai–Dwork [1] and NTRU [7] are the oldest lattice-based encryption systems. In
1999 Hall, Goldberg, and Schneier [6] developed a reaction attack which recovers
the Ajtai–Dwork private key by observing decryption failures for suitably crafted
encryptions to the public key. They wrote “We feel that the existance of these
attacks effectively limits these ciphers to theoretical considerations only. That
is, any implementation of the ciphers will be subject to the attacks we present
and hence not safe.”

Hoffstein and Silverman [8] adapted the attack to NTRU. As a defense, they
suggested modifying NTRU to use the Fujisaki–Okamoto transform [5]. For a
system without decryption failures, this transform turns a CPA-secure system
into a CCA-secure one. At the same time this complicates and slows down the
cryptosystem. For NTRU, the transform turns out to still allow attacks that
exploit occasional decryption failures induced by valid ciphertexts; see [9].

New Hope [2] is a key-encapsulation mechanism (KEM), presented as a key-
exchange protocol. It allows occasional decryption failures for valid ciphertexts,
and explicitly avoids the “changes” that would be required for the Fujisaki–
Okamoto transform. To prevent reaction attacks and other chosen-ciphertext
attacks by a malicious Bob, New Hope requires using ephemeral keys, meaning
keys that change with every execution of the protocol. The New Hope paper
warns that reusing a public key in multiple protocol runs (“key caching”) would
be “disastrous for security”, although it does not describe an attack.

Fluhrer [4] showed the details of how to attack key reuse in a similar key-
exchange protocol. Followup work [3] extended the attack to more key-exchange
protocols.

HILA5 is similar to New Hope, and still does not use the Fujisaki–Okamoto
transform. HILA5 includes an error-correction method that practically elimi-
nates decryption failures for valid ciphertexts. HILA5 does not warn against key



HILA5 Pindakaas: On the CCA Security of Lattice-Based Encryption 205

caching: on the contrary, the most natural interpretation of the HILA5 security
claims is that HILA5 is secure against chosen-ciphertext attacks. See Sect. 5. We
published our results in December 2017; as of February 2018, the designer of
HILA5 has not proposed an alternative interpretation of the security claims.

2 Data Flow in the Attack

A KEM is defined by three algorithms. Key generation produces a secret key
and a public key. Encapsulation produces a ciphertext and a session key, given
a public key. Decapsulation produces a session key or failure, given a ciphertext
and a secret key. The HILA5 submission document [12] gives details and reference
code for a particular KEM, the “HILA5 KEM”.

Our attack is a key-recovery attack against the HILA5 KEM: the attacker,
evil Bob, ends up computing the secret key of a target Alice. This secret key
gives the attacker the ability to run the decapsulation algorithm using Alice’s
secret key, and thus the ability to immediately decrypt legitimate ciphertexts
sent by other users to Alice.

Our attack is a chosen-ciphertext attack: evil Bob chooses ciphertexts to
provide to Alice (different from the legitimate ciphertexts), and learns something
from observing the outputs of Alice decapsulating those ciphertexts. Formally,
the attack shows that the HILA5 KEM does not provide IND-CCA2 security.

There are two important ways that the attack does not need the full power
of a CCA2 decapsulation oracle. First, the attack is what is called a “reaction
attack” in [6] or a “sloppy Alice attack” in [14]: evil Bob has a guess for the
output of each decapsulation, and learns whether Alice’s actual decapsulation
output matches this guess. Evil Bob does not need any further information.

Second, evil Bob chooses all of his ciphertexts, and learns the secret key from
Alice’s reactions, before seeing the legitimate ciphertexts to decrypt. Formally,
the attack shows not only that the HILA5 KEM does not provide IND-CCA2
security, but also that it does not provide IND-CCA1 security.

2.1 Hashing the Secret Key Does Not Stop the Attack

One can easily stop key-recovery attacks by defining HILA5Hash as follows.
HILA5Hash key generation computes a uniform random 32-byte string s, and
then runs HILA5 key generation to obtain a public key, hashing s to generate
all randomness used in HILA5 key generation. The HILA5Hash secret key is
s. HILA5Hash encapsulation is the same as HILA5 encapsulation. HILA5Hash
decapsulation reconstructs the HILA5 secret key from s (again running the
HILA5 key-generation algorithm; alternatively, the HILA5 secret key can be
cached), and then runs the HILA5 decapsulation algorithm.

Unless the hash function is easy to invert, a key-recovery attack against
HILA5 does not produce a key-recovery attack against HILA5Hash. However,
this hashing does not prevent the attacker from decrypting legitimate ciphertexts
sent by other users to Alice.
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2.2 AEAD Does Not Stop the Attack

A PKE is defined by three algorithms. Key generation produces a secret key and
a public key, as in a KEM. Encryption produces a ciphertext, given a plaintext
and a public key. Decryption produces a plaintext or failure, given a ciphertext
and a secret key.

The subtitle of the HILA5 submission is “Key Encapsulation Mechanism
(KEM) and Public Key Encryption Algorithm”. The submission document does
not include a definition of a PKE, but NIST had already stated before submission
that it would automatically convert each submitted KEM to a PKE using the
following “standard conversion technique”: “appending to the KEM ciphertext,
an AES-GCM ciphertext of the plaintext message” where the AES-GCM key is
“the symmetric key output by the encapsulate function”. This is the standard
Cramer–Shoup “KEM-DEM” construction, using AES-GCM as the DEM. We
write “HILA5 PKE” for the PKE that NIST will automatically produce in this
way from the HILA5 KEM.1

Breaking the IND-CCA2 security of a KEM does not necessarily imply break-
ing the IND-CCA2 security of a PKE obtained in this way. IND-CCA2 attacks
against the KEM can see session keys produced by decapsulation, whereas IND-
CCA2 attacks against the PKE are merely able to see the result of AES-GCM
decryption using those keys.

However, our attack against the HILA5 KEM is also a key-recovery attack
against the HILA5 PKE. It is important here that the attack is a reaction attack:
what evil Bob needs to know is merely whether a guessed session key is correct.
Starting from this guessed session key, evil Bob produces a valid AES-GCM
ciphertext using this guess as an AES key. If decapsulation in fact produces
this session key then AES-GCM decryption succeeds and produces the plaintext
that evil Bob started with. If decapsulation produces a different session key then
AES-GCM decryption is practically guaranteed to fail (anything else would be
a surprising security flaw in AES-GCM), so evil Bob sees a decryption failure
from the PKE.

To summarize, evil Bob sees decryption failures from the PKE, and learns
from this which guesses were correct, which is the same information that evil Bob
obtains from the KEM. Evil Bob then computes the secret key from this infor-
mation. Consequently, the HILA5 PKE does not provide IND-CCA2 security,
and does not even provide IND-CCA1 security.

2.3 Black Holes Would Stop the Attack

Like other chosen-ciphertext attacks, our attack is inapplicable to scenarios
where the results of decapsulation and decryption are hidden from the attacker.
1 NIST actually deviates slightly from the KEM-DEM construction: it specifies a “ran-

domly generated IV” for AES-GCM, while Cramer and Shoup use a deterministic
DEM. For consistency with the ciphertext sizes mentioned in [12], we actually define
“HILA5 PKE” to be the Cramer–Shoup construction using AES-GCM with an all-
zero IV. Switching to NIST’s construction would expand ciphertext sizes by 12 bytes
using the default IV sizes for AES-GCM, and would not affect our attack.
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For example, if ciphertexts are sent to NSA’s public key, and if NSA hides the
results of applying its secret key to those ciphertexts, then an attacker outside
NSA cannot use our attack to compute NSA’s secret key. However, if NSA reacts
to those results in a way that leaks to the attacker which ciphertexts were valid,
then the attacker can compute NSA’s secret key.

2.4 The Fujisaki–Okamoto Transform Would Stop the Attack

We briefly outline a more radical change to HILA5, which we call “HILA5FO”.
HILA5FO ciphertexts are slightly larger than HILA5 ciphertexts, decapsulation
is more complicated, and decapsulation is extrapolated (from reported HILA5
benchmarks) to be several times slower, but HILA5FO would stop our attack.

The idea of the HILA5FO KEM is to reapply the encapsulation algorithm
as part of decapsulation, and check whether the resulting ciphertext is identical
to the received ciphertext. This is not a new idea: it is used in many other
submissions to NIST (with various differences in details), typically with credit
to Fujisaki and Okamoto [5].

HILA5 does not provide any easy way to reconstruct the randomness used
in encapsulation (most importantly Bob’s b), so the HILA5FO KEM computes
this randomness as a hash of a plaintext recovered as part of decapsulation. The
HILA5 KEM does not transmit a plaintext, so the HILA5FO KEM is instead
built from the HILA5 PKE.

Encapsulation in the HILA5FO KEM thus chooses a random plaintext, and
encrypts this plaintext using the HILA5 PKE (the HILA5 KEM producing a
session key for AES-GCM) using a hash of the plaintext to compute all ran-
domness used inside the PKE. Decapsulation applies HILA5 PKE decryption
(HILA5 KEM decapsulation producing a session key for AES-GCM decryption),
and checks that the resulting plaintext produces the same ciphertext.

Deriving a PKE from the HILA5FO KEM would involve two layers of AES-
GCM, which can be compressed to one layer as follows: place 32 bytes of ran-
domness at the beginning of the user-supplied plaintext, and then encrypt this
plaintext using the HILA5 PKE, again using a hash of the plaintext to compute
all randomness used inside the PKE. The overall ciphertext size is the original
plaintext size, plus 32 bytes (the randomness), plus the HILA5 KEM ciphertext
size, plus 16 bytes (the AES-GCM authenticator), i.e., 32 bytes more than the
HILA5 PKE. The main cost in HILA5FO decryption (for short messages) is
reapplying HILA5 KEM encapsulation, which according to [12, Table 1] is five
times slower than HILA5 KEM decapsulation.

3 Preliminaries

This section describes the HILA5 scheme and Fluhrer’s attack on RLWE
schemes.
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3.1 The HILA5 Scheme

We describe the scheme as given in [12, Sect. 4.9] but leave out formatting and
NTT conversions. These are used in the attack implementation to interface with
the reference implementation but do not contribute to the security and hamper
readability.

The major computations take place in the ring R = Zq[x]/(xn + 1), where
n = 1024 and q = 12289. Alice’s secret key is a small, random polynomial a ∈ R,
where small (here and in the following) means that the coefficients are chosen
from a narrow distribution around zero, more precisely the discrete binomial
distribution Ψ16 which has integer values in [−16, 16]. To compute the public
key she picks another small random polynomial e ∈ R and a random g ∈ R and
computes A = ga + e. She publishes (g,A) and keeps a as her secret.

An honest Bob picks two random small polynomials b, e′ ∈ R and computes
B = gb + e′ and y = Ab. Bob sends B to Alice. The second value

y = Ab = (ga + e)b = gab + eb ≈ gab

is very close to what Alice can compute using her secret:

x = aB = a(gb + e′) = gab + e′a ≈ gab,

because a, b, e, e′ are all small.
A simple rounding operation to achieve a shared secret, such as taking the top

bits of each coefficient, will induce differences between Alice’s and Bob’s version
with too high probability. For example, Bob could take k[i] = �2 y[i]/q� and Alice
could take k′[i] = �2x[i]/q�, where we use t[i] to denote the ith coefficient of
polynomial or vector t, but for indices with (gab)[i] ≈ 0 (or q/2) the error-terms
can cause the values to flip to a different bit, i.e., k[i] �= k′[i]. For this rounding
operation, we call elements of {0, q/2} the “edges”, as these are the values for
which it is probable that errors occur.

This is why Bob sends a second vector, a binary reconciliation vector c, to
help Alice recover the same k as Bob. Basically, this means that the scheme
uses two pairs of edges. If y[i] was close to one edge of a certain pair, Bob
will choose the other pair of edges, so that Alice can still successfully recover
the shared secret. In previous work [11], the reconciliation vector achieves a
successful shared secret with high probability, as long as |x[i] − y[i]| < q/8.

HILA5 differs in how these reconciliation bits are computed. For each coeffi-
cient y[i] of y Bob computes k[i] = �2 y[i]/q�, c[i] ≡ �4 y[i]/q� mod 2, and

d[i] =
{

1 if |(y[i] mod �q/4�) − �q/8�| ≤ β
0 otherwise,

where β = 799. He then selects the first 496 positions i for which d[i] = 1 and
restarts with fresh b and e′ if there are fewer. Positions with d[i] = 1 are those for
which it is likely that Alice and Bob recover the same value. In other words, for
these indices the value (gab)[i] is likely to be far away from an edge, thus further
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reducing the probability of errors in the shared secret. (Note that the description
suggests to discard some positions if there are more than 496 such positions while
the code deterministically discards the later ones by setting d[j] = 0 for them.)

The encapsulation consists of B, d, c, and an extra part r described below;
here d covers the full n positions while c can be compressed to those positions i
where d[i] = 1.

Alice recovers the k[i] at the selected 496 positions by computing

k′[i] =
⌊
2 (x[i] − c[i] · �q/4� + �q/8� mod q)/q

⌋
.

The HILA5 submission shows that k′[i] = k[i] with probability 1 − 2−36. Let k
(resp. k′) be the 496-bit string given by the concatenation of the k[i] (resp. k′[i]).

The role of r is not well described but the HILA5 design overview says that is
an encrypted encoding of a part of k. It is computed by splitting k as k = m‖z,
where m gets the first 256 bits and z the remaining 240 bits. HILA5 uses a
custom-designed error-correcting code XE5 that corrects at least 5 errors to
compute a 240-bit checksum s of m and then computes r = s ⊕ z, where ⊕
denotes bitwise addition (XOR).

Alice computes k′ = m′‖z′, the checksum s′ on m′, and applies the XE5 error
correction to m′, s′, z′ and r to correct m′ to m.

3.2 Fluhrer’s Attack

The chosen-ciphertext attack on HILA5 that we are going to present is a variant
of the following attack against key reuse in RLWE-based key exchange protocols
presented by Fluhrer in 2016 [4]. This section assumes that Bob computes the
c[i] and k[i] in a way similar to the previous section. The d[i] were added in
HILA5 and will be considered in the next section.

Recall that Alice’s version of the shared secret key is

gab + e′a,

where g is some large public generator element, a and b are Alice’s and Bob’s
small private keys, and e′ is a small noise vector chosen by Bob. This version
of the shared secret differs from Bob’s by some small error, hence they need to
employ a reconciliation mechanism to arrive at the same secret bit string.

The general strategy of an evil Bob is to artificially force one (say, the first)
coefficient of gab to be close to the edge M between the intervals that are mapped
to bits 0 and 1 during reconciliation. An honest user would set the reconciliation
bit c[0] in that case, so Alice would use another mapping that is less likely to
produce an error; but evil Bob does not. Since evil Bob proceeds honestly except
for the first bit, he knows two possibilities for Alice’s key, hence he can query
Alice with one of these guesses and distinguish between 0 and 1 based on her
reaction. If we assume for the moment that evil Bob can choose, hence knows,
(gab)[0], this tells him that (e′a)[0] lies in a certain interval.

After a few queries using binary search with varying values for (gab)[0], evil
Bob knows the exact distance of (e′a)[0] from the edge, and if he sets e′ = 1, this
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distance is nothing but the first coefficient of Alice’s secret key a. Note that in
Fluhrer’s setting the edge M is at zero and he uses b with (gab)[0] = 1, hence evil
Bob can just multiply that b by small distances to obtain a prescribed (gab)[0]
when searching for (e′a)[0]. In our adaptation of the attack to HILA5, this step
is more involved; see Sect. 4.2.

One could apply this method individually to each coefficient to extract Alice’s
full secret key. However, being able to recover the coefficient at one position is
enough: due to the structure of the underlying ring, evil Bob can shift the ith
coefficient of a into the constant term of e′a by setting e′ to −xn−i, i.e., a vector
with one entry of −1 and 0 elsewhere.

We now come back to the assumption made above. Notice that evil Bob
does not a priori know a vector b ∈ R such that (gab)[0] = 1, but he can still
reasonably guess one: Alice’s public key is ga+e for small vectors a and e, hence
if b is a small low-weight vector such that (b · (ga + e))[0] is close to 1, there is
a good chance that in fact (gab)[0] = 1. Thus, while evil Bob does not have a
deterministic method to find an “evil” b, he can still just make educated guesses
based on Alice’s public key until he finds one that works. Finding b ∈ R with
(b · (ga + e))[0] close to 1 is an offline computation using only Alice’s public key;
testing for (gab)[0] = 1 requires interaction with Alice.

There are several follow-ups to Fluhrer’s paper, e.g. the recently posted [3],
but a small and new generalization of Fluhrer’s attack is sufficient to attack
HILA5.

4 Chosen-Ciphertext Attack on HILA5

In this section, we describe how we circumvent the error-correction code and
how to adapt Fluhrer’s attack to the HILA5 case.

4.1 Working Around Error Correction

The HILA5 construction includes XE5 as an error-correcting code that is applied
to the shared secret after decapsulation. Both Alice and Bob compute their
version of a redundancy check, which will help Alice to correct up to 5 errors
in the shared secret. The redundancy part r is divided into ten subcodewords
r = r0, . . . , r9 of variable sizes. For the purpose of the attack, these sizes do not
matter, but we use the same notation Li for the size, as in the HILA5 paper.
This means we can index each ri = r(i,0) . . . r(i,Li−1) for i ∈ {0, . . . , 9}.

Bob first computes his part of the HILA5 encapsulation, i.e., he computes his
version of the shared secret, selects the indices that are safe to use by Alice and
computes the reconciliation vector. The last 240 bits of Bob’s shared secret are
used in XE5 error-correction. From these bits, Bob constructs his redundancy
check r′, and sends this as part of the ciphertext.

Upon receiving Bob’s ciphertext, Alice first computes her part of the HILA5
decapsulation, i.e., she computes her version of the shared secret. Then she
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computes her own redundancy check r and computes the distance rΔ with Bob’s
r′ from the ciphertext:

rΔ = r′ ⊕ r

To determine which bits in the shared secret are erroneous, Alice determines a
weight wΔ

k ∈ [0, 10] for each of the 256 bits by the following formula:

wΔ
k = rΔ

0,�k/16� +
9∑

j=1

rΔ
j,k mod Lj

Now, if a single bit k of Alice’s shared secret is flipped, it means wΔ
k = 10 [12,

Lemma 2], and it is therefore detectable and correctable by Alice. Moreover, it is
shown that XE5 corrects bit k as long as wΔ

k ≥ 6 [12, Theorem 1], which means
XE5 can correct at least 5 bits in the shared secret. This means that applying
Fluhrer’s original attack directly to HILA5 will not work, as Fluhrer’s original
attack depends crucially on the attacker’s ability to detect single-bit errors in
Alice’s version of the shared secret. Thus, to apply Fluhrer’s attack, we have to
work around these error-correction abilities.

In the attack described in the next section, we focus on inducing errors only
in the first bit k = 0 of the shared secret. This means the attacker evil Bob
needs to force wΔ

0 to be less than 6, as this means XE5 is no longer capable of
correcting the first bit. However, evil Bob needs to leave the remaining error-
correction in place, otherwise he still does not know if the first bit was the only
flipped bit. In order to do that, evil Bob needs to change his redundancy check
r′ to do exactly that. As wΔ

0 is obtained by summing up the first bits of the
subcodeword distances rΔ

i , he can flip any 5 of the bits labeled r′
(0,0) through

r′
(9,0) to force wΔ

0 < 6. Our attack flips the first 5 of these bits. This means
in the following section we consider the issue of error-correction solved and can
directly apply a modification of Fluhrer’s attack.

4.2 Details of the Attack

This section elaborates evil Bob’s approach to recover Alice’s secret key. As
mentioned before, the general procedure mimics Fluhrer’s attack (Sect. 3.2). The
major steps are:

1. Guess a small low-weight secret b0 such that (gab0)[0] is at the edge M .
2. For each δ ∈ {−16, . . . , 16}, compute bδ such that (gabδ)[0] = M + δ.
3. For each target coefficient of Alice’s secret:

(a) Choose e′ such that (e′a)[0] is the target coefficient.
(b) Perform a binary search using the bδ to recover the target coefficient.

(Alice’s coefficient (gabδ + e′a)[0] maps to a 1 bit iff (−e′a)[0] > δ.)
4. If the results look “bad” after recovering a few coefficients in this way, the

guess for b0 was probably wrong and evil Bob should start over at step 1.

Note that for each oracle query, i.e., for every interaction with Alice, Bob pro-
ceeds honestly except for using specially crafted bδ and e′, setting d0 = c0 = 1,
and flipping a few bits in the error correction as described in Sect. 4.1. We now
explain and analyze the steps above in more detail.
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Forcing Coefficients Near the Edge. In HILA5’s reconciliation mechanism,
there is no edge at zero for any choice of reconciliation bit, hence Fluhrer’s attack
does not apply without modifications. We chose to set the reconciliation bit c0
to 1 and attack the edge at

M = �q/8� = 1536.

To perform the binary search for Alice’s secret coefficients in the attack, we need
to find small low-weight vectors bδ such that

(gabδ)[0] = M + δ

for all δ with |δ| ≤ 16. (As mentioned in Sect. 3.2, Fluhrer’s evil Bob attacked
M = 0, thus he could guess b1 based on Alice’s public key and set bδ = δ · b1.)
One could of course try to guess each bδ individually based on Alice’s public key,
but as we want to get all bδ right at the same time, this has exponentially low
success probability. Instead, we make use of a special property of the M used in
HILA5: The inverse

M−1 mod q = −8

is small.2 Hence, as soon as evil Bob successfully guessed b0, he may simply set

bδ = (1 + δM−1 mod q) · b0.

In our case, we choose b0 with only two non-zero coefficients from {±1}, thus
bδ will have only two non-zero coefficients bounded by 1 + 8δ. This property
is necessary to make sure evil Bob can actually know what Alice’s version of
the shared secret will be (except for the target bit that leaks information): If
the coefficients of bδ are too large, the error eb − e′a between Alice’s and Bob’s
shared secrets becomes too large to recover from and their secrets will mismatch
no matter what the value of the attacked bit is. In theory, with these parameters
we still expect a tiny possibility of unintended errors, but this happens so rarely
that it is not an issue in practice. If it ever does occur, Bob can detect that his
recovered secret key is wrong and simply start over with a new b0.

When evil Bob chooses a random b0 with two non-zero coefficients in {±1}
and with (Ab0)[0] = M , the probability that in fact (gab0)[0] = M holds is just
the probability that two Ψ16-distributed values sum to zero:

32∑
i=0

(
32
i

)
2

/264 ≈ 9.9%,

hence he can expect to find a good b0 after about 10 tries. Since A can be
approximated by a uniformly distributed sequence over Zq, the expected number
of ±1-combinations of two coefficients of A which equal M is(

1024
2

)
· 4/q ≈ 170.

2 Note that this also holds for some other “natural” choices of M as rounded fractions
of q, but it is not automatically true for any conceivable M .
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Hence, the probability that evil Bob exhausts this pool of choices without finding
a good b0 is roughly 2−25.

(If this ever happens, then evil Bob can still try a larger interval, i.e., search
for b0 with |(Ab0)[0]−M | ≤ K for some small K. This would in theory work for
a wider range of keys, but the expected number of wrong guesses grows slightly.
One could also choose three non-zero coefficients in b0, although this increases
the chance of unintended errors in Alice’s shared secret. We have not had any
problems with K = 0 in practice.)

Detecting Bad Guesses. After choosing b0 based on Alice’s public key as
described above, evil Bob may just go ahead and try to recover Alice’s secret
key using that b0. If it is correct, he will of course find a sequence that looks like
it was sampled from the Ψ16 distribution. If b0 is bad, say, (gab0)[0] = M +γ for
some small γ �= 0, then

(gabδ)[0] = M + δ + γ − 8δγ,

hence typically (gabδ)[0] is considerably smaller than M if δ > 0 and considerably
larger if δ < 0; in both cases Alice’s secret (e′a)[0] is dominated by δ + γ − 8δγ,
which means the oracle output does not depend on the secret. This implies the
binary search will always converge to 0 or −1 when b0 is bad. (For δ = 0, the
behavior does depend on (e′a)[0] since γ is small, so both cases really occur.) Evil
Bob can detect this failure mode by determining a few coefficients and checking
whether all of them are in {0,−1}. If this is the case, evil Bob simply starts over
with a new b0. The probability that an actual secret key starts with a sequence
of k coefficients from {0,−1} is about 0.27k, hence setting k = 8 reduces the
probability of a false negative to roughly 2−15. There is a small probability of
false positives if evil Bob uses only this heuristic (e.g., when |γ| = 1), but this
can easily can be detected using statistical methods (the recovered sequence will
not be Ψ16-distributed) or by simply testing the obtained secret key in the end
and running the attack again if it failed. In practice the heuristic works fine.

The Number of Queries. Assuming we already have a good b0, the binary
search needs an expected 5 + ε queries to the oracle to recover one coefficient.3

Since evil Bob decides whether he has a good b0 based on the first few coeffi-
cients that he obtains using that b0, he usually wastes a few hundred queries on
guesses for b0 that turn out to be useless: If he looks at the first 8 coefficients
obtained from each b0 as suggested above, this adds expected ≈ 400 queries to
the 5120 needed to recover all the coefficients. In summary, evil Bob will with
overwhelming probability recover Alice’s secret key in less than 6000 queries.

Evil Bob can trade computation for a smaller number of queries: retrieve some
coefficients, and reduce the original lattice problem to low enough dimension to
solve by computation.
3 The ε arises from the fact that Ψ16 samples from 33 > 25 distinct values, but the

extremal values occur so rarely that ε ≈ 2−27.
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4.3 Implementation

We implemented a proof of concept of the attack in Python, reusing portions
of the HILA5 reference implementation via the ctypes library. The only modi-
fications we made to the reference implementation were making some functions
non-static to be able to call them from within Python, and adding extra param-
eters to the encapsulation function (not used by Alice) such that evil Bob can
override his private values b and e′. The complete attack script can be found at
https://helaas.org/hila5-20171218.tar.gz. As expected, we have never observed
the attack script failing to recover Alice’s key. The empirical number of queries
matches the theoretical prediction made above.

5 HILA5 Security Claims

In this section, we discuss our interpretation of security claims made by both
the paper and NIST submission of HILA5, which motivated this paper.

NIST does not require IND-CCA2 security for KEM and PKE submissions.
Instead it requires submissions to say whether they are aiming for IND-CCA2
security or merely for IND-CPA security.

IND-CPA security is adequate in the context of key exchange in TLS, if a new
public key is generated for each TLS session. For example, New Hope [2] appears
to be safe for use in TLS. New Hope does not aim for IND-CCA2 security, and
specifically warns against using a key more than once: “No key caching . . . it is
crucial that both parties use fresh secrets for each instantiation”.

We emphasize that our attack does not break the IND-CPA security of
HILA5. If HILA5 were clearly labeled as aiming merely for IND-CPA security
then our attack would merely be a cautionary note, showing the importance of
not reusing keys.

However, HILA5 went beyond claiming IND-CPA security. There are some
undefined words in the HILA5 security claims, but the most natural interpreta-
tion of the security claims is that the HILA5 PKE provides IND-CCA2 security.
There is certainly a high risk of the claims being interpreted in this way by poten-
tial users. Our attack shows that the HILA5 PKE does not provide IND-CCA2
security.

There is even a risk of users thinking that the HILA5 KEM is being claimed
to provide IND-CCA2 security.4 The HILA5 submission document does not say
that the HILA5 KEM security target is merely IND-CPA. Our attack shows that
the HILA5 KEM does not provide IND-CCA2 security.

We give four quotes from [12] to explain why the HILA5 security claims are
most naturally interpreted as claiming IND-CCA2 security for the HILA5 PKE.
We have not found anything in [12] or [13] indicating a different interpretation.

4 Adam Langley posted an online table of speeds for announced KEMs submitted to
NIST. He wrote “I only want to list CCA-secure KEMs here”. He listed HILA5, and
accepted a correction from the HILA5 author regarding the speed of HILA5. After
the correction, HILA5 had the fastest decapsulation in the entire table.

https://helaas.org/hila5-20171218.tar.gz
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[12, Section 1]: The HILA5 KEM can be adopted for public key encryp-
tion in straightforward fashion. We recommend using the AES-256-GCM
AEAD [FIP01, Dwo07] in conjunction with the KEM when public key
encryption functionality is desired.

The details of this “conjunction” are not formally defined. The most natural
interpretation is that this is the HILA5 PKE, using the session key produced by
the HILA5 KEM as the AES-GCM key.

[12, Section 4.1]: NIST requires at least IND-CPA [BDPR98] security from
a KEM scheme (Section 1.6). . . . The design also provides IND-CCA
secure KEM-DEM [CS03] public key encryption if used in conjunction
with an appropriate AEAD [Rog02] such as NIST approved AES256-GCM
[FIP01, Dwo07]. These properties are derived from [Pei14].

This is a claim of IND-CCA security for a PKE. “IND-CCA” in the literature
usually means IND-CCA2, although sometimes it means merely IND-CCA1. The
PKE is not formally defined, but again the most natural interpretation is simply
that the session key produced by the HILA5 KEM is the AES-GCM key used
to encrypt a user-supplied plaintext. Our attack shows that this PKE does not
even provide IND-CCA1 security, let alone IND-CCA2 security.

Our attack does not work against what we call the HILA5FO PKE (see
Sect. 2.4), a more complicated PKE using the Fujisaki–Okamoto transformation.
This transformation is also mentioned in “[Pei14]” as a way to achieve IND-CCA
security. It is conceivable that the HILA5 submission was alluding to a PKE of
this type. However, this interpretation does not appear to be compatible with the
statement “Ciphertext size: 2012 Byte expansion (KEM) + payload + MAC” in
[12, Sect. 6]; the HILA5FO ciphertext size is 32 bytes larger than this.

[12, Section 4.9]: For active security we suggest that K is used as key-
ing material for an AEAD (Authenticated Encryption with Associated
Data) [Rog02] scheme such as AES256-GCM [Dwo07, FIP01] or Keyak
[BDP+16] in order to protect message integrity.

Here “K” is defined as the session key produced by the HILA5 KEM. In the
context of KEMs and PKEs, “active security” is normally interpreted as IND-
CCA2 security, although it might have other interpretations. The authentication
in AES-GCM prevents modifications to the message encrypted by AES-GCM,
but this is not enough to stop active attacks, since it does not protect the under-
lying KEM.

[12, Section 6.1]: HILA5 is essentially drop-in compatible with current pub-
lic key encryption applications. There are no practical usage restrictions.

Security against chosen-ciphertext attacks is essential for a wide range of current
PKE applications, so this would appear to include a claim of CCA security for
the HILA5 PKE. However, our attack retrieves the secret key from the HILA5
PKE.



216 D. J. Bernstein, L. Groot Bruinderink, T. Lange, and L. Panny

References

1. Ajtai, M., Dwork, C.: A public-key cryptosystem with worst-case/average-case
equivalence. In: STOC, pp. 284–293. ACM (1997)
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Abstract. The main bottleneck of all known Fully Homomorphic
Encryption schemes lies in the bootstrapping procedure invented by Gen-
try (STOC’09). The cost of this procedure can be mitigated either using
Homomorphic SIMD techniques, or by performing larger computation
per bootstrapping procedure.

In this work, we propose new techniques allowing to perform more oper-
ations per bootstrapping in FHEW-type schemes (EUROCRYPT’13).
While maintaining the quasi-quadratic Õ(n2) complexity of the whole
cycle, our new scheme allows to evaluate gates with Ω(log n) input bits,
which constitutes a quasi-linear speed-up. Our scheme is also very well
adapted to large threshold gates, natively admitting up to Ω(n) inputs.
This could be helpful for homomorphic evaluation of neural networks.

Our theoretical contribution is backed by a preliminary prototype
implementation, which can perform 6-to-6 bit gates in less than 10 s on
a single core, as well as threshold gates over 63 input bits even faster.

Keywords: Fully Homomorphic Encryption · Large gates
Threshold gates · Ideal lattices

1 Introduction

Since the first scheme of Gentry [1,2] a lot of effort has been made to push Fully
Homomorphic Encryption (FHE) toward practicality. A first line of research
followed the initial approach of Gentry, by bootstrapping FHE from a Some-
what Homomorphic Encryption (SHE) scheme supporting arbitrary circuits of
bounded depth. This bootstrapping step consists in homomorphically evaluat-
ing the decryption procedure, to refresh ciphertexts. After successive theoretical
and practical improvements [3–7], this bootstrapping procedure has been made
feasible in practice, but remains quite expensive, taking several minutes on a
single core. Fortunately, this cost can be mitigated thanks to SIMD techniques,
allowing to perform the same homomorphic computation on several data sets
for the price of one.
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A second line of FHE schemes arose from the SHE scheme of Gentry-Sahai-
Waters [8]. This SHE scheme supports a different class of functions, includ-
ing branching programs, and this was also proved sufficient to bootstrap it to
FHE via Barrington’s theorem [9,10]. Interestingly, this approach theoretically
allows obtaining FHE from a weaker version of the LWE assumption (namely
the approximation factor decreases from super-polynomial to polynomial). On
the efficiency front, Alperin-Sheriff and Peikert [11] showed how to avoid the
costly use of Barrington’s transformation by implementing the homomorphic
decryption procedure more directly. Then, Ducas and Micciancio [12] adapted
the construction to the ring-setting. Providing parameters and implementation,
they demonstrated this approach to be feasible with a proof of concept scheme
(FHEW): the bootstrapping procedure could be run in under a second on a sin-
gle core. While their parameters allow one binary gate per bootstrapping, they
noted it should be possible in principle to perform slightly larger gates, such
as the add-with-carry gate (3-inputs, 2-outputs). This idea was implemented
in [13].

Further improvements and generalization were proposed in [14,15], leading
to a scheme named TFHE. In particular they contributed two improvements of
the bootstrapping step, accelerating it by a polylog factor. In practice, this leads
to a bootstrapping in less than 0.1 s, allowing the same bootstrapped gates as in
FHEW [12].

FHE from Homomorphic Accumulator. The core idea in FHE schemes from this
second line is to tailor the SHE scheme precisely to the decryption procedure.
Namely, the decryption procedure of an LWE ciphertext c = (a, b) ∈ Z

n+1
q under

key s ∈ Z
n
q for a plaintext space Zt is given by:

m = �t(b − 〈a, s〉)/q� mod t ∈ Zt.

Given the ciphertext c, this procedure can be split into a Zq-linear step Lc :
s �→ b − 〈a, s〉, followed by a non-linear function N : Zq → Zt. Note that one
can embed an arbitrary post-decryption transformation f : Zt �→ Zt by setting
Nf : x �→ f(�tx/q� mod t).

Assume that we have an SHE scheme that precisely supports the class of
functions that can be written as Nf ◦Lc (a notion formalized as a homomorphic
accumulator in [12]), and such that the output is again an LWE ciphertext. Then,
taking t = 4 one can construct an FHE scheme, performing any binary gate g
over encryptions of bits (b1, b2) for each bootstrap operation. Indeed, using the
linearity of LWE ciphertexts, one can compute an encryption of m = b1 + 2b2,
and construct the appropriate function f such that f(m) = g(b1, b2).

In more detail, messages m are encoded as powers of a q-th root of unity Xm.
With such an encoding, the linear step Lc is performed by sequential ciphertext
multiplications. The non-linear part Nf is performed by computing a subset-
sum of the coefficients of the polynomial E = Xm =

∑
eiX

i, by exploiting the
identity f(m) =

∑
f(i)ei.

As the useful computation is provided by the function f : Zt → Zt, a larger
plaintext modulus t allows to perform more computation between each bootstrap
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operation. Namely, one can build arbitrary k-bit to 1-bit gates if t ≥ 2k, and,
if we restrict to certain classes of gates, even larger ones (e.g. threshold gates
only require t ≥ k + 1). For most k-to-1 bit functions, this corresponds to a
speed up of Ω(2k/ log k) = Õ(t), according to the classical circuit lower-bound
of Riordan and Shannon [16]. It is therefore worth increasing the size of the
plaintext modulus t in order to perform much more computations per bootstrap
operation.

Parameter Constraints and Efficiency. In the set-up of [12,13,15], the con-
straints for correctness impose asymptotically that t ≤ O(q/n).1 Taking q =
Θ(n), this gives a quasi-quadratic runtime for the whole process, but allows
quite small plaintext size: t ≤ O(1). In practice, this t cannot be made much
larger than 4, maybe up to 6 as done in [13].

Looking more precisely at the complexity of each step, we note an imbal-
ance between the cost of the linear and non-linear steps. Indeed, the linear
part requires Θ̃(n) operations over Rq, while the non-linear part requires only
Θ(log n) such operations.

This Work. We aim to improve the performance of this line of FHE schemes
by increasing the plaintext modulus t. Having remarked the imbalance of the
costs of the linear and non-linear steps, we proceed to increase the cost of the
non-linear step while maintaining the overall quasi-quadratic complexity.

Our approach consists in choosing a ciphertext modulus of the form pq for
co-primes p, q, and to perform the linear-step Lc in a CRT fashion. During this
linear-step, our SHE scheme only works with the rings Rp = Z[X]/(Xp −1) and
Rq = Z[Y ]/(Y q − 1) separately, for a cost of Õ(n(p + q)). Then we proceed to a
CRT reconstruction by tensoring the two rings: Rp⊗Rq 
 Rpq = Z[Z]/(Zpq−1),
noting that Xa ⊗ Y b = Zaq+pb mod pq. This raises the cost of the non-linear part
to Θ̃(pq). Setting p, q = Θ(n) we maintain the quasi-quadratic complexity, but
reach a larger plaintext-modulus t = Θ(n). This is somehow a reminiscence of
the approach of [11], adapted to the ring-setting.

One (not so) novel technical aspect is that we choose in this work to use
convolution rings Z[X]/(Xp − 1), as in the NTRU schemes [17] rather than
cyclotomic ones. The reason is that we need to use some non-power of 2 roots of
unity to ensure co-primality of p and q. Indeed, if (say) p is prime, the fact that
Xp−1 = −1 − X − · · · − Xp−2 in the p-th cyclotomic ring Z(X)/(Φp(X)) makes
the non-linear step described above quite problematic.2 Yet, we show that the
switch to convolution rings can be done without affecting security, by formalizing
what we call the NTRU trick.3 More precisely, an appropriately defined version
1 More precisely, t ≤ q/

√
n · log 1/pfail, where pfail is the failure probability. In this

paper, we will always aim for exponentially small failure probability.
2 And maybe even impossible due to dimensionality constraints.
3 We wish to clarify that our scheme does not require the NTRU assumption, namely

the assumption that f/g mod q is indistinguishable from random even for small f
and g. Up to the usual circular-security assumption, our scheme is based on a ring-
LWE type of assumption.
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Fig. 1. Scheme overview.

of Ring-LWE over convolution rings is as secure as the usual cyclotomic version
of Ring-LWE from [18].

Our work also relies on one of the improvements of [15], namely, the use of an
“external multiplication” GSW×LWE → LWE replacing the GSW×GSW → GSW
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operation used in [8,11–13], which saves a log factor on time and memory. It turns
out that the trick of [14,15] of implementing a mux-gate, is not compatible with
our circulant ring set-up, but we instead propose to exploit the Galois action for
a similar logarithmic speed-up.

In addition, we propose to use an alternative Gadget matrices based on the
Chinese Remainder Theorem, an idea already presented in [19] for different pur-
poses. We show that such gadgets permit a logarithmic speed-up when dealing
with gadget inversions of tensored ciphertexts; this contribution may find theo-
retical and practical applications in other contexts.

To summarize our theoretical construction, we provide schematics in Fig. 1,
omitting some extra tweaks for practical efficiency that are deferred to
AppendixF. We hope this overview may guide the reader through our paper.

Circular Security. We recall that all the FHE literature, including our work,
relies on (sometimes implicit) circular-security assumptions [2], that may be dif-
ferent from one scheme to the next. Understanding those assumptions is arguably
the most important theoretical question in this field.

One particular property of our scheme is that this circular security assump-
tion can not be avoided even when relaxing the scheme to a leveled FHE
scheme [2]. Indeed, the careful reader may notice that “External Inner-product
in the Exponent” step (ExtExpInner, Sect. 4.3) requires circular encryption.

Instantiation and Implementation. To attest to the feasibility of our approach,
we also provide an instantiation supporting 6-to-6 bit gates, at a security level
of about 100 bits. Its current implementation runs this 6-to-6 bits bootstrapped
gate in about 10 s.

Related Work. Recently Chillotti et al. [20] also proposed the construction of
large homomorphic gates, using a quite different approach. They claim impres-
sive performances, such as a 16-to-8 bit homomorphic gate running in about 2 s.
Admittedly, our current implementation is significantly slower.

Impact. Our implementation should certainly not be understood as publicity for
the practical efficiency of this overall design. It nevertheless serves the purpose
of demonstrating that our new building blocks can be used inside a reasonable
scheme. It is therefore plausible that our contributions are not only of theoretical
interest, but may as well find some use in future practical FHE designs.

Plan. We begin in Sect. 2 with preliminary results and notations. Then we intro-
duce the underlying encryption schemes at hand in Sect. 3. Section 4 presents in
detail the building blocks of the gate, leading to the overall description in Sect. 5.
Finally Sect. 6 reports implementation details and performances.

All proofs are deferred to appendices. Moreover, AppendixF provides several
useful optimization of our scheme for its concrete efficiency.
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2 Preliminaries

2.1 Subgaussian Random Variables

Definition 1. We say that a real random variable X is subgaussian with param-
eter δ (or δ-subgaussian) if E[X] = 0, and for all t, E[exp(tX)] ≤ exp

(
t2δ2/2

)
.

Subgaussian random variables have the following well known properties (see
[21,22]):

Theorem 1. Let X1 and X2 be subgaussian random variables with parameters
δ1 and δ2, respectively.

– X1 + X2 is (δ1 + δ2)-subgaussian.
– If X1 and X2 are independent, X1 + X2 is

√
δ21 + δ22-subgaussian.

– aX1 is (|a|δ1)-subgaussian.
– Subgaussian tail estimate: P (|X1| ≥ √

2λδ1) ≤ 2 exp(−λ).

Note that [21] also defines non-centered subgaussian variables. However, in
this work, we only consider centered ones, i.e. with E[X] = 0.

2.2 Rings

Our FHE scheme uses circulant convolution rings (or, for short, circulant
rings). Circulant rings of degree d will be denoted with indeterminate T :
Rd = Z[T ]/(T d − 1). We fix two distinct odd primes p and q. When speak-
ing specifically of rings Rp, Rq, and Rpq we shall use indeterminates X,Y and
Z, respectively. We write R̃d for the cyclotomic ring Z[T̃ ]/Φd(T̃ ) where Φd(T̃ ) is
the d-th cyclotomic polynomial; if d is prime, Φd(T̃ ) = 1 + T̃ + T̃ 2 + . . . + T̃ d−1.
We identify a ring element a ∈ Rd with its lowest degree representative
a0 + a1T + . . . + ad−1T

d−1 ∈ Z[T ] and call a0, . . . , ad−1 the coefficients of a.
We identify a ∈ Rd/QRd with its lowest degree representative with coefficients
a0, . . . , ad−1 ∈ [−Q/2, Q/2). We define the following norms for ring elements:

Definition 2. Let a ∈ Rd (or Rd/QRd). We define the coefficient norm of a
as ‖a‖ = ‖(a0, . . . , ad−1)‖ =

√∑
a2

i .

Definition 3. Let a ∈ Rd (or Rd/QRd). We define the operator norm of a
as |a| = maxb∈R\{0} ‖ab‖/‖b‖. We expand this notion to vectors x ∈ Rn

d by
maximizing y over Rn \ {0} and replacing the multiplication with the inner
product over Rd.

Definition 4. We define the (normalized) trace function4 as follows: We let
Tr∗

Rd/Z : Rd → Z, a �→ a0. If d is clear from context, we simply write this
function as Tr∗. We let Tr∗

Rpq/Rp
: Rpq → Rp be the linear function defined by

Tr∗
Rpq/Rp

(
Zk

)
=

{
Xk/q if q|k
0 otherwise

4 This is simply a special case of the usual definition of the trace function, but we do
not need the general definition here.
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The following property is easy to see:

Lemma 1. Tr∗
Rd/Z and Tr∗

Rpq/Rp
are linear, and Tr∗

Rp/Z ◦Tr∗
Rpq/Rp

= Tr∗
Rpq/Z.

Definition 5. A random variable A ∈ Rd is δ-subgaussian if, for every b ∈
Rd \ {0}, Tr∗(Ab)/‖b‖ is δ-subgaussian.

Finally, we show that if we trace down a subgaussian random variable over
Rpq down to Rp, the result is a subgaussian random variable over Rp.

Lemma 1. Let A be a δ-subgaussian random variable over Rpq. Then
Tr∗

Rpq/Rp
(A) is δ-subgaussian as well.

2.3 Gadgets

Throughout this exposition we use a binary decomposition operation on ring
elements, and the reverse. For simplicity we adopt the notation of gadget vector
and matrix.

Definition 6. The gadget vector gT of size K is set to
(
1 2 22 · · · 2K−1

) ∈ RK
d .

Reciprocally, we define g−T as a function such that, for w ∈ Rn
d , V = g−T (w)

is a (K × n)-matrix whose entries are ring elements with coefficients in {0, 1}
such that gTV = w.

Definition 7. For some integer n ≥ 1, the gadget matrix Gn is defined by
Gn = In+1 ⊗ g ∈ R(n+1)K×(n+1)

d .

GT
n =

⎛

⎜⎜⎜
⎝

1 2 · · · 2K−1 0 0 · · · 0 · · · 0 0 · · · 0
0 0 · · · 0 1 2 · · · 2K−1 · · · 0 0 · · · 0

...
...

...
...

0 0 · · · 0 0 0 · · · 0 · · · 1 2 · · · 2K−1

⎞

⎟⎟⎟
⎠

We define G−1
n similarly to g−T : for a ∈ Rn+1

d , we let d = G−1
n (a) ∈ R(n+1)K

d

be the vector whose entries have coefficients in {0, 1} such that dT · G = a. For
convenience we write Gn = G as n is typically clear from context.

2.4 Circulant LWE and Reduction to Ring-LWE

It is well known that the naive decisional version of Ring-LWE is insecure over
circulant rings, simply by exploiting the CRT decomposition. Say that d is prime,
and note that Rd/QRd 
 R̃d/QR̃d × Z/QZ if Q is coprime to d, so one may
mount an attack on the Z/QZ part (projecting to this part corresponds to evalu-
ate the polynomial at 1, and therefore maintain smallness of the error). However,
this does not mean that such rings are inherently insecure: the NTRU cryptosys-
tems [17,23] use circulant rings, choosing the secret key and errors that evaluate
to a fixed known value (say 0) at 1.

This suggests a strategy to construct a variant of Ring-LWE over circulant
rings that would be as secure as the cyclotomic Ring-LWE, simply by lifting
all elements x̃ ∈ R̃d/QR̃d to x 
 (x̃, 0), yet this reverse CRT operation may
not keep small elements small. In Appendix E.1 we show how to circumvent this
obstacle, and discuss error sampling in practice in AppendixE.2.
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3 Encryption Schemes

3.1 LWE Encryption

We recall the definition of the most basic LWE symmetric encryption scheme
(see [24–26]). LWE symmetric encryption is parametrized by a dimension n, a
message modulus t ≥ 2, a ciphertext modulus Q = nO(1) and an error distribu-
tion χ. The message space of the scheme is Zt. (Typically, e ← χ satisfies the
condition |e| < Q/2t, and t = 2 is used to encrypt message bits.) The (secret)
key of the encryption scheme is a vector s ∈ Z

n
Q, which may be chosen uniformly

at random, or as a random short vector. The encryption of a message m ∈ Zt

under key s ∈ Z
n
Q is

c = (a, 〈a, s〉 + e + �Q/t� m mod Q) ∈ Z
n+1
Q (1)

where a ← Z
n
Q is chosen uniformly at random. A ciphertext (a, b) is decrypted

by computing
m′ = �t(b − 〈a, s〉)/Q� mod t ∈ Zt. (2)

We write c ∈ LWEt|Q
s (m) to denote that c is an LWE-encryption of m, and

c ∈ LWEt|Q
s (m;E) if c is a random LWE-ciphertext such that c = (a, 〈a, s〉 +

�Q/t� m + e) where e is a subgaussian random variable with parameter E. The
error of c = (a, b) ∈ LWEt|Q

s (m) is err(c) = (b−〈a, s〉−�Q/t� m) mod Q, reduced
modulo Q to the centered interval [−Q/2, Q/2).

Notice that the error err(a, b) depends not just on (a, b), but also on s, Q, t and
m. By the subgaussian tail estimate, if e = err(c) is subgaussian with parameter
E, then |e| <

√
2λE except with probability at most 2 exp(−λ). Thus, if t divides

Q and E ≤ Q/(2t
√

2λ), the decryption procedure recovers the encrypted message
with high probability:

�t(b − 〈a, s〉)/Q� mod t =
⌊

t

Q
·
(

Q

t
m + e

)⌉

=
⌊

m +
t

Q
e

⌉

= m mod t

because t
Q |e| < 1/2 except with probability 2 exp(−λ).

3.2 CLWE and CGSW Encryption Schemes

Below, we describe two encryption schemes, Circulant-LWE and Circulant-GSW
(Circulant variant of [8]), which we need for our homomorphic accumulator (see
Sect. 4). We do not specify any decryption procedures since these are not needed
for the homomorphic accumulator.

Definition 8. We let R, R̃, d, and Q be as in Sect. 2.2. Let t ≥ 2 be the
plaintext modulus. The Circulant-LWE scheme over R consists of the following
algorithms:

– KeyGen: Output a uniformly random element s of R̃.
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– Encs(m) for m ∈ R/tR: Let (a, b) be a sample from the Circulant-LWE dis-
tribution over R with secret s and output (a, b′ = b + �Q/t� · m).

We also define an n-dimensional variant of the scheme where the key is s ∈ Rn,
a is a random vector in Rn and the product a · s is replaced by the inner product
over R〈a, s〉 =

∑n
i=1 ai · si.

Lemma 2. If the decisional R̃- LWE problem is hard, then the Circulant-LWE
scheme is CPA-secure for messages of the form m = Xk.

Definition 9. We let R, R̃, d, and Q be as in Sect. 2.2 and G as in Definition 7.
Furthermore, let t ≥ 2 be the plaintext modulus and B an integer ≥ 2, let K be
the smallest integer such that BK ≥ Q.

The Circulant-GSW scheme is described by the following algorithms:

– KeyGen: Sample a uniformly random s from R̃.
– Encs(m) for m ∈ R/tR: Generate a matrix A ∈ R2K×2 where each row is a

sample from the Circulant-LWE distribution with secret s. Output A+�Q/t�·
mG.

We also define a n-dimensional variant of the scheme where A ∈ R(n+1)K×(n+1)

whose rows are samples from the n-dimensional Circulant-LWE and where G1

is replaced by Gn.

Lemma 3. If the decisional R̃- LWE problem is hard, then the Circulant-GSW
scheme is CPA-secure.

Finally, we define the following notations for various ciphertext spaces:

– We write c ∈ RdLWEt|Q
s (m,E) if c = (a,ats +

⌊
Q
t

⌉
m + e) for some

random error vector e that is E-subgaussian. We extend the notation to
C ∈ RdLWEt|Q

s (mT , E) for message m ∈ Rk
t that are vectors, meaning that

the i-th column Ci of C is in RdLWEt|Q
s (mi, E). Furthermore, we write err(c)

for the error term e in c.
– We write C ∈ RdGSW

t|Q
s (m,E) if C = (a,as + e) +

⌊
Q
t

⌉
· mG, and the

components of e are independent E-subgaussian variables. We write err(C)
for the error vector e in C.

4 Homomorphic Operations

Most of the operations presented below are meaningful both in the
ring/circulant-setting or over the integers. We consider the RLWE problem over
rings Rd = Z[X]/(Xd − 1) with d prime and over R = Z (i.e., simply the LWE
problem). However, most of the results presented in this section also hold for
cyclotomic rings. We assume that coefficients of ring elements in R/QR can be
added and multiplied in constant time since, in our implementation, each coeffi-
cient fits into a machine word. Thus, adding two ring elements takes time O(d)
and multiplying them takes time O(d log d) using FFT.
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4.1 Known Building Blocks

Let us first recall, within our formalism, known building blocks from the liter-
ature. The only novelty is in this section concerns the FunExpExtract function:
while this was already constructed in previous work, in our set-up we will need
to apply a trick from [27] to improve its efficiency.
Linearity.

Key Material: None
Runtime: O(nd) for addition, O(nd log d) for multiplication
Signature:

Add : RdLWEt|Q
s (m; E) × RdLWEt|Q

s (m′; E′)

→ RdLWEt|Q
s

(
m + m′;

√
E2 + E′2

)

x ∈ Rd,Multx : RdLWEt|Q
s (m; E) → RdLWEt|Q

s (xm; |x|E)

(3)

The error term in the result of Add holds when the error terms in the
input ciphertexts are independent. Otherwise, it is E + E′.

The Add operations are computed by simply adding the ciphertexts
component-wise. The Multx operations work by scalar multiplication with x.
Modulus Switching.

Key Material: None
Runtime: O(d)
Signature: ModSwitchQ→Q′

:

RdLWEt|Q
s (m; E) → RdLWEt|Q′

s

(

m;
√

(kE)2 + 1 +
∑

i

|si|2
)

(4)

where s ∈ Rn
d and k = �Q′/t� / �Q/t� ≈ Q′/Q.

The basic idea of modulus switching is to multiply the ciphertext with Q′/Q,
or rather �Q′/t� / �Q/t�. However, since this factor is not necessarily an integer,
we instead use a randomized rounding function [x] = �x� + Br where Br is
a Bernoulli random variable with Pr[Br = 1] = x − �x�. The rounding error
r = [x] − x is subgaussian with parameter 1. Let us write k = �Q′/t� / �Q/t�.
Applying the rounding function component-wise to k · (a, 〈a, s〉 + �Q/t� m + e),
we obtain

(ka+r, k〈a, s〉+�Q′/t� m+ke+r′) = (ka+r, 〈ka+r, s〉+�Q′/t� m+ke+r′−〈r, s〉)

where r is the vector of rounding errors for ka and r′ is the rounding error for
b. Thus, the error term of the modulus-switched ciphertext is ke+ r −〈r, s〉. For
each i, risi is |si|-subgaussian. Since all terms in the sum are independent, the
error parameter is

√
(kE)2 + 1 +

∑
i |si|2.
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Remark 1. We only use modulus switching in the following two cases: when the
dimension of the key is n = 1, and for short keys in Z

n, i.e., n-dimensional
keys where |si| ≤ 1. In the first case, the error parameter simplifies to√

(kE)2 + 1 + |s|2, in the second case to
√

(kE)2 + n + 1.

Key switching.

Key Material: S = [Si]i∈[n] where Si ∈ RdLWE
Q|Q
s′ (si · gT ; σ) (Size:

O(nd log2 Q))
Runtime: O(d log dn log Q)
Signature: KeySwitchs→s′

S :

RdLWEt|Q
s (m; E) → RdLWE

t|Q
s′

(
m;

√
E2 + σ2d2nK

)
. (5)

where s ∈ Rn
d , s′ ∈ Rd.

Algorithm 1. KeySwitchs→s′
S (c): Transform an RdLWE ciphertext under key s

into a ciphertext under s′.
Require:

S = [Si]i∈[n] where Si ∈ RdLWE
Q|Q
s′ (si · gT ; σ).

A ciphertext (a, b) ∈ RdLWE
t|Q
s (m; E) for some m ∈ R/tR.

Ensure: A ciphertext c ∈ RdLWE
t|Q
s′

(
m;

√
E2 + σ2d2nK

)
if the error terms in c and

S are independent.

return (0n′ , b) − g−T (a) · S

Lemma 4. Algorithm1 is correct. Furthermore, if e = err(c) and ei = err(Si),
then the error term of the output ciphertext is e +

∑n
i=1 d

T
i ei, where each di is

a vector whose entries have operator norm at most d.

Remark 2. In practice, the choice of the basis decomposition B for the gadget is
important. It allows to trade off key size and running time against error growth.
We use

S =
[
RdLWE1,Q

s′ (Bjsi;σ)
]

i=1...n,j=0...K−1
,with K = �logB Q�

as key material. The key size decreases to O(nn′dK log Q), and the running time
decreases to O(d log dnn′K), while the output error parameter also increases to√

E2 + σ2d2B2nK.
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External Multiplication.
Key Material: None
Runtime: O(Kd log d)
Signature: ExtMult :

RdLWEt|Q
s (Tm; E) × RdGSW

t|Q
s (Tm′

; E′)

→ RdLWEt|Q
s

(
Tm+m′

;
√

E2 + 2Kd2E′2
)

(6)

for s ∈ R if �Q/t� is invertible modulo Q.

Algorithm 2. ExtMult(c,C): Multiply an RdLWE ciphertext and a RdGSW
ciphertext into a RdLWE ciphertext.

Require: A ciphertext c ∈ RdLWE
t|Q
s (T m; E), and a ciphertext C ∈

RdGSW
t|Q
s (T m′

; E′) with �Q/t� invertible modulo Q.

Ensure: A ciphertext c ∈ RdLWE
t|Q
s

(
T m+m′

;
√

E2 + 2Kd2E′2
)

.

return G−1
(�Q/t�−1 · c) · C

Lemma 5. Algorithm2 is correct. Furthermore, for e = err(c) and e = err(C),
the error term of the output is Xk · e + dTe for some k and a random vector
d ∈ R2K

d independent of e with ‖di‖ ≤ d for every i.

Exponent Function Extraction.

Key Material: A key-switch key S from s(pq) ∈ R3
pq to s′ =

∑p−1
i=0 si+1

Xi ∈ Rp ⊆ Rpq (Size: O(p(q + n)K2)
Runtime: O(pq log(pq)K)
Signature: FunExpExtracts

(pq)→s
F,S :

RpqLWE
t|Q′

s(pq)(Zm; E) → LWEt|Q′
s

(
F (m); |F |

√
E2 + 3σ2p2q2K

)
(7)

for some function F : Zpq → Zt where |F | =
∑

i∈Zpq
|F (i)| and s ∈ Z

p.

Let us first consider the function F0 that maps 0 �→ 1 and k �→ 0 for k �= 0.
If we can extract this function, we can extract any function by first multiplying
the ciphertext with an appropriate polynomial.

This extraction is easily provided by the trace function Tr∗ = Tr∗
Rpq/Z (see

Lemma 1). Indeed, if (a, b) ∈ RpqLWEs(m), then (a,Tr∗(b)) ∈ LWEs(m0), where
a, s ∈ Z

pq are the vectors of coefficients of a and s.
However, this leads to an LWE ciphertext with quadratic dimension pq =

Θ(n2), that must be key-switched to a much smaller dimension Θ(n). Such a
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key-switch without any ring structure would require up to Θ̃(n3) running time,
and as much key-material.

To circumvent this issue, we exploit the intermediate ring, following one of
the tricks of [28]. Namely, we choose a key in Rp, which can also be viewed as an
element of Rpq. Switching to this key, exploiting the structure of Rpq, requires
only Θ̃(pq) = Θ̃(n2) operations. Then, one can trace a down to Rp, and b down
to Z, and obtain the desired result.

Algorithm 3. FunExpExtracts
(pq)→s

F,S : Turn an RpqLWE encryption of Zm into
an LWE encryption of F (m).
Require:

A ciphertext c ∈ RpqLWE
t|Q′

s(pq)(Z
m; E),

A function F : Zpq → Zt,

A key-switch key S from s(pq) to s′ ∈ Rp ⊆ Rpq, where s′ =
∑p−1

i=0 s
(pq)
i+1 Xi.

Ensure: A ciphertext c′ ∈ LWE
t|Q′
s

(
F (m); |F |√E2 + 3σ2p2q2K

)
.

f ← ∑
i∈Zpq

F (i)Z−i mod pq ∈ Rpq

c ← KeySwitchs
(pq)→s′

S (c) � ∈ RpqLWE
t|Q′
s′ (Zm)

c ← Multf (c) � ∈ RpqLWE
t|Q′
s′ (

∑
i∈Zpq

F (i)Zm−i mod pq)

(a, b) ← Tr∗
Rpq/Rp

(c) � ∈ RpLWE
t|Q′
s′ (

∑
i, st q|(m−i) F (i)Xm−i mod pq)

a ← (a0, ap−1, ap−2, . . . , a1)
b ← Tr∗

Rp/Z(b)
return (a, b)

Lemma 6. Algorithm3 is correct and runs in time O(pq log(pq) log Q′).

Remark 3. Note that we could reduce the error parameter in Algorithm 3 by
performing the multiplication before the key-switch. However, doing the key-
switch first allows to amortize the cost of gates with multiple outputs, as we
shall describe in Sect. F.3.

4.2 New Building Blocks

Exponent Multiplication by Galois Conjugation.
Key Material: None
Runtime: O(nd)
Signature: Galoisα :

RdLWEt|Q
s (Tm; E) → RdLWE

t|Q
ψα(s) (Tαm; E) . (8)

where α ∈ Z
∗
d and ψα is the automorphism of Rd defined by T �→ Tα.
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Given a RdLWE-ciphertext (a, as + �Q/t� Tm + e), by applying ψα component-
wise, we obtain (ψα(a), ψα(a) · ψα(s) + �Q/t� Tαm + ψα(e)). Applying Galoisα

does not change the error parameter because Tr∗(ψα(e)b) = Tr∗(ψα(eψ−1
α (b))) =

Tr∗(eψ−1
α (b)). The running time is O(d) because for x ∈ R, ψα(x) is computed

simply by permuting the coefficients of x. Even if the ciphertext is in FFT rep-
resentation, the runtime remains O(d), as ψα also acts on those representations
by permutation.
Exponent CRT by tensoring.

Key Material: None
Runtime: O(pq)
Signature: ExpCRT:

RpLWEt|Q⊗
sp

(Xmp ; Ep) × RqLWEt|Q⊗
sq

(Y mq ; Eq)

→ RpqLWEt|Q⊗
s

(
Zm;

√
E2

p + E2
q + t

√
2λEpEq

)
(9)

if t · �Q⊗/t� = 1 mod Q⊗, and where m = αmp + βmq is such that mp =
m mod p and mq = m mod q and s = (−ψα(sp) ⊗ ψβ(sq), ψα(sp) ⊗ 1, 1 ⊗
ψβ(sq)).

Note that the condition t·�Q⊗/t� = 1 can be easily satisfied in our bootstrap-
ping scheme because we perform a modulus switch before and after ExpCRT.

Algorithm 4. ExpCRT
(
c(p), c(q)

)

Require: Ciphertexts c(p) ∈ RpLWE
t|Q⊗
sp (Xmp ; Ep) and c(q) ∈ RqLWE

t|Q⊗
sq (Y mq ; Eq).

Ensure: A ciphertext c ∈ RpqLWE
t|Q⊗
s (Zm;

√
E2

p + E2
q + t

√
2λEpEq) except with

probability 2min(p, q) exp(−λ)

(ap, bp) ← Galoisα
(
c(p)

)
� ∈ RpLWE

t|Q⊗
ψα(sp)

(
Xαmp ; Ep

)

(aq, bq) ← Galoisβ
(
c(q)

)
� ∈ RqLWE

t|Q⊗
ψβ(sq)

(
Y βmq ; Eq)

a ← (ap ⊗ aq, ap ⊗ bq, bp ⊗ aq)
return (ta, tbp ⊗ bq)

We will need the following lemma to bound the tensor product of two sub-
gaussian random variables.

Lemma 7. Let A and B be independent subgaussian random variables on Rp

and Rq, respectively, with parameters γ and δ. Then, for every λ ∈ R, A ⊗ B is
subgaussian with parameter

√
2λγδ except with probability 2min(p, q) exp(−λ).5

Lemma 8. Algorithm4 is correct and runs in time Θ(pq).
5 More formally, for some event E with p(E) ≤ 2 min(p, q) exp(−λ), when conditioning

on E, A ⊗ B is subgaussian with parameter
√

2λγδ.
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4.3 Evaluating Inner Products in Exponents

This procedure allows evaluation of inner products in exponents with log d times
less homomorphic additions in exponents than in FHEW, also less key material.

As a subroutine, we construct an (External) Multiply-and-Add operation in
the exponent, for a public coefficient α ∈ Z

∗
d. We defer the error analysis of this

step to the Algorithm 6 with 
 = 1.

External Multiply-and-Add in the Exponent.

Key Material: Key-switch keys Sα (from ψα(s) to s) and Sβ (from ψβ(s)
to s), where β = α−1 mod d (Size: O(Kd log Q))
Runtime: O(Kd log d)
Signature: ExtExpMultAddα

Sα,Sβ :

RdLWEt|Q
s (Tm′

; E) × RdGSW
t|Q
s (Tm; E′) → RdLWEt|Q

s

(
Tαm+m′

; E′′
)

.

where E′′ =
√

E2 + d2K(4σ2 + E′2).

Algorithm 5. ExtExpMultAddα
Sα,Sβ (c,C)

Require: α ∈ Z
∗
d, with inverse β = α−1 ∈ Z

∗
d

A ψα(s) → s Key-Switching key Sα ∈ RdLWE
Q|Q
s

(
ψα(s) · gT ; σ

)

A ψβ(s) → s Key-Switching key Sβ ∈ RdLWE
Q|Q
s

(
ψβ(s) · gT ; σ

)

A ciphertext c ∈ RdLWE
t|Q
s (T m′

; E). A ciphertext C ∈ RdGSW
t|Q
s (T m; E′)

Ensure: A ciphertext c′ ∈ RdLWE
t|Q
s (T αm+m′

; E′′).

c1 ← Galoisβ(c) � ∈ RdLWE
t|Q
ψβ(s)

(
T βm′)

c2 ← KeySwitch
ψβ(s)→s

Sβ (c1) � ∈ RdLWE
t|Q
s

(
T βm′)

c3 ← ExtMult(C, c2) � ∈ RdLWE
t|Q
s

(
T m+βm′)

c4 ← Galoisα(c3) � ∈ RdLWE
t|Q
ψα(s)

(
T αm+m′)

c5 ← KeySwitch
ψα(s)→s
Sα (c4) � ∈ RdLWE

t|Q
s

(
T αm+m′)

return c5.

Remark 4. A similar speed-up was obtained in [15] using a different technique,
namely a Mux operation. We are unfortunately unable to use it in our cir-
culant set-up, essentially because encryptions of 0 are not allowed: our IND-
CPA-security guarantee (Lemma 2) only applies to encryptions of Xm for some
m ∈ Zd. Yet our technique is more general, precisely, we do not restrict the
secret input vector to have binary coefficients.

By chaining, this allows us to evaluate inner products 〈x,y〉 over Zd in the
exponent, given GSW encryptions RdGSW

t|Q
s (T xi) and a public vector of coef-

ficients y ∈ Z
�
d.
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External Inner-product in the Exponent.
Key Material: Key-switch keys Sα from ψα(s) to s, for every α ∈ Z

∗
d.

(Size: O(d2 log2 Q))
Runtime: O(lKd log d)
Signature: ExtExpInner y[Sα]α

:

�⊕

i=1

RdGSW
t|Q
s (T xi ; E′) → RdLWEt|Q

s

(
T 〈x,y〉;

√
2K
2d2σ2 + 2K
d2E′2

)
.

(10)

Algorithm 6. ExtExpInner y[Sα]α
([Ci]i∈[l])

Require: A public vector y ∈ Z
�
d

A ψα(s) → s Key-Switching key Sα ∈ RdLWE
Q|Q
s

(
ψα(s) · gT ; σ

)
for each α ∈ Z

∗
d

A ciphertext Ci ∈ RdGSW
t|Q
s (T xi ; E′) for each i ∈ [�]

Ensure: A ciphertext c ∈ RdLWE
t|Q
s

(
T 〈x,y〉;

√
4K�2d2σ2 + 2K�d2E′2

)

c ← (0, T 0) � ∈ RdLWE
t|Q
s (T 0; 0)

for i from 1 to � where yi �= 0 do
α = yi; β = α−1 mod d

c ← ExtExpMultAddα
Sα,Sβ (c,Ci) � ∈ RdLWE

t|Q
s

(
T

∑i
j=1 xjyj , . . .

)

end for
return c

Theorem 9. Algorithm6 is correct and runs in time Θ(lKd log d).

Remark 5. The asymmetry in the error parameter
√

4K
2d2σ2 + 2K
d2E′2 with

2 on the left-hand side and 
 on the right is due to the fact that key-switch keys
can be reused in multiple loop iterations. Thus, the error parameter that we state
in Algorithm 6 represents the worst case where we have the same α in every loop
iteration, and α = α−1 mod d. In practice, this will happen very rarely, so we

can expect an error parameter close to
√

K
d2
(
4σ2 + 2E′2).

5 Joining the Building Blocks

In this section, we explain how the building blocks we described in Sect. 4 fit
together to form the homomorphic evaluation and bootstrapping procedure
EvalBootstrap. See Fig. 1 for a schematic overview. We build an algorithm that,
given ciphertexts ci ∈ LWEs(mi;Ein), i ∈ {1, . . . , k} with s ∈ Z

p
Q′ a short vec-

tor (i.e., si ∈ {−1, 0, 1} for all i), a function f : Zt → Zt, and coefficients
γ1, . . . , γk ∈ Zt such that

∑
i |γi| ≤ t, produces c ∈ LWEs(f(m);Eout) where
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m =
∑k

i=1 γimi. We do not assume that the error terms in the ci are indepen-
dent of each other, or independent of the key material used by EvalBootstrap: if
an input ci is the result of a previous application of EvalBootstrap, then its error
term is not independent of the error terms in the bootstrapping/evaluation key
material. We use the following parameters for the building blocks:

– n as the security parameter,
– p, q = Θ(n), Q = poly(n), K = �log Q� = O(log n), t = Θ(n) such that

t ≤ √
pq/4,

– λ = Θ(n) such that λ ≤ q as the failure parameter; the decryption and homo-
morphic evaluation procedures should only fail with probability exponentially
small in λ,

– σ as the error parameter used in the key material,
– Q′, Q⊗ = O(Q/

√
n3σ), with t · �Q⊗/t� = 1 mod Q⊗.

For mi ∈ {0, 1}, the algorithm can evaluate arbitrary k-bit gates if t ≥ 2k,
using γi = 2i−1 and an appropriately chosen f . We can compute a threshold
gate if t > k by setting γi = 1 for all i.

Theorem 10. Algorithm7 is correct and runs in time Õ(n2). Moreover, there
exists Q = O(γ′|f |n6.5σ1.5) such that the output of EvalBootstrap can be used
as input for another execution of EvalBootstrap with coefficients γ′

1, . . . , γ
′
k such

that γ′ =
∑

i |γ′
i| (with failure probability exponentially small in n).

6 Implementation

In addition to the formal analysis, we developed a complete implementation of
the scheme. Our objective was to make it efficient and usable. We present below
the key techniques that enable us to evaluate a 6-bit gate in roughly 6.4 s.

6.1 Implementation Details

FFT. The most intensive computations throughout the scheme are the multi-
plications of ring elements. For efficiency this is classically done in the frequency
domain. The cost for a multiplication decreases from Θ(nc) down to Θ(n log n),
where c = log(3) in the case of Karatsuba algorithm for example. Since we are
dealing with circulant ring elements, we may wish to run the FFT operation
in the ring dimension exactly. But our ring dimensions are prime, which is the
worst case for FFT efficiency. We ran some benchmarks and it turned out that
it was much faster to use a bigger dimension (with small prime factors), and
do the polynomial reduction afterwards. Also we do not meet the conditions to
apply NTT (our moduli are not primes), so our choice was to stick with FFT
computations and we use the FFTW library [29] for the forward and backward
transforms.

More challenges arose with FFT computations since our biggest modulus
is Q = 256 and the FFT works with double precision numbers (i.e. 53 bits
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Algorithm 7. EvalBootstrapf,γ1,...,γk

S (c1, . . . , ck): Homomorphically evaluate a
function and produce a bootstrapped encryption of the result.

Require: ci ∈ LWE
t|Q′
s (mi; Ein), f : Zt → Zt, γi ∈ Zt where γ =

∑ |γi| and γEin ≤ T
for a certain T = Θ(Q/(n2√σ)), and S is the required public key material consisting
of:

– Bootstrapping keys BK
(d)
i ∈ RdLWE

t|Q
s(d)(si mod d; σ) for i = 1, . . . , n and d =

p, q, where |s(d)| = O(n
√

σ)
– Key-switch keys Sd,α from ψα(s) to s for d ∈ {p, q} and α ∈ Z

∗
d

– A key-switch key S from s(pq) to s′ where s(pq) =
(−ψα

(
s(p)

) ⊗
ψβ

(
s(q)

)
, ψα

(
s(p)

) ⊗ 1, 1 ⊗ ψβ

(
s(q)

))
for α = q−1 mod p, and β = p−1 mod q,

and s′ =
∑p−1

i=0 si+1X
i

Ensure: c ∈ LWE
t|Q′
s

(
f
(∑k

i=1 γimi

)
; Eout

)
where Eout = O

(|f |n4.5σ
)
, except with

probability exponentially small in n.

c ← ∑k
i=1 γici � ∈ LWE

t|Q′
s (m; γE

)

c ← ModSwitchQ′→pq(c) � ∈ LWE
t|pq
s (m;

√
r2γ2E2 + (p + 1)2) where

r = �pq/t� / �Q′/t�(
a(p), b(p)

)
← c mod p

(
a(q), b(q)

)
← c mod q

c(p) ← Xb(p) · ExtExpInner−a(p)

[Sp,α]α

([
BK

(p)
i

]
i

)

� ∈ RpLWE
t|Q
s

(
Xb−〈a,s〉 mod p; O

(
n2.5σ

))

c(q) ← Y b(q) · ExtExpInner−a(q)

[Sq,α]α

([
BK

(q)
i

]
i

)

� ∈ RqLWE
t|Q
s

(
Y b−〈a,s〉 mod q; O

(
n2.5σ

))

c(p) ← ModSwitchQ→Q⊗
(
c(p)

)
� ∈ RpLWE

t|Q⊗
s(p)

(
Xb−〈a,s〉 mod p; O

(
n
√

σ
))

c(q) ← ModSwitchQ→Q⊗
(
c(q)

)
� ∈ RqLWE

t|Q⊗
s(q)

(
Y b−〈a,s〉 mod q; O

(
n
√

σ
))

c(pq) ← ExpCRT
(
c(p), c(q)

)
� ∈ RpqLWE

t|Q⊗
s(pq)

(
Zb−〈a,s〉; O

(
n3.5σ

))

c(pq) ← ModSwitchQ⊗→Q′(
c(pq)

)
� ∈ RpqLWE

t|Q′

s(pq)

(
Zb−〈a,s〉; O

(
n3.5σ

))

F ← (x �→ f(�tx/q� mod t)) � F : Zpq → Zt, |F | = |f |pq/t = O(|f |n)

c ← FunExpExtracts
(pq)→s

F,S

(
c(pq)

)
� ∈ LWE

Q′|t
s

(
f(m); O

(|f |n4.5σ
))

return c

mantissa). So we have to split the ring coefficients into two halves of 28 bits
each and apply the FFT transformation on each to prevent rounding errors. We
perform this splitting trick only when needed, i.e. when the ring element is not
small. For example, in ExtMult products of ring element are computed where one
of the operands is the output of a Gadget decomposition. This operand needs
not be split before FFT forward transform because it is very small.

Pre-computations. In order to minimize the evaluation time of the gate, a max-
imum of heavy computations are done in the setup phase. Consequently all keys
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materials: bootstrapping keys, key-switching keys, among others, are computed
ahead of time and in FFT domain. Our CirculantRing class allows to transpar-
ently manipulate ring element in FFT or coefficient representation which greatly
contribute to both performance and code readability.

Further Optimization. The implementation has been done in C++11, using its
most convenient and efficient features. For example, all classes are extensively
defined with template parameters (dimension, moduli, basis decomposition...).
This trick allows the computer to know, at compile time, the values of many
variables. The compiler then produces dedicated and highly optimized binaries.

Open-Source. Many efforts have also been made for general availability and
usability. The whole code is documented with Doxygen and many unitary tests
are provided. With under 4,000 lines of code, it remains accessible to whoever
wants to tweak or improve it. The implementation is open-source 6.

At the first start (and only then), heavy computations are performed by the
FFTW components, in order to optimize the FFT for the current computer.

6.2 Parameters

For our first implementation, we targeted a 6-bit input gate. The parameters of
the scheme are as follows:

– For 6 input bits, the plaintext modulus t = 26.
– The ring dimensions p and q are 1439 and 1447, so pq = 2, 077, 892.

Hence the FFT dimensions are dFFT
1 = 3072 = 3 ·210 for Rp,Rq and dFFT

2 =
4, 194, 304 = 222 for Rpq.

– The modulus in ExtExpInner and the LWE are Q,Q′ = 256.
– Errors and secrets are sampled according to Sect. E.2. Secrets are ternary, one

third of the coefficients are set to −1, another to 1 and the rest to 0. Errors
have variance 4.

For ExpCRT we want a small inverse to �Q⊗/t� mod Q⊗. Hence we choose
Q⊗ = (219 − t + 1)2. Finally, for the gadget decomposition we use B = 28 and
K = 7 for ExtExpInner and FunExpExtract and their key material.

We also have extra parameters related an to optimization presented in
AppendixF.1. Namely, we apply an extra KeySwitch over LWE ciphertext to
decrease the length l of the decryption inner-product from l = p = 1439 down
to l = 600. This key-switch happens with modulus Q = 256, error standard
deviation 233, and gadget parameters B = 26, K = 10.

Error Growth and Correctness. To choose the parameters, we simulated the
error growth throughout the gate, using heuristic error propagation assumption,
described in AppendixF.2. This simulation script is provided with the code as
file scripts/parameters.sage. We compared the predicted variance of each
6 https://github.com/gbonnoron/Borogrove.

https://github.com/gbonnoron/Borogrove
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step to the experimental one, and found them to be corroborated. From the
final variance, and according to a central limit heuristic, we predict a failure
probability of only 2−74 for the above parameter set. In practice we have tested
our scheme hundreds of time on different inputs, and never observed failure.

Security. To estimate the concrete security of our parameter set, we use the
lwe-estimator from Albrecht [30]. All the LWE instances behind our LWE,
RpLWE, RqLWE ciphertexts given as part of the evaluation key offers at least
100 bits of security, according to the estimator as of commit cc5f6e8, which
includes the latest result of [31] for small secrets. Therefore we feel safe to claim
at least 80 bits of security.

6.3 Performances

We run our test on a punchy laptop: Core i7-6500U (2.50 GHz, 4 MB L2 cache),
16 GB RAM with a GNU/Linux Fedora 26 installed on a SSD. The computation
is single-threaded and we got the following timings:

– FFTW wisdom computation (only once per computer): 68 min
– Key pre-processing (once per user key pair): 38 s
– 6-bit input, 1-bit output gate evaluation: 6.4 s

The gate time breaks down into: 0.60 s per ExtExpInner (the two could be run in
parallel), 4.0 s for the KeySwitch in FunExpExtract and only 0.55 s for the output
bit related operations. Consequently, computing another function (1 more output
bit) on the same 6 input bits would add only 0.55 s, and so on. For 6-to-6 bit
gate it yields just above 10 s. On the memory front, we need 9.2 GB of RAM to
store all key materials for the computation.

Optimisations. This first implementation includes only those on ExtExpInner
described in Sect. F.1. Over the total gate evaluation time, 60% (3.8 s) are spent
on FFT forward and backward transforms. The 3.8 s break down into 0.9 sec
for more than 350k FFT in dimension dFFT

1 (Rp and Rq), and 2.9 s for only
around 250 FFT in dimension dFFT

2 for Rpq. We estimate that the optimisations
of AppendixF.4 will bring these 2.9 s down to 1 or 1.5 s at most. This rough
estimate is based on partial implementation, soon to be confirmed after complete
integration. The overall gate time should drop below 6 s and the cost of additional
output bits become negligible.

A Proofs for Section 2 (Preliminaries)

Lemma 1. Let A be a δ-subgaussian random variable over Rpq. Then
Tr∗

Rpq/Rp
(A) is δ-subgaussian as well.

Proof. Let b ∈ Rp. Then, Tr∗
Rp/Z

(
Tr∗

Rpq/Rp
(Ab)

)
/‖b‖ = Tr∗(Ab)/‖b‖ which is

δ-subgaussian by assumption.
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B Proofs for Section 3 (Encryption Schemes)

Lemma 2. If the decisional R̃- LWE problem is hard, then the Circulant-LWE
scheme is CPA-secure for messages of the form m = Xk.

Proof. If R̃- LWE is hard, then by Lemma3, the Circulant-LWE distribution
is indistinguishable from the uniform distribution over S2

d,Q. To prove CPA-
security, it suffices to show that, for any k ∈ Z/dZ and u = �Q/t�, we have
Sd,Q+uXk = Sd,Q+u. This then shows that a Circulant-LWE encryption of m =
Xk is indistinguishable from a uniformly random sample from Sd,Q × (Sd,Q +u).
Indeed, Sd,Q + u = {∑d−1

i=0 aiX
i | ∑ ai = u mod Q} = Sd,Q + uXk.

Lemma 3. If the decisional R̃- LWE problem is hard, then the Circulant-GSW
scheme is CPA-secure.

Proof. Let C be a Circulant-GSW ciphertext. Each row of C is of the form
(a, b) + (0, uBim) or (a, b) + (uBim, 0) where m = Xk and (a, b) is a Circulant-
LWE sample, and thus indistinguishable from a random element of S2

d,Q. By the
same argument as in the previous proof, each row of C is indistinguishable from a
uniformly random samble from either (Sd,Q +uBi)×Sd,Q, or Sd,Q ×(Sd,Q +uBi)
where i only depends on the row number, not on m.

C Proofs for Section 4 (Homomorphic Operations)

Lemma 4. Algorithm1 is correct. Furthermore, if e = err(c) and ei = err(Si),
then the error term of the output ciphertext is e +

∑n
i=1 d

T
i ei, where each di is

a vector whose entries have operator norm at most d.

Proof. By definition of g−T , it is easy to see that the error term is e −∑n
i=1 g

−T (ai)ei and each component of g−T (ai) is in Rd/2Rd. Thus, the second
part of the lemma follows. The first part holds because for every i, g−T (ai)ei is
subgaussian with parameter at most

√
Kdσ. If the error terms are independent,

it follows that the error parameter is as stated in the algorithm.

Lemma 5. Algorithm2 is correct. Furthermore, for e = err(c) and e = err(C),
the error term of the output is Xk · e + dTe for some k and a random vector
d ∈ R2K

d independent of e with ‖di‖ ≤ d for every i.

Proof. Write u = �Q/t�, so c = (a, as + e + �Q/t� Tm) and C = (a, 〈a, s〉 + e) +
uTm′

G. Let d = G−1(u−1 · c). We have:

dT · C = dT · (a,as + e) + uTm′
dTG

= (dTa,dTas + dTe) + uu−1Tm′
(

a, as + e +
⌊

Q

t

⌉

Tm

)

=
(

a′, a′s + e′ +
⌊

Q

t

⌉

Tm+m′
)
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where a′ = dTa+aTm′
and e′ = dTe+eTm′

. Each component of e is independent
and subgaussian with parameter E′, and d is a vector in R2K

d , where each entry
has binary coefficients. Thus, for every i, we have |di| ≤ d. Using the following
Lemma 2, the error parameter follows.

Lemma 2. Let e be a γ-subgaussian variable over Rd and e = (e1, . . . , en) be
a vector of independent δ-subgaussian random variables over Rd. Let d be a
random variable over Rn

d such that |di| ≤ k for all i. If d and e are independent
and e and e are independent, then e + 〈d, e〉 is

√
γ2 + k2nδ2-subgaussian.

We first consider the case where e = 0 and d is a fixed vector instead of
a random variable. For every b ∈ Rd and every i, we have Tr(dieib)/‖b‖ ≤
kTr(ei(dib))/‖dib‖ which is (kδ)-subgaussian. From the independence of the ei,
it follows that Tr(〈d, e〉b)/‖b‖ is (

√
nkδ)-subgaussian.

If d and e are random variables independent of e, it holds for every b ∈ Rd

that

E[exp(tTr(eb + 〈d, e〉b)/‖b‖)]

=
∑

e∗,d∗
P [e = e∗,d = d∗] · E[exp(tTr(eb + 〈d, e〉b)/‖b‖) | e = e∗,d = d∗]

=
∑

e∗,d∗
P [e = e∗,d = d∗] · exp(tTr(e∗b)/‖b‖) · E[exp(tTr(〈d∗, e〉b)/‖b‖)]

≤
∑

e∗,d∗
P [e = e∗,d = d∗] · exp(tTr(e∗b)/‖b‖) · exp

(
t2nk2δ2/2

)

= E[t exp(Tr(eb)/‖b‖)] · exp
(
t2nk2δ2/2

)

≤ exp
(
t2
(
γ2 + nk2δ2

)
/2
)

which concludes the proof.

Lemma 6. Algorithm3 is correct and runs in time O(pq log(pq) log Q′).

Proof. We can compute Tr∗
Rpq/Rp

(x) by examining p coefficients of x, and
Tr∗

Rp/Z(x) is simply the constant term of x. Thus, the runtime is dominated
by the key-switch, which runs in time O(pq log(pq)K). After the multiplication
and key-switch, it holds that

c ∈ RpqLWE
t|Q′

s(pq)

(
∑

i∈Zpq

Zm−i mod pq; |F |
√

E2 + 3σ2p2q2K

)

since |f | ≤ |F |. Using Lemma 1, the linearity of the trace function, and the fact
that s′ ∈ Rp, we conclude that after the trace,

(a, b) ∈ RpLWE
t|Q′

s′

(

Tr∗
Rpq/Rp

(
∑

i∈Zpq

F (i)Zm−i mod pq

)

; |F |
√

E2 + 3σ2p2q2K

)
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It holds that

Tr∗(b) = Tr∗(a · s′) + �Q′/t� Tr∗
Rpq/Z

(
∑

i∈Zpq

F (i)Zm−i mod pq

)

+ Tr∗(e)

and by Lemma 1, Tr∗(∑
i∈Zpq

F (i)Zm−i mod pq
)

= F (j) if m = j. Since

Tr∗(as) = a0s0 +
∑p−1

i=1 ap−isi = 〈a, s〉 and Tr∗ does not increase the error
parameter, the correctness of our algorithm follows.

Lemma 7. Let A and B be independent subgaussian random variables on Rp

and Rq, respectively, with parameters γ and δ. Then, for every λ ∈ R, A ⊗ B is
subgaussian with parameter

√
2λγδ except with probability 2min(p, q) exp(−λ).7

Proof. We want to show that for every y ∈ Rpq \ {0}, Tr∗((A ⊗ B)y)/‖y‖ is
subgaussian (except with a small probability). Let y ∈ Rpq \ {0}. We can write
y =

∑q−1
i=0 yi ⊗ Y i. It holds that ‖y‖ =

√∑
i ‖yi‖2. Thus,

Tr∗((A ⊗ B)y)
‖y‖ =

∑

i

Tr∗(Ayi ⊗ BY i)
‖y‖ =

∑

i

Tr∗(Ayi) · Tr∗(BY i)
‖y‖

Let Ei be the event that |Tr∗(Ayi)| ≥ √
2λγ‖yi‖. Applying the subgaussian tail

estimate, we conclude that for each i, p(Ei) ≤ 2 exp(−λ). By the union bound, it
follows that, for E =

⋃
i Ei, p(E) ≤ 2q exp(−λ). We now proceed similarly to the

proof of Lemma 2. For every fixed value a ∈ Rp such that Tr∗(ayi) <
√

2λγ‖yi‖
for all i, we have

∑

i

Tr∗(ayi) · Tr∗(BY i)
‖y‖ =

Tr∗(∑
i BTr∗(ayi)Y i

)

‖y‖

which is subgaussian with parameter
∥
∥
∑

i Tr∗(ayi)Y i
∥
∥ δ

‖y‖ =

√∑
i Tr∗(ayi)2δ

√∑
j ‖yj‖2

<

√
2λγδ

√∑
i ‖yi‖2

√∑
j ‖yj‖2

=
√

2λγδ

We can then use the independence of A and B to conclude that, conditioned on
E, Tr∗((A ⊗ B)y)/‖y‖ is (

√
2λγδ)-subgaussian, as claimed.

Using a similar argument, this time writing y =
∑p−1

i=0 Xi ⊗ yi, it also fol-
lows that Tr∗((A ⊗ B)y)/‖y‖ is (

√
2λγδ)-subgaussian except with probability

2p exp(−λ). This proves our claim.

Lemma 8. Algorithm4 is correct and runs in time Θ(pq).

7 More formally, for some event E with p(E) ≤ 2 min(p, q) exp(−λ), when conditioning
on E, A ⊗ B is subgaussian with parameter

√
2λγδ.
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Proof. Let m′ = αqmp+βpmq mod pq. It holds that m′ mod p = mp and m′ mod
q = mq. Thus, by the Chinese Remainder Theorem, m′ = m. Let s′

p = ψα(sp)
and s′

q = ψβ(sq). Let us write b′
p = uXαmp + ep and b′

q = Q⊗Y βmq/t + eq. We
have

tbp ⊗ bq = tapsp ⊗ bq + tb′
p ⊗ aqsq + tb′

p ⊗ b′
q

= −taps
′
p ⊗ aqs

′
q + taps

′
p ⊗ b′

q + tbp ⊗ aqs
′
q + tb′

p ⊗ b′
q

and tb′
p ⊗ b′

q = �Q⊗/t� Xαmp ⊗ Y βmq + Xαmp ⊗ eq + ep ⊗ Y βmq + tep ⊗ eq. Since
Xαmp ⊗ Y αmq = Zm, the error term is

epq = Xαmp ⊗ eq + ep ⊗ Y βmq + tep ⊗ eq.

Since ep and eq are independent, the sum of the first two terms is subgaus-

sian with parameter
√

E2
p + E2

q . The third term is subgaussian with parameter

t
√

2λEpEq, except with probability 2min(p, q) exp(−λ) by Lemma 7. In total,

epq is subgaussian with parameter
√

E2
p + E2

q + t
√

2λEpEq except with proba-

bility 2min(p, q) exp(−λ).
Thus, with a = (ap ⊗aq, ap ⊗bq, bp ⊗aq) and s = (−ψα(sp)⊗ψβ(sq), ψα(sp)⊗

1, 1 ⊗ ψβ(sq)) = (−s′
p ⊗ s′

q, s
′
p ⊗ 1, 1 ⊗ s′

q), an easy computation shows that
tbp ⊗ bq − t〈a, s〉 = tb′

p ⊗ b′
q = �Q⊗/t� Zm + epq. The algorithm is correct.

The running time is dominated by the cost of tensoring the ring elements,
which takes time Θ(pq).

Theorem 9. Algorithm6 is correct and runs in time Θ(lKd log d).

Proof. By induction, we prove that the error term of c in the i-th iteration
of the for-loop is of the form e1 + e2 where e1 is (2id

√
Kσ)-subgaussian, and

e2 =
∑i

j=1

〈
d(j), ψyj

(e(j))
〉

with the following properties: e(j) is the error vector

of Cj , and d(j) ∈ R2K
d is a random vector with |d(j)

n | ≤ d that is independent of
e(k) for all k ≥ j.

Clearly, our claim holds prior to the loop (with i = 0) since c has no error
term at this point. Suppose now that the claim holds for i − 1. Let α = yi and
β = α−1 mod d. During the ExtExpMultAdd operation, we first apply a Galois
operation, which results in an error term of ψβ(e1)+ψβ(e2). This is followed by a
key-switch, which, by Lemma 4, changes the error to ψβ(e1)+ψβ(e2)+eks,1 where
eks,1 is independent of e(j) for all j, and subgaussian with parameter

√
Kdσ.

Next comes an ExtMult operation which changes it to Xkψβ(e1) + Xkψβ(e2) +
Xkeks,1 +

〈
d, e(i)

〉
for some k, where e is the error in Ci, and d ∈ R2K

d is a
random vector independent of e(j) for j ≥ i which satisfies |dn| ≤ d for every
n, by Lemma 5. After the second Galois and key-switch, the error term becomes
Xαke1 + Xαke2 + Xαkψα(eks,1) + ψα

(〈
d, e(i)

〉)
+ ψα(eks,2) where eks,2 is again

subgaussian with parameter
√

Kdσ. We can reorder the error terms and write

Xαke1 + Xαkψα(eks,1) + ψα(eks,2)
︸ ︷︷ ︸

e′
1

+Xαke2 + ψα(〈d, e(i)〉)
︸ ︷︷ ︸

e′
2
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By the induction hypothesis and since eks,1 and eks,2 are subgaussian with
parameter d

√
Kσ, it follows that e′

1 is (2id
√

Kσ)-subgaussian (because we do
not assume that e1, eks,1 and eks,2 are independent). Finally, it holds that

Xαke2 =
i−1∑

j=1

〈
Xαkd(j), ψyj

(
e(j)

)〉

and thus, setting d′(j) = Xαkd(j) for j < i and d′(i) = ψyi
(d), we have

e′
2 =

∑i
j=1

〈
d′(j), ψyj

(e(j))
〉

which completes the induction step. Finally, by
repeated applications of Lemma 2, we conclude that the error term in the out-
put is subgaussian with parameter

√
4K
2d2σ2 + 2K
d2E′2.

It is easy to see that the algorithm has the claimed runtime by adding up
the runtimes of the algorithms used in ExtExpMultAdd.

D Proofs for Section 5 (Joining the Building Blocks)

Theorem 10. Algorithm7 is correct and runs in time Õ(n2). Moreover, there
exists Q = O(γ′|f |n6.5σ1.5) such that the output of EvalBootstrap can be used
as input for another execution of EvalBootstrap with coefficients γ′

1, . . . , γ
′
k such

that γ′ =
∑

i |γ′
i| (with failure probability exponentially small in n).

Proof. It is straighforward to verify the error parameters for each step in the
comments of the algorithm. There are two steps where failures might occur: the
ExpCRT step, and the FunExpExtract step. The failure probability for ExpCRT
is 2 exp(−λ). FunExpExtract will not fail to extract the value of F , but if the
error term in c is too large, the output might not be an encryption of f(m).
The subgaussian tail estimate guarantees that the failure probability is at most
2 exp(−λ) if

√
r2γ2E2

in + p + 1 ≤ pq/(2t
√

2λ) where r = �pq/t� / �Q′/t�. Since
t ≤ √

pq/4 and λ ≤ q, this condition is satisfied if
√

r2γ2E2
in + p + 1 ≤ √

2p, or
equivalently,

γEin ≤
√

p − 1
r2

︸ ︷︷ ︸
T

= Θ

(√
Q′2

pq2

)

= Θ

(
Q

n2
√

σ

)

The runtime is dominated by ExtExpInner and FunExpExtract, which run
in time O(nKd log d) and O(Kpq log(pq)), respectively. Given our asymptotic
parameter choices, both of those are Õ(n2).

If we want to use outputs of EvalBootstrap as inputs for another execution
of EvalBootstrap, where the absolute values of the coefficients sum up to γ′, we
require that γ′Eout ≤ T . From the asymptotic formulas for Eout and T , it is
easy to see that this inequality can be satisfied by a Q in O(|f |γ′n6.5σ1.5).
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E More Details on Circulant LWE

E.1 Circulant LWE and Reduction to Ring-LWE

In all this subsection, we assume d to be prime. It is well known that the naive
decisional version of Ring-LWE is insecure over circulant rings, simply by exploit-
ing the CRT decomposition Rd/QRd 
 R̃d/QR̃d × Z/QZ when Q is coprime
to d, and mounting an attack on the Z/QZ part (projecting to this part corre-
sponds to evaluating the polynomial at 1, and therefore maintain smallness of
the error). However, this does not mean that such rings are inherently insecure:
The NTRU cryptosystems [17,23] use circulant rings, choosing the secret key
and errors that evaluate to a fixed known value (say 0) at 1.

This suggests a strategy to construct a variant of Ring-LWE over circulant
rings that would be as secure as the cyclotomic Ring-LWE, simply by lifting all
elements x̃ ∈ R̃d/QR̃d to x 
 (x̃, 0), yet this reverse CRT operation may not
keep small elements small.

Instead, one can construct such a lift without working modulo Q, in order
to preserve smallness of coefficients (up to some reasonable distortion). We also
note that such a lift should actually start from the co-different ideal R̃∨

d , so as
to match the Ring-LWE instances admitting worst-case hardness proofs [18], yet
a reduction (with some loss on the error parameter) to Ring-LWE without the
co-different was given in [33].

Because 1 − X and Φd(X) are not coprime over Z[X] (their gcd is d, not 1),
we do not have a CRT decomposition of Rd as R̃d × Z. Yet, those polynomials
are coprime over Q[X] which allows to write

Kd = K̃d × Q

where Kd = Q[X]/(Xd − 1) and K̃d = Q[X]/Φd(X).8 We write L the canonical
inclusion map L : K̃d → Kd, which is explicitly given by

L :
d−1∑

i=0

aiX
i �→

d−1∑

i=0

aiX
i − 1

d
(
d−1∑

i=0

ai)(
d−1∑

i=0

Xi).

Note that the above formula can be extended to a Q-linear map Kd → Kd,
viewing K̃d as a subspace of Kd according to the above isomorphism Kd =
K̃d × Q. This extension of L is the projection orthogonal to the all-1 vector in
coefficient representation. Unfortunately the image L(R̃d) is not included in Rd:
the projection does not maintain integrality of coefficients. Yet, one notes that
a small ideal I ⊂ R̃d does have an integer lift: namely, the ideal Ĩ = (1 − X)Rd

satisfies L(Ĩ) ⊂ Rd. Moreover, for a ∈ Ĩ, it holds that
∑

ai = 0, in particular L
preserves sizes of elements of Ĩ.

Also consider the lift L taken modulo Q (assuming Q is coprime to d), simply
replacing 1

d ∈ Q by the inverse of d in Z/QZ, denoted by LQ. Consider a Ring-
LWE sample as defined in [33]: (ã, b̃ = ãs̃ + ẽ) ∈ (R̃/QR̃)2 for small s̃, ẽ ∈ R.

8 While K̃d is a field, Kd is only a ring, but we keep this notation for coherence.
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We lift this sample to R/QR:

a = LQ(ã), b = LQ((1 − X)b̃). (11)

We define s = L((1 − X)s̃) and e = L((1 − X)s̃), and it holds that s =
LQ((1 − X)s̃) mod Q and e = LQ((1 − X)ẽ) mod Q since s and e are integral.
Therefore,

b = LQ((1 − X)ã · s̃ + (1 − X)ẽ)
= LQ(ã) · LQ((1 − X)s̃) + LQ((1 − X)ẽ)
= LQ(ã)s + e mod Q

= as + e mod Q

We also note that s, e are still small since the operator norm of 1 − X is less
than 2: these Circulant-LWE samples are useful.

It remains to explain what this transformation does to uniform samples
(ã, b̃) ∈ (R̃/QR̃)2. Assume that Q is coprime to d, it then holds that Q and
(1 − X) are coprimes over the integral ring R̃d. Therefore, the multiplication by
1 − X over (R̃/QR̃) is a bijection, so the sample (ã, (1 − X)b̃) ∈ (R̃/QR̃)2 is
also uniform in (R̃/QR̃)2. Finally, the lift LQ is injective, so the final sample
(a, b) ∈ (R/QR)2 is uniform over (LQ(R̃/QR̃))2. One easily characterizes the
image LQ(R̃/QR̃) of LQ as the set Sd,Q = {∑d−1

i=0 aiX
i | ∑ ai = 0 mod Q} of

elements of R/QR whose coefficients sums to 0 modulo Q.

Lemma 3 (Hardness of Circulant-LWE). Assume that d is prime, and
Q is coprime to d. If it is hard to distinguish samples (ãi, b̃i = ãis̃ + ẽi) ∈
(R̃/QR̃)2 from uniform where ẽi are independent random variables drawn from
a distribution ψ, then the samples (ai = LQ(ãi), bi = LQ((1 − X)b̃i) ∈ S2

d,Q ⊂
(R/QR)2 are also hard to distinguish from uniform samples in S2

d,Q.

E.2 Simpler Error Distribution in CLWE for Practice

In practice, most FHE schemes do not follow precisely the Ring-LWE prob-
lem definition admitting reduction to worst-case problem [18,34]. For example,
HElib [7] uses Ring-LWE with spherical errors in the coefficient embedding, and
very sparse ternary secrets, and ignoring the co-different ideal R∨. The TFHE
scheme [15] also relies on Ring-LWE with ternary secrets, which is not know to
reduce to the regular Ring-LWE. Cutting such corners appears quite crucial to
error growth management and therefore efficiency. We will follow this approach,
and define adjust the distributions as follows.

– we proceed to sample secrets and error isotropically in Sd,Q, while the above
reduction leads to errors with a distortion factor (1−X). This distortion seems
to be an artefact of the proof, as it breaks symmetries: one could choose a
different way of breaking those symmetries by replacing 1 − X by 1 − Xe for
any e coprime to d. Respecting the symmetries seems a better idea in the
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light of recent analysis [32,36].
This variant could also be proved secure (with a loss of a constant factor
about

√
2 on the size of the error), simply by adding more noise to make it

spherical again, using the convolution lemma of [35], but this would drag us
away from the topic of this paper.

– we choose to use ternary secrets s, which, as in previous schemes leads to
serious performance improvements due to smaller error growth. It has recently
been showed that such choices make lattice attacks somewhat faster [31],
especially when s is very sparse: we will account for this refined analysis
when measuring the concrete security of our proposed parameters.

Sampling of a. We sample a uniform in Rd/(QRd) under the constraint a(1)
mod Q = 0 by choosing all the coefficients ai at random for i ≥ 1, and setting
a0 = −∑

i>0 ai mod Q.

Sampling of s. When d is prime, we sample a a ternary s of density δ = 2/3 by
choosing exactly �δd/2� coefficients set to 1 and �δd/2� coefficients set to −1.
This implies that s(1) = 0, and ‖s‖2 = 2�δd/2�. Indeed, we find it preferable to
fix its length to avoid sampling sparse keys that would be subtentially weaker.

Sampling of e. We wish to sample errors e with variance σ in a way that ensures
e(1) = 0. We set:

e =
σ2d/2∑

i=0

T ai − T bi ,

where the ai’s and bi’s’ are independant uniform exponents modulo d. One note
that this distribution is invariant by permutation over {1, T, . . . , T d−1}: we have
preserved the symmetries of the ring. Note that this procedure would get rather
slow for large σ, yet we won’t exceed σ ≤ 8 in our parameter choices.

Remark 6. The above procedure would not be adapted for composite degree d,
as more care is required to construct a lift as done in Sect. E.1. Yet, while we
will make use of circulant ring Rd with composite degree d = pq, we will never
directly construct ciphertexts over that ring. Indeed, the ciphertext in Rd will
be publicly constructed by tensoring two ciphertexts from Rp and Rq, and are
therefore no easier to decrypt than the original ciphertexts over Rp and Rq.

F Optimizations

In this section, we present some optimization of the scheme for practice. Our
implementation does include the optimizations from Sects. F.1, F.2 and F.3. We
left out the optimization from Sect. F.4, which requires substential modifications
to our code base.



Large FHE Gates from Tensored Homomorphic Accumulator 245

F.1 Accelerating ExtExpInner

Factoring Galois-KeySwitch Sequences. We note that it is possible to factor some
operations when chaining ExtExpMultAddα and ExtExpMultAddα′

, by applying
Galoisαβ′

rather than Galoisα followed by Galoisβ (together with the appropriate
Key Switches), cf. Fig. 2.

Furthermore, if y ∈ Z
�
d contains repeated values, it is possible to re-index

the inner product to make equal values contiguous, and skip useless Galois1

operations. Those tricks also decrease the final error E by constant factors.
Pushing this trick to its limits, if 
 is large enough, one could re-index the

inner product so that the αβ′ all belong to a small9 subset Z
∗
d, allowing to

decrease the size of the key material. In combination with the following opti-
mization, this should lead to reduce the overall key-size by a significant factor.

Fig. 2. Optimized ExtExpInner (external inner product in exponent) overview

Decreasing LWE Dimension. In our theoretical scheme, the homomorphic inner
product in exponent operation is done over vectors of length 
 = p + 1 where p
is the dimension of the secret in the LWE scheme.

In practice, we remark that this dimension is quite larger than needed for
security, given the amount of noise and the modulus pq of those ciphertexts.
We therefore proceed with an extra LWE key-switch just the combination of
the LWE ciphertexts. In practice it allows to decrease the dimension by a factor
between 2 and 3, which accelerates the ExtExpInner operations by the same fac-
tor. As a small added bonus, it also slightly decreases the error in the ciphertexts
outputted by this function.
9 Of size roughly d/� + 2 assuming the public vector y ∈ Z

�
d is uniformly random.
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F.2 Heuristic Error Propagation

Our theoretical analysis of the scheme used sub-gaussian analysis [21] to provide
bounds on error propagation that are already significantly better than worst-
case bounds. Yet those bounds are asymptotic, without explicit constants, and
for some operations may not be perfectly tight. As in previous work [12,15],
when it comes to choose practical parameters, we rely on a tighter but heuristic
analysis of error propagation, essentially treating all random variables as inde-
pendent gaussians. More precisely, considering that the critical random variable
for correctness is obtained as the sum of many random variables, we only com-
pute its variance as the sum of the variance of its terms, and treat this final result
as Gaussian in accordance with the central limit theorem (which is formally not
applicable due to potential dependencies).

Linear Operations. For the linear operations Add, Mult and Galois operations,
we use the same Eqs. (3), (8) as in our sub-gaussian analysis, since it is tight in
this case, but apply it to the standard deviation of each variable rather than the
sub-gaussianity parameter.

Modulus Switching. For our analysis, we needed to randomize the rounding
step to ensure sub-gaussianity without resorting to the randomness of the input
ciphertext. Instead, in practice we use deterministic rounding and account for the
randomness of the input ciphertext. Treating the rounding errors as independent
uniform random variables in the interval [−1/2, 1/2] allows to heuristically improve
the error bound (4) down to

ModSwitch : RdLWEt|Q
s (m; E) → RdLWEt|Q′

s

(

m;

√
Q′2

Q2
E2 +

‖s‖2
12

)

(12)

Key Switching, External Multiplication and Inner Product in the Exponent. We
first note that, according to Remark 2, the bounds given by (5) and (6) must
be amended to account for the use of a Gadget matrix in base B rather than
in base 2. Additionally, we note that this bound accounts for the worst output
of G−1. Instead, we treat the output of G−1 as a uniform random vectors with
coordinates uniform in the integer interval IB = {− ⌊

B−1
2

⌋
, . . . ,

⌈
B−1
2

⌉}. Each
such coordinate has variance VB = 1

B

∑
i∈IB

i2 ≈ B2/12.
For our heuristic analysis, we therefore amend (5) to

KeySwitch : RdLWEt|Q
s (m; E) → RdLWE

t|Q
s′

(
m;

√
E2 + σ2dnKVB

)
. (13)

Similarly, (6) is heuristically changed to

ExtMult : RdLWEt|Q
s (Tm; E) × RdGSW

t|Q
s (Tm′

; E′)

→ RdLWEt|Q
s

(
Tm+m′

;
√

E2 + E′2dKVB

)
. (14)
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Note that assuming independence decreased the factor d2 to a factor d. Sim-
ilarly, a factor 4
2 can be decreased to 2
, ignoring the potential dependences
discussed in Remark 5. The trick described in Sect. F.1 further decreases this 2

factor to 
.

In conclusion, the accumulated error in the error propagation of the whole
ExtExpInner operation (10) is now heuristically given by:

ExtExpInner :
�⊕

i=1

RdGSW
t|Q
s (T xi ; E′) → RdLWEt|Q

s

(
T 〈x,y〉;

√
dK�V (σ2 + E′2)

)
.

(15)

Tensoring. Looking only at the variance of individual coefficient, one may save
the factor

√
2λ in the error propagation of ExpCRT, namely, (9) becomes:

ExpCRT : RpLWEt|Q′
sp

(Xmp ; Ep) × RqLWEt|Q′
sq

(Y mq ; Eq)

→ RpqLWEt|Q′
s

(
Zm;

√
E2

p + E2
q + t2E2

pE2
q

)
. (16)

We could successfully confirm all these heuristic equations by measuring the
actual errors in our implementation.

F.3 Amortising FunExpExtract

The costly steps of the FunExpExtract algorithm consist in computing

c(pq) �→ Tr∗
Rpq/Rp

(f · G−T (c(pq)) · S)

where f represent the function F to extract, S is a Key-Switching Key (See Fig. 1
and Algorithm 7). We note here that the most expensive part of the computation
G−T (c(pq)) · S can be re-used for up to several different f ’s.

This amortization allows to extend our technique so that not only the input
of the function is large, but also its output.

F.4 Accelerating FunExpExtract

As mentioned above, the practical cost of the FunExpExtract step as described
in Sect. 4 is prohibitive. The costly steps consist in the computation of

Tr∗
Rpq/Rp

(f · G−T (x ⊗ y) · S)

where f represent the function F to extract, x, y are the ciphertexts outputted by
ExtExpInner, and S is a Key-Switching Key. Naively, even using precomputations
of f and S, this operation would require 4K + 1 FFT’s in dimension pq: one
forward FFT for each component of G−1(c), and one FFT backward.10 We here
show how to get completly rid of those large FFT’s, requiring only small FFT’s
(dimension p and q) and a few additions of vectors of dimension pq.
10 This is assuming the FFT can handle numbers of bit-size Θ(log(n)). In practice more

FFT at double precision will be needed to avoid numerical errors.
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FFT of Pure Tensors. To tackle these costly FFT operations, one should first
note that FFT and ⊗ can be commuted. Indeed, one may first rewrite x ⊗ y =
(x⊗1)·(1⊗y), and note that the FFT coefficients of x⊗1 ∈ Rpq are easily derived
from the FFT coefficients of x ∈ Rp by simply repeating the coefficients q times
(and similarly for 1⊗ y). This remark allows us to decrease the naive cost of the
FFT operation over pure tensors from Θ(pq log pq) to Θ(pq + p log p + q log q).

The CRT-Gadget. To provide an asymptotic improvement for gadget inversion
of pure tensors, we need to rely on a different Gadget matrix construction, based
on the Chinese-Remainder Theorem. We describe it over the integers Z, yet it
naturally extends coefficient-wise to any ring Rd.

Consider a modulus Q such that we can write Q =
∏K

i=1 qi where the qi are
small coprime integers. Consider the CRT isomorphism μ : r ∈ ZQ �→ (r mod
q1, . . . , r mod qK), and let g ∈ Z

K
Q be the vector of the Bezout coefficients, i.e.,

the coefficients such that μ−1(x) = xTg mod Q. This gadget also permits to
efficiently find small pre-images. Indeed, define: g−T (x) = (x1, . . . xK) ∈ Z

K

where xi is the representative of x mod qi in the range (−qi/2, qi/2].

Gadget Inversion of Pure Tensors (in FFT Format). This new gadget has the
advantage that gadget inversion is somewhat homomorphic. Let us write � for
the coefficient-wise product of vectors. While in general we have g−T (xy) �=
g−T (x) � g−T (y), it nevertheless holds that

(g−T (x) � g−T (y))g = xy mod Q.

It also hold that g−T (x)�g−T (y) is rather small, namely, its i-th coefficient has
absolute value less than q2i /4. This will allow us, at the cost of increased error
propagation, to swap the gadget-inversion and the tensoring.

More precisely, we define

g−T
⊗ (x, y) = (g−T (x)i ⊗ g−T (y)i)i=1...k,

and note that it is a proper gadget inversion: g−T
⊗ (x, y)g = x ⊗ y mod Q, and

the coefficients of g−T
⊗ (x, y)i are less than q2i /4.

For inputs (x, y) ∈ Rp × Rq One may compute g−T
⊗ (x, y) in FFT format in

time Θ(Kpq+Kp log p+Kq log q), that is in time linear in the size of the output.
Indeed, one may compute each (g−T (x)i,g−T (y)i), convert them to FFT format,
and then only perform the tensoring step using the remark above. In comparison,
the naive algorithm would have cost Θ(Kpq log pq): asymptotically, our new
trick improves the complexity by a logarithmic factor Θ(log pq). The impact in
practice may quite substantial also considering the large hidden constants in
FFT operations.

Tracing Down in the FFT Domain. At last, we note that the trace operation
Tr∗

Rpq/Rp
can also be performed directly in the FFT domain in time Θ(pq) by

summing the appropriate FFT coefficients. The allows to replace the final large
backward FFT (in dimension pq) by a cheap backward FFT in dimension p. The
cost of this step decreases form Θ(pq log pq) down to Θ(pq + p log p).
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Abstract. We present here new multivariate schemes that can be seen
as HFE generalization having a property called ‘Two-Face’. Particularly,
we present five such families of algorithms named ‘Dob’, ‘Simple Pat’,
‘General Pat’, ‘Mac’, and ‘Super Two-Face’. These families have con-
nections between them, some of them are refinements or generalizations
of others. Notably, some of these schemes can be used for public key
encryption, and some for public key signature. We introduce also new
multivariate quadratic permutations that may have interest beyond cryp-
tography.

Keywords: Multivariate cryptography · HFE generalization
New multivariate quadratic permutations
(=new DO permutation polynomials)

1 Introduction, the Two-Face Technique

In the search for post-quantum cryptography, multivariate schemes are still inter-
esting options. Plenty of them have been proposed but unfortunately most of
them were cryptographically broken, such as the Matsumoto Imai scheme C∗ or
its variant SFLASH [1–3]. However, some of these schemes are still valid such
as UOV or HFE with well chosen perturbations [4,5]. At present, it seems more
difficult to build secure multivariate encryption scheme than multivariate signa-
ture schemes. In this paper, we present new families of public key multivariate
schemes for encryption or signature, inspired by HFE.

We first recall here a simple description of the HFE scheme. See [6]. As gener-
ally in the multivariate schemes, the context is a finite field Fq (the ground field)
and one of its extensions Fqn of degree n. A natural isomorphism between F

n
q

(or more precisely Fq[x]/g(x) for any irreducible polynomial g over Fq of degree
n, see [7]) and Fqn allows to consider simultaneously univariate and multivariate
versions of polynomials. The starting point of the HFE scheme is a univariate
polynomial P (a) over Fqn , having the two following main properties.
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(1) Its multivariate version is a set of quadratic multivariate polynomials. This
means that its univariate version has the following form.

P (a) =
∑

i,j

αi,ja
qi+qj +

∑

i

βia
qi + γ.

Such polynomials are sometimes called (extended) Dembowski-Ostrom poly-
nomials [8,9]. In this paper we will call them simply ‘DO’, or will refer to
their multivariate counterparts as ‘quadratic multivariate’ polynomials.

(2) The degree of P (a) in a is small.

From (1), with the help of two more secret affine polynomials S and T , the
product S ◦P ◦T is also DO, so it can be publicly output as a set of multivariate
quadratic equations. Moreover, some “perturbations” can be applied to this set
of equations, in order to increase the security of the HFE obtained. For example,
some of the n equations can be kept secret, this is called the perturbation "−"
(minus). From (2), the solutions in a of the equations P (a) = b can be efficiently
computed.

The so called Two-Face technique we present now, can be seen as a gener-
alization of HFE in the sense that the two previously mentioned properties (1)
and (2) are held by two different but related polynomials. More generally, we are
interested in cases where it is possible to find two equivalent faces of polynomial
equations, having the prescribed properties, thereafter described.

Face (1) E1(a) = b where E1 is DO. Its role is to allow two additional permuta-
tions S and T to hide the inner structure of E1 into a set of quadratic polyno-
mial equations, multivariate version the composition product S◦E1◦T (x) = y.
Unlike in HFE, the degree of E1 is high.

Face (2) E2(a, b) = 0. Its role is to allow the extraction of solutions in a, since
its degree in a is low, even though its degree in b may be high. Conversely,
Face 2 is not DO in a and cannot be used to output multivariate quadratic
equations.

We will explain later on how E1 and E2 are related.
In this article, we will present:

– How to design a multivariate scheme named ‘Dob’ from the Dobbertin poly-
nomial that resist as far as we know, all known attacks by introducing some
“perturbations” in Sect. 2.

– More general “Two-Face” schemes where we use polynomials that are not
necessarily permutations, named ‘Simple Pat’ and ‘General Pat’, in Sects. 3
and 4.

– Two-Face schemes where we use precisely permutation polynomials, named
‘Mac’, in Sect. 5.

– Generalization of the ‘Two-Face’ concept, in Sect. 6.
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2 The “Dob” Schemes

2.1 Dobbertin Permutation

This is the original family from which we imagined the Two-face properties.
Dobbertin in [10] proved that P (x) = x2m+1+x3+x is a permutation polynomial
over F

n
2 for every odd n, where n = 2m − 1. The “Two-face” name comes from

the fact that from the first equation

E1(x) = x2m+1 + x3 + x = y, (1)

we can get a second one:

E2(x, y) = x9 + x6y + x5 + x4y + x3(y2m + y2) + xy2 + y3 = 0. (2)

A proof that we can get (2) from (1) can be obtained by hand easily. Introduce
an intermediate variable z = x2m . Use the fact that since n = 2m − 1, we
get z2

m

= x22m = x2 (implicitly, polynomial computations over Fqn are done
modulo xqn −x). Then eliminate z between the two equations y = xz+x3+x and
y2m = x2z+z3+z. This gives (x4+x2)(x3+x+y)+(x3+x+y)3+x3y2m = 0 and
then (2). We see from (1) that we have a DO polynomial in x. However, its degree
in x is high, which makes difficult to solve the equation in x directly. Nevertheless,
from (2) it is possible to compute x knowing y, by solving a polynomial equation
of degree 9 only.

2.2 Cryptanalysis of the ‘nude Dob’

If we used directly (1) into a ‘nude Dob’ scheme i.e. without any perturbation,
we would get a weak scheme, totally broken by Gröbner basis computation. More
precisely the degree of regularity obtained in a Gröbner basis attack is always
only 3 in the experiments we conducted. (The degree of regularity is the highest
degree that must be used in order to the Gröbner basis computation to succeed).
The reason is most probably related to the fact that from E1(x) = y, one may
derive equations of the kind E(x, y) = 0, linear in x, and of small degree in y.
We have looked for equations of the kind

∑
αixi +

∑
βiyi +

∑
γi,jxiyj = 0 that

may be satisfied by the multivariate version of x and y, that is to say the kind of
equations ‘à la Patarin’ (see [11]) used for the cryptanalysis of the Matsumoto-
Imai C∗ scheme. We founded no such equations, nor equations in degree 2 in y,
valid for the Dobbertin permutations (more precisely for n ≥ 11, in fact some of
them exist for n ≤ 10). However, it is more likely that due to the simple form of
the Dobbertin permutation, such equations with higher degree in y may exist. In
practice, such equations are sufficient to retrieve x from y, since they are linear
in x, and this explains why the ‘Dob’ scheme without perturbation is weak.

However, with adequate perturbations the modified scheme resists so far all
the attacks we know. Precisely, we recommend the perturbations +, +©, −, v©,
described hereafter. They lead to what we call the “Dob” schemes.
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2.3 Need for Perturbations

HFE is a well studied system. We will call ‘nude HFE’ the scheme with no per-
turbations. Today’s best attacks on ‘nude HFE’ are quasi-polynomial. However,
with some well chosen modifications, HFE seems much more strong. Similarly
for Two-Face that is inspired from HFE, it seems reasonable to recommend a
choice of perturbations that aim to thwart known attacks. Here are the main
ones we would like to recommend.

"+©", circle plus. Let k be a small integer. Let v1, . . . , vk be k secret linear
combinations of x1, . . . , xn. This perturbation +© adds n secret quadratic
combinations of v1, . . . , vk to each variable y1, . . . , yn. This can be removed
when the secret key is known, by an exhaustive search on v1, . . . , vk, at a cost
in qk.

"+", plus. Let k be a small integer. Let q1, . . . , qk be k secret quadratic combi-
nations of x1, . . . , xn. This perturbation + adds n secret linear combinations
of q1, . . . , qk to each variable y1, . . . , yn. This can be removed when the secret
key is known by an exhaustive search on q1, . . . , qk, at a cost in qk.

"−", minus. This is simply the forgetting operator that removes a small
amount of k equations. This perturbation cost almost nothing in signature,
but it has a cost in qk in encryption, this is why it is more often used in
signature.

" v©", circle v. Let k be a small integer. Let v1, . . . , vk be k secret linear com-
binations of x1, . . . , xn. This perturbation v© turns a multiplicative constant
of the variable x in a vector of n random secret linear combinations of the k
variables v1, . . . , vk. This can be removed when the secret key is known, by
an exhaustive search on v1, . . . , vk, at a cost in qk.

Since the introduction of perturbations is critical for the security, these per-
turbations must be considered as an essential part of the design of the scheme.

2.4 “Dob” Encryption Schemes

For the encryption schemes, we suggest the perturbations + and +©. Perturba-
tions + and +© combined thwart the Minrank attack and attacks against the
kernels of the differential equations. See [12,13].

Formally the public polynomial is Pub = S ◦ P ◦ T + H ◦ R + U ◦ L, where

– R is a set of r random quadratic polynomials in n variables;
– H is a set of n random linear polynomials in r variables;
– L is a set of s random linear polynomials in n variables;
– U is a set of n random quadratic polynomials in s variables.

For encryption of a message x of n bits, compute and publish y = Pub(x). For
decryption of a message y of n bits, guess by exhaustive search two vectors p1
and p2 of respectively r and s bits. Solve in x the equation S ◦ P ◦ T (x) =
y − H(p1) − U(p2). Stop when R(x) = p1 and L(x) = p2.
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Example of parameters. For example, the parameters n = 129, r = s = 6
give a very efficient scheme with a security level of 280. Decryption costs 212 root
computations of a 9 degree polynomial. At present we do not know any specific
attack that could defeat it.

2.5 “Dob” Signature Schemes

For the signature schemes, we suggest the perturbation −. Formally the public
polynomial is Pub = (S ◦ P ◦ T )n−r, where (.)n−r are the first n − r equations.
For the signature of a message y of n − r bits, expand the message to n bits in
y∗, solve in x the equation S ◦ P ◦ T (x) = y∗, then publish the message and its
signature (y, x). For the verification of a signed message (y, x) of (n − r, n) bits,
compute and check if y = Pub(x).

We mention that the devastating attack based on a property of the differen-
tial of the central polynomial of SFLASH (see [14]) does not apply in our case.
Indeed, since the Dobertin polynomial holds 2 quadratic monomials instead of
one in the case of SFLASH, then the kernel of the public key has no exploitable
expression. For the same reason, the attack based on another property of the
differential (searching for multiplications) (see [15]) is also ineffective in the Dob-
bertin case.

Example of parameters. The example of parameters n = 257, r = 129 seems
to be a possible implementation for a security level of 2128, and again we do not
know any specific attack that could apply.

Remark 1. In this section, we could have considered the polynomial E1(x) =
x2m+1 + x3 + ax with a �= 1, and then used the perturbation v© on a. However
in this case, E1 is generally not a permutation any more. We have preferred for
‘Dob’ to use other perturbations and keep the permutation property.

3 The (Simple) Pat Polynomial Family

This is the generic family that can be obtained from any suitable polynomial
P using the Two-Face technique and generalizing the ‘Dob’ family. In this case,
the degree n is odd, and as for the ‘Dob’ family and we note n = 2m − 1. The
polynomial P has the particular following form.

E1(x) = P (x) = xqm+1 +
i≤d∑

i=0, i=qj , i=qj+qk

αix
i. (1)

In other words, we have P (x) = xqm+1 + Q(x), where Q is DO ans its degree
is bounded by a small value d. Using the same remark as for the ‘Dob’ family,
we can derive also a second equation by eliminating an intermediate variable
z = xqm between y = P (x) and yqm = P (x)q

m

. The elimination gives

E2(x, y) = xd+q−1(y − Q(x)) +
d∑

i=0

αqm

i xd−i(y − Q(x))i − yqmxd = 0. (2)
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We can also easily see that the degree in x of this equation is bounded by
max(2d + q − 1, d2).

From this polynomial P of the simple ‘Pat’ family, we can obviously define
in the same way a Two-Face scheme, as with the ‘Dob’ family, using also the
same kind of perturbations. However, since the polynomials of the ‘Pat’ family
are not permutations in general, performance of the secret key is slowed since
computation of roots of a polynomial may retrieve several values, up to the
degree of the polynomial in theory, a small amount in practise, and so stays
attractive. From a security point of view, none of the known attacks apply to
the ‘Pat’ Two-Face schemes, nor the ‘Dob’ family, which is a special case of the
‘Pat’ family, however the bijective property of ‘Dob’ may become the target of
future attacks. Therefore, it is good to have some options as backup.

Here are some examples.

Example 1.

q = 2, d = 5, B(x, z) = xz + x5 + x3

E1(x) = B(x, xqm) = x2m+1 + x5 + x3

E2(x, y) = x25 + x23 + x20y + x13 + x9 + x8y + x7y2 + x6y + x5y4 + x5y2

+ x5y2m + x3y4 + x2y3 + y5

Example 2.

q = 2, d = 6, B(x, z) = xz + x6 + x5

E1(x) = B(x, xqm) = x2m+1 + x6 + x5

E2(x, y) = x36 + x34 + x32 + x31 + x27 + x26 + x25y + x24y2 + x21y + x20y2

+ x13 + x12y4 + x12 + x10y4 + x7y4 + x7y + x6y4 + x6y2m + xy5 + y6

The examples above illustrate how E1 and E2 seem very different, yet related,
since precisely solutions in x of E1(x) = y are by design solutions of E2(x, y) = 0.
The equation E2(x, y) = 0 may have more solutions in x than E1(x) = y but they
can be easily sorted out by simple test. The polynomial E2 has many monomials
with various degrees in x, and its multivariate counterpart has therefore a high
degree. It is then reasonable to think that E2 is useless for an attacker, yet
essential to invert the scheme.

Experimental Results. We did some experiments, see Table 1: ‘d2’ is the
degree in x of E2, ‘dreg’ is the degree of regularity, ‘deg’ is the degree of the
HFE polynomial. It seems that random ‘Simple Pat’ schemes with parameter
d have roughly similar regularity degree as random HFE with parameter d2.
However, more simulations might be required to compare more precisely the two
schemes. Moreover we shall also investigate in the future which factors should
be tuned to increase the degree of regularity.
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Table 1. Comparison ‘Simple Pat’ vs HFE

4 The (General) Pat Polynomial Families

We generalize one step ahead the previous definition by selecting a polynomial
B in two variables over Fqn , say x and z. We choose B to have the special form:

B(x, z) =
i≤d∑

i=0, i=qj , i=qj+qk

αix
i +

i≤d∑

i=qj , i=qj+qk

βiz
i +

i+j≤d∑

i=qk, j=ql

γi,jx
izj

That is, we require that B has an extended ‘Dembowski-Ostrom’ form in two
variables, and its total degree is bounded by d. Again we choose an odd degree n
and set m such that n = 2m−1. Then we define our Face (1) with the polynomial
E1 given by:

E1(x) = B(x, xqm). (1)

Then E1 is by design DO. The special form of B has been chosen in such a
way that we can also mimic the idea of the ‘Dob’ and simple ‘Pat’ family;
that is introduce on purpose an intermediate variable z = xqm . Therefore we
have y = E1(x) = B(x, z). This gives also yqm = B(x, z)q

m

. In this latter, we
can replace each occurrence of xqm by z, and each occurrence of zq

m

by xq.
Formally, this is equivalent to replace z by xqm and x by zq

m−1
. Therefore we

get yqm = B(zq
m−1

, xqm)q
m

. Now, the same idea to get a second equation is to
eliminate z between those two equations. It becomes difficult to get the result by
hand, but the classical tool called ‘Resultant’ or ‘Eliminant’ (see [16,17]) does
perfectly the job on a computer (see ‘Resultant’ on ‘Magma’, [18]). We use the
notation Res for ‘Resultant’. So our second equation is given by:

E2(x, y) = Resz(B(x, z) − y,B(zq
m−1

, xqm)q
m − yqm) = 0. (2)

One of the interests of (2) should be that its degree in x is small, otherwise
it would be useless. It is possible to estimate this degree. Let us consider one
generic monomial xizj of B(x, z), then in B′ = B(zq

m−1
, xqm)q

m

, it becomes
xqjzi. Since the degree of B is bounded by d, then the degree of B′ is bounded
by qd. The theory of resultants gives us that the degree in x of (2), that is
Resz(B(x, z) − y,B′(x, y) − yqm), is bounded by qd2.
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Example 1.

q = 2 d = 3 n = 2m − 1

z = x2m t = y2m

E1(x) = B(x, z) = x3 + xz + z3

E2(x, y) = x18 + x15 + x12y + x12t + x11 + x9 + x7 + x6y2 + x6t2+

x6t + x5t + x4y + x3y2 + x3t2 + x3t + y3 + y2t + yt2 + t3

Example 2.

q = 2 d = 5 n = 2m − 1

z = x2m t = y2m

E1(x) = B(x, z) = x4z + xz + x + z5

E2(x, y) = x50 + x40t + x35 + x34y + x34 + x33 + x32y + x31 + x30y + x29+

x28y + x28 + x27y + x27 + x26y + x26 + x25y + x25t + x25+

x24yt + x24y + x24t + x23t + x23 + x22yt + x22y + x19y+

x18y2 + x18y + x18 + x17y + x17t + x17 + x16yt + x16y+

x15t2 + x15t + x15 + x14yt2 + x14yt + x14y + x14 + x13y+

x13t2 + x13 + x12yt2 + x11y2 + x11y + x11t2 + x11t+

x10y4 + x10y2 + x10yt2 + x10yt + x10y + x10t4 + x10t+

x9t2 + x8y2t + x8yt2 + x8yt + x8y + x8t2 + x7y2+

x7yt2 + x6t2 + x6t + x5yt2 + x5t3 + x4y2t + x4yt3+

x4t + x3t3 + x3 + x2yt3 + x2y + xt + x + y + t5

4.1 Scheme Construction

We describe how to construct a Two-Face cryptosystem, using the special fam-
ilies we have just introduced. The first step is the selection of the following
parameters: the values of q, n, the polynomial B and two secret affine permuta-
tions of Fn

q , S and T . For the perturbations, we can use "+", "+©", and " v©" as
defined above. Then we have to make public the coordinates of P = S ◦ E1 ◦ T
over Fq as quadratic multivariate polynomials. Then as usual, the public key
can be used either, given x, to compute y such that P (x) = y, or given (x, y),
to check that P (x) = y. The secret key is used, given y, to compute x such that
P (x) = y. To do so, one first uses S to translate the problem into the hidden
space, then uses E2 instead of E1 to find a solution, then uses T to translate the
solution back into the public space. One may argue here that E2 may have sev-
eral solutions. It is sufficient to consider that the number of solutions is bounded
and in practice it is low, and therefore it is possible to enumerate them all and
select the suitable one.
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4.2 Practical Experiments

See Table 2.

Table 2. Comparison ‘General Pat’ vs HFE

5 The Mac Polynomial Family

This is the generalization of the Dobbertin family, and also the specialization of
the general ‘Pat’ families, to special families for which the corresponding poly-
nomial P (x) is specially a permutation polynomial. For these families, we found
that only q = 2p is possible. Indeed, we point out here that such permutation
polynomials families are very sparse and the ones we give here were found by
exhaustive search. Here are four examples of new quadratic permutations. This
is an interesting part of this paper, since new quadratic permutations are difficult
to find and may have interest beyond cryptography.

Example 1.

q = 2 d = 4 n = 2m − 1, n �≡ 0 (mod 3), and n �≡ 0 (mod 5)

z = x2m t = y2m

E1(x) = B(x, z) = x2z2 + x2z + xz

E2(x, y) = x4y2 + x4y + x4t + x3y + x2t + xy + xt + y2 + t2 + t

Example 2.

q = 2 d = 6 n = 2m − 1, n �≡ 0 (mod 7)

z = x2m t = y2m

E1(x) = B(x, z) = x4z2 + x2z + xz

E2(x, y) = x8y + x8t2 + x8t + x7t + x6y + x6t + x5y + x4y + x3y2+

x3y + x2y2 + x2y + xy + y4 + y2 + t
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Example 3.

q = 2 d = 8 n = 2m − 1, n �≡ 0 (mod 15)

z = x2m t = y2m

E1(x) = B(x, z) = x4z4 + x2z + xz

E2(x, y) = x16y4 + x16y + x16t + x15y + x14y2 + x14y + x13y + x12y2+

x12y + x11t + x10y2 + x10y + x10t + x9y2 + x9t + x8y+

x8t + x7y + x6t2 + x6t + x4y + x4t2 + x4t + x3t + x2y+

x2t2 + x2t + xy + xt2 + y2 + t4 + t

Example 4.

q = 4 d = 5 n = 2m − 1, n �≡ 0 (mod 3)

z = x2m t = y2m

f = generator of F4

E1(x) = B(x, z) = fx5 + x4z + xz4 + f2z5

E2(x, y) = x100 + f2x97 + x80y + fx80t + fx76 + x73 + f2x68y+

x68t + fx60yt + x57yt + f2x54yt + f2x52 + fx51yt + fx49

+ x48yt + f2x45yt + fx42yt + fx40y2t + f2x40yt2+

x39yt + f2x36yt + f2x34y2t + x34yt2 + fx33yt+

f2x32y + x32t + x30yt + x28 + f2x27yt + f2x25+

fx24yt + x21yt + x20y4 + fx20y3t + f2x20y2t2+

x20yt3 + fx20y + fx20t4 + f2x20t + f2x18yt + f2x17y4+

x17y3t + fx17y2t2 + f2x17yt3 + x17t4 + f2x16y2t+

x16yt2 + fx15yt + x10y2t + fx10yt2 + f2x8y4+

x8y3t + fx8y2t2 + f2x8yt3 + x8t4 + fx5y4+

f2x5y3t + x5y2t2 + fx5yt3 + f2x5t4 + y5 + fy4t+

fyt4 + ft5

Remark 1. As for the proven case of Dobbertin’s polynomial family, in the Mac
cases (permutation polynomials), the two faces are equivalent, that is given y,
E1(x) = y and E2(x, y) = 0 have exactly the same solutions in x. This property
was at least observed for the four previous example. A proper generalization of
this result is beyond this article.

Remark 2. Example 3 presents a family of DO permutation polynomials for
q = 4. This opens the possibility of finding other families of DO permutation
polynomials over Fq for q = 2p. This is by sure of cryptographic interest, since
bigger q could lead to smaller public keys, and of mathematical interest as well.
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6 Other Generalizations

6.1 Three or a Few More Blocks, ‘Super Two-Face’

Taking back the idea of the ‘Pat’ schemes, let consider that the variable x is
‘duplicated’ more than twice, a small number of times, three times for instance.
We then consider B(x, z1, z2) a DO polynomial of small degree, in 3 variables.
We can then define E1(x) = B(x, xqm , xq2m). Let suppose that n = 3m − 1. We
have then xqm ◦xqm ◦xqm = xq3m = xq. Therefore, by letting z1 = xqm , z2 = zq

m

1 ,
we have also xq = zq

m

2 . Then by eliminating z1 and z2 in the following system,

B(x, z1, z2) = y

B(zq
2m−1

1 , zq
2m−1

2 , xq2m)q
m

= yqm

B(zq
m−1

2 , xqm , zq
m

1 )q
2m

= yq2m

we get similarly E2(x, y) = 0. We call this scheme ‘Super Two-Face’ as it shows
that it can expand the family very largely. By this mean, we also discovered new
DO permutation polynomials. Experiments are still undergoing.

6.2 More Blocks

Ultimately, by using a quadratic polynomial B(x, z1, . . . , zn−1), and the implicit
equations z1 = xq, z2 = zq1 , . . . , zn−1 = zqn−2, x = zqn−1, one can define similarly
E1(x) = B(x, xq, xq2 , . . . , xqn−1

). An open problem is to find possible values of
B such that finding E2 is easy.

7 Conclusion

HFE [6] is one of the main multivariate schemes existing nowadays. In the state
of the art of cryptanalysis, [19–21] ‘nude’ HFE (i.e. without perturbation) has
a “quasi-polynomial” attack. With addition of well chosen perturbations, HFE
seems very efficient (mostly in signature scheme), and no realistic attacks are
known. In this article, we have largely widen the family of public-key schemes
that can be created from multivariate polynomials close to HFE. For this we
have introduced the ‘Two-Face’ concept, that is, we have split the equation of
HFE, into two different but related ones, with separated roles, equations (1)
and (2) in this article. From a cryptographic point of view, this is maybe the
most important point in this article. This enabled us to design many variants
(‘Dob’, ‘Simple Pat’, ‘General Pat’, ‘Mac’, ‘Super Two-Face’...). We have then
tested attacks by Gröbner basis computation on these variants. Unfortunately,
as for HFE, most of these ‘nude Two-Face’ variants (without perturbation) show
a small regularity degree very similar to the behaviour of ‘nude HFE’. However,
we still have many polynomials to test.
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Nevertheless, as for HFE (and some others generalizations like ‘Intermediate
Field System’ [22]) as soon as some appropriate perturbations are added, the
regularity degree increases and then Gröbner basis attacks don’t work any more.

We have started our study by the Dobbertin permutation polynomial family
and our ‘Dob’ scheme. For cryptographic applications, the permutation prop-
erty is not required and this led us to our ‘Pat’ schemes. Surprisingly, we were
also able to discover new DO permutation polynomials. It led us to the ‘Mac’
schemes, and it seems that even more such polynomials could be found. This
has a mathematical interest per se, because the probability that a random DO
polynomial is a permutation is very small. Moreover, all those new DO permuta-
tion polynomials have like the Dobbertin one a generic form which makes them
infinite families, i.e. for an infinity of values n, a quadratic polynomial with a
given expression that depends on n, is a permutation of F2n .

Permutations present also a cryptographic interest, since it speeds up the
cryptographic computations, as there is only one root to compute. For exam-
ple our scheme ‘Dob’ based on the Dobbertin permutation polynomials seems
currently very efficient and resistant to all known attacks as soon as it includes
perturbations.

We have also looked at the attacks against the Matsumoto-Imai C∗ scheme
and its variant SFLASH [14,15] and explain why they can’t a priori apply to
‘Dob’. In this article we have also suggested some possible realistic parameters
for our schemes.

Acknowledgements. We thank Ludovic Perret and Jean Charles Faugère, INRIA,
for fruitful discussions and help for the experimental computations.
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Abstract. The standard RSA scheme provides the key equation ed ≡ 1
(mod ϕ(N)) for N = pq, where ϕ(N) = (p − 1)(q − 1) is Euler quotient
(or Euler’s totient function), e and d are the public and private keys,
respectively. It has been extended to the following variants with modified
Euler quotient ω(N) = (p2 − 1)(q2 − 1), which in turn indicates the
modified key equation is ed ≡ 1 (mod ω(N)).

– An RSA-type scheme based on singular cubic curves y2 ≡ x3 + bx2

(mod N) for N = pq.
– An extended RSA scheme based on the field of Gaussian integers for

N = PQ, where P , Q are Gaussian primes with p = |P |, q = |Q|.
– A scheme working in quadratic field quotients using Lucas sequences

with an RSA modulus N = pq.
In this paper, we investigate some key-related attacks on such RSA vari-
ants using lattice-based techniques. To be specific, small private key
attack, multiple private keys attack, and partial key exposure attack are
proposed. Furthermore, we provide the first results for multiple private
keys attack and partial key exposure attack when analyzing the RSA
variants with modified Euler quotient.

Keywords: RSA variants · Modified Euler quotient · Lattice
Multiple private keys attack · Partial key exposure attack

1 Introduction

1.1 Background

RSA [30] is currently one of the most widely used public key cryptosystems in
the world. In the case of the standard RSA, a public modulus N is the product
of two large primes p and q of the same bit-size, namely N = pq. The key
equation is ed ≡ 1 (mod ϕ(N)), where ϕ(N) = (p − 1)(q − 1) is Euler quotient
(or Euler’s totient function), (N, e) and (p, q, d) are called the public and private
keys, respectively. In the encryption process, a message string is transformed into
an integer M and then encrypted as C = Me (mod N). The decryption process
c© Springer International Publishing AG, part of Springer Nature 2018
A. Joux et al. (Eds.): AFRICACRYPT 2018, LNCS 10831, pp. 266–281, 2018.
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computes Cd (mod N). Since e and d are always calculated as exponents in the
encryption and decryption phases, they are called public and private exponents
as well. In the following analyses, we further use α and δ for simplicity, whose
values come from e = Nα and d = N δ.

The standard RSA cryptosystem has been generalized by various approaches
such as modifying its modulus [35], modifying Euler quotient [13,23] and modi-
fying the encryption/decryption process [15,28] for specific purposes. This paper
focuses on the RSA variants with modified Euler quotient ω(N) = (p2−1)(q2−1)
for N = pq. We provide the modified key equation used in such RSA variants,
which shows the relation ed ≡ 1 (mod ω(N)) between ω(N) and two integers e
and d. It can be rewritten as

ed = k(p2 − 1)(q2 − 1) + 1, (1)

where k is an unknown positive integer. In the general cases, we have 0 < α, δ < 2
since 0 < e, d < ω(N) ≈ N2. But, α and δ can be generated to exceed above
range for some security considerations. Next, we briefly introduce three related
schemes. One may refer to [7,13,23] for more details.

The First Variant. This RSA variant was introduced by Kuwakado et al. [23] in
1995. It is based on singular cubic curves with y2 ≡ x3 + bx2 (mod N) for an
RSA modulus N = pq and b ∈ Z/NZ. The public exponent e and the private
exponent d satisfy gcd(e, (p2−1)(q2−1)) = 1 and d ≡ e−1 (mod (p2−1)(q2−1)).
Thus, we have ed = k(p2 − 1)(q2 − 1) + 1 for a positive integer k from the key
generation algorithm.

The Second Variant. This variant was introduced by Elkamchouchi et al. [13] in
2002. It is based on the ring of Gaussian integers Z[i]. A Gaussian integer a + bi
is a complex number for integers a, b and i2 = −1, whose norm is defined by
|a+ bi| =

√
a2 + b2. The RSA cryptosystem can be extended over the domain of

Gaussian integers because of the similar property and arithmetical operations.
Let modulus N be the product of two Gaussian primes P,Q and let e, d be
integers satisfying d ≡ e−1 (mod (|P |2−1)(|Q|2−1)). Note that the key equation
is ed = k(|P |2 − 1)(|Q|2 − 1)+1 for a positive integer k. When denoting |P | and
|Q| by p and q respectively, we have the same modified key equation as derived
in the first variant.

The Third Variant. This variant was introduced by Castagnos [7] in 2007. It is
based on an RSA modulus N = pq and Lucas sequences working in quadratic
field quotients. Let e be an integer satisfying gcd(e, (p2−1)(q2−1)) = 1. Though
the inverse d = e−1 (mod (p2 − 1)(q2 − 1)) does not explicitly appear in this
scheme, we can analyze its security by solving ed = k(p2 − 1)(q2 − 1) + 1 for
small d.

Small Private Key Attack. In 1990, Wiener [40] showed that one can break
the standard RSA scheme when the private key d is less than 1

3N0.25. Wiener’s
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attack utilizes the continued fraction approach to deal with the key equation
ed = k(p−1)(q−1)+1. If d is small enough, k/d will be one of the convergents of
the continued fraction expansion of the public rational fraction e/N . Thus, k and
d can be recovered by computing the continued fraction expansion. Furthermore,
[6] presented a new improved attack on RSA based on Wiener’s technique using
continued fraction.

Later in 1999, Boneh and Durfee [3] introduced the small inverse problem
and proposed an improved attack using Coppersmith’s lattice-based techniques
[10] that works for d < N0.292. The aim is to find the small roots of the modular
equation x(y + A) + 1 ≡ 0 (mod e) with known A and e. Herrmann and May
[17] presented an optimized algorithm to solve the same equation using the
linearization technique, which is applied to obtain smaller dimensional lattices.
Though the latter attack does not improve the insecure bound, it simplifies the
lattice construction and reduces the practical consumption.

The small private key attacks on several RSA variants have also been studied
in [31–33]. As for the RSA variants with modified Euler quotient ω(N) = (p2 −
1)(q2 − 1), Bunder et al. [5] proposed an attack using the continued fraction
approach. They showed that when d2e < 2N3 − 18N2, k/d can be found among
the convergents of the continued fraction expansion of e/(N2 − 9

4N + 1). Thus,
the factorization of N , namely p and q can be deduced from k and d. Peng et al.
[27] proposed a better lattice-based attack and improved the insecure bound to
δ < 2 − √

α for α ≥ 1. The attack is reduced to solving small roots (k, p2 + q2)
of the modular equation x(N2 + 1 − y) + 1 ≡ 0 (mod e) using the linearization
technique of [17]. Though Peng et al. gave a refinement on the insecure bound of
the small private exponent, they did not present a complete range of solvable α.

Multiple Private Keys Attack. The security of RSA with multiple key pairs
was first studied by Howgrave-Graham and Seifert [19] in 1999. In this case,
where given n multiple key pairs (e1, d1), . . . , (en, dn) for a common public mod-
ulus N such that eidi ≡ 1 (mod ϕ(N)) for all i = 1, 2, . . . , n, the standard RSA
can be viewed as the special case for n = 1. Similarly, the values of the public
and private keys are estimated as Nα and N δ, respectively.

Later, this attack type was improved by the lattice-based techniques in [1,
36]. The previous works confirm an intuitive inference that RSA becomes more
vulnerable when there are more key pairs. Takayasu and Kunihiro [36] proposed
the best attack so far that works for δ < 1 − √

2/(3n + 1) when given N and
public keys e1, . . . , en ≈ N . If there are even more key pairs, larger secret keys
can be recovered, which indicates that full-size private keys i.e. δ = 1 can be
recovered with infinitely many key pairs.

The multiple private keys attack has been extended to other RSA variants
in several papers like [26,41]. However, to attack the RSA variant with modified
Euler quotient with multiple key pairs is not analyzed before.

Partial Key Exposure Attack. In 1998, Boneh et al. [4] proposed several
attacks on RSA given a fraction of the private key bits with small public exponent
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e. Their attacks utilized some known most significant bits (MSBs) or some known
least significant bits (LSBs) of the private exponent d. In practice, above par-
tial key information can be captured using side channel attacks, e.g. cold boot
attacks [16] and others [22,29]. Therefore, so-called partial key exposure attack
has gradually become an important part when estimating the security of RSA.

Blömer and May [2] later improved partial key exposure attacks on RSA
using Coppersmith’s lattice-based techniques [10]. They showed that RSA is
also vulnerable to larger public exponent e given some private key exposure. In
2005, Ernst et al. [14] presented several new attacks that work up to full-size
exponents (i.e., e ≈ N or d ≈ N) by three theorems under a common heuristic
assumption. The best-known attack was proposed by Takayasu and Kunihiro
[37,39], which can achieve Boneh and Durfee’s bound [3] of the small private
key attack.

In addition to the partial key exposure attacks on the standard RSA scheme,
this attack type has been extended to other RSA variants in several papers like
[34]. However, the partial key exposure attack on the RSA variant with modified
Euler quotient is not considered before.

1.2 Our Contributions

In this paper, we first derive the crucial modular equation in our analyses from
the modified key Eq. 1. We have ed = k(p2q2 − p2 − q2 + 1) + 1, which can be
rewritten as ed = k

(
(N + 1)2 − (p + q)2

)
+ 1. Thus, we are required to solve

x(y + A) + 1 ≡ 0 (mod e) (2)

for A := (N + 1)2 with small roots x = k and y = −(p + q)2. Note that our
modular equation is slightly different compared with the root y = p2 + q2 used
in [27].

Then we apply the lattice-based techniques [10] to solve the crucial modular
Eq. 2 for some interesting cases. To be specific, we propose three key-related
attacks on the RSA variants with modified Euler quotient. We reproduce the
small private key attack as the result of [27] using the linearization technique
[17] for an accurate range of solvable α.

Proposition 1. Let N = pq be an RSA modulus with two prime factors p, q of
the same bit-size. Let e = Nα be a valid public key and d = N δ be its corre-
sponding private key such that ed ≡ 1 (mod (p2 − 1)(q2 − 1)). Then modulus N
of the RSA variants with modified Euler quotient can be efficiently factored if

δ < 2 − √
α for 1 ≤ α < 4.

We further provide the result of multiple private keys attack on the RSA
variants with modified Euler quotient for the first time.

Proposition 2. Let N = pq be an RSA modulus with two prime factors p, q
of the same bit-size. Let ei = Nα be a valid public key and di = N δ be its
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corresponding private key such that eidi ≡ 1 (mod (p2 − 1)(q2 − 1)) for 1 ≤ i ≤
n. Then modulus N of the RSA variants with modified Euler quotient can be
efficiently factored if

δ < 2 −
√

4α

3n + 1
for

4
3n + 1

< α < 3n + 1.

When we have one single key pair, namely n = 1, the condition becomes δ <
2 − √

α, which is identical to that in Proposition 1.
We also show the result of partial key exposure attack on the RSA variants

with modified Euler quotient for the first time.

Proposition 3. Let N = pq be an RSA modulus with two prime factors p, q of
the same bit-size. Let e = Nα be a valid public key and d = N δ be its correspond-
ing private key such that ed ≡ 1 (mod (p2−1)(q2−1)). Given an approximation
d̃ with known MSBs dM = NγM , LSBs dL = NγL and unknown d̂ = N δ−γ (for
γ = γM + γL) such that d = d̃ + d̂L = dMM + d̂L + dL for M := 2(δ−γM ) log2 N

and L := 2γL log2 N . Then modulus N of the RSA variants with modified Euler
quotient can be efficiently factored if

δ <
3γ + 7 − 2

√
3α + 3γ + 1

3
.

We summarize our upper bounds with comparative cryptanalytic results on
the standard RSA in Table 1. For simplicity, we set full-size public keys, namely
e ≈ N in standard RSA and e ≈ N2 in RSA variants with ω(N) to show the
respective conditions on δ. More precisely, n indicates the number of given key
pairs in multiple private keys attack and γ (or Nγ) indicates the known key
exposure in partial key exposure attack.

Table 1. Summary of three key-related attacks on RSA and its variant

Standard RSA [30] RSA variants [7,13,23]

Small private key attack δ < 0.292 [3] δ < 0.585

Multiple private keys attack δ < 1 −
√

2
3n+1

[36] δ < 2 −
√

8
3n+1

Partial key exposure attack δ <
γ+2−

√
2−3γ2

2
[37] δ < 3γ+7−2

√
3γ+7

3

1.3 Organization

The rest of this paper is organized as follows. In Sect. 2, we review some facts and
mathematical lemmas of lattice-based attacks. In Sect. 3, we present our small
private key attack in details. In Sect. 4, we propose the multiple private keys
attack on such RSA variants by applying Minkowski sum technique. In Sect. 5,
we propose the partial key exposure attack for such RSA variants. We conclude
the paper in Sect. 6.
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2 Preliminaries

In this section, we introduce some notions of the lattice-based attacks, which
include the LLL algorithm [24], Howgrave-Graham’s lemma [18], Coppersmith’s
techniques [8,9]. One may refer to [10,25] for more details.

A lattice L spanned by linearly independent vectors b1, . . . , bw in R
n is the

set of their integer linear combinations, which is denoted by L(b1, . . . , bw) =
{∑w

i=1 zibi : zi ∈ Z}. We call (b1, . . . , bw) a basis of L and w is the lattice
dimension. If w = n, then L is called full-rank. In another way, bi’s can be
regarded as row vectors to generate a basis matrix B. The lattice determinant
is defined as det(L) :=

√
det(BBT), where BT is a transpose of B. We have

det(L) = |det(B)| for a full-rank lattice from the definition, which implies that
B is a square matrix. Moreover, the determinant of a triangular basis matrix
can be easily computed as the product of its diagonal entries.

In 1982, Lenstra et al. [24] proposed the so-called LLL algorithm that is
practically used for finding approximately shortest lattice vectors, which plays
an important role in the field of lattice-based cryptanalyses.

Lemma 1. Let L be a lattice with determinant det(L) and vectors in R
n. The

LLL algorithm outputs a reduced basis (v1,v2, . . . ,vw) in polynomial time in
n,w and input length. For 1 ≤ i ≤ w, the reduced vectors vi’s satisfy

‖vi‖ ≤ 2
w(w−1)

4(w+1−i) det(L)
1

w+1−i .

Howgrave-Graham [18] later showed how to judge whether the roots of a
modular equation are also roots over the integers. This reformulation is more
concise and straightforward compared with Coppersmith’s original methods. For
a given n-variate polynomial g(x1, . . . , xn) =

∑
ai1,...,inxi1

1 · · · xin
n , its norm is

defined as ‖g(x1, . . . , xn)‖ :=
√∑ |ai1,...,in |2. We provide the following lemma

and then discuss the combination of Lemmas 1 and 2.

Lemma 2. Let g(x1, . . . , xn) ∈ Z[x1, . . . , xn] be an integer polynomial that is a
sum of at most w monomials. Suppose that

1. g(x′
1, . . . , x

′
n) = 0 (mod R), where |x′

1| < X1, . . ., |x′
n| < Xn, and

2. ‖g(x1X1, . . . , xnXn)‖ < R/
√

w.

Then g(x′
1, . . . , x

′
n) = 0 holds over the integers.

The main idea of the lattice-based attacks is to construct a set of shift poly-
nomials modulo an integer R with the common roots and then reduce them
to several equations over the integers by the LLL algorithm. The basis matrix
consists of the shift polynomials’ coefficient vectors, which come from a given
modular equation. It spans a lattice of dimension w and we use the LLL algo-
rithm to obtain short lattice vectors that correspond to the polynomial forms. If
the norms of the polynomials are sufficiently small, these equations still hold over
the integers. Eventually, we can efficiently extract the common roots by Gröbner
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bases computation or resultant computation. Notice that the linearization tech-
nique makes it easier to construct a triangular matrix and hence simplifies the
whole analysis.

The above fundamental lemmas indicate the final condition, which can be
roughly summarized as

det(L) < Rw. (3)

We here do not discuss more how to solve integer polynomial equations since
it makes use of the essential idea of solving modular equations by adding an
auxiliary parameter. See Coron’s reformulations [11,12] for the detail. We should
note that solving multivariate equations is heuristic because the newly derived
polynomials are not guaranteed to be algebraically independent. In this paper,
we assume that the polynomials derived from the reduced vectors of the LLL
algorithm are algebraically independent as discussed in the literature of lattice-
based attacks on RSA and its variants [3,21]. In fact, there are barely works that
contradict this assumption.

3 Small Private Key Attack

In this section, we aim to solve the crucial modular Eq. 2 for sufficient small pri-
vate key d. Applying the linearization technique, we can reproduce the insecure
bound on d for the RSA variants with modified Euler quotient.

In order to find all small roots (x, y) of the bivariate modular equation xy +
Ax+1 ≡ 0 (mod e). We first transform the original polynomial xy+Ax+1 into
Ax + z by letting z := xy + 1. The shift polynomials g[i,j,k](x, y, z) are defined
in the following form for f(x, y, z) := Ax + z,

g[i,j,k](x, y, z) := xiyjfk(x, y, z)es−k = xiyj(Ax + z)kes−k,

where s is a fixed positive integer and i, j, k ∈ N. We denote the set of shift
polynomials by G ∪ H for

G := {g[i,j,k](x, y, z) : (i, j, k) ∈ IG},

H := {g[i,j,k](x, y, z) : (i, j, k) ∈ IH},

where two index sets IG and IH are defined by

IG := {(i, j, k) : j = 0; i = 0, . . . , s; k = 0, . . . , s − i},

IH := {(i, j, k) : i = 0; k = 0, . . . , s; j = 1, . . . , τk},

for a parameter 0 ≤ τ ≤ 1 to be optimized later. It is clear that all the shift
polynomials share the small roots modulo es. The polynomial and monomial
orders ≺ are defined as g[i,j,k] ≺ g[i′,j′,k′] and xiyjzk ≺ xi′

yj′
zk′

, respectively if
(1) i + k < i′ + k′; or (2) i + k = i′ + k′ and k < k′; or (3) i = i′, k = k′ and
j < j′.

We can substitute each occurrence of xy by the term z − 1. The lattice basis
matrix is generated by taking the coefficient vectors of g[i,j,k](xX, yY, zZ) as
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row vectors, where X,Y and Z denote the upper bounds on the roots (x, y, z).
Additionally, the rows and columns are arranged according to above orders ≺,
which guarantees that the lattice basis matrix is triangular. Table 2 shows a toy
example for two parameters s = 2 and τ = 1, where symbols “–” indicate the
non-zero off-diagonal entries, and f denotes AxX + zZ.

Table 2. A toy example of the lattice basis matrix for s = 2 and τ = 1

1 x z yz x2 xz z2 yz2 y2z2

g[0,0,0] e2 e2

g[1,0,0] xXe2 e2X

g[0,0,1] fe – eZ

g[0,1,1] yY f – – Y Z

g[2,0,0] (xX)2e2 e2X2

g[1,0,1] xXfe – eXZ

g[0,0,2] f2 – – Z2

g[0,1,2] yY f2 – – – – Y Z2

g[0,2,2] (yY )2f2 – – – – – Y 2Z2

Since we have e = Nα and d = N δ, we can figure out X = Nα+δ−2, Y = N
and Z = Nα+δ−1. We are able to compute the determinant det(L) by counting
the numbers of X, Y , Z and e appearing in the diagonal entries respectively,
which signify the contributions of the shift polynomials to det(L). We omit the
rounding of τk since it is negligible in our asymptotic analysis for sufficiently
large s.

We compute the dimension w of the full-rank lattice and the contributions
of the shift polynomials denoted by nX , nY , nZ and ne, respectively.

w =
∑

(i,j,k)∈IG∪IH

1 =
s∑

i=0

s−i∑

k=0

1 +
s∑

k=0

τk∑

j=1

1 =
1 + τ

2
s2 + o(s2),

nX =
∑

(i,j,k)∈IG∪IH

i =
s∑

i=0

s−i∑

k=0

i =
1
6
s3 + o(s3),

nY =
∑

(i,j,k)∈IG∪IH

j =
s∑

k=0

τk∑

j=1

j =
τ2

6
s3 + o(s3),

nZ =
∑

(i,j,k)∈IG∪IH

k =
s∑

i=0

s−i∑

k=0

k +
s∑

k=0

τk∑

j=1

k =
1 + 2τ

6
s3 + o(s3),

ne =
∑

(i,j,k)∈IG∪IH

(s − k) =
s∑

i=0

s−i∑

k=0

(s − k) +
s∑

k=0

τk∑

j=1

(s − k) =
2 + τ

6
s3 + o(s3).
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From above rough condition 3 det(L) < Rw for det(L) = XnXY nY ZnZene and
R = es, we have

(α + δ − 2) + τ2 + (1 + 2τ)(α + δ − 1) + (2 + τ)α < 3(1 + τ)α,

when dealing with the exponents and omitting other lower order terms of s. It
can be simplified to

τ2 + (2δ − 2)τ + α + 2δ − 3 < 0.

The value of the left side reaches its minimum by setting τ = 1− δ and then the
inequality becomes

δ2 − 4δ − α + 4 > 0.

Therefore, we obtain the final condition

δ < 2 − √
α.

Note that 0 ≤ τ = 1 − δ ≤ 1 and hence we have 0 ≤ δ ≤ 1. Combining it with
α + δ ≥ 2 and δ < 2 − √

α, we have 1 ≤ α < 4 that is our complete solvable
range of α. Thus, we attain the bound of Proposition 1 as required.

4 Multiple Private Keys Attack

In this section, we propose the multiple private keys attack on the RSA variants
with modified Euler quotient. To specify the analytic situation for given n key
pairs, we define the following general multiple private keys attack scenario.

Let N be the product of two primes p, q of the same bit-size. Let ei = Nα

and di = N δ for 1 ≤ i ≤ n such that eidi ≡ 1 (mod ω(N)), where ω(N) =
(p2 − 1)(q2 − 1). Given N and n key pairs (ei, di) (for 1 ≤ i ≤ n), the goal is to
efficiently factor N .

In this case, we need to solve the simultaneous modular equations

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

f1(x1, y) : = x1(y + A) + 1 ≡ 0 (mod e1)
f2(x2, y) : = x2(y + A) + 1 ≡ 0 (mod e2)

...
fn(xn, y) : = xn(y + A) + 1 ≡ 0 (mod en)

(4)

for A := (N + 1)2 and the roots (x1, x2, . . . , xn, y) = (k1, k2, . . . , kn,−(p + q)2)
whose values are bounded by X1 = · · · = Xn = Nα+δ−2 and Y = N .

To deal with above simultaneous modular Eq. 4, Aono [1] proposed
Minkowski sum based lattice constructions. We also apply this tool to provide
the generation of the shift polynomials. The underlying shift polynomials are
defined by

g
(k)
ik,jk

(xk, y) := xik−jk
k f jk

k (xk, y)es−jk
k
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with 0 ≤ jk ≤ ik ≤ s and ik, jk ∈ N for 1 ≤ k ≤ n. It is clear that we have
g
(k)
ik,jk

(xk, y) ≡ 0 (mod es
k) for each k. We define the same Minkowski sum based

shift polynomials as [1] by

gi1,...,in,j(x1, . . . , xn, y) :=
∑

j1+···+jn=j

aj1,...,jng
(1)
i1,j1

g
(2)
i2,j2

· · · g(n)in,jn

for a particular aj1,...,jn such that the corresponding diagonal entry in the basis
matrix is

Xi1
1 · · · Xin

n Y je
s−min{i1,j}
1 · · · es−min{in,j}

n .

Thus, all the shift polynomials share the common roots (x1, x2, . . . , xn, y) =
(k1, . . . , kn,−(p + q)2) modulo (e1 · · · en)s. We consider the shift polynomials
with max{i1, . . . , in} ≤ j. Applying a useful criterion from [36], we compare the
sizes of the diagonal entries with the size of the modulus to choose as many
helpful polynomials as possible. It requires that

Xi1
1 · · · Xin

n Y jes−i1
1 · · · es−in

n ≤ (e1 · · · en)s,

which leads to

(α + δ − 2)
n∑

k=1

ik + j + αns − α
n∑

k=1

ik ≤ αns.

That is j ≤ (2 − δ)
∑n

k=1 ik. Therefore, we select the shift polynomials over the
index set

I := {(i1, . . . , in, j) : 0 ≤ i1, i2, . . . , in ≤ s; 0 ≤ j ≤ (2 − δ)
n∑

k=1

ik}.

The lattice basis matrix is triangular as discussed in [1,36]. We follow a simi-
lar analysis in Sect. 3 (ignoring lower order terms of s) to compute the lattice
dimension

w =
∑

(i1,...,in,j)∈I
1 =

n(2 − δ)
2

sn+1,

and respective contributions of the diagonal entries to the determinant that are
denoted by nXk

, nY and nek
for 1 ≤ k ≤ n,

nX1 = · · · = nXn
=

∑

(i1,...,in,j)∈I
ik =

(3n + 1)(2 − δ)
12

sn+2,

nY =
∑

(i1,...,in,j)∈I
j =

n(3n + 1)(2 − δ)2

24
sn+2,

ne1 = · · · = nen
=

∑

(i1,...,in,j)∈I
(s − min{in, j}) =

2 + (3n − 1)(2 − δ)
12

sn+2.
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We can find solutions of the simultaneous modular Eq. 4 if the condition 3 holds,
that is

X
nX1
1 · · · XnXn

n Y nY e
ne1
1 · · · enen

n < (e1 · · · en)sw,

which leads to

2n(3n + 1)(2 − δ)(α + δ − 2) + n(3n + 1)(2 − δ)2 + n(4 − (6n + 2)(2 − δ))α < 0.

It can be reduced to
−(3n + 1)(2 − δ)2 + 4α < 0.

Finally, we derive the condition for the multiple private keys attack scenario

δ < 2 −
√

4α

3n + 1
.

The range of solvable α is determined by 2−
√

4α
3n+1 > 0 and α+2−

√
4α

3n+1 > 2,
which imply

4
3n + 1

< α < 3n + 1

as claimed in Proposition 2.

5 Partial Key Exposure Attack

In this section, we propose the partial key exposure attack on the RSA variants
with modified Euler quotient. To specify the analytic situation for given leakage
of the private key, we define the following general partial key exposure attack
scenario.

Let N be the product of two primes p, q of the same bit-size. Let e = Nα and
d = N δ such that ed ≡ 1 (mod ω(N)), where ω(N) = (p2 − 1)(q2 − 1). Given
N, e and d̃ (i.e. MSBs dM and LSBs dL) that is a known approximation of d
satisfying

d = d̃ + d̂L = dMM + d̂L + dL

for M := 2(δ−γM ) log2 N and L := 2γL log2 N , which implies that |d̂| < N δ−γ for
γ := γM + γL, the target is to efficiently factor N .

Recall that the modified key Eq. 1 is ed = k(p2 − 1)(q2 − 1) + 1. Since
d = d̃ + d̂L, we substitute it with its approximation and obtain

e(d̃ + d̂L) = k(p2 − 1)(q2 − 1) + 1.

We now focus on the integer equation

f(x, y, z) := 1 − ed̃ + eLx + y((N + 1)2 + z) (5)

with small roots x = −d̂, y = k and z = −(p + q)2, whose values are bounded
by X = N δ−γ , Y = Nα+δ−2 and Z = N , respectively. If we discover the small
roots of f(x, y, z), we can factor the RSA modulus N .
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We turn to solving the integer polynomial 5 by applying Jochemsz and May’s
strategy [20]. A similar construction is also described in [39]. We first give the
definition of the auxiliary parameter W := ‖f(xX, yY, zZ)‖∞, namely l∞-norm
of a certain polynomial. For our integer polynomial 5, we have

W = max{|1 − ed̃|, |eLX|, |Y (N + 1)2|, |Y Z|} = Nα+δ.

We set a suitable integer R := WXs−1Y s−1Zs−1+τs (as a modulus) for a fixed
positive integer s and τ ≥ 0 to be optimized later. We then perform a transfor-
mation on the original polynomial 4 by

f ′(x, y, z) := (1 − ed̃)−1f(x, y, z) (mod R).

The shift polynomials gG
[i,j,k](x, y, z) and gH

[i,j,k](x, y, z) are defined in the follow-
ing forms,

gG
[i,j,k](x, y, z) := xiyjzkf ′(x, y, z)Xs−1−iY s−1−jZs−1+τs−k,

gH
[i,j,k](x, y, z) := xiyjzkR,

for i, j, k ∈ N. We denote the set of shift polynomials by G ∪ H, where

G := {gG
[i,j,k](x, y, z) : (i, j, k) ∈ IG},

H := {gH
[i,j,k](x, y, z) : (i, j, k) ∈ IH \ IG},

for two index sets IG and IH defined by

IG := {(i, j, k) : i = 0, . . . , s − 1; j = 0, . . . , s − 1 − i; k = 0, . . . , j + τs},

IH := {(i, j, k) : i = 0, . . . , s; j = 0, . . . , s − i; k = 0, . . . , j + τs}.

It is noticeable that all the shift polynomials share the common roots (x, y, z) =
(−d̂, k,−(p + q)2) modulo R. The polynomial and monomial orders are quite
straightforward as mentioned in [20]. Therefore, we can construct a triangular
basis matrix with diagonal entries Xs−1Y s−1Zs−1+τs for G and XiY jZkR =
WXs−1+iY s−1+jZs−1+τs+k for H. We then follow a similar analysis in Sect. 3
(ignoring lower order terms of s) to compute the lattice dimension

w =
∑

(i,j,k)∈IG

1 +
∑

(i,j,k)∈IH\IG

1 =
1 + 3τ

6
s3.

Recall that the rough condition 3 det(L) < Rw indicates
∏

(i,j,k)∈IG

Xs−1Y s−1Zs−1+τs
∏

(i,j,k)∈IH\IG

WXs−1+iY s−1+jZs−1+τs+k

<
(
WXs−1Y s−1Zs−1+τs

)w
.
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Thus, we can find solutions of the integer Eq. 5 when XnXY nY ZnZ < WnW

(ignoring lower order terms of s) for

nX =
∑

(i,j,k)∈IG

(s − 1) +
∑

(i,j,k)∈IH\IG

(s − 1 + i) − (s − 1)w =
1 + 3τ

6
s3,

nY =
∑

(i,j,k)∈IG

(s − 1) +
∑

(i,j,k)∈IH\IG

(s − 1 + j) − (s − 1)w =
2 + 3τ

6
s3,

nZ =
∑

(i,j,k)∈IG

(s − 1 + τs) +
∑

(i,j,k)∈IH\IG

(s − 1 + τs + k) − (s − 1 + τs)w

=
1 + 3τ + 3τ2

6
s3,

nW = w −
∑

(i,j,k)∈IH\IG

1 =
∑

(i,j,k)∈IG

1 =
1 + 3τ

6
s3.

Substituting them for the inequality, we obtain

(1 + 3τ)(δ − γ) + (2 + 3τ)(α + δ − 2) + (1 + 3τ + 3τ2) < (1 + 3τ)(α + δ),

which leads to

3τ2 + (3δ − 3γ − 3)τ + α + 2δ − γ − 3 < 0.

The value of the left side reaches its minimum by setting τ = (1 + γ − δ)/2 and
we have

δ <
3γ + 7 − 2

√
3α + 3γ + 1

3
as claimed in Proposition 3.

It is also possible to apply known bounds given in [20, Appendix B] to solve
an integer polynomial of special forms including our integer polynomial 5. We
provide a useful lemma as follows.

Lemma 3. Let f(x1, x2, x3) = a0+a1x1+x2(a2+x3) ∈ Z[x1, x2, x3] be an inte-
ger polynomial. Suppose that x1, x2, x3 are bounded by X1,X2,X3 respectively,
and W = max{|a0|, |a1|X1, |a2|X2,X2X3}. Then the roots can be found for an
optimized τ ≥ 0 if

X1+3τ
1 X2+3τ

2 X1+3τ+3τ2

3 < W 1+3τ .

We directly apply Lemma 3 with X1 = N δ−γ , X2 = Nα+δ−2, X3 = N and
W = Nα+δ for our attack and have

(1 + 3τ)(δ − γ) + (2 + 3τ)(α + δ − 2) + (1 + 3τ + 3τ2) < (1 + 3τ)(α + δ),

that is equivalent to

3τ2 + (3δ − 3γ − 3)τ + α + 2δ − γ − 3 < 0,

which gives the same result as stated in Proposition 3.
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6 Concluding Remarks

We study some key-related attacks on the RSA variants with modified Euler
quotient ω(N) = (p2 − 1)(q2 − 1) in this paper. Some interesting cases such
as given more key pairs and given some key exposure are analyzed like previous
works in the literature. We propose the multiple private keys attack that extends
the small private key attack for n key pairs. Since the case of n = 1 corresponds
to the small private key attack, it is a meaningful extension of the latter.

For the partial key exposure attack, a preliminary result is provided assum-
ing we already know some most and least significant bits of the private key.
However, there exist several methods to improve the results for given only the
most significant bits or the least significant bits like [39]. A combined scenario
i.e. partial key exposure attack with multiple key pairs has also been analyzed
in [38]. To generalize partial key exposure attacks with only MSBs, LSBs or
multiple key pairs on the RSA variants with modified Euler quotient remains as
future work.
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National Natural Science Foundation of China (Grant Nos. 61522210, 61632013).
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Abstract. In this paper, we introduce Saber, a package of cryptographic
primitives whose security relies on the hardness of the Module Learning
With Rounding problem (Mod-LWR). We first describe a secure Diffie-
Hellman type key exchange protocol, which is then transformed into an
IND-CPA encryption scheme and finally into an IND-CCA secure key
encapsulation mechanism using a post-quantum version of the Fujisaki-
Okamoto transform. The design goals of this package were simplicity,
efficiency and flexibility resulting in the following choices: all integer
moduli are powers of 2 avoiding modular reduction and rejection sam-
pling entirely; the use of LWR halves the amount of randomness required
compared to LWE-based schemes and reduces bandwidth; the module
structure provides flexibility by reusing one core component for multi-
ple security levels. A constant-time AVX2 optimized software implemen-
tation of the KEM with parameters providing more than 128 bits of
post-quantum security, requires only 101K, 125K and 129K cycles for
key generation, encapsulation and decapsulation respectively on a Dell
laptop with an Intel i7-Haswell processor.

1 Introduction

The threat of quantum computers, which break most widely used public key
cryptographic primitives, has sparked a rising interest in post-quantum cryp-
tography. This is emphasized by organizations such as ETSI and NIST that
are looking towards standardization of post-quantum cryptography [18]. Lattice
based cryptography is one of the most promising candidates that are resilient to
all known quantum attacks. Examples include NTRU based schemes [11,25,37]
and protocols based on the (ring)-Learning With Errors (LWE) problem: Alkim
et al. [4] presented ‘A New Hope’, based on the ring-LWE problem; Bos et al. [17]
introduced an alternative scheme called ‘Frodo’ based solely on LWE, but suffers
from higher bandwidth and computational complexity; Bhattacharya et al. [12]
improved upon the bandwidth of ‘Frodo’, by basing their protocol on LWR

c© Springer International Publishing AG, part of Springer Nature 2018
A. Joux et al. (Eds.): AFRICACRYPT 2018, LNCS 10831, pp. 282–305, 2018.
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whilst still avoiding the use of rings; Bos et al. [16] presented a CCA-secure Mod-
LWE based key exchange called ‘Kyber’ which takes the middle road between
‘Frodo’ and ‘a New Hope’ by using modules. Concurrently to our work, Jin et
al. described a generic key exchange for Ring-LWE, Mod-LWE, LWE and LWR
in [29], and Baan et al. [8] described a LWR, Ring-LWR key exchange.

In this paper, we introduce Saber, a suite of cryptographic primitives based
on the Mod-LWR problem. The choices we made for the underlying hard prob-
lem and also the actual parameters of the scheme were motivated by three
design principles: simplicity of the scheme and its implementation, efficiency and
flexibility:

– Learning with Rounding (LWR) [10]: schemes based on (variants of) LWE
require sampling from noise distributions, which needs randomness. Further-
more, the noise is included in public keys and ciphertexts resulting in higher
bandwidth. LWR based schemes naturally reduce the bandwidth while avoid-
ing additional randomness for the noise since it is deterministically obtained.

– Choice of moduli: we choose all integer moduli in the scheme to be powers of
2. This eliminates the need for explicit modular reduction and complicated
sampling routines such as rejection sampling. We also prove that using powers
of two, the keys are unbiased and that there is no need for steps such as
uplifting and randomization or decoding of the exchanged information. These
advantages contribute to the simplicity of our design, and facilitate constant
time implementations. The main disadvantage of using such moduli is that
it excludes the use of the number theoretic transform (NTT) to speed up
polynomial multiplication. We propose the use of a combination of Toom-
Cook and Karatsuba polynomial multiplication to mitigate this disadvantage.

– Modules [16,31]: the module versions of the problems (see Sect. 2) allow to
interpolate between the original pure LWE/LWR problems and their ring
versions, lowering computational complexity and bandwidth compared to
LWE/LWR, while introducing protection against attacks on the ring structure
of Ring-LWE/LWR and flexibility to move to higher security levels without
any need to change the underlying arithmetic.

A high-level constant-time software implementation of Saber is provided and
has been placed in the public domain1 as part of the submission to the NIST
competition. The implementation has been optimized using AVX2 instructions
available in modern Intel processors and uses a combination of Toom-Cook and
Karatsuba polynomial multiplication algorithms.

The remainder of the paper is organised as follows: in Sect. 2 we review the
necessary background; we present a secure Diffie-Hellman type key exchange
scheme in Sect. 3, a CPA secure encryption scheme in Sect. 4 and a CCA secure
key encapsulation mechanism in Sect. 5. A security analysis of the hardness on
the underlying mod-LWR problem is given in Sect. 6.1, based on which three
parameter sets are chosen in Sect. 6.2. Finally, specific implementation choices
that speed up our protocols are discussed in Sect. 7 and our implementation
results are compared with the state of the art in Sect. 8.
1 Source codes available at https://github.com/Angshumank/SABER.

https://github.com/Angshumank/SABER
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2 Preliminaries

2.1 Notation

We denote with Zq the ring of integers modulo an integer q with representants in
[0, q) and for an integer z, we denote z mod q the reduction of z in [0, q). Rq is the
quotient ring Zq[X]/(Xn +1) with n a fixed power of 2 (we only need n = 256).
For any ring R, Rl×k denotes the ring of l × k-matrices over R. For p | q, the
mod p operator is extended to (matrices over) Rq by applying it coefficient-wise.
Single polynomials are written without markup, vectors are bold lower case and
matrices are denoted with bold upper case. U denotes the uniform distribution
and βμ is a centered binomial distribution with parameter μ and corresponding
standard deviation σ =

√
μ/2. If χ is a probability distribution over a set S,

then x ← χ denotes sampling x ∈ S according to χ. If χ is defined on Zq,
XXX ← χ(Rl×k

q ) denotes sampling the matrix XXX ∈ Rl×k
q , where all coefficients of

the entries in XXX are sampled from χ.
We use the part selection function bits(x, i, j) with j ≤ i to access j con-

secutive bits of a positive integer x ending at the i-th index (assuming least
significant bit in the 0-th index), producing an integer in Z2j ; i.e., written in
standard C code the function returns (x � (i − j))&(2j − 1), where � is the
right-shift operator. This is explained in Fig. 1. The part selection function is
extended to polynomials and matrices by applying it coefficient-wise. Finally let
�� denote rounding to the nearest integer, which can be extended to polynomials
and matrices coefficient-wise.

i 0

LSBMSB j

Fig. 1. The bits(x, i, j) operator.

2.2 Cryptographic Definitions

Let KE be a Diffie-Hellman type key exchange protocol between two parties as
illustrated in Protocol 1. KE is called (1 − δ)-correct if after execution of the
protocol Pr[k′ = k] � 1− δ, where the probability is computed over the random
coins used in Protocol 1. KE is called IND-RND secure if it is hard for an
adversary to distinguish the real shared secret from random. More formally, we
define the advantage of an adversary in distinguishing the key k from a uniformly
random key k̂ ← U(K) as follows:

Advind-rnd
KE (A) =

∣∣
∣Pr

[
A(P,A,B, k) = 1

] − Pr
[
A(P,A,B, k̂) = 1

]∣∣
∣ .

A public key encryption scheme consists of a triple of functions PKE =
(KeyGen, Enc, Dec), where KeyGen returns a secret key sk and a public key pk;
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Public parameters P

Alice Bob

Choose secret a

Compute A as function of P and a A � Choose secret b

Compute B as function of P and b

� B

k = Derive key from P, a,B k′ = Derive key from P, b,A

Protocol 1: Diffie-Hellman type key exchange protocol

Enc takes a public key pk and a message m ∈ M to produce a ciphertext c ∈ C,
and Dec takes the secret key sk together with ciphertext c to output a message
m′ ∈ M or the symbol ⊥ to denote rejection. The PKE is said to be (1 − δ)-
correct if Pr[Dec(sk, Enc(pk,m)) = m] � 1 − δ, where the probability is taken
over (pk, sk) ← KeyGen and the random coins of Enc. We use the notion of
indistinguishability under chosen plaintext attacks (IND-CPA) and define the
advantage of an adversary A by:

Advind-cpa
enc (A) =

∣∣∣∣∣∣
Pr

⎡

⎣b′ = b :
(pk, sk) ← KeyGen();

(m1,m2) ← AEnc(pk); b ← U({0, 1});
c ← Enc(pk,mb); b′ ← AEnc(pk, c);

⎤

⎦ − 1
2

∣∣∣∣∣∣
.

The weaker notion of one-wayness under chosen plaintext attacks (OW-CPA) is
defined as:

Advow-cpa
enc (A) =

∣∣∣∣∣∣
Pr

⎡

⎣m′ = m :
(pk, sk) ← KeyGen();

m ← M; c ← Enc(pk,m);
m′ ← AEnc(pk, c);

⎤

⎦ − 1
2

∣∣∣∣∣∣
.

A key-encapsulation mechanism KEM = (KeyGen, Encaps, Decaps) is a triple
of probabilistic algorithms, where KeyGen returns a secret key sk and a public
key pk, where Encaps takes a public key pk and produces a ciphertext c and a
key k ∈ K, and where Decaps takes the secret key sk, the public key pk and
ciphertext c to return a key k ∈ K or the symbol ⊥ to denote rejection. The KEM
is said to be (1−δ)-correct if Pr[Decaps(sk, c) = k : (c, k) ← Encaps(pk)] � 1−δ,
where the probability is taken over (pk, sk) ← KeyGen and the random coins of
Encaps. We use the notion of indistinguishability under chosen ciphertext attacks
(IND-CCA) to define the advantage of an adversary A by:

Advind-cca
KEM (A) =

∣∣∣∣
∣∣
Pr

⎡

⎣b′ = b :
(pk, sk) ← KeyGen(); b ← U({0, 1});

(c, d, k0) ← Encaps(pk);
k1 ← K; b′ ← ADecaps(pk, c, d, kb);

⎤

⎦ − 1
2

∣∣∣∣
∣∣

.

The advantage of an adversary A in distinguishing a pseudorandom generator
gen() with seed seedAAA ← U({0, 1}256) from a uniformly random distribution is
defined as follows:
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Advprg
gen()(A) =

∣
∣∣∣∣∣∣
∣

Pr

[
b′ = 1 :

seedAAA ← U({0, 1}256)
AAA ← gen(seedAAA) ∈ Rl×l

q ; b′ = A(AAA);

]
.

−Pr
[
b′ = 1 : AAA ← U(Rm×l

q ); b′ = A(AAA);
]

∣
∣∣∣∣∣∣
∣

(1)

2.3 LWE, LWR and Mod-LWR Problems

The learning with errors (LWE) problem was introduced by Regev [34] and its
decisional version states that it is hard to distinguish uniform random samples
(aaa, u) ← U(Zl×1

q × Zq) from LWE-samples of the form
(
aaa, b = aaaTsss + e

)
∈ Z

l×1
q × Zq , (2)

where the secret vector sss ← βμ(Zl×1
q ) is fixed for all samples, aaa ← U(Zl×1

q )
and e ← βμ(Zq) is a small error. A module version of LWE, called Mod-LWE,
was analyzed by Langlois and Stehlé [31] and essentially replaces the ring Zq in
the above samples by a quotient ring of the form Rq with corresponding error
distribution βμ(Rl×1

q ). The rank of the module is l and the dimension of the ring
Rq is n. The case l = 1 corresponds to the ring-LWE problem introduced in [32].

The LWR problem was introduced by Banerjee et al. [10] and is a derandom-
ized version of the LWE problem. In contrast to the LWE problem, the “noise”
in the LWR problem is generated deterministically by scaling and rounding coef-
ficients modulo q to modulo p (with p < q). In detail, an LWR sample is given
by (

aaa, b =
⌊p

q
(aaaTsss)

⌉)
∈ Z

l×1
q × Zp (3)

for a fixed sss ← βμ(Zl×1
q ) and uniform random aaa ← U(Zl×1

q ). The decisional LWR
problem states that is it hard to distinguish samples from the LWR distribution
from that of the uniform distribution. A reduction from the LWE problem to
the LWR problem was given by Banerjee et al. [10], and further improved by
Alwen et al. [6], Bogdanov et al. [15] and, Alperin-Sheriff and Daniel Apon [5].

The security of our protocol relies on the hardness of the module version of
LWR (Mod-LWR), which is a straightforward generalization of Mod-LWE. A
Mod-LWR sample is given by

(
aaa, b =

⌊p

q
(aaaTsss)

⌉)
∈ Rl×1

q × Rp (4)

where the secret sss ← βμ(Rl×1
q ) is fixed for all samples and aaa ← U(Rl×1

q ).
The advantage of an adversary A in distinguishing m samples from a Mod-

LWR distribution from that of a uniform distribution is defined as follows, where
m, k, μ, q and p are positive integers with q > p:

AdvMod-LWR
m,l,μ,q,p (A) =

∣
∣∣∣∣∣
∣∣∣∣

Pr

(
b′ = 1 :

AAA ← U(Rm×l
q ); sss ← βμ(Rl×1

q );
b′ = A(AAA, �(p/q)AAAsss�);

)

−Pr

(
b′ = 1 :

AAA ← U(Rm×l
q ); uuu ← U(Rl×1

p );
b′ = A(AAA,uuu);

)

∣
∣∣∣∣∣
∣∣∣∣

. (5)
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3 Key Exchange

In Protocol 2 we describe a Diffie-Hellman type key exchange scheme Saber.KE
based on the hardness of Mod-LWR problem. Unlike the Diffie-Hellman key
exchange [22], in our scheme the two communicating parties sometimes fail to
agree on the same key. As in previous works [12,23,33], we can make this failure
probability negligibly small by sending some additional reconciliation data c.

Alice Bob

1 seedAAA ← U({0, 1}256)

2 AAA ← gen(seedAAA) ∈ Rl×l
q

3 sss ← βμ(Rl×1
q ) sss′ ← βμ(Rl×1

q )

4 bbb = bits(AAAsss + hhh, εq, εp) ∈ Rl×1
p

bbb, seedAAA� AAA ← gen(seedAAA) ∈ Rl×l
q

5 bbb′ = bits(AAATsss′ + hhh, εq, εp) ∈ Rl×1
p

6 v′ = bbbT bits(sss′, εp, εp) ∈ Rp

7 v = bbb′T bits(sss, εp, εp) ∈ Rp �bbb′, c c = bits(v′ + h1, εp − 1, εt) ∈ Rt

8 k = bits(v − 2εp−εt−1c + h2, εp, 1) k′ = bits(v′ + h1, εp, 1)
9 keyAlice = kdf(k) keyBob = kdf(k′)

Protocol 2: Saber.KE key exchange

All moduli involved in the scheme are chosen to be powers of 2, in particular
we choose q = 2εq , p = 2εp and t = 2εt with εq > εp > (εt+1), so we have 2t | p | q.
In practice, our main parameter set will correspond to the case εq = 13, εp = 10
and εt = 3. The secret vectors sss and sss′ are sampled from βμ(Rl×1

q ), with μ < p,
while the matrix AAA ∈ Rl×l

q is sampled using a pseudorandom generator gen()
initialized with seedA. The session key is obtained by feeding the common secret
k = k′ ∈ R2 into a key derivation function kdf(). The algorithm also uses three
constants: a constant vector hhh ∈ Rl×1

q consisting of polynomials all coefficients
of which are set to the constant 2εq−εp−1, a constant polynomial h1 ∈ Rq with
all coefficients equal to 2εq−εp−1, and a constant polynomial h2 ∈ Rq with all
coefficients set equal to (2εp−2 − 2εp−εt−2 + 2εq−εp−1). These constants are used
to mimic rounding operations, which are necessary to reduce failure probability,
while retaining the reduction to the underlying decisional Mod-LWR problem.

Note that the operations bits(sss, εp, εp) in line 6 and bits(sss′, εp, εp) in line 7
simply mean we are considering sss mod p and s′s′s′ mod p as elements in Rp which
is well defined since p | q.

Correctness: Using Saber.KE two communicating parties agree on a common
random key with overwhelming probability. A tight bound on the failure prob-
ability can be obtained using following observations from Bos et al. [17]: the
reconciliation between two integer values vi, v

′
i ∈ Zp is correct if the distance

between vi and v′
i is smaller than p/4(1 − 1/t), and fails if the distance is bigger
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than p/4(1 + 1/t). In between these values, the probability of success decreases
linearly from 1 to 0. Consequently, a tight bound on the failure probability given
the distribution of Δvi = v′

i − vi can be calculated by adding to Δvi a discrete
uniformly distributed error er ∈ Zp with range [−p/4t, p/4t]. The success prob-
ability of the reconciliation between vi and v′

i then equals Pr[|Δvi + er| < p/4].
Using the above observation we can estimate a bound on the error probability:

Theorem 1. Let AAA be a matrix in Rl×l
q and sss,sss′ two vectors in Rl×1

q sampled
as in Protocol 2. Define eee and eee′ as the rounding errors introduced by scaling
and rounding AAAsss and AAATsss′, i.e. bits(AAAsss+hhh, εq, εp) = p

qAAAsss+eee and bits(AAATsss′ +
hhh, εq, εp) = p

qAAATsss′ + e′e′e′. Let er ∈ Rq be a polynomial with uniformly distributed
coefficients with range [−p/4t, p/4t]. If we set

δ = Pr[||(sss′Teee − eee′Tsss + er) mod p||∞ > p/4]

then after executing the Saber.KE protocol, both communicating parties agree on
a n-bit key with probability 1 − δ.

Proof. The polynomials v′ and v calculated by Bob and Alice respectively in
Protocol 2 are given as: v′ = (p

qsss′TAAAsss + sss′Teee mod p) and v = (p
qsss′TAAAsss + eee′Tsss

mod p). Here, the coefficients of eee,eee′ are the rounding errors and so are in
(−1/2, 1/2]. It can be easily seen that the values calculated by the communi-
cating parties differ by Δv = ||(sss′Teee − eee′Tsss) mod p||. Therefore, Bob and Alice
agree on the same secret if ||Δv+er||∞ ≤ p

4 . Hence, for δ = Pr[||(sss′Teee−eee′Tsss+er)
mod p||∞ > p/4] the Saber.KE protocol is (1 − δ) correct. 	


Similar to Bos et al. [16], a tight upper bound on the value of δ is calculated
using a Python script. To be able to practically compute the distribution of
Δv = v′ − v ∈ Rp, Bos et al. assume independence between the terms sss′Teee and
eee′Tsss, which is not necessarily the case. Analogous to Theorem 5.2 from Jin and
Zhao [29], one could argue that they are independent if conditioned on sss′TAAAsss ≡ a
mod q/p, where a ∈ Rq/p. The recommended parameter set described in Sect. 6.2
yields δ < 2−136.

Unbiased Keys: Since our moduli are powers of 2 and as such non-prime, there
exists (negligibly small) exceptional sets for sss and s′s′s′ such that the common key
is biased. The intuition is that if all coefficients of the polynomials in sss or s′s′s′ are
divisible by a high power of 2, the same property will hold for AAAsss or AAATs′s′s′, and
their scaled versions. The following theorem however shows that outside these
sets, uniformity is attained.

Theorem 2. Let Sbad denote the set of elements in Rl×1
q for which none of the

coefficients w satisfies gcd(w, q)|(q/p) and let S′
bad denote the set of elements in

Rl×1
q for which none of the coefficients w satisfies gcd(w, p)|(p/2). Let sss,sss′ ←

βμ(Rl×1
q ) and let AAA ← U(Rl×l

q ) and determine k as follows:

1. bbb = bits(AAAsss + hhh, εq, εp)
2. k = bits(bbbT (sss′ mod p) + h1, εp, 1)
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For sss /∈ Sbad and sss′ /∈ S′
bad, k is distributed uniformly for AAA ← U(Rl×l

q ). This
occurs with a probability Pr[sss /∈ Sbad]Pr[sss′ /∈ S′

bad].

Proof. Note that the multiplication of a uniformly distributed coefficient of AAA,
by a coefficient w of sss, is uniformly distributed in its εp most significant bits if
gcd(w, q)|(q/p), which is equivalent to stating that �pw/q� is invertible in Zp.

The distribution of the coefficients of bbb = bits(AAAsss + hhh, εq, εp) is as follows:
since convolution of any distribution with a uniform distribution in Zp results
again in a uniform distribution in Zp, we need only one term of the summation
step to be uniform in its p most significant bits. Therefore, the coefficients of bbb
will be uniformly distributed if sss /∈ Sbad.

Finally note that the distribution of k′ = bits(bbbT (sss′ mod p) + h1, εp, 1) is
uniform if bbb has a uniform distribution and if sss′ /∈ s′

bad. As above, a multiplication
of a uniformly distributed coefficient of bbb, with a coefficient w′ of sss is uniformly
distributed in its most significant bit if gcd(w′, p)|(p/2). Therefore, k will be
uniform if the coefficients of bbb are uniformly distributed and if sss′ /∈ S′

bad. The
probability of a sampling sss and sss′ so that k has a uniform distribution is thus
Pr[sss /∈ Sbad]Pr[sss′ /∈ S′

bad]. 	

Since in our setting sss,s′s′s′ are sampled from βμ(Rq), the coefficients are small

and thus the only sampleable vector in Sbad and S′
bad is the all zero vector

which occurs with probability 2−1436. In the rest of the paper, we assume that
the secret vectors are not in the vector sets: sss /∈ Sbad and sss′ /∈ S′

bad.

Security: The security of Saber.KE can be reduced to the decisional Mod-LWR
problem as shown by the following theorem.

Theorem 3. For any adversary A, there exist three adversaries B0, B1 and B2

such that Advind-rndSaber.KE(A) � Advprggen()(B0) + Advmod-lwr
l,l,μ,q,p (B1) + Advmod-lwr

l+1,l,μ,q,p(B2),
if q/p � p/(2t).

Proof. The IND-RND security of our key exchange can be expressed as the
probability that an adversary A can distinguish between k and a uniformly
random key k̂ ← U(K), given the public information AAA,bbb,bbb′ and c. The proof
proceeds by a sequence of games Gi, where AdvGi

(A) = |Pr[SA,i] − 1/2|, in
which SA,i is the event that the adversary guesses correctly in game Gi. The
sequence of games is depicted in Fig. 2.

The first game G0 is the original game. In game G1, the public matrix is
no longer generated using the pseudorandom generator gen(), but is sampled
from a uniformly random distribution. An adversary that can distinguish these
two games, can also distinguish the matrix generated through the pseudorandom
generator from a uniformly random matrix, and therefore |Pr[SA,0]−Pr[SA,1]| �
Advprg

gen()(B0).
During the second game G2, the vector bbb is generated uniformly random,

so that (AAA,bbb) is a uniformly distributed sample, in contrast to the first game
G1, where (AAA,bbb) forms a Mod-LWR sample. An adversary that can distinguish
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Fig. 2. Sequence of games that are used in the proof of Theorem 3

between game G1 and G2 has also solved the decisional Mod-LWR problem on
this sample, and therefore |Pr[SA,1] − Pr[SA,2]| � Advmod-lwr

l,l,μ,q,p (B1).
In game G2, the number of bits dropped in the calculation of bbb′ and c is

εq − εp and εp − εt − 1 respectively, which is reduced to εq − εp in game G3. If we
compare G3 to G2, since (εq − εp) � (εp − εt − 1), the number of dropped bits
is the same or less, and therefore the number of available bits to the adversary
is at least the same. From this we conclude that G2 is at least as hard as G3:
∀A,∃A′ : AdvG2(A) � AdvG3(A

′).
Up to game G3, the coefficients of the inputs for the generation of bbb′ and c

are in Zq and Zp respectively. This is evened up to coefficients in Zq for all of
the calculations in game G4. Using sss′ instead of bits(sss′, εp, εp) does not change
the result of the multiplication because μ < p. Since p | q, generating bbb from
U(Rl×1

q ) instead of U(Rl×1
p ) makes the advantage of the adversary in Game G4

at least as big as in game G3, as the adversary in Game G4 can easily calculate
the same value for c as in Game G3. Cutting off the last εq − εp bits of v′ does
not change the game since they are not used in the rest of the protocol. Thus
we can state: ∀A′,∃A′′ : AdvG3(A

′) � AdvG4(A
′′).
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Algorithm 1. Saber.KeyGen()

1 seedAAA ← U({0, 1}256)

2 AAA ← gen(seedAAA) ∈ Rl×l
q

3 sss ← βμ(Rl×1
q )

4 bbb = bits(AAAsss + hhh, εq, εp) ∈ Rl×1
p

5 return (pk := (bbb, seedAAA), sk := sss)

Analogous to game G2, bbb′ and c are replaced by a uniform random value in
game G5, so that the Mod-LWR samples (AAA,bbb′) and (bbb, v′), which share secret
key sss′, are replaced by uniformly random variables. Therefore, an adversary that
can distinguish between these two games, can solve the corresponding Mod-LWR
decisional problem and thus |Pr[SA′′,4] − Pr[SA′′,5]| � Advmod-lwr

l+1,l,μ,q,p(B2).
In the resulting game G5, the keys are independent of the values bbb, bbb′ and v′.

Moreover, since v′ is uniformly distributed in R
l×1
p , where q is a power of two,

and since k′ is generated as the first bit of v′, k′ is also uniformly distributed, and
therefore Pr[SA′′,5] = 1/2. Working backwards from the probability of success in
game G5 to that in game G0, and using the fact that AdvGi

(A) = |Pr[SA,i]−1/2|,
gives the desired result. 	


4 CPA Secure Encryption

The key exchange scheme of the previous section can be transformed into a CPA
secure public-key encryption scheme Saber.PKE by using a similar transforma-
tion from Diffie-Hellman key exchange to ElGamal encryption, i.e. the messages
sent by Alice now define her public key, and the encryption simply consists of
an XOR with the common (pre)key.

The message space is M ∈ {0, 1}n and a message m ∈ M is represented
as an element in Rq with coefficients in {0, 1}. Algorithms 1 to 3 describe the
public-key encryption scheme Saber.PKE=(KeyGen,Enc,Dec), where the setup
parameters are the same as in the key-exchange scheme described before. If the
optional parameter r is specified while calling Saber.ENC, it is used as a seed
to generate the secret vector sss′.

Security and Correctness: It is easily seen that the security and correctness
of the encryption scheme are equivalent to that of the key exchange introduced
in Sect. 3.

Theorem 4. For any adversary A against Saber.PKE, there exists an adversary
B against Saber.KE such that Advind-cpaSaber.PKE(A) = Advind-rndSaber.KE(B). Furthermore,
Saber.PKE is (1 − δ) correct if and only if Saber.KE is (1 − δ) correct.

Proof. The proof proceeds by showing the equivalence between Saber.PKE and
the combination of Saber.KE with a one time pad of the message m with k′

KE.
Note that the most significant bit of each coefficient of v′ is equal to the corre-
sponding (pre)key bits of k′ in Saber.KE. Therefore, in line 5 of the Algorithm2,
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Algorithm 2. Saber.Enc(pk = (bbb, seedAAA),m ∈ M; r)

1 AAA ← gen(seedAAA) ∈ Rl×l
q

2 s′s′s′ ← βμ(Rl×1
q )

3 bbb′ = bits(AAATsss′ + hhh, εq, εp) ∈ Rl×1
p

4 v′ = bbbT bits(sss′, εp, εp) ∈ Rp

5 cm = bits(v′ + h1 + 2εp−1m, εp, εt + 1) ∈ R2t

6 return c := (cm, b′b′b′)

Algorithm 3. Saber.Dec(sk = sss, cm, b′b′b′)

1 v = bbb′T bits(sss, εp, εp) ∈ Rp

2 m′ = bits(v − 2εp−εt−1cm + h2, εp, 1) ∈ R2

3 return m′

the addition is essentially a one time pad of the message bits m with the coef-
ficients of the (pre)key k′ in the key exchange scheme (Protocol 2). We can
therefore conclude that the security of our encryption equals the security of our
key exchange scheme for the same parameters. Similarly, it can be seen that
Saber.PKE is correct if the keys k and k′ are equal. Hence, the correctness of
the encryption scheme is equivalent to the correctness of the key exchange in
Protocol 2. 	


5 CCA Secure KEM

The CPA secure encryption scheme can be turned into a CCA secure
KEM Saber.KEM = (Encaps, Decaps) using an appropriate transformation.
Recently, several post-quantum versions [26,28,35,38] of the Fujisaki-Okamoto
transform with corresponding security reductions have been developed. At this
point, the FO�⊥ transformation in [26] with post-quantum reduction from Jiang
et al. [28] gives the tightest reduction for schemes with non-perfect correctness.
However, other transformations could be used to turn Saber.PKE into a CCA
secure KEM.

Saber.KEM is described in detail in Algorithms 4 and 5. The functions
G : {0, 1}∗ → {0, 1}l×n and H : {0, 1}∗ → {0, 1}n are hash functions, z is a secret
random seed used to return a pseudorandom response when the re-encryption
fails, and the Saber.Enc and Saber.Dec functions are from the CPA secure asym-
metric encryption described in Sect. 4.

Correctness: Following Hofheinz et al. [26], Saber.KEM is (1 − δ) correct if
and only if Saber.PKE is (1 − δ) correct, and thus also if and only if Saber.KE
is (1 − δ) correct.

Security: By modeling the hash functions G and H as random oracles, a lower
bound on the CCA security can be proven. We use the security bounds of
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Algorithm 4. Saber.Encaps(pk = (bbb, seedAAA))

1 m ← U({0, 1}256)

2 (K̂, r) = G(pk, m)
3 c = Saber.Enc(pk, m; r)

4 K = H(K̂, c)
5 return (c, K)

Algorithm 5. Saber.Decaps(sk = (sss, z), pk = (bbb, seedAAA), c)

1 m′ = Saber.Dec(sss, c)

2 (K̂′, r′) = G(pk, m′)
3 c′ = Saber.Enc(pk, m′; r′)
4 if c = c′ then
5 return K = H(K̂′, c)
6 else
7 return K = H(z, c)

Hofheinz et al. [26], which considers a KEM variant of the Fujisaki-Okamoto
transform that can also handle a small failure probability δ of the encryption
scheme. This failure probability should be cryptographically negligibly small for
the security to hold. Using Theorems 3.2 and 3.4 from [26], we get the follow-
ing theorems for the security and correctness of our KEM in the random oracle
model:

Theorem 5 (ROM, Hofheinz et al. [26]). For a IND-CCA adversary B, making
at most qH and qG queries to respectively the random oracle G and H, and qD

queries to the decryption oracle, there exists an IND-CPA adversary A such that:

Advind-ccaSaber.KEM(B) � 3Advind-cpaSaber.PKE(A) + qGδ +
2qG + qH + 1

2256
.

Jiang et al. [28] also provide a security reduction against a quantum adversary
in the quantum random oracle model from IND-CCA security to OW-CPA secu-
rity. IND-CPA with a sufficiently large message space implies OW-CPA [13,26].
Therefore, we can reduce the IND-CCA security of Saber.KEM to the IND.CPA
security of the underlying public key encryption:

Theorem 6 (QROM, Jiang et al. [28]). For any IND-CCA quantum adversary
B, making at most qH and qG queries to respectively the random quantum oracle
G and H, and qD many (classical) queries to the decryption oracle, there exists
an adversary A such that:

Advind-ccaSaber.KEM(B) � 2qH
1√
2256

+ 4qG
√

δ + 2(qG + qH)
√

Advind-cpaSaber.PKE(A)
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Multi Target Protection: As described in [16], hashing the public key into
K̂ has two beneficial effects: it makes sure that K depends on the input of both
parties, and it offers multi-target protection. In this scenario, the adversary uses
Grover’s algorithm to precompute an m that has a relatively high failure proba-
bility. Hashing pk into K̂ ensures that an attacker is not able to use precomputed
‘weak’ values of m.

6 Security Analysis and Parameter Selection

6.1 Security Analysis

Our security analysis is similar to the one in ‘a New Hope’ [4]. The hardness of
Mod-LWR is analyzed as an LWE problem, since there are no known attacks
that make use of the Module or LWR structure. A set of l LWR samples given
by with AAA ← U(Rl×l

q ) and sss ← βμ(Rl×1
q ), can be rewritten as an LWE problem

in the following way:
(
AAA,

⌊p

q
(AAAsss mod q)

⌉
mod p

)
=

(
AAA,

p

q
(AAAsss mod q) + eee mod p

)

We can lift this to a problem modulo q by multiplying by q
p :

q

p
bbb = AAAsss +

q

p
eee mod q ,

where q/peee is the random variable containing the error introduced by the round-
ing operation, of which the coefficients are discrete and nearly uniformly dis-
tributed in (−q/2p, q/2p].

BKW type of attacks [30] and linearization attacks [7] are not feasible, since
the number of samples is at most double the dimension of the lattice. Moreover,
the secret vectors sss and sss′ are dense enough to avoid the sparse secret attack
described by Albrecht [2]. As a result, we end up with two main type of attacks:
the primal and the dual attack, that make use of BKZ lattice reduction [19,36].

Weighted Primal Attack: The primal attack constructs a lattice that has a
unique shortest vector that contains the noise eee and the secret sss. BKZ, with
block dimension b, can be used to find this unique solution. An LWE sample
(AAA,bbb = AAAsss + eee) ∈ Z

m×n
q × Z

m
q can be transformed to the following lattice:

Λ = {vvv ∈ Z
m+n+1 : (AAA|IIIm| − bbb)vvv = 0 mod q}, with dimension d = m + n + 1

and volume qm. The unique shortest vector in this lattice is vvv = (sss,eee, 1), and it
has norm λ ≈√

nσ2
s + mσ2

e . Using heuristic models, the primal attack succeeds
if [4]:

√
nσ2

s + mσ2
e <δ2b−d−1Vol(Λ)

1
d

where: δ = ((πb)
1
d

b

2πe
)

1
2(b−1)
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However, the vector vvv = (sss,eee, 1) is unbalanced since ||sssi|| is not necessarily
equal to ||eeei||. In our case, ||sssi|| < ||eeei||, which can be exploited by the lattice
rescaling method described by Bai and Galbraith [9], and further analysed in
[21]. Analogous to [4], the primal attack is successful if the projected norm of
the unique shortest vector on the last b Gram-Schmidt vectors is shorter than
the (d − b)th Gram-Schmidt vector, or:

σs

√
b � δ2b−d−1

( q

α

)m
d

.

Weighted Dual Attack: The dual attack tries to distinguish between an LWE
sample (AAA,bbb = AAAsss+eee) ∈ Z

m×n
q ×Z

m
q and a uniformly random sample by finding

a short vector (vvv,www) in the lattice Λ = {(xxx,yyy) ∈ Z
m × Z

n : AAATxxx = yyy mod q}.
This short vector is used to compute a distinguisher z = vvvbbb. If bbb = AAAsss + eee, we
can write z = vvvAAAsss + vvveee = wwwsss + vvveee, which is small and approximately Gaussian
distributed. If bbb is generated uniformly, z will also be uniform mod q. Since in
our case, ||sssi|| < ||eeei||, we observe that the wwwsss term will be smaller than the
vvveee term. The weighted attack [9,21] optimizes the shortest vector so that these
terms have a similar variance, by considering the weighted lattice Λ′ = {(xxx,yyy′) ∈
Z

m × (α−1
Z)n : (xxx, αyyy′) ∈ Λ mod q}.

Following the strategy of [4], we can calculate the cost of the dual attack. The
statistical distance between a uniformly distributed z and a Gaussian distributed
z is bounded by ε = 4exp(−2π2τ2), where τ = ||uuu||σe/q . Since the key is
hashed, an advantage of ε is not sufficient and must be repeated at least R =
max(1, 1/(20.2075bε2)) times. The cost of the dual attack is thus equal to:

Costdual = CostBKZR = b2cbR, .

6.2 Parameter Selection

We use a python script to choose parameters q, p and t for optimum usage
of communication bandwidth, while achieving a quantum security level of 128
and failure probability 2−128. Additional parameter sets are generated as Light
and Fire versions of the Saber.KEM, a light and paranoid version respectively
(Table 1).

We would like to remark that choosing p and q as primes facilitates the
use of NTT based polynomial multiplications [3,16]. However, rounding from
Rq to Rp introduces significant bias as p � q. Bogdanov et al. [15] proved the
pseudorandomness of the LWR problem for moduli p and q for general lattices
but left it as open problem for the ring version. However by choosing p and q
as a power-of-two, we can be assured of the pseudorandomness, which we also
showed in Sect. 3.
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Table 1. Security and correctness of Saber.KEM.

Sec cat Fail prob Attack Classical Quantum pk (B) sk (B) Ciphertext (B)

LightSaber-KEM: k = 2, n = 256, q = 213, p = 210, t = 22, μ = 10

1 2−120 Primal 126 115 672 1568 736

Dual 126 115

Saber-KEM: k = 3, n = 256, q = 213, p = 210, t = 23, μ = 8

3 2−136 Primal 199 181 992 2304 1088

Dual 198 180

FireSaber-KEM: k = 4, n = 256, q = 213, p = 210, t = 25, μ = 6

5 2−165 Primal 270 246 1312 3040 1472

Dual 270 245

7 Implementation

In this section, we describe a constant-time software implementation of Saber.
Our implementation is relatively simpler than several existing lattice-based post-
quantum key exchange schemes [4,16,17]. This is primarily due to the underly-
ing LWR problem and our choice of power-of-two moduli. As the LWR problem
inherently introduces errors, Saber can bypass error sampling operations unlike
other LWE-based schemes. Our choice of power-of-two moduli results in faster
arithmetic operations and does not require rejection sampling [4,16] for generat-
ing the random matrix A. In the remaining part of this section we describe the
building blocks that are used to realize an efficient implementation of Saber.

Symmetric Primitives: The hash functions G and H in the CCA-secure Saber-
KEM are implemented using SHA3-512 and SHA3-256 respectively, standardized
in FIPS 202 [1]. For pseudorandom number generation, we use the extendable
output function SHAKE-128 [1]. On parallel platforms, such as Intel processors
that support ‘single instruction multiple data’ (SIMD), one can speedup pseudo-
random number generation by using a vectorized implementation of SHAKE-128
and multiple seed values [16]. We decided to use SHAKE-128 serially to gener-
ate pseudorandom byte string of a required length from a given seed. This is
mainly because of the fact that on majority of resource-constrained platforms
(e.g., billions of IoT devices) SIMD would not be feasible, and hence multiple
execution of SHAKE-128 would worsen performance (time and energy) because
of the costly initialization operation [1] performed in each execution of SHAKE-
128. Note that, it is essential for the correctness of the KEM, that all parties
generate pseudorandomness in the same way.

Secret Polynomial Generation: Saber requires sampling of secret polynomi-
als from an error distribution. Sampling from a centered binomial distribution
can be performed easily [4] in constant time by comparing the Hamming weights
of two random integers of same length. Hence we use a centered binomial distri-
bution βμ with the parameter μ = 8 to sample the secret polynomials.
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Matrix A Generation: Since A consists of 9 polynomials, each having 256
13-bit coefficients, we use SHAKE-128 to generate 9 · 256 · 13/8 = 3, 744 pseudo-
random bytes. Next we pack these bytes into the 13-bit coefficients of A. Note
that in our case no additional rejection sampling is required as in Kyber, due
to their use of a prime moduli. The rejection sampling wastes a portion of the
generated pseudorandom bytes.

Polynomial Arithmetic: Our protocols relies heavily on polynomial arith-
metic in the ring Rq with modulus q = 213 and the irreducible polyno-
mial f(x) = x256 + 1. While polynomial addition and subtraction are simple
coefficient-wise addition and subtraction operations, polynomial multiplication
is a costly operation. An optimized polynomial multiplication routine is crucial
for an efficient implementation of Saber. Since q is not a prime, we cannot apply
the Number Theoretic Transform (NTT) unlike the key exchange schemes such
as ‘New Hope’ [4], Kyber [16] etc. The next best alternative is the Karatsuba
method which does not require any special modulus. Hence we use the Karat-
suba polynomial multiplication method in Saber. The Karatsuba polynomial
multiplication has a higher asymptotic complexity of O(nlog2 3). Though we lose
in asymptotic time complexity, we gain in modular arithmetic since modular
reduction comes for free. Furthermore, we found that the Karatsuba polynomial
multiplication method is relatively easier to vectorize in modern Intel processors
that support AVX/AVX2 ‘single instruction multiple data’ (SIMD) instructions.

The Karatsuba multiplication method follows a top-down recursive approach:
a 256-coefficient polynomial multiplication is split into three 128-coefficient poly-
nomial multiplications, next each 128-coefficient polynomial multiplication is
split into three 64-coefficient polynomial multiplications, and so on. After sev-
eral levels of recursive splitting, when the polynomial size becomes small enough,
i.e., reaches a particular threshold, a quadratic-complexity polynomial multipli-
cation such as the School-book method is used to compute the smallest polyno-
mial multiplications. If we set the threshold value to 16, then a 256-coefficient
Karatsuba polynomial multiplication calls the School-book polynomial multipli-
cation routine 81 times.

However, we can improve this by using the Toom-Cook polynomial multipli-
cation. The Toom-Cook method is a generalization of the Karatsuba method and
can be used to split a 256-coefficient polynomial multiplication into seven 64-
coefficient polynomial multiplications. This is called four-way Toom-Cook mul-
tiplication. The smaller multiplications can be computed using the Karatsuba
method as described above. Thus using the four-way Toom-Cook multiplication,
the total number of calls to the School-book multiplication routine reduces to
only 63 for a 256-coefficient polynomial multiplication.

In the Toom-Cook multiplication the choice of the evaluation points affects
the computation time. Following [14], we choose the set of evaluation points to
be {0,±1/2,±1, 2,∞}. In the interpolation phase multiplications and divisions
by scalar constants are performed. Divisions by odd scalars are performed by
computing multiplications by their respective inverses. However, the inverse of
an even divisor does not exist when the modulus is a power of two, which is true



298 J.-P. D’Anvers et al.

for Saber. For an even divisor we compute the division in two steps: first, we
multiply by the inverse of the odd factor, then we compute a true division (i.e.
right shifting) by the power-of-two factor since we know beforehand the division
has to be exact. In the four-way Toom-Cook multiplication, the maximum power-
of-two factor we have is 8, which could result in a loss of precision of 3 bits. Hence,
during the interpolation phase, we allow the intermediate coefficients to grow by
3 bits such that the extra bits can be used to calculate the divisions by 2, 4 and
8. Our choice of modulus q = 213 is especially helpful since we can use 16-bit
data variables (short integers in C) to store the 13-bit coefficients. The steps are
shown in Algorithm6 in AppendixA.

AVX2 Implementation of Polynomial Multiplication: Starting from
Sandy Bridge, Intel provides AVX/AVX2 SIMD instructions that support
computation on 128/256-bit vectors. We utilize this feature to achieve fast
polynomial multiplication inspired by the software implementations of NTRU
Prime [11] and NTRU KEM [27]. In Algorithm 6 the interpolation phase is triv-
ial to vectorize. However, the evaluation phase, where 64-coefficient polynomial
multiplications are performed requires special care to take advantage of vector-
ized instructions. We explain this below.

Assume that we want to compute 16 polynomial multiplications C0 · D0,
C1 ·D1, to C15 ·D15 where each polynomial has 16 coefficients. Also assume that
the polynomials are stored in two AVX2-arrays CAV X and DAV X as shown in
Fig. 3. The i-th coefficients of all Cj (and Dj) polynomials reside in the same
AVX2 vectors. With such an arrangement it is easy to compute the 16 polynomial
multiplications in a batch by multiplying the elements of CAV X and DAV X .
We design the polynomial multiplier routine with the aim to obtain such an
arrangement of coefficients during the threshold School-book multiplications.
This is explained below.

The seven 64-coefficient polynomial multiplications in Algorithm6 require 63
School-book multiplications of 16-coefficient polynomials. Since a 16-coefficient
polynomial fits in an AVX2 vector, the 63 School-book multiplications can be
computed in 4 batches using vectorized instructions. However, the batching is not
trivial to implement. In the Karatsuba recursion, we do not immediately com-
pute a School-book multiplication every time the recursion reaches the threshold
condition. Instead, a lazy approach is adapted. We keep two ‘buckets’ each of
which is an array of 16 AVX2 vectors. These buckets are gradually filled with
the 16-coefficient polynomials that are the multiplicands of the School-book

0
[0]D [0]

1D D [0]
15

[15]D10
[15]D [15]

15D

CAVX [0]

CAVX [15]

DAVX [0]

DAVX [15]

[0]
1

[0]
15

[15]
1 0

[15] [15]
15

0
[0]C C C

CCC

Fig. 3. Arrangement of coefficients for batch polynomial multiplication
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multiplications. Once the buckets are full, each of them can be viewed as a
16×16 matrix, containing 256 coefficients. Next we transpose the matrices using
a sequence of AVX2 operations to reach the arrangement as shown in Fig. 3. Now
a batch multiplication is performed. The result is a collection of 31 vectors. This
is again transposed to get the result of each 16-coefficient polynomial multipli-
cation in two vectors. This lazy approach requires a bookkeeping which has a
small overhead.

Table 2. Cycle count of the building blocks used in Saber and Kyber

Scheme Operation Cycles

Saber
AVX2 optimized

Toom-Cook polynomial multiplication 3,439

Sampling secret polynomial vector 13,656

Generating random matrix AAA (serial SHAKE-128) 40,100

Generating random matrix AAA (parallel SHAKE-128)† 25,300

Saber
C

Toom-Cook polynomial multiplication 20,520

Sampling secret polynomial vector 13,656

Generating random matrix AAA 54,707

Kyber
AVX2 + assembly

optimized

NTT 560

Inverse NTT 489

Sampling secret/error polynomial vector 10,545

Generating random matrix AAA (parallel SHAKE-128) 32,601

Kyber
C

NTT 16,431

Inverse NTT 13,098

Sampling secret/error polynomial vector 10,545

Generating random matrix AAA 69,620
†Not used in Saber, see Sect. 7.

8 Results

In Table 3, we compare our software implementation of Saber with software
implementations of other lattice based post-quantum key exchange and encryp-
tion schemes. We compiled the Saber software using gcc-7.1 with optimiza-
tion flags -O3 and measured computation time using a single core of a Intel(R)
Core(TM) i7-6600U processor running at 2.60 GHz with hyper-threading, Turbo-
Boost, and multi-core support disabled on a Dell Latitude E7470 laptop with
Ubuntu 16.04 operating system.

We remark that a totally fair comparison between the listed schemes and
their software implementations is not possible since they are based on different
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Table 3. Performance and comparison of lattice-based KEMs and public-key encryp-
tion schemes. Cycles for key generation, encapsulation/encryption, and decapsula-
tion/decryption are represented by K, E, and D respectively in the 5th column. Sizes
of secret key (sk), public key (pk) and ciphertext (c) are reported in the last column.
Constant-time implementations are marked with � in the column ct?. Performances
are measured on the platform specified in the beginning of this section if not indicated
otherwise.

Scheme Problem Security ct? Cycles Bytes

Passively secure KEMs

NewHope [4]

AVX2 optimized
Ring-LWE 255 � K: 88,920† sk: 1,792

E: 110,986† pk: 1,824

D: 19,422† c: 2,048

Frodo [17] LWE 130 � K: 2,938,000� sk: 11,280

E: 3,484,000� pk: 11,296

D: 338,000� c: 11,288

CCA-secure KEMs

NTRU Prime [11] NTRU 129 � K: 6,115,384⊗ sk: 1,600

E: 59,600⊗ pk: 1,218

D: 97,452⊗ c: 1,047

NTRU KEM [27]

AVX2 optimized
NTRU 123 � K: 307,914⊥ sk: 1,422

E: 48,646⊥ pk: 1,140

D: 67,338⊥ c: 1,281

spLWE-KEM [20] spLWE 128 ? K: 336,700‡ sk: ?

E: 813,800‡ pk: ?

D: 785,200‡ c: 804

Kyber [16]

AVX2 + assembly
optimized

Module-LWE 161 � K: 92,461 sk: 2400

E: 120,280 pk: 1088

D: 113,718 c: 1152

Kyber [16]

C implementation
Module-LWE 161 � K: 251,856 sk: 2400

E: 336,112 pk: 1088

D: 435,836 c: 1152

Saber

AVX2 optimized
Module-LWR 180 � K: 101,138 sk: 2,304

E: 125,392 pk: 992

D: 129,138 c: 1,088

Saber

C implementation
Module-LWR 180 � K: 190,420 sk: 2,304

E: 279,291 pk: 992

D: 306,346 c: 1,088

CCA-secure public-key encryption schemes

NTRUEncrypt [24] NTRU 159 × K: 1,194,816† sk: 1120

E: 57,440† pk: 1,027

D: 110,604† c: 980

Lizard [21] LWE, LWR 128 × K: 97,573,000† sk: 466,944•

E: 35,050† pk: 2,031,616•

D: 80,840† c: 1,072
†Compiled using gcc-4.9.2 and benchmarked on Intel Core i7-4770K (Haswell) computer
�Benchmarked on a 2.6GHz Intel Xeon E5 (Sandy Bridge) with hyperthreading enabled.
⊗Benchmarked on an Intel Haswell processor.
‡Benchmarked on a Macbook Pro PC with 2.6GHz Intel Core i5.
•Following the explanation provided in [16].
⊥Benchmarked on an Intel i7-Haswell, 3.5GHz processor.
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hard problems, offer different levels of post-quantum security, implemented with
different levels of optimizations and benchmarked on different platforms. Never-
theless, it is clear from the table that Saber is highly efficient both in terms of
bandwidth and computation time.

The implementations of Saber and Kyber use similar building blocks namely
polynomial multiplication, generation of random matrix AAA, sampling of small
secret (and error) polynomials and standard symmetric-key primitives for CCA
transformations. In Table 2, we compare the performances of these building
blocks excluding the symmetric-key primitives. Our Toom-Cook multiplication
requires only 3,439 cycles. On the other hand, Kyber uses highly AVX-optimized
NTT for polynomial multiplications. Furthermore, Kyber spends much less
cycles in polynomial multiplications by generating the matrix A in the NTT
domain directly and by keeping the secret polynomials in the NTT domain.

Saber does not require sampling of error polynomials, thus saving in com-
putation time and entropy usage. As already described in Sect. 7 generating the
random matrix A is faster in Saber (when same pseudorandom number generator
is used) since rejection sampling is not performed, resulting in optimal usage of
random numbers. Though in this paper we consider only software implementa-
tion on high-end Intel processors, we would like to remark that random number
generation is very expensive on resource-constrained platforms. When we com-
pare the high-level C implementations of Saber and Kyber, we see that Saber
performs better than Kyber.

Finally note that at the expense of either using larger public keys, or caching
the decompressed matrix AAA, the implementation would run at least 25% faster.
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A Toom-Cook-4 Polynomial Multiplication

Here we describe the Toom-Cook polynomial multiplication used in our
implementation.
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Algorithm 6. Toom-Cook Algorithm
Input: Two polynomials A(x) and B(x)of degree n = 256
Output: C(x) = A(x) ∗ b(x)
// Splitting A(x) into four polynomials of size 64

1 A(y) = A3 · y3 + A2 · y2 + A1 · y + A0 where y = x64

// Splitting B(x) into four polynomials of size 64
2 B(y) = B3 · y3 + B2 · y2 + B1 · y + B0

// Evaluation of the polynomials at y = {0, ±1, ± 1
2
, 2, ∞}. These

multiplications are computed using Karatsuba

3 w1 = A(∞) ∗ B(∞) = A3 ∗ B3

4 w2 = A(2) ∗ B(2) = (A0 + 2 · A1 + 4 · A2 + 8 · A3) ∗ (B0 + 2 · B1 + 4 · B2 + 8 · B3)
5 w3 = A(1) ∗ B(1) = (A0 + A1 + A2 + A3) ∗ (B0 + B1 + B2 + B3)
6 w4 = A(−1) ∗ B(−1) = (A0 − A1 + A2 − A3) ∗ (B0 − B1 + B2 − B3)
7 w5 = A( 1

2
) ∗ B( 1

2
) = (8 · A0 + 4 · A1 + 2 · A2 + A3) ∗ (8 · B0 + 4 · B1 + 2 · B2 + B3)

8 w6 = A(−1
2

)∗B(−1
2

) = (8 ·A0 −4 ·A1 +2 ·A2 −A3)∗ (8 ·B0 −4 ·B1 +2 ·B2 −B3)
9 w7 = A(0) ∗ B(0) = A0 ∗ B0

// Interpolation

10 w2 = w2 + w5

11 w6 = w6 − w5

12 w4 = (w4 − w3)/2
13 w2 = w5 − w1 − 64 · w7

14 w3 = w3 + w4

15 w5 = 2 · w5 − w6

16 w2 = w2 − 65 · w3

17 w3 = w3 − w7 − w1

18 w2 = w2 + 45 · w3

19 w5 = (w5 − 8 · w3)/24
20 w6 = w6 + w2

21 w2 = (w2 + 16 · w4)/18
22 w4 = −(w4 + w2)
23 w6 = (30 · w2 − w6)/60
24 w2 = w2 − w6

25 return w1 · y6 + w2 · y5 + w3 · y4 + w4 · y3 + w5 · y2 + w6 · y + w7;
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Abstract. After recent vulnerabilities of implementations of determin-
istic signatures e.g. EdDSA have been revealed, it became evident that a
secure deployment of those will require additional countermeasures. Nev-
ertheless, this is not a simple task, as we show in this work. We demon-
strate the easiness of fault attacks on EdDSA as implemented in the
lightweight cryptographic library WolfSSL on a 32-bit micro-controller.
We achieve a success rates of almost 100% by voltage glitching and elec-
tromagnetic fault injection. Even after adding certain checks as a coun-
termeasure, the implementation remains vulnerable to fault injection. As
only a single successful fault is needed to recover the key, this kind of
implementation is an easy target for the attackers.

Keywords: ECC · EdDSA · Differential fault attack

1 Introduction

In our daily lives the use of small embedded devices have become prevalent
due to their numerous deployments in transportation, secure payments and e-
health systems, as wearables etc. The accessibility of those devices makes them
a perfect target for a side-channel adversary who is able to collect and process
leakage signals leading to the secret/private data recovery. On top of this, the
protection against this kind of adversary is complicated due to the sparseness of
resources such as area, memory, power/energy budgets etc.

Typical services for the IoT and other embedded devices include authenti-
cation, which sometimes also needs to be performed off-line. One way to enable
strong authentication is to use digital signatures, where Elliptic Curve Cryptog-
raphy (ECC) is still leading the field for lightweight Public-key cryptosystems
(PKC). One of the best known signature algorithms is due to Schnorr [25], which
was introduced for discrete logarithm cryptosystems. Other signature schemes
have been also proposed such as the Digital Signature Algorithm (DSA) [18].
Later this scheme was extended to a scheme called ECDSA [15] that is using
elliptic curves. DSA-like signature schemes require a fresh randomly generated
ephemeral key for each signature.

The ephemeral key used in DSA-like schemes has to be truly random.
Some recent studies showed how real-world system do not always follow this
c© Springer International Publishing AG, part of Springer Nature 2018
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recommendation [13]. The requirement turns out to be a complex issue, espe-
cially for resource constrained devices that may not have a true random number
generator. Actually, if only a few bits of the ephemeral key are known the private
key can be recovered using a specific lattice-based cryptanalysis [14]. To down-
play the importance of the true randomness of the ephemeral key an alternative
to ECDSA so-called EdDSA was introduced [8]. The selling point of EdDSA
is that the ephemeral key is generated deterministically and the requirement
for cryptographically secure randomness becomes obsolete. However, a recent
side-channel attack on EdDSA has shown that the deterministic feature is not
optimal in practice with the adversary that has an access to the device and is
able measure side-channel signals [24]. Namely, the promoted feature to make
EdDSA deterministic complicates its secure implementation as it makes it a
clinical use case for a first order DPA attack using power or EM leakages.

In addition, fault attacks on deterministic signature schemes also appeared
recently by Ambrose et al. [2] and Romailler and Pelissier [23]. The former
outlines theoretically several scenarios for different fault attacks on deterministic
signatures in contrast to the latter which describes a very special practical attack
on EdDSA that is feasible on an 8-bit platform only.

The work we present in this paper is a generic fault injection attack that
can be applied to a range of platforms and it is using different sources for fault
injection. We demonstrate the pervasiveness of it on a 32-bit micro-controller
targeting EdDSA implementation within the lightweight cryptographic library
WolfSSL. For our attack a single fault during the scalar multiplication algorithm
is required for the full key recovery. We give all the details of the setup where this
semi-invasive attack is done by applying minor changes to the supply voltage or
using electro-magnetic EM signals as the “glitching” sources.

The rest of this paper is organized as follows. First we list related previous
work and specify our contributions. In Sect. 2, we provide background informa-
tion required for the remainder of the paper. Section 3 presents an overview of
the attack and more detailed methodology on voltage fault injection and electro-
magnetic fault injection. Section 4 shows the results of our attack. In Sect. 5, we
discuss several countermeasures against this attack and fault attacks in general.
Section 6 concludes this paper.

1.1 Related Work

In 1997, the first differential fault attack on public key system RSA-CRT was
introduced by Boneh et al. [11]. The authors presented a theoretical concept
together with a possible countermeasure. Later Aumüller et al. [3] show the
feasibility of the attack by applying it in practice and presenting another coun-
termeasure.

Considering other PKC the first differential fault attack on an elliptic curve
cryptosystem was presented by Biehl et al. [10] in 2000. In the scenario they
propose the resulting point is not on the original curve anymore. Hence, as a
consequence they validate the point as a countermeasure.
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Barenghi and Pelosi [5] describe several potential fault attacks on EC-based
signature schemes theoretically. In one of the attacks, a fault is introduced during
the computation of the hash function. This value is not public and must be
recovered by brute forcing over all possible values. The authors implemented the
key recovery part and presented their results for this specific scenario.

Recently, a work by Ambrose et al. [2] outlined several differential fault
attacks on deterministic signature schemes. However, the authors present no
practical results.

The first differential fault attack on Ed25519 was published by Romailler and
Pelissier [23]. The authors used the Arduino nano, an 8-bit micro-controller as
their target platform where a signing operation takes over 5 s. They introduced
a fault in the output of a hash function which is not public so the requirement
for the attack is to brute force this value. This issue is complicated with mod-
ern platforms using 32- or 64-bit architectures. Therefore, the attack is not so
practical for other than 8-bit architectures. In our attack, we introduce a fault
during the scalar multiplication which makes it platform-independent.

With the introduction of the Rowhammer attack [17] several papers have
been published on injecting faults using software manipulations. Poddebniak
et al. [21] used the idea to attack deterministic signature schemes. In their work,
they explain how to apply the Rowhammer attack and how to prevent it by
presenting several countermeasures. This attack is very different than our attack
because the impact of Rowhammer is that an invalid signature is generated, while
our attack recovers the relevant part of the key in order to forge a signature.

1.2 Contributions

Here we summarize the main contributions of this paper:

– In this paper we present a conceptually novel and generic differential fault
attack on the deterministic signature scheme Ed25519. We inject the fault in
the scalar multiplication operation that is unrelated to the hash computation,
such that the attacker does not need to brute force the intermediate result.

– The attack is demonstrated on a real-world implementation of Ed25519 from
the lightweight cryptographic library WolfSSL on a 32-bit micro-controller.
This kind of implementation particularly targets low-cost and/or resource-
constrained environments as in the IoT use cases and similar.

– We show that our attack can be effectively executed using voltage glitching
and electromagnetic fault injection.

– We also establish the fact on the necessity of suitable countermeasures as
we show that even the common point validity check countermeasure cannot
counteract the attack.

2 Background

2.1 EdDSA

EdDSA is a known digital signature scheme constructed over so-called Edwards
curves [8]. An instance of EdDSA using Edwards Curve25519 in particular (called
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Ed25519) is used in Signal protocol, Tor, SSL, etc. There is also an ongoing
effort to standardize the scheme, known as RFC 8032. The signature scheme
is a variant of the Schnorr signature algorithm [25] that makes use of Twisted
Edwards Curves. Compared to ECDSA, EdDSA does not need new randomness
for each signature as the ephemeral key is computed deterministically using
the message and the auxiliary key that is part of the private key. The security
depends on the secrecy of the auxiliary key and the private scalar. This does not
create an additional requirement as we need to keep a private key secret anyway.
The security of ECDSA depends heavily of a good quality randomness of the
ephemeral key, which has to be truly random for each signature. This feature
was put forward in promotion of EdDSA as being more side-channel resistant
than ECDSA [8].

In Ed25519, a twisted Edwards curve birationally equivalent to Curve25519
[7] is used. Ed25519 sets several domain parameters of EdDSA such as:

– Finite field Fq, where q = 2255 − 19
– Elliptic curve E(Fq), Curve25519 [7]
– Base point B
– Order of the point B, l
– Hash function H, SHA-512 [22]
– Key length b = 256

For more details on other parameters of Curve25519 and the corresponding
curve equations we refer to Bernstein [7].

Table 1. Notations EdDSA

Name Symbol

Private key k

Private scalar a (first part of H(k))

Auxiliary key b (last part of H(k))

Ephemeral scalar of private key r

To sign a message, the signer has a private key k and message M . Algorithm 1
shows the steps to generate an EdDSA signature.

The first four steps belong to the key setup and are only applied the first time
a private key is used. Notation (x, . . . , y) denotes concatenation of the elements.
We call a the private scalar and b = (h0, h1, . . . , h2b−1) the auxiliary key (see
Table 1). In Step 5 the ephemeral key is deterministically generated.

To verify a signature (R,S) on a message M with public key A a verifier
follows the procedure described in Algorithm2.
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Algorithm 1. EdDSA signature generation
Key setup.

1: Hash k such that H(k) = (h0, h1, . . . , h2b−1).
2: a = (h0, . . . , hb−1), interpret as integer in little-endian notation.
3: b = (hb, . . . , h2b−1).
4: Compute public key: A = aB.

Signature generation.
5: Compute ephemeral key: r = H(b,M).
6: Compute ephemeral public key: R = rB.
7: Compute h = H(R,A,M) and convert to integer.
8: Compute: S = (r + ha) mod l.
9: Signature pair: (R,S).

Algorithm 2. EdDSA signature verification
1: Compute h = H(R,A,M) and convert to integer.
2: Check if group equation 8SB = 8R + 8hA in E holds.
3: If group the equation holds, the signature is correct.

2.2 Fault Attacks

Fault attacks are active attacks and aim at exploiting the leakage of sensitive
information due to some irregular conditions i.e. faulty computation. This is
distinctive to side-channel attacks that observe signals while the device under
attack is working “normally”. With fault attacks, an attacker attempts to alter
environmental conditions so the device changes it behavior. One way to accom-
plish this is by “glitching” the device i.e. forcing the changes in the values of
relevant physical parameters outside the prescribed intervals. There are several
approaches to accomplish this as follows:

– Clock fault injection [1]. In this case a glitch is caused by altering the clock
signal. This is typically done with devices that allow the use of an external
clock.

– Voltage fault injection [3]. The attacker can induce this kind of glitch by
adding a short positive or negative spike in the power line.

– Electromagnetic fault injection [27]. A glitch is caused by emitting a short
electromagnetic (EM) pulse towards the device resulting in similar effects as
voltage glitching.

– Optical fault injection [26]. Optical fault injection is more invasive as the
chip typically has to be decapsulated and it often causes permanent damage
to a device.

In this paper we focus on glitches caused by voltage and electromagnetic fault
injection. If a glitch has an effect that alters the behavior of the device such that
it produces a fault, we call this “a successful fault”.
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Fault Model. A fault model describes the kind and the extent of faults an
attacker is able to induce while the device is operating. In this paper our target
platform is a micro-controller with a 32-bit architecture so we assume a fault
model where a glitch can create an error such that the value of a 32-bit word
is modified. This alteration can happen at different stages, for instance when
the value is processed by the CPU or when the value is on the memory bus.
Typically, a glitch could also alter instructions that affect other sensitive values
(e.g. loop counters etc.) or other behavior of the algorithm but our attacks do
not rely on this particular assumption.

Differential Fault Analysis. Differential fault analysis (DFA) is a special
attack based on faults produced during computation. Typically, the attacker
uses the difference between the correct output and one (or more) faulty outputs
to recover secret data. This can lead to the total key recovery like in the case of
Bellcore attacks on the RSA cryptosystem [11] or merely to forging a signature.

3 Methods

3.1 General Attack Principle

In Ed25519, if an attacker is able to cause a glitch in the computation of the
ephemeral public key R = rB, or in the computation of the hash h = H(R,A,M)
where the same message is signed resulting in R′ or h′, he can recover the private
scalar. Independent of which of the two values is faulty, the hash computation
is always faulty as it has R or R′ as an input. For a successful attack, we need a
correct signature and only a single faulty signature to recover the private scalar
a. With private scalar a, a valid signature on any message can be computed as
the value of r is arbitrary. From the correct and a faulty signature, the private
scalar a can be recovered as follows. The attacker obtains a correct signature
(R,S) and a faulty signature (R′, S′) with the following equations:

S = r + ha,

S′ = r + h′a.

If we rewrite this, we obtain the following,

S − ha = S′ − h′a.

And we can extract private scalar a

a =
S − S′

h− h′ (1)

The output of the hash function h is not public so when a fault is injected in
the computation of the hash, an attacker must know or be able to compute hash
h′. It can be brute forced as in [23] where the authors use an 8-bit architecture,
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but their attack does not scale so when a more realistic target is used like a 32-
bit or 64-bit architecture, this becomes impractical. Since the ephemeral public
key R is part of the signature (hence known), we aim at causing a glitch in
the computation of the scalar multiplication R = rB. We do not target any
particular single bit (or a group of bits), but a fault in any intermediate value
of the scalar multiplication is sufficient.

For each execution of the signing algorithm there are three possible outcomes.

– Normal
– Inconclusive
– Successful

A normal outcome denotes the case when no fault occurred and the output is as
expected. A successful outcome stands for an induced fault that resulted in the
correct key by applying Eq. (1). An inconclusive outcome has several possibilities:
(i) a fault was induced and a faulty output was produced but the key could not
be recovered, (ii) a fault was induced but no output was produced, and (iii) a
fault was induced but no output was produced and the device stopped working.
At this point the device had to be power cycled to continue the experiment.

3.2 Voltage Fault Injection

We start with finding the lowest VCC (VCC L) for which the target still behaves
“normally”. Next, we under-power the device continuously (VCC F) so that it
still works but faults are introduced, see Table 2 for the settings. Our goal is to
maximize the success rate.

Figure 1 shows a schematic overview of the setup. The PC handles commu-
nication with the target, collects traces from the oscilloscope and controls the
VC Glitcher. The target is powered by the VC Glitcher so it is able to inject
glitches in the power line. The glitch amplifier amplifies the current and with
the current probe we are able to measure the power consumption and see the
effects of the glitch. The oscilloscope and the current probe are only used to
collect an overview trace and determine an offset to induce the glitch. Once a
suitable offset is located, the current probe and oscilloscope are disconnected
and removed from the setup.

Once we identify this offset we try to improve the success rate and we continu-
ously under-power the device by actively inducing faults. To do this we introduce
a glitch after a trigger event occurs. We set a trigger at the start of the scalar
multiplication in the signature generation. To maximize the success rate there
are several parameters to optimize, such as:

– Glitch Voltage (GV),
– Glitch Length (GL),
– Glitch Offset (GO),
– Glitch Repetition (GR).



Practical Fault Injection on Deterministic Signatures: The Case of EdDSA 313

Table 2. Settings for voltage fault injection setup.

Name Setting

VCC L 2.3 V

VCC F 2.201 V

Glitch Voltage −0.16 V

Glitch Length 3070 ns

Glitch Offset 1444010 ns

Glitch Repetition 1

PCPC

Oscilloscope

TargetFTDI

Trigger

VC Glitcher

Vcc
Trigger
Reset

Reset line

Glitch Amplifier

In
Out

Current Probe

In +
In -Out

Fig. 1. Voltage fault injection setup

In the experiments we introduce single glitch so we fix the glitch repetition to
1. To optimize those parameters, we did not apply any sophisticated algorithm
such as e.g. [12,20], but we applied random search instead. With the first results
we manually narrowed down the search ranges to find optimal parameters.

3.3 Electromagnetic Fault Injection

Electromagnetic fault injection (EMFI) is an active attack where the attacker
emits a short EM pulse as a glitch from a close distance. If the glitch is strong
enough, it can cause a fault. The EM pulse is emitted using a small coil. Different
coils could have different effects on the size and the polarity of the EM pulse,
but this point is not relevant for our work.

As with voltage fault injection, there exist several parameters to be optimized
for EMFI. Those are also different parameters and the most distinctive ones are
the x and y coordinates corresponding to a location on the chip where the coil
that emits the EM pulse is positioned. Figure 2 shows an overview of the setup.
We use the XY-table to precisely position the EMFI probe on the device. With
the XY-table we are able to automate a systematic scan of the chip’s surface to
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PCPC

Oscilloscope

FTDI

Trigger

VC Glitcher

Vcc

Trigger
Reset

Reset line

Glitch Amplifier

In
Out

Current Probe

In +
In -Out

XYZ-Table

Target

Pulse Amplitude
Digital Glitch

Fig. 2. EMFI setup

find a location with the highest success rate of the attack. Below we list all the
parameters we need to optimize.

– x-Coordinate
– y-Coordinate
– Glitch Power (GP)
– Glitch Offset (GO)
– Glitch Repetition (GR)
– Glitch Length (GL)

Again we introduce a single glitch so we fix glitch repetition to 1. The parameter
glitch length is fixed to 40 ns due to the EMFI hardware that we used in the
attack.

4 Experimental Setup and Results

4.1 Setup

The setups for voltage and EM fault injection are very similar. Our tar-
get is a development board containing a Cortex-M4F, more specifically the
STM32F407IG. For our experiments we did not have to decapsulate the chip.
A signing operation of Ed25519 from WolfSSL takes roughly 30 ms on this plat-
form. Electronic devices have capacitors to keep the power at a stable level so
internal or external fluctuations do not influence the behavior of the device.
Since we actually want to cause some fluctuations in the power line to alter the
behavior with voltage FI, we removed most capacitors on the board. With EMFI
we externally cause the fluctuations in the power plane with short EM pulses so
the attack also works without removing the capacitors.
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Current Probe

Target XY-Table

EM-FI
Transient Probe

VC Glitcher

Picoscope

Fig. 3. This figure shows the experimental setup. In the top left corner we see the EM-
FI transient probe and below that the target board which is fixed to the XY-table. In
the center with the blue screen, we see the VC Glitcher under witch is the oscilloscope
and the small block on the right is the current probe. (Color figure online)

We use the VC Glitcher1 to power the board and to cause fluctuations in the
voltage. We also need the Glitch Amplifier as the VC Glitcher does not provide
enough current to power the board.

To generate the EM pulses we use an EMFI Transient Probe that is con-
nected and controller by the VC Glitcher. An xy-table is used to move the
EMFI Transient Probe with high accuracy.

The oscilloscope used to visualize the effect of the voltage fluctuations or
the EM pulses is a Picoscope5203. A current probe measuring those changes is
connected in series with the power line and it is also a part of the setup. Figure 3
shows a picture of our experimental setup.

We attack the software implementation of Ed25519 in WolfSSL version 3.11.0.
Similar implementations can be found in other cryptographic libraries imple-
menting Ed25519. We added a trigger to the code right before the start of the
scalar multiplication. We could also have inserted the trigger before the signa-
ture generations starts as the code runs in constant time, so it would merely
imply the increase in the offset. The attack is also possible without adding a
trigger in the code when using hardware that can generate a trigger based on a
pattern in the signal [6].

4.2 Voltage Fault Injection Results

The first step of the experiment was to continuously under-power the device.
Without introducing glitches we were able to achieve a success rate of 44%.
When we actively tried to induce glitches using the described parameters, we

1 https://www.riscure.com/security-tools/hardware/.

https://www.riscure.com/security-tools/hardware/
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Fig. 4. Voltage fault injection results, Normal (green), Inconclusive (yellow), Successful
(red). (Color figure online)

were able to increase the success rate to 69.95% using an optimal set of parameter
values we found. We computed the success rates using 10 000 measurements with
those optimal parameters.

To visualize the effects of the glitch parameters, we set the parameters to
a constant value except for two. For those two parameters we selected random
value within a certain range. Figure 4 shows the result of the experiment. In
Fig. 4a, we vary the glitch length and the glitch voltage parameters. It shows
a typical curve of successful glitches as in [12,20]. A selected set of parameters
above the curve means the glitch is not strong enough and the device continues
like nothing happened and a selection of parameters below the curve results in
a glitch that is too strong and the device stops responding. In Fig. 4b and c we
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vary offset with the glitch voltage and glitch length and we see a clear pattern
that corresponds to an iteration in the scalar multiplication. Each figure contains
results of 10 000 measurements.

The results show that inducing exploitable faults is not complicated as even
providing a lower voltage results in a reasonably high success rate.

4.3 Electromagnetic Fault Injection Results

In this experiment we start by scanning the surface of the chip to determine good
positions for a successful fault injection. Figure 5a shows the surface of the chip.

x-axis

y-
ax

is

(a) Target board

(b) Heat map with EMFI results

Fig. 5. This figure shows a picture of the board and it shows which locations are most
effective to inject a glitch.
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We divide the x and y-axis up in 100 parts each, resulting in 10 000 positions to
scan. We inject a glitch 20 times on each position where the remaining parameters
are randomized similar as in the previous section. By manually optimizing the
parameters, we were able to achieve a success rate of 99.31%. We did another
surface scan with these fixed parameters, the result is shown in Fig. 5b. The
figure shows a heatmap, where the color denotes the result of a fault. A color
that is a mix between other colors is corresponding to the situations when the
resulting faults were mixed.

To scan the surface we performed a total amount of 200 000 measurements.
With the best parameters choice of paremetrs, we used 10 000 measurements to
compute the success rate.

Since we induce a fault in the scalar multiplication, we expected most result-
ing points would not be on the curve anymore. In WolfSSL there is no check like
this implemented, so we added it ourselves to let the signing operation fail in
case of a fault as a countermeasure. We scanned the surface again with optimal
parameters and as expected not a single fault was successful.

To have a faulty scalar multiplication where the resulting point still is on
the curve, we can modify the scalar itself. However, this is only possible while it
is used within the scalar multiplication as the original scalar r must be used to
compute S that is leading to the key recovery. In the implementation of WolfSSL
(similar in other implementations) the scalar is copied and some computations
are done to alter its representation. This takes roughly 36µs and gives us plenty of
time to emit an EM pulse while the original scalar remains unaltered. Optimizing
the parameters resulted in a success rate of 70.15%. Although the success rate
with the check on the validity of the resulting point is lower, it is still high
enough for the attack to remain practical.

5 Countermeasures

There are several approaches to count fault injection attacks, both in hard-
ware [9,16] and in software [3,4]. Here we discuss some software countermeasures.

A countermeasure is to add redundancy in the implementation. For instance,
in a common countermeasure, the implementation could execute the scalar mul-
tiplication again and at the end compare both results. If they are not identical,
then the fault occurred and the signature should not be released. The signature
could also be verified at the end, if the signature is invalid, do not return the
signature.

However, there is a problem with adding redundancy as a countermeasure
as this introduces a check in the code that an attacker also could try to skip
by injecting a glitch. It also penalizes the performance. Although this adds a
significant amount of difficulty to the attack, an attacker only has to be successful
once to be able to recover the secret key.

Another solution is to add randomness to the scheme. In [23] the authors
propose a countermeasure called “fault infective computations” where 32 random
bytes are used together with different implementations of the hash function for
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each time the hash function is used in the scheme. A second implementation of
the hash function adds to the code size and may not be preferred due to resource
constraints.

In this attack we exploit that ephemeral scalar r is equal in both signatures.
Introducing some randomness in the generation of r counters our attack. New
standards where randomness is introduced in the generation of r are proposed
like XEdDSA and VXEdDSA [19]. In these schemes 64 random bytes are added,
the VXEdDSA scheme also requires several additional scalar multiplications.
In [24], the authors propose a cheap countermeasure that requires only 16 random
bytes that are used in the generation of r. The randomness does not have to be
perfect as with ECDSA as long as the bytes remain unknown to an attacker. On
top of that, the countermeasure also protects the key against differential power
analysis [24]. Signatures generated using this countermeasure are still verifiable
and conformed with the standard.

6 Conclusion

With this paper we improve and generalize previous attacks on Ed25519, using
a realistic target platform and a real-world implementation. We show that our
attack is possible using voltage FI and EM FI with very high success rates. While
we are able to achieve high success rates, close to 100%, we would like to note
that an attacker only needs a single successful fault to recover the key. With
adding redundancy to the implementation, it would remain in agreement with
the standard but still vulnerable to fault injection. To counter fault injection,
the standard should be modified to add some randomness in the generation of
the ephemeral scalar.

Although we attack the implementation of WolfSSL, the attack is extendable
to other implementations of Ed25519 as the issues are with the scheme being
implemented straightforwardly and not a particular implementation itself.
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Abstract. Some voting systems are reliant on external authentication
services. Others use cryptography to implement their own. We combine
digital signatures and non-interactive proofs to derive a generic construc-
tion for voting systems with their own authentication mechanisms, from
systems that rely on external authentication services. We prove that
our construction produces systems satisfying ballot secrecy and election
verifiability, assuming the underlying voting system does. Moreover, we
observe that works based on similar ideas provide neither ballot secrecy
nor election verifiability. Finally, we demonstrate applicability of our
results by applying our construction to the Helios voting system.

1 Introduction

An election is a decision-making procedure to choose representatives [17,22,30].
Choices should be made freely by voters with equal influence, and this must
be ensured by voting systems [24,25,42]. Some voting systems rely on external
authentication services to ensure choices are made by voters. E.g., Helios [2,26]
supports authentication via Facebook, Google and Yahoo using OAuth.1 Other
voting systems use cryptography to implement their own authentication mech-
anisms. E.g., the voting system by Juels et al. uses a combination of encrypted
nonces and plaintext equality tests for authentication [20]. We combine digital
signatures and non-interactive proofs to derive a construction for voting systems
with their own authentication mechanisms from systems that rely on external
service providers. Our construction produces voting systems which require less
trust, since systems built upon cryptography are typically preferable to systems
trusting external service providers.

Many voting systems rely on art, rather than science, to ensure that choices
are made freely by voters with equal influence. Such systems build upon creativ-
ity and skill, rather than scientific foundations, and are typically broken in ways
that compromise free choice, e.g., [16,39,43,44], or permit adversaries to unduly
influence the outcome, e.g., [10,19]. By contrast, we prove that our construction
1 Meyer and Smyth describe the application of OAuth in Helios [23].
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produces voting systems that satisfy rigorous and precise security definitions
of ballot secrecy and election verifiability that capture voters voting freely with
equal influence.2

We demonstrate applicability of our construction by deriving voting systems
with their own authentication mechanisms from Helios. Moreover, we compare
those systems to Helios-C [13], a variant of Helios for two-candidate elections in
which ballots are digitally signed. Our comparison reveals some subtle distinc-
tions and we show that Helios-C does not satisfy our security definition, whereas
our construction produces voting systems that do.

Structure. Section 2 recalls election scheme syntax. Section 3 presents our con-
struction. Section 4 proves that our construction produces systems satisfying bal-
lot secrecy. Section 5 proves that election verifiability is also satisfied. Section 6
demonstrates the application of our construction to the Helios voting system and
compares the resulting systems to Helios-C. We conclude in Sect. 7. The appen-
dices recall security definitions for voting systems and present proofs. Definitions
of cryptographic primitives and associated security definitions are deferred to an
accompanying technical report [28].

2 Election Scheme Syntax

We recall syntax by Smyth et al. [36] for a class of voting systems that consist
of the following four steps. First, a tallier3 generates a key pair and (optionally)
a registrar generates credentials for voters. Secondly, each voter constructs and
casts a ballot for their vote. These ballots are recorded on a bulletin board.
Thirdly, the tallier tallies the recorded ballots and announces an outcome, i.e., a
distribution of votes. Finally, voters and other interested parties check that the
outcome corresponds to votes expressed in recorded ballots.

Definition 1 (Election scheme [36]). An election scheme with external
authentication is a tuple of efficient algorithms (Setup,Vote,Tally,Verify) and
an election scheme with internal authentication is a tuple of efficient algorithms
(Setup,Register,Vote,Tally,Verify), such that:4

Setup, denoted (pk , sk ,mb,mc) ← Setup(κ), is run by the tallier. Setup takes
a security parameter κ as input and outputs a key pair pk , sk , a maximum
number of ballots mb, and a maximum number of candidates mc.

2 Quaglia and Smyth [27] provide a tutorial-style introduction to definitions of ballot
secrecy and election verifiability, and Smyth [33] provides a technical introduction.

3 Some voting systems permit the tallier’s role to be distributed amongst several tal-
liers. For simplicity, we consider only a single tallier in this paper.

4 Let A(x1, . . . , xn; r) denote the output of probabilistic algorithm A on inputs
x1, . . . , xn and random coins r. Let A(x1, . . . , xn) denote A(x1, . . . , xn; r), where
r is chosen uniformly at random. And let ← denote assignment. Moreover, let 〈x〉
denote an optional input and v[v] denote component v of vector v.
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Register, denoted (pd , d) ← Register(pk , κ), is run by the registrar. It takes as
input the public key pk of the tallier and a security parameter κ, and it
outputs a credential pair (pd , d), where pd is a public credential and d is a
private credential.

Vote, denoted b ← Vote(〈d〉, pk ,nc, v, κ), is run by voters. Vote takes as input a
private credential d (optional), a public key pk , some number of candidates
nc, a voter’s vote v, and a security parameter κ. The vote should be selected
from a sequence 1, . . . ,nc of candidates. Vote outputs a ballot b or error
symbol ⊥.

Tally, denoted (v, pf ) ← Tally(sk ,nc, bb, 〈L〉, κ), is run by the tallier. Tally takes
as input a private key sk , some number of candidates nc, a bulletin board
bb, an electoral roll L (optional), and a security parameter κ, where bb is a
set. It outputs an election outcome v and a non-interactive proof pf that the
outcome is correct. An election outcome is a vector v of length nc such that
v[v] indicates the number of votes for candidate v.

Verify, denoted s ← Verify(pk ,nc, bb, 〈L〉,v, pf , κ), is run to audit an election.
It takes as input a public key pk , some number of candidates nc, a bulletin
board bb, an electoral roll L (optional), an election outcome v, a proof pf ,
and a security parameter κ. It outputs a bit s, which is 1 if the election verifies
successfully and 0 otherwise.

Election schemes with internal authentication must always use optional inputs,
whereas election schemes with external authentication must not. Both schemes
must satisfy correctness: there exists a negligible function negl, such that for all
security parameters κ, integers nb and nc, and votes v1, . . . , vnb ∈ {1, . . . ,nc},
it holds that if v is a vector of length nc whose components are all 0, then

Pr[(pk , sk ,mb,mc) ← Setup(κ);
for 1 ≤ i ≤ nb do

(pd i, di) ← Register(pk , κ);
bi ← Vote(〈di〉, pk ,nc, vi, κ);
v[vi] ← v[vi] + 1;

(v′, pf ) ← Tally(sk ,nc, {b1, . . . , bnb}, 〈{pd1, . . . , pdnb}〉, κ)
: nb ≤ mb ∧ nc ≤ mc ⇒ v = v′] > 1 − negl(κ),

where algorithm Register is only applied for election scheme with internal authen-
tication and optional inputs are only used for election scheme with internal
authentication.

3 Our Construction

Election schemes with internal authentication can be derived from schemes with
external authentication using a digital signature scheme and a non-interactive
proof system: Each voter publishes a ballot constructed using the underlying
scheme with external authentication, along with a signature on that ballot and
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a proof that they constructed both the ballot and the signature. Signatures and
proofs are used to ensure that each tallied vote was cast by an authorised voter.

Our construction is formal described in Definition 3. It is parameterised by
an election scheme with external authentication, a digital signature scheme, and
a non-interactive proof system, derived from an underlying sigma protocol and
a hash function, using the Fiat-Shamir transformation.5 Hence, we denote elec-
tion schemes derived using our construction as Ext2Int(Γ,Ω,Σ,H), where the
underlying election scheme, signature scheme, sigma protocol and hash function
are Γ , Ω, Σ and H, respectively. To ensure our construction produces election
schemes with internal authentication, the non-interactive proof system must be
defined for a suitable relation, and we define such a relation as follows.

Definition 2. Given an election scheme with external authentication Γ =
(Setup,Vote,Tally,Verify) and a digital signature scheme Ω = (GenΩ ,SignΩ ,
VerifyΩ), we define binary relation R(Γ,Ω) over vectors of length 6 and vec-
tors of length 4 such that ((pk , b, σ,nc, κ), (v, r, d , r′)) ∈ R(Γ,Ω) ⇔ b =
Vote(pk ,nc, v, κ; r) ∧ σ = SignΩ(d , b; r′).

Definition 3 (Construction). Suppose Γ = (SetupΓ ,VoteΓ ,TallyΓ ,VerifyΓ )
is an election scheme with external authentication, Ω = (GenΩ ,SignΩ ,VerifyΩ)
is a digital signature scheme, Σ is a sigma protocol for a binary relation
R(Γ,Ω), and H is a hash function. Let FS(Σ,H) = (ProveΣ ,VerifyΣ). We define
Ext2Int(Γ,Ω,Σ,H) = (Setup,Register,Vote,Tally,Verify) such that:

– Setup(κ) computes (pk , sk ,mb,mc) ← SetupΓ (κ) and outputs (pk , sk ,
mb,mc).

– Register(pk , κ) computes (pd , d) ← GenΩ(κ) and outputs (pd , (pd , d)).
– Vote(d ′, pk ,nc, v, κ) parses d ′ as (pd , d) and outputs ⊥ if parsing fails, selects

coins r and r′ uniformly at random, computes
b ← VoteΓ (pk ,nc, v, κ; r);
σ ← SignΩ(d , b; r′);
τ ← ProveΣ((pk , b, σ,nc, κ), (v, r, d , r′), κ),

and outputs (pd , b, σ, τ).
– Tally(sk ,nc, bb, L, κ) computes (v, pf ) ← TallyΓ (sk , auth(bb, L),nc, κ) and

outputs (v, pf ).
– Verify(pk ,nc, bb, L,v, pf , κ) computes s ← VerifyΓ (pk , auth(bb, L),nc,v,
pf , κ) and outputs s.

Set auth(bb, L) = {b | (pd , b, σ, τ) ∈ bb ∧ VerifyΩ(pd , b, σ) = 1 ∧ VerifyΣ

((pk , b,nc, κ), τ, κ) = 1 ∧ pd ∈ L ∧ (pd , b′, σ′, τ ′) �∈ bb \ {(pd , b, σ, τ)} ∧
VerifyΩ(pd , b′, σ′) = 1}.

Our construction uses function auth to ensure tallied ballots are authorised
and to discard ballots submitted under the same credential (i.e., if there is more

5 Let FS(Σ, H) denote the non-interactive proof system derived by application of the
Fiat-Shamir transformation to sigma protocol Σ and hash function H.



326 E. A. Quaglia and B. Smyth

than one ballot submitted with a private credential, then all ballots submit-
ted under that credential are discarded). Since election schemes with internal
authentication must satisfy correctness, the underlying digital signature scheme
must ensure that key pairs are distinct. Hence, correctness of our construction
depends on security of the underlying digital signature scheme, albeit in a tedious
manner. Since we exploit strong unforgeability of the signature scheme for results
in the following sections, we assume the same property here (to ensure key pairs
are distinct). Weaker conditions could be used for generality.

Lemma 1. Let Γ be an election scheme with external authentication, Ω be
a digital signature scheme, Σ be a sigma protocol for relation R(Γ,Ω), and
H be a random oracle. Suppose Ω satisfies strong unforgeability. We have
Ext2Int(Γ,Ω,Σ,H) is an election scheme with internal authentication.

The proof of Lemma 1 appears in our companion technical report [28].

4 Our Construction Ensures Ballot Secrecy

We adopt the definition of ballot secrecy for election schemes with external
authentication (Ballot-Secrecy-Ext) by Smyth [32]. That definition appears to
be the most suitable in the literature, because it detects the largest class of
attacks [32, Sect. 7]. In particular, it detects attacks that arise when the adver-
sary controls the bulletin board or the communications channel, whereas other
definitions, e.g., [5–8,11,12,35], fail to detect such attacks. A definition of ballot
secrecy for election schemes with internal authentication (Ballot-Secrecy-Int) can
be derived from Smyth’s definition by a natural, straightforward extension that
takes credentials into account. Both definitions are presented in AppendixA.
The definition of ballot secrecy we recall challenges an adversary, who has access
to the election outcome, to distinguish between ballots.

We can prove that our construction ensures ballot secrecy (a formal
proof of Theorem2 appears in AppendixA), assuming the underlying election
scheme satisfies ballot secrecy and the underlying sigma protocol satisfies special
soundness and special honest verifier zero-knowledge.

Theorem 2. Let Γ be an election scheme with external authentication, Ω be a
digital signature scheme, Σ be a sigma protocol for relation R(Γ,Ω), and H be a
random oracle. Suppose Γ satisfies Ballot-Secrecy-Ext, Σ satisfies special sound-
ness and special honest verifier zero-knowledge, and Ω satisfies strong unforge-
ability. Election scheme with internal authentication Ext2Int(Γ,Ω,Σ,H) satisfies
Ballot-Secrecy-Int.

Proof sketch. Ballot secrecy of election scheme Ext2Int(Γ,Ω,Σ,H) follows from
secrecy of the underlying scheme Γ , because signatures and non-interactive zero-
knowledge proofs do not leak information. (Special soundness and special honest
verifier zero-knowledge ensure proof system FS(Σ,H) is zero-knowledge [7].)
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We demonstrate applicability of Theorem2 using a construction for election
schemes from asymmetric encryption.6

Definition 4 (Enc2Vote [29]). Given a perfectly correct asymmetric encryption
scheme Π = (Gen,Enc,Dec) satisfying IND-CPA, election scheme with external
authentication Enc2Vote(Π) is defined as follows:

– Setup(κ) computes (pk , sk) ← Gen(κ) and outputs (pk , sk , poly(κ), |m|).
– Vote(pk ,nc, v, κ) computes b ← Enc(pk , v) and outputs b if 1 ≤ v ≤ nc ≤ |m|

and ⊥ otherwise.
– Tally(sk ,nc, bb, κ) initialises vector v of length nc, computes for b ∈ bb do

v ← Dec(sk , b); if 1 ≤ v ≤ nc then v[v] ← v[v] + 1, and outputs (v, ε).
– Verify(pk ,nc, bb,v, pf , κ) outputs 1.

Algorithm Setup requires poly to be a polynomial function, algorithms Setup and
Vote require m = {1, . . . , |m|} to be the encryption scheme’s plaintext space, and
algorithm Tally requires ε to be a constant symbol.

Intuitively, given a non-malleable asymmetric encryption scheme Π,7

Enc2Vote(Π) derives ballot secrecy from Π until tallying and tallying maintains
ballot secrecy by returning only the number of votes for each candidate.

Proposition 3 ([29,32]). Let Π be an encryption scheme with perfect correct-
ness. If Π satisfies IND-PA0, then election scheme with external authentication
Enc2Vote(Π) satisfies Ballot-Secrecy-Ext.

Hence, by Theorem 2, we have the following result.

Corollary 4. Let Π be an asymmetric encryption scheme with perfect cor-
rectness, Ω be a digital signature scheme, Σ be a sigma protocol for relation
R(Enc2Vote(Π), Ω), and H be a random oracle. Suppose Π satisfies IND-PA0,
Σ satisfies special soundness and special honest verifier zero-knowledge, and
Ω satisfies strong unforgeability. Election scheme with internal authentication
Ext2Int(Enc2Vote(Π), Ω,Σ,H) satisfies Ballot-Secrecy-Int.

Clearly election scheme Enc2Vote does not satisfy universal verifiability, because
it will accept any election outcome.

5 Our Construction Ensures Election Verifiability

We adopt definitions of individual (Exp-IV-Ext) and universal (Exp-UV-Ext) veri-
fiability for election schemes with external authentication from Smyth et al. [36].
We also adopt their definitions of individual (Exp-IV-Int), universal (Exp-UV-Int)

6 We omit a formal definition of asymmetric encryption for brevity.
7 We adopt the formal definition of comparison based non-malleability under chosen

plaintext attack, which coincides with indistinguishability under a parallel chosen-
ciphertext attack (IND-PA0) [3]. We omit formal security definitions for brevity.
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and eligibility (Exp-EV-Int) verifiability for schemes with internal authentication.
Those definitions seem to be the most suitable in the literature, because they
detect the largest class of attacks. In particular, they detect collusion and bias-
ing attacks [36, Sect. 7], whereas other definitions, e.g., [13,20,21], fail to detect
such attacks. The definitions are presented in AppendixB.

The definitions by Smyth, Frink, and Clarkson et al. work as follows: Individ-
ual verifiability challenges the adversary to generate a collision from algorithm
Vote. Universal verifiability challenges the adversary to concoct a scenario in
which either: Verify accepts, but the election outcome is not correct, or Tally
produces an election outcome that Verify rejects. Hence, universal verifiability
requires algorithm Verify to accept if and only if the election outcome is correct.
Finally, eligibility verifiability challenges an adversary, which can corrupt voters,
to generate a valid ballot under a non-corrupt voter’s private credential.

We can prove that our construction ensures election verifiability. Individ-
ual and eligibility verifiability of Ext2Int(Γ,Ω,Σ,H) follow from security of the
underlying signature scheme, and universal verifiability follows from universal
verifiability of the underlying election scheme Γ .

Theorem 5. Let Γ be an election scheme with external authentication, Ω be
a digital signature scheme, Σ be a sigma protocol for relation R(Γ,Ω), and
H be a random oracle. Suppose Ω satisfies strong unforgeability, Σ satisfies
special soundness and special honest verifier zero-knowledge, and Γ satisfies
Exp-UV-Ext. Election scheme with internal authentication Ext2Int(Γ,Ω,Σ,H)
satisfies Exp-IV-Int, Exp-EV-Int, and Exp-UV-Int.

Proof sketch. Individual verifiability is satisfied because voters can check that
their signatures appear on the bulletin board. Universal verifiability is satisfied
because the underlying voting scheme does, and the properties of Ω and Σ ensure
only authorised ballots are tallied. And eligibility verifiability is satisfied because
anyone can check that signatures belong to registered voters.

A formal proof of Theorem5 follows immediately from our proofs of individual,
universal and eligibility verifiability, which we defer to AppendixB (Lemmata 10–
12).

We demonstrate applicability of our results for election schemes from nonces.

Definition 5 (Nonce [36]). Election scheme with external authentication Nonce
is defined as follows:

– Setup(κ) outputs (⊥,⊥, p1(κ), p2(κ)), where p1 and p2 may be any polynomial
functions.

– Vote(pk ,nc, v, κ) selects a nonce r uniformly at random from Z2κ and outputs
(r, v).

– Tally(sk ,nc, bb, κ) computes a vector v of length nc, such that v is a tally of
the votes on bb for which the nonce is in Z2κ , and outputs (v,⊥).

– Verify(pk , bb,nc,v, pf , κ) outputs 1 if (v, pf ) = Tally(⊥,nc, bb, κ), and 0 oth-
erwise.
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Intuitively, election scheme Nonce ensures verifiability because voters can use
their nonce to check that their ballot is recorded (individual verifiability) and
anyone can recompute the election outcome to check that it corresponds to votes
expressed in recorded ballots (universal verifiability).

Proposition 6 ([36]). Election scheme with external authentication Nonce sat-
isfies Exp-IV-Ext and Exp-UV-Ext.

Hence, by Theorem 5, we have the following result.

Corollary 7. Let Ω be a digital signature scheme, Σ be a sigma protocol for
relation R(Nonce, Ω), and H be a random oracle. Suppose Ω satisfies strong
unforgeability and Σ satisfies special soundness and special honest verifier zero-
knowledge. Election scheme with internal authentication Ext2Int(Nonce, Ω,Σ,H)
satisfies Exp-IV-Int, Exp-UV-Int, and Exp-EV-Int.

Clearly election scheme Nonce does not satisfy ballot secrecy.

6 Case Study: A Secret, Verifiable Election Scheme
with Internal Authentication

Helios is an open-source, web-based electronic voting system which has been used
in binding elections. The International Association of Cryptologic Research has
used Helios annually since 2010 to elect board members [4,18], the ACM used
Helios for their 2014 general election [40], the Catholic University of Louvain used
Helios to elect the university president in 2009 [2], and Princeton University has
used Helios since 2009 to elect student governments. Informally, Helios can be
modelled as the following election scheme with external authentication:

Setup generates a key pair for an asymmetric homomorphic encryption scheme,
proves correct key generation in zero-knowledge, and outputs the public key
coupled with the proof.

Vote encrypts the vote, proves correct ciphertext construction and that the vote
is selected from the sequence of candidates (both in zero-knowledge), and
outputs the ciphertext coupled with the proof.

Tally proceeds as follows. First, any ballots on the bulletin board for which proofs
do not hold are discarded. Secondly, the ciphertexts in the remaining ballots
are homomorphically combined, the homomorphic combination is decrypted
to reveal the election outcome, and correctness of decryption is proved in
zero-knowledge. Finally, the election outcome and proof of correct decryption
are output.

Verify recomputes the homomorphic combination, checks the proofs, and outputs
1 if these checks succeed and 0 otherwise.

The original scheme [2] is known to be vulnerable to attacks against ballot
secrecy and verifiability,8 and defences against those attacks have been pro-
posed [7,15,32,35]. We adopt the formal definition of a Helios variant by Smyth
8 Beyond secrecy and verifiability, attacks against eligibility are also known [23,38].
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et al. [36], which adopts non-malleable ballots [32,37] and uses the Fiat–Shamir
transformation with statements in hashes [7] to defend against those attacks.
Henceforth, we write Helios’16 to refer to that formalisation.

Using our construction we derive an election scheme with internal authenti-
cation from Helios’16 and prove privacy and verifiability using our results.

Theorem 8. Let Ω be a digital signature scheme, Σ be a sigma proto-
col for relation R(Helios’16, Ω), and H be a random oracle. Suppose Ω
satisfies strong unforgeability and Σ satisfies special soundness and special
honest verifier zero-knowledge. Election scheme with internal authentication
Ext2Int(Helios’16, Ω,Σ,H) satisfies Ballot-Secrecy-Int, Exp-IV-Int, Exp-UV-Int,
and Exp-EV-Int.

Proof. Helios’16 satisfies Ballot-Secrecy-Ext, Exp-IV-Ext, and Exp-UV-Ext [32,36],
FS(Σ,H) satisfies zero-knowledge [7], and we conclude by Theorems 2 and 5.

Comparison with Helios-C. Schemes derived from Helios using our construction
are similar to Helios-C [13,14]. Indeed, they use ballots that include a Helios
ballot and a signature on that Helios ballot. The schemes derived by our con-
struction also include proofs of correct construction, unlike Helios-C. We will see
that this distinction is crucial to ensure ballot secrecy.

Cortier et al. [13, Sect. 5] analysed Helios-C using the definition of ballot
secrecy by Bernhard et al. [7]. That definition assumes “ballots are recorded-as-
cast, i.e., cast ballots are preserved with integrity through the ballot collection
process” [32, Sect. 7]. Unfortunately, ballot secrecy is not satisfied without this
assumption, because Helios-C uses malleable ballots.

Remark 9. Helios-C does not satisfy Ballot-Secrecy-Int.

Proof sketch. An adversary can observe and block a voter’s ballot,9 extract the
underlying Helios ballot, sign that ballot, and post the ballot and signature on
the bulletin board. The adversary can then exploit the relation between ballots
to recover the voter’s vote from the election outcome. (Cf. [15].)

Ext2Int(Helios’16, Ω,Σ,H) ballots extend non-malleable Helios’16 ballots with
a signature and a proof demonstrating construction of both the embed-
ded Helios’16 ballot and signature, thus, Ext2Int(Helios’16, Ω,Σ,H) uses non-
malleable ballots, so it is not similarly effected.

Beyond secrecy, Smyth et al. [36] have shown that Helios-C does not satisfy
Exp-UV-Int. Hence, we improve upon Helios-C by satisfying Ballot-Secrecy-Ext
and Exp-UV-Int.

Our results can also be applied to the variant of Helios that applies a mixnet to
encrypted votes and decrypts the mixed encrypted votes to reveal the outcome [1,
9], rather than homomorphically combining encrypted votes and decrypting the
homomorphic combination to reveal the outcome. Tsoukalas et al. [41] released
9 Ballot blocking violates the recorded-as-cast assumption used in Cortier et al.’s proof.
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Zeus as a fork of Helios spliced with mixnet code to derive an implementation of
that variant, and Yingtong Li released helios-server-mixnet as an extension of
Zeus with threshold asymmetric encryption.10 We could use our construction to
derive an election scheme with internal authentication from the mixnet variant
of Helios and use our privacy and verifiability results to prove security. Since the
ideas remain the same, we do not pursue further details.

7 Conclusion

This work was initiated by a desire to eliminate trust assumptions placed upon
the operators of external authentication services. Cortier et al. made progress
in this direction with Helios-C, which builds upon Helios by signing ballots.
We discovered that Helios-C does not satisfy ballot secrecy in the presence of
an adversary that controls the bulletin board or the communication channel,
and it is known that verifiability is not satisfied either. We realised that prov-
ing correct construction of both the Helios ballot and the signature suffices for
non-malleability. This prompted the design of our construction and led to the
accompanying security proofs that it produces voting systems satisfying bal-
lot secrecy and verifiability. Finally, we demonstrated the applicability of our
results by applying our construction to the Helios voting system. The next step
would be to select a suitable sigma protocol and signature scheme to instantiate
our construction concretely. And an interesting and useful direction for future
work will be to consider, in general, the practical challenges of implementing our
construction efficiently.

Acknowledgements. In the context of [36], Smyth conceived the fundamental ideas
of our construction for election schemes with internal authentication. In addition,
Smyth discovered that Helios-C does not satisfy ballot secrecy, whilst analysing elec-
tion verifiability. Smyth and his co-authors, Frink & Clarkson, decided not to publish
these results. This paper builds upon those unpublished results and we are grateful to
Frink and Clarkson for their part in inspiring this line of work.

A Ballot Privacy: Definitions and Proofs

We recall Smyth’s definition of ballot secrecy for election schemes with exter-
nal authentication (Definition 6), and present a natural, straightforward exten-
sion of that definition to capture ballot secrecy for election schemes with inter-
nal authentication (Definition 7). Our definitions both use predicate balanced
such that balanced(bb,nc, B) holds when: for all votes v ∈ {1, . . . ,nc} we have
|{b | b ∈ bb ∧ ∃v1 . (b, v, v1) ∈ B}| = |{b | b ∈ bb ∧ ∃v0 . (b, v0, v) ∈ B}|. Intu-
itively, the definitions challenge an adversary to determine whether the left-right
oracle produces ballots for “left” or “right” inputs, by giving the adversary the

10 Smyth [34] shows that vulnerabilities in Helios cause vulnerabilities in implementa-
tions of the mixnet variant and proves verifiability is satisfied when a fix is applied.
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oracle’s outputs, as well as the election outcome and tallying proof. The defi-
nitions prevent the adversary from trivially distinguishing ballots by requiring
predicate balanced to hold.

Definition 6 (Ballot-Secrecy-Ext [32]). Let Γ = (Setup,Vote,Tally,Verify) be an
election scheme with external authentication, A be an adversary, κ be a security
parameter, and Ballot-Secrecy-Ext(Γ,A, κ) be the following game.

Ballot-Secrecy-Ext(Γ,A, κ) =
(pk , sk ,mb,mc) ← Setup(κ);
nc ← A(pk , κ);
β ←R {0, 1};B ← ∅;
bb ← AO();
(v, pf ) ← Tally(sk ,nc, bb, κ);
g ← A(v, pf );
if g = β ∧ balanced(bb,nc, B) ∧ 1 ≤ nc ≤ mc ∧ |bb| ≤ mb then

return 1
else

return 0

Oracle O is defined as follows:11

– O(v0, v1) computes if v0, v1 ∈ {1, . . . ,nc} then b ← Vote(pk ,nc, vβ , κ);B ←
B ∪ {(b, v0, v1)}; return b.

We say Γ satisfies Ballot-Secrecy-Ext, if for all probabilistic polynomial-time
adversaries A, there exists a negligible function negl, such that for all security
parameters κ, we have Succ(Ballot-Secrecy-Ext(Γ,A, κ)) ≤ 1

2 + negl(κ).

Definition 7 (Ballot-Secrecy-Int). Let Γ = (Setup,Register,Vote,Tally,Verify)
be an election scheme with internal authentication, A be an adversary, κ be a
security parameter, and Ballot-Secrecy-Int(Γ,A, κ) be the following game.

Ballot-Secrecy-Int(Γ,A, κ) =
(pk , sk ,mb,mc) ← Setup(κ);
nv ← A(pk , κ);
for 1 ≤ i ≤ nv do

(pd i, di) ← Register(pk , κ);
nc ← A(pd1, . . . , pdnv );
β ←R {0, 1};B ← ∅;R ← ∅;
bb ← AO();
(v, pf ) ← Tally(sk ,nc, bb, {pd1, . . . , pdnv}, κ);
g ← A(v, pf );
if g = β ∧ balanced(bb,nc, B) ∧ 1 ≤ nc ≤ mc ∧ |bb| ≤ mb then

return 1
else

return 0
Oracle O is defined as follows:
11 Oracles may access game parameters, e.g., pk .
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– O(i, v0, v1) computes if v0, v1 ∈ {1, . . . ,nc} ∧ i �∈ R then b ←
Vote(di, pk ,nc, vβ , κ);B ← B ∪ {(b, v0, v1)};R ← R ∪ {i}; return b; and

– O(i) computes if i �∈ R then R ← R ∪ {i}; return di.

We say Γ satisfies Ballot-Secrecy-Int, if for all probabilistic polynomial-time
adversaries A, there exists a negligible function negl, such that for all security
parameters κ, we have Succ(Ballot-Secrecy-Int(Γ,A, κ)) ≤ 1

2 + negl(κ).

Game Ballot-Secrecy-Int extends Ballot-Secrecy-Ext to take credentials into
account. In particular, the challenger constructs nv credentials, where nv is
chosen by the adversary. These credentials are used to construct ballots and for
tallying. Public and private credentials are available to the adversary. Albeit,
the oracle will only reveal a private credential if it has not used it to construct
a ballot. Moreover, the oracle may only use a private credential to construct a
ballot if it has not revealed it nor constructed a previous ballot with it.

Proof of Theorem 2. Suppose Ballot-Secrecy-Int is not satisfied by
Ext2Int(Γ,Ω,Σ,H), i.e., there exists a adversary A such that for
all negligible functions negl there exists a security parameter κ and
Succ(Ballot-Secrecy-Int(Ext2Int(Γ,Ω,Σ,H),A, κ)) ≤ 1

2 + negl(κ). We construct
an adversary B against Γ from A.

Let Γ = (SetupΓ ,VoteΓ ,TallyΓ ,VerifyΓ ), Ω = (GenΩ ,SignΩ ,VerifyΩ),
FS(Σ,H) = (ProveΣ ,VerifyΣ) , and Ext2Int(Γ,Ω,Σ,H) = (Setup,Register,Vote,
Tally,Verify). By [7, Theorem 1], non-interactive proof system (ProveΣ ,VerifyΣ)
satisfies zero-knowledge, i.e., there exists a simulator for (ProveΣ ,VerifyΣ). Let
S be such a simulator. We define B as follows:

– B(pk , κ) computes nv ← A(pk , κ); for 1 ≤ i ≤ nv do (pd i, di) ←
Register(pk , κ); nc ← A(pd1, . . . , pdnv ) and outputs nc.

– B() computes R ← ∅; bb ← AO(); bb ← auth(bb, {pd1, . . . , pdnv}) and
outputs bb, handling oracle calls from A as follows. Given an oracle call
O(i, v0, v1) such that v0, v1 ∈ {1, . . . ,nc} ∧ i �∈ R, adversary B computes
b ← O(v0, v1);σ ← SignΩ(di, b); τ ← S((pk , b, σ,nc, κ), κ);R ← R ∪ {i} and
returns (pd i, b, σ, τ) to A. Moreover, given an oracle call O(i) such that i �∈ R,
adversary B computes R ← R ∪ {i} and returns di to A.

– B(v, pf ) computes g ← A(v, pf ) and outputs g.

We prove that B wins Ballot-Secrecy-Ext against Γ .
Suppose (pk , sk ,mb,mc) is an output of SetupΓ (κ) and nc is an output of

B(pk , κ). It is trivial to see that B(pk , κ) simulates A’s challenger to A. Let β be
a bit. Suppose bb is an output of B(). Since S is a simulator for (ProveΣ ,VerifyΣ),
we have B() simulates A’s challenger to A. In particular, B() simulates oracle calls
O(i, v0, v1). Indeed, adversary B computes b ← O(v0, v1);σ ← SignΩ(di, b); τ ←
S((pk , b, σ,nc, κ), κ), which, by definition of B’s oracle, is equivalent to b ←
VoteΓ (pk ,nc, vβ , κ);σ ← SignΩ(di, b); τ ← S((pk , b, σ,nc, κ), κ). And A’s ora-
cle computes b ← Vote(di, pk ,nc, vβ , κ), i.e., b ← VoteΓ (pk ,nc, vβ , κ; r);σ ←
SignΩ(di, b; r′); τ ← ProveΣ((pk , b, σ,nc, κ), (vβ , r, di, r

′), κ), where r and r′ are
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coins chosen uniformly at random. Hence, computations of b, σ and τ by B and
A’s oracle are equivalent, with overwhelming probability. Suppose (v, pf ) is an
output of TallyΓ (sk , bb,nc, κ) and g is an output of B(v, pf ). We have B(v, pf )
simulates A’s challenger to A, because outputs of TallyΓ (sk ′, auth(bb′, L),nc′, κ′)
and Tally(sk ′,nc′, bb′, L, κ′) are indistinguishable for all sk ′, bb′, L, nc′, and κ′.
Indeed, Tally computes (v′, pf ′) ← TallyΓ (sk ′, auth(bb′, L),nc′, κ′) and outputs
(v′, pf ′). Since adversary B simulates A’s challenger, with overwhelming proba-
bility. It follows that B determines β correctly with the same success as A with
overwhelming probability. Hence, B wins Ballot-Secrecy-Ext(Γ,A, κ), with over-
whelming probability, deriving a contradiction and concluding our proof.

B Election Verifiability: Definitions and Proofs

B.1 Individual Verifiability

Definition 8. (Exp-IV-Ext [36]). Let Γ = (Setup,Vote,Tally,Verify) be an elec-
tion scheme with external authentication, A be an adversary, κ be a security
parameter, and Exp-IV-Ext(Γ,A, κ) be the following game.

Exp-IV-Ext(Γ,A, κ) =
(pk ,nc, v, v′) ← A(κ);
b ← Vote(pk ,nc, v, κ);
b′ ← Vote(pk ,nc, v′, κ);
if b = b′ ∧ b �= ⊥ ∧ b′ �= ⊥ then

return 1
else

return 0
We say Γ satisfies Exp-IV-Ext, if for all probabilistic polynomial-time adversaries
A, there exists a negligible function negl, such that for all security parameters
κ, we have Succ(Exp-IV-Ext(Γ,A, κ)) ≤ negl(κ).

Definition 9. (Exp-IV-Int [36]). Let Γ = (Setup,Register,Vote,Tally,Verify) be
an election scheme with external authentication, A be an adversary, κ be a
security parameter, and Exp-IV-Int(Π,A, κ) be the following game.

Exp-IV-Int(Π,A, κ) =
(pk ,nv) ← A(κ);
for 1 ≤ i ≤ nv do (pd i, di) ← Register(pk , κ);
L ← {pd1, . . . , pdnv};
Crpt ← ∅;
(nc, v, v′, i, j) ← AC(L);
b ← Vote(di, pk ,nc, v, κ);
b′ ← Vote(dj , pk ,nc, v′, κ);
if b = b′ ∧ b �= ⊥ ∧ b′ �= ⊥ ∧ i �= j ∧ di �∈ Crpt ∧ dj �∈ Crpt then

return 1
else

return 0



Authentication with Weaker Trust Assumptions for Voting Systems 335

Oracle C is defined such that C(i) computes Crpt ← Crpt ∪ {di} and outputs
di, where 1 ≤ i ≤ nv .

We say Γ satisfies Exp-IV-Int, if for all probabilistic polynomial-time adver-
saries A, there exists a negligible function negl, such that for all security param-
eters κ, we have Succ(Exp-IV-Int(Π,A, κ)) ≤ negl(κ).

Lemma 10. Let Γ = (Setup,Register,Vote,Tally,Verify) be an election scheme
with external authentication, Ω = (Gen,Sign,Verify) be a digital signature
scheme, Σ be a sigma protocol for relation R(Γ,Ω), and H be a hash function.
Suppose Ω satisfies strong unforgeability. We have Ext2Int(Γ,Ω,Σ,H) satisfies
Exp-IV-Int.

Proof. Suppose Ext2Int(Γ,Π,Σ,H) does not satisfy Exp-IV-Int. Hence, there
exists a PPT adversary A, such that for all negligible functions negl, there exists a
security parameter κ and negl(κ) < Succ(Exp-IV-Int(Ext2Int(Γ,Π,Σ,H),A, κ)).
We construct the following adversary B against strong unforgeability from A:

B(pd , κ) =
(pk ,nv) ← A(κ);
i∗ ←R {1, . . . ,nv};
for i ∈ {1, . . . ,nv} \ {i∗} do (pd i, di) ← Register(pk , κ);
(nc, v, v′, j, k) ← AC({pd1, . . . , pd i∗−1, pd , pd i∗+1, . . . , pdnv});
if i∗ = k then

(pd j , b, σ, τ) ← Vote(dj , pk ,nc, v, κ);
return (σ, b);

else if i∗ = j then
(pdk, b, σ, τ) ← Vote(dk, pk ,nc, v′, κ);
return (σ, b);

else
abort;

where C(i) outputs di if i �= i∗ and aborts otherwise. We prove that B wins
strong unforgeability against Ω.

Since adversary B chooses i∗ uniformly at random and independently
of adversary A, and since A is a winning adversary, hence, does not cor-
rupt at least two distinct credentials, we have that B aborts with a prob-
ability upper-bounded by nv−2

nv . Let us consider the probability that B
wins, when there is no abort. Suppose (pd , d) is an output of Gen(κ),
(pk ,nv) is an output of A(κ), and i∗ is chosen uniformly at random from
{1, . . . ,nv}. Further suppose (pd i, di) is an output of Register(pk , κ) for each
i ∈ {1, . . . ,nv} \ {i∗}. It is straightforward to see that B simulates the chal-
lenger and oracle in Exp-IV-Int to A. Suppose (nc, v, v′, j, k) is an output of
AC({pd1, . . . , pd i∗−1, pd , pd i∗+1, . . . , pdnv}). Since A is a winning adversary, out-
puts of Vote(dj , pk ,nc, v, κ) and Vote(dk, pk ,nc, v′, κ) collide with non-negligible
probability. Hence, if i∗ = k, then Vote(dj , pk ,nc, v, κ) outputs (pd j , b, σ, τ) such
that σ is a signature on b with respect to private key di∗ , otherwise (i∗ = j),
Vote(dk, pk ,nc, v′, κ) outputs (pdk, b, σ, τ) such that σ is a signature on b
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with respect to private key di∗ . Thus, Succ(Exp-StrongSign(Γ,B, κ)) is at least
2
nv · Succ(Exp-IV-Int(Ext2Int(Γ,Π,Σ,H),A, κ)), which is non-negligible.

B.2 Universal Verifiability

External authentication. Algorithm Verify is required to accept iff the election
outcome is correct. The notion of a correct outcome is captured using func-
tion correct-outcome, which is defined such that for all pk , nc, bb, κ, �, and
v ∈ {1, . . . ,nc}, we have correct-outcome(pk ,nc, bb, κ)[v] = � iff ∃=�b ∈ bb\{⊥} :
∃r : b = Vote(pk ,nc, v, κ; r),12 and the produced vector is of length nc. Hence,
component v of vector correct-outcome(pk ,nc, bb, κ) equals � iff there exist � bal-
lots on the bulletin board that are votes for candidate v. The function requires
ballots to be interpreted for only one candidate, which can be ensured by injec-
tivity.

The if requirement of universal verifiability is captured by Completeness,
which stipulates that election outcomes produced by algorithm Tally will actu-
ally be accepted by algorithm Verify. And the only if requirement is captured
by Soundness, which challenges an adversary to concoct a scenario in which
algorithm Verify accepts, but the election outcome is not correct.

Definition 10 ([36]). An election scheme with external authentication
(Setup,Vote,Tally,Verify) satisfies Soundness, if the scheme satisfies Injectiv-
ity [36] and for all probabilistic polynomial-time adversaries A, there exists
a negligible function negl, such that for all security parameters κ, we have
Pr[(pk ,nc, bb,v, pf ) ← A(κ); return v �= correct-outcome(pk ,nc, bb, κ) ∧
Verify(pk ,nc, bb,v, pf , κ) = 1] ≤ negl(κ).

An election scheme with external authentication satisfies Exp-UV-Ext, if Injec-
tivity, Completeness and Soundness are satisfied, where formal definitions of
Injectivity and Completeness appear in [36].

Internal authentication. Function correct-outcome is now modified to tally
only authorised ballots: let function correct-outcome now be defined such
that for all pk , nc, bb, M , κ, �, and v ∈ {1, . . . ,nc}, we have
correct-outcome(pk ,nc, bb,M, κ)[v] = � iff ∃=�b ∈ authorized(pk ,nc, (bb \
{⊥}),M, κ) : ∃d , r : b = Vote(d , pk ,nc, v, κ; r). A ballot is authorised if it
is constructed with a private credential from M , and that private credential
was not used to construct any other ballot on bb. Let authorized be defined
as follows: authorized(pk ,nc, bb,M, κ) = {b : b ∈ bb ∧ ∃pd , d , v, r : b =
Vote(d , pk ,nc, v, κ; r) ∧ (pd , d) ∈ M ∧ ¬∃b′, v′, r′ : b′ ∈ (bb \ {b}) ∧ b′ =
Vote(d , pk ,nc, v′, κ; r′)}.

12 Function correct-outcome uses a counting quantifier [31] denoted ∃=. Predicate
(∃=�x : P (x)) holds exactly when there are � distinct values for x such that P (x) is
satisfied. Variable x is bound by the quantifier, whereas � is free.
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Definition 11 ([36]). An election scheme with internal authentication
(Setup,Register,Vote,Tally,Verify) satisfies Soundness, if the scheme satisfies
Injectivity [36] and for all probabilistic polynomial-time adversaries A, there
exists a negligible function negl, such that for all security parameters κ, we
have Pr[(pk ,nv) ← A(κ); for 1 ≤ i ≤ nv do (pd i, di) ← Register(pk , κ);
L ← {pd1, . . . , pdnv};M ← {(pd1, d1), . . . , (pdnv , dnv )}; (bb,nc,v, pf ) ← A(M);
return v �= correct-outcome(pk ,nc, bb,M, κ) ∧ Verify(pk ,nc, bb, L,v, pf , κ)
= 1] ≤ negl(κ).

An election scheme with internal authentication satisfies Exp-UV-Int, if Injectiv-
ity, Completeness and Soundness are satisfied.

Lemma 11. Let Γ = (SetupΓ ,VoteΓ ,TallyΓ ,VerifyΓ ) be an election scheme with
external authentication, Ω = (GenΩ ,SignΩ ,VerifyΩ) be a perfectly correct digi-
tal signature scheme, Σ be a sigma protocol for relation R(Γ,Ω), and H be
a random oracle. Moreover, let FS(Σ,H) = (ProveΣ ,VerifyΣ). Suppose Γ sat-
isfies Exp-UV-Ext, Ω satisfies strong unforgeabilityand Σ satisfies perfect spe-
cial soundness and special honest verifier zero-knowledge. Election scheme with
internal authentication Ext2Int(Γ,Ω,Σ,H) = (Setup,Register,Vote,Tally,Verify)
satisfies Exp-UV-Int.

Proof. We prove that Ext2Int(Γ,Ω,Σ,H) satisfies Injectivity, Completeness and
Soundness: The proofs for Injectivity and Completeness are quite straightforward
and can be found in our technical report [28].

Soundness. We prove that Ext2Int(Γ,Ω,Σ,H) satisfies Soundness by contradic-
tion. Suppose Ext2Int(Γ,Ω,Σ,H) does not satisfy Soundness, i.e., there exists
an adversary A such that for all negligible functions negl there exists a security
parameter κ and the probability defined in Definition 11 is greater than negl(κ).
We use A to construct an adversary B that wins the Soundness game against Γ .

B(κ) =
(pk ,nv) ← A(κ);
for 1 ≤ i ≤ nv do

(pd i, di) ← Register(pk , κ);

L = {pd1, . . . , pdnv};
M ← {(pd1, d1), . . . , (pdnv , dnv )};
(bb,nc,v, pf ) ← A(M);
return (pk ,nc, auth(bb, L),v, pf )

We prove that B wins the Soundness game against Γ .
Suppose (pk ,nv) is an output of A(κ) and (pd1, d1), . . . , (pdnv , dnv ) are

outputs of Register(pk , κ). Let L = {pd1, . . . , pdnv} and M = {(pd1, d1), . . . ,
(pdnv , dnv )}. Suppose (bb,nc,v, pf ) is an output of A(M). Further suppose
(pk ,nc, auth(bb, L),v, pf ) is an output of B(κ). Since A is a winning adver-
sary, we have Verify(pk ,nc, bb, L,v, pf , κ) = 1, with non-negligible probabil-
ity. By inspection of algorithm Verify, we have Verify(pk ,nc, bb, L,v, pf , κ) = 1
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implies VerifyΓ (pk , auth(bb, L),nc,v, pf , κ) = 1. Hence, it remains to show v �=
correct-outcome(pk ,nc, auth(bb, L), κ), with probability greater than negl(κ).

By definition of function correct-outcome, we have v is a vector of length nc
such that

correct-outcome(pk ,nc, auth(bb, L), κ)[v] = �

⇔ ∃=�b ∈ auth(bb, L) \ {⊥} : ∃r : b = Vote(pk ,nc, v, κ; r)

Since A is a winning adversary, it suffices to derive

⇔ ∃=�b ∈ authorized(pk ,nc, (bb \ {⊥}),M, κ)
: ∃d , r : b = Vote(d , pk ,nc, v, κ; r) (1)

Let set auth∗(pk ,nc, bb,M, κ) = {b∗|(pd , b∗, σ, τ)∈authorized(pk ,nc, bb,M, κ)}.
To prove (1), it suffices to show auth(bb, L)\{⊥} = auth∗(pk ,nc, bb,M, κ)\{⊥},
since this would imply that correct-outcome is computed on sets of corresponding
ballots in both the external and internal authentication setting.

– auth∗(pk ,nc, bb,M, κ) \ {⊥} ⊆ auth(bb, L) \ {⊥}
If b∗ ∈ auth∗(pk ,nc, bb,M, κ), then b∗ �= ⊥ and there exists b ∈
authorized(pk ,nc, bb,M, κ) such that (i) b ∈ bb; (ii) ∃pd , d , v, r, r′, r′′ :
b = (pd , b∗, σ, τ), b∗ = VoteΓ (pk ,nc, v, κ; r), σ = SignΩ(d , b∗; r′),
and τ = ProveΣ((pk , b∗, σ,nc, κ), (v, r, d , r′), κ; r′′), which – by correct-
ness of Ω and completeness of Σ – implies VerifyΩ(pd , b∗, σ) = 1 and
VerifyΣ((pk , b∗,nc, κ), τ, κ)) = 1; (iii) (pd , d) ∈ M , which implies pd ∈
L by construction; and (iv) ¬∃b′, v′, r, r′, r′′ : b′ ∈ (bb \ {b}) ∧ b′ =
(pd , b∗′

, σ′, τ ′), b∗′
= VoteΓ (pk ,nc, v′, κ; r), σ′ = SignΩ(d , b∗′

; r′), and
τ ′ = ProveΣ((pk , b∗′

, σ′,nc, κ), (v′, r, d , r′), κ; r′′), which, by correctness of
Ω, implies VerifyΩ(pd , b∗′

, σ′) = 1. It follows by (i)–(iv) that b∗ ∈
auth∗(pk ,nc, bb,M, κ) implies b∗ ∈ auth(bb, L) \ {⊥}.

– auth(bb, L) \ {⊥} ⊆ auth∗(pk ,nc, bb,M, κ) \ {⊥}
If b∗ ∈ auth(bb, L) \ {⊥}, then b∗ �= ⊥ such that (i) (pd , b∗, σ, τ) ∈ bb; (ii)
VerifyΩ(pd , b∗, σ) = 1 and VerifyΣ((pk , b∗,nc, κ), τ, κ)) = 1, which – by the
security of Ω and Σ – implies ∃pd , d , v, r, r′, r′′ : b∗ = VoteΓ (pk ,nc, v, κ; r),
σ = SignΩ(d , b∗; r′), and τ = ProveΣ((pk , b∗, σ,nc, κ), (v, r, d , r′), κ; r′′).
Indeed, suppose this is not true, i.e., such values do not exist. Then (b∗, σ)
and ((pk , b∗,nc, κ), τ) could be used by adversaries to break the unforgeabil-
ity property of Ω and the special soundness and special honest verifier zero-
knowledge property of Σ, respectively. Furthermore, we have (iii) pd ∈ L,
which implies (pd , d) ∈ M by construction; and (iv) b′ = (pd , b∗′

, σ′, τ ′) /∈
(bb\{(pd , b∗, σ, τ)})∧VerifyΩ(pd , b∗′

, σ′) = 1, which implies ¬∃b′, v′, r, r′, r′′ :
b′ ∈ (bb \ {b}) ∧ b′ = (pd , b∗′

, σ′, τ ′), b∗′
= VoteΓ (pk ,nc, v′, κ; r), σ′ =

SignΩ(d , b∗′
; r′), and τ ′ = ProveΣ((pk , b∗′

, σ′,nc, κ), (v′, r, d , r′), κ; r′′), as per
definition of authorized , concluding our proof.
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B.3 Eligibility Verifiability

Definition 12 (Eligibility verifiability [36]). Let Γ = (Setup,Register,Vote,
Tally,Verify) be an election scheme with internal authentication, A be an adver-
sary, κ be a security parameter, and Exp-EV-Int(Π,A, κ) be the following game.

Exp-EV-Int(Π,A, κ) =
(pk ,nv) ← A(κ);
for 1 ≤ i ≤ nv do (pd i, di) ← Register(pk , κ);
L ← {pd1, . . . , pdnv};
Crpt ← ∅; Rvld ← ∅;
(nc, v, i, b) ← AC,R(L);
if ∃r : b = Vote(di, pk ,nc, v, κ; r) ∧ b �= ⊥ ∧ b �∈ Rvld ∧ di �∈ Crpt then

return 1
else

return 0
Oracle C is the same oracle as in Exp-IV-Int, and oracle R is defined such that
R(i, v,nc) computes b ← Vote(di, pk ,nc, v, k);Rvld ← Rvld ∪{b} and outputs b.

We say Γ satisfies Exp-EV-Int, if for all probabilistic polynomial-time adver-
saries A, there exists a negligible function negl, such that for all security param-
eters κ, we have Succ(Exp-EV-Int(Π,A, κ)) ≤ negl(κ).

Lemma 12. Let Γ = (SetupΓ ,VoteΓ ,TallyΓ ,VerifyΓ ) be an election scheme
with external authentication, Ω = (GenΩ ,SignΩ ,VerifyΩ) be a digital signa-
ture scheme, Σ be a sigma protocol for relation R(Γ,Ω), and H be a hash
function. Suppose Σ satisfies special soundness and special honest verifier zero-
knowledge, and Ω satisfies strong unforgeability. Election scheme with internal
authentication Ext2Int(Γ,Ω,Σ,H) = (Setup,Register,Vote,Tally,Verify) satisfies
Exp-EV-Int.

Proof. Suppose Ext2Int(Γ,Ω,Σ,H) does not satisfy Exp-EV-Int, i.e., there exists
an adversary A such that for all negligible functions negl there exists a secu-
rity parameter κ and Succ(Exp-EV-Int(Π,A, κ)) > negl(κ). We construct the
following adversary B against the strong unforgeability of Ω from A.

B(pd , κ) =
(pk ,nv) ← A(κ);
i∗ ←R {1, . . . ,nv};
for i ∈ {1, . . . ,nv} \ {i∗} do (pd i, di) ← Register(pk , κ);
Rvld ← ∅;Crpt ← ∅;
(nc, v, i, b) ← AC,R({pd1, . . . , pd i∗−1, pd , pd i∗+1, . . . , pdnv});
if b[1] = pd then

return (b[1], b[3]);
else

abort;

where oracle calls are handled as follows:
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– C(i) computes Crpt ← Crpt ∪ {di} and returns di if i �= i∗, and aborts
otherwise.

– R(i, v,nc) distinguishes two cases: If i = i∗, then B computes b ←
VoteΓ (pk ,nc, v, κ);σ ← O(b); τ ← S((pk , b, σ,nc, κ), κ), computes Rvld ←
Rvld ∪ {(pd , b, σ, τ)}, and returns (pd , b, σ, τ), where S is a simulator for
FS(Σ,H) that exists by [7, Theorem 1]. Otherwise, B computes b ←
Vote(di, pk ,nc, v, κ), Rvld ← Rvld ∪ {b} and returns b.

We prove that B wins the strong unforgeability game against Ω.
Let κ be a security parameter. Suppose (pd , d) is an output of Gen(κ)

and (pk ,nv) is an output of A(κ). Let i∗ be an integer chosen uni-
formly at random from {1, . . . ,nv}. Suppose (pd i, di) is an output of
Register(pk , κ), for each i ∈ {1, . . . ,nv} \ {i∗}. Let us consider an execution
of A({pd1, . . . , pd i∗−1, pd , pd i∗+1, . . . , pdnv}). Let (nc, v, i, b) be the output of
A. By definition of algorithm Register, it is trivial to see that B simulates A’s
challenger to A. Moreover, B simulates oracle C to A, except when B aborts. Fur-
thermore, B simulates oracle R to A as well. In particular, simulator S produces
proofs that are indistinguishable from proofs constructed by non-interactive
proof system FS(Σ,H).

We denote by Good the event that i = i∗. Now, let us assess B’s probability
not to abort, to determine the success probability of B. Since A is not allowed to
corrupt the credential it finally outputs (as A is a winning adversary, di /∈ Crpt
must hold), a sufficient condition for B not to be asked for the unknown private
credential di is to be lucky when drawing i∗ ← {1, . . . ,nv} at random and have
event Good occurring.

This is the case with probability Pr[Good] = 1
nv since the choice of i∗ is com-

pletely independent of A’s view. Therefore we have Succ(Exp-EV-Int(Π,A, κ)) ≤
nv · Succ(Exp-StrongSign(Ω,B, k)).
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Abstract. A recent paper by Derler, Ramacher, and Slamanig (IEEE
EuroS&P 2018) constructs double-authentication preventing signatures
(“DAP signatures”, a specific self-enforcement enabled variant of signa-
tures where messages consist of an address and a payload) that have—if
the supported address space is not too large—keys and signatures that
are considerably more compact than those of prior work. We embark
on their approach to restrict attention to small address spaces and con-
struct novel DAP schemes that beat their signature size by a factor of
five and reduce the signing key size from linear to constant (the verifica-
tion key size remains almost the same). We construct our DAP signatures
generically from identification protocols, using a transform similar to but
crucially different from that of Fiat and Shamir. We use random oracles.
We don’t use pairings.

Keywords: Signature schemes · Self-enforcement
Identification protocols · Provable security

1 Introduction

Digital Signatures. Digital signature schemes are a ubiquitous cryptographic
primitive. They are extensively used for message and entity authentication and
find widespread application in real-world protocols. The basic functionality of a
signature scheme is as follows: A signer first runs the key generation algorithm to
create a key pair consisting of a (secret) signing key and a (public) verification
key. The signing key can then be used with the signing algorithm to create
signatures on messages. Such a signature is a short bitstring that serves as an
authenticator for a message: Given an authentic copy of the verification key,
anybody can invoke the verification algorithm together with a message and the
signature to check for the latter’s validity. The output of this algorithm is binary:
either “accept”, interpreted as indicating that the message is authentic in the
sense that it was fed by the signer into its signing algorithm, or “reject”, which
means it is not. Signature schemes were first proposed about four decades ago,
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and gazillions of constructions are known today. Among the standardized ones,
and these are the fewest, are RSA-PSS, RSA-PKCS#1 v1.5, DSA, ECDSA, and
EdDSA.

Digital Signatures with Self-enforcement. According to the classic understand-
ing of a signature scheme, signers can, in principle, sign any message they want.
Applications, however, might require that specific relations hold between signed
messages. For instance, in a public-key infrastructure (PKI), a certificate author-
ity (CA) is expected not to generate certificates on the same identity for different
public keys (as this could lead to impersonation attacks), and in cryptographic
“currencies” like Bitcoin users shall not double-spend (sign two transactions that
transfer the same coins to different recipients). While a regular signature scheme
offers no means to enforce specific configurations of signed messages, signature
schemes with self-enforcement do. We describe e-cash and double-authentication-
preventing signatures as two examples for the latter.

E-Cash. In electronic cash [6], users can transfer virtual coins to each other,
and they have a guarantee of anonymity: Nobody, including any central issu-
ing authority, can trace their payments. However, if double-spending happens
(this is very explicitly forbidden in e-cash systems) then the spending user’s
anonymity is automatically revoked in that the user can be identified given the
two transactions. This allows for penalizing misbehaving users, for instance by
freezing their account.

Double-Authentication Preventing Signatures. A signature scheme is
double authentication preventing [17], or “has the DAP property”, if messages
consist of an address and a payload field, and the scheme is such that the signer
is penalized if it signs any address twice with different payloads. In this setting
the penalty is more drastic than in the e-cash setting: misbehaving signers don’t
have their anonymity revoked, but instead a verbatim copy of their signing key is
leaked to the public. A natural application is in the PKI setting: If domain names
are used as addresses, and public keys as payloads, then the DAP property means
that the certification authority is penalized if it issues different-key certificates for
the same domain. A different application is related to cryptographic currencies:
users that double-spend make necessarily also their signing key public, i.e., give
everybody access to their funds. Further applications have been proposed in [3,
5,7,17–19], for instance in the context of secure contract signing (and enforcing).

A Brief History of Double-Authentication Preventing Signatures. The first DAP
scheme is by Poettering and Stebila [17,18]. Their construction is in the RSA
setting. More precisely, it builds on the number-theoretic fact that if one has
two square roots of an element modulo a Blum integer, then one also has the
factorization of this number.1 Signatures of the DAP scheme use the factoriza-
tion as signing key, and signatures consist of a vector of square roots of RSA
elements such that the decision about which specific square root is the valid one

1 It is further required that these square roots are not additive inverses of each other.
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is a function of the payload. Signing different payloads means releasing different
square roots means revealing the signing key. The signatures of this scheme are
very large: If a 128 bit security level shall be reached then their size is at least
256 times 2048 bit.

A DAP scheme in the DLP setting was proposed by Ruffing et al. [19,
Appendix A], based on Merkle trees based on Chameleon hash functions [13].
The addresses are associated with the leaves of these trees, and signatures con-
sist of vectors of ‘openings’ of the Chameleon hashes leading to the root. While
their signatures are shorter than those of [17,18] (if implemented over elliptic
curves), the signature size is linear in the bit-length of the address space, and
thus still prohibitively large for many applications.

The work by Bellare et al. [3] improves on the work of [17,18] by compressing
DAP signatures, still in the RSA setting and targeting the 128 bit security level,
down to the size of 2048 bit. The trick is to evaluate the square root function
iteratively, instead of in parallel. While this requires more algebraic properties
than [17,18], the Blum integer setting fulfills these. We note that the DAP scheme
of [3] is, so far, the only one with tight reductions.

The work of Boneh et al. [5] constructs DAP signatures based on lattice
assumptions. The focus is on finding a solution for the post-quantum setting,
not to beat the signature size of [3] (which they don’t).

The very recent work of Derler et al. [7] reports the smallest DAP signature
size so far: 1280 bit at the 128 bit security level, in the DLP-setting. Their
scheme, however, can only be used in a restricted setting: As the sizes of signing
and verification keys grow linearly in the cardinality of the address space, the
scheme is not practical unless the latter is small. Note that all prior works (in
particular [3,5,17–19]) support address spaces of exponential size. This drawback
is acknowledged in [7], but the authors also report on specific applications where
a small address space is just naturally occurring. Technically, the scheme of [7]
builds on regular DLP-based signatures like Schnorr and DSA, and achieves the
DAP property by including in each signature a payload-dependent share of the
signing key, created with a secret-sharing scheme such that from any two shares
associated with an address the signing key can be recovered. To show that the
shares are well-formed, i.e., indeed allow for key recovery, the DAP signatures
also contain a corresponding NIZK proof.

Contribution. In this article we embark on the approach of Derler et al. [7]
and study DAP signatures for small address spaces. Also we work in the DLP
setting, and build on (EC)DSA or Schnorr signatures. However, we improve
drastically on signature and key sizes: Our signatures are five times shorter
(namely only 256 bits) and our signing keys are constant size (instead of linear
in the cardinality of the address space). While our and their verification keys are
roughly the same size, our signing and verification times are better.

In a nutshell, our approach is to draw on the special-soundness property of the
identification schemes underlying Schnorr and (EC)DSA signatures, assigning to
each address one particular commitment. As these commitments are included in
the verification key, the size of the latter is linear in the cardinality of the address
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space. Note that this linear blow-up is also the case in [7], but in contrast to their
scheme we do not build on further primitives (e.g., secret sharing), which overall
leads to more robustness, an easier analysis, more compact keys and signatures,
and faster algorithms.

2 Notation

We write Z for the set of integers, and T and F for the Boolean constants true
and false, respectively.

Parts of this article involve the specification of program code. In such code
we use assignment operator ‘←’ when the assigned value results from a constant
expression (including from the output of a deterministic algorithm), and we
write ‘←$’ when the value is either sampled uniformly at random from a finite
set or is the output of a randomized algorithm. For a randomized algorithm A
we write y ←$ A(x1, x2, . . .) to denote the operation of running A with inputs
x1, x2, . . . (and fresh coins) and assigning the output to variable y. Further, we
write [A(x1, x2, . . .)] for the set of values that A outputs with positive probability.

Our security definitions are based on games played between a challenger and
an adversary. These games are expressed using program code and terminate
when the main code block executes a ‘Stop with . . . ’ command; the argument
of the latter is the output of the game. We write Pr[G ⇒ T] or just Pr[G]
for the probability that game G terminates by running into a ‘Stop with T’
instruction. Further, if E is some game-internal event, we similarly write Pr[E]
for the probability that this event occurs. (Note the game is implicit in this
notation.)

We use bracket notation to denote associative arrays (a data structure that
implements a ‘dictionary’). For instance, for an associative array A the instruc-
tion A[7] ← 3 assigns value 3 to memory position 7, and the expression A[2] = 5
tests whether the value at position 2 is equal to 5. Associative arrays can be
indexed with elements from arbitrary sets. We use expressions like A[·] ← x to
indicate that A is initialized with default value x. (That is, for any y, unless A[y]
is explicitly overwritten with a different value, A[y] evaluates to x.) When assign-
ing lists to each other, with ‘ ’ we mark “don’t-care” positions. For instance,
(a, ) ← (9, 4) is equivalent to a ← 9 (value 4 is discarded).

3 Signature Schemes and Key Extractability

We first reproduce standard definitions associated with signature schemes, and
then consider a less common property that signature schemes might have: key
extractability.

3.1 Regular Signature Schemes

We recall the definition of digital signatures and their essential security property:
unforgeability.
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Digital Signature Schemes. A digital signature scheme (DS) for a message
space M consists of algorithms gen, sgn, vfy together with a signing key space SK,
a verification key space VK, and a signature space S. The key generation algo-
rithm gen outputs a signing key sk ∈ SK and a verification key vk ∈ VK. The
signing algorithm sgn takes a signing key sk ∈ SK and a message m ∈ M, and
outputs a signature σ ∈ S. The verification algorithm vfy takes a verification
key vk ∈ VK, a message m ∈ M, and a (candidate) signature σ ∈ S, and out-
puts either T or F to indicate acceptance or rejection, respectively. A shortcut
notation for these syntactical definitions is

gen → SK × VK SK × M → sgn → S VK × M × S → vfy → {T, F}.

For a verification key vk ∈ VK we denote with V(vk) the set of message-signature
pairs that are valid with respect to vk :

V(vk) := {(m,σ) ∈ M × S : vfy(vk ,m, σ) = T}.

A signature scheme is correct if for all (sk , vk) ∈ [gen] and m ∈ M and σ ∈
[sgn(sk ,m)] we have (m,σ) ∈ V(vk).

Unforgeability. For reference we reproduce the definition of the standard
security notion for signature schemes: (existential) unforgeability (under chosen-
message attacks). For a signature scheme Σ, associate with any adversary F its
forging advantage Advuf

Σ (F) := Pr[UF(F)], where the game is in Fig. 1. Intu-
itively, a signature scheme provides unforgeability if all practical adversaries have
a negligible forging advantage.

Fig. 1. Security experiment UF modeling the unforgeability of signatures. Adversary F
has access to oracle Sign. We write ‘Require C’ for a condition C as an abbreviation
for ‘If not C: Stop with F’.

3.2 Key-Extractable Signature Schemes

We are interested in subclasses of signature schemes where the signing key can
be reconstructed from (valid) signatures on specific message configurations. We
formalize such extractability properties for strictly one-time (SOT) and double-
authentication preventing (DAP) signatures. In a nutshell, a signature scheme
is strictly one-time if the signing key can be recovered from signatures on any
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two different messages, and it is double-authentication preventing if messages
consist of two components, the address and the payload, and the signing key can
be recovered if two messages are signed that have the same address but different
payloads. While the DAP definition was first developed in [17,18] we are not
aware of a prior formalization of the SOT notion.

Key Extractability. Let gen, sgn, vfy,SK,VK,S be the algorithms and spaces
of a digital signature scheme for a message space M. We say that the scheme
is key-extractable if there exists an auxiliary extraction algorithm ext that takes
a verification key vk ∈ VK and two message-signature pairs (m1, σ1), (m2, σ2) ∈
M×S, and outputs either a signing key sk ∈ SK or the failure symbol ⊥ /∈ SK.
A shortcut notation for this syntactical definition is

VK × (M × S) × (M × S) → ext → SK /⊥.

We formulate two notions of correctness (of extraction):

SOT. The signature scheme is strictly one-time if algorithm ext is such that for
all (sk , vk) ∈ [gen] and (m1, σ1), (m2, σ2) ∈ M × S we have

(m1, σ1), (m2, σ2) ∈ V(vk) ∧ m1 �= m2 =⇒ ext(vk ,m1, σ1,m2, σ2) = sk .

DAP. The signature scheme is double-authentication preventing if there exist
an address space A and a payload space P such that M = A × P, and
algorithm ext is such that for all (sk , vk) ∈ [gen] and (m1, σ1), (m2, σ2) ∈
M × S, if we write mi = (ai, pi) and have (m1, σ1), (m2, σ2) ∈ V(vk) then

a1 = a2 ∧ p1 �= p2 =⇒ ext(vk ,m1, σ1,m2, σ2) = sk .

Unforgeability of Strictly One-Time Signatures. In SOT signatures,
everybody getting hold of two valid message-signature pairs can first recover the
signing key and then create signatures on arbitrary messages. For such signa-
ture schemes the standard notion of unforgeability, where two message-signature
pairs are easily obtained through the signing oracle, is thus not meaningful. We
hence formalize a dedicated (weakened) unforgeability notion: For a signature
scheme Σ, associate with any adversary F its (strictly one-time) forging advan-
tage Advsot

Σ (F) := Pr[SOT(F)], where the game is in Fig. 2.2 Note that the only
difference between the UF and SOT games is the added instruction in line 06 of
game SOT which precisely prevents the adversary from posing a second query
to the Sign oracle. Intuitively, a SOT signature scheme provides unforgeability
if all practical adversaries have a negligible forging advantage.

2 Note that the ‘strictness property’ of SOT signatures involves only their functionality
and is not reflected in the game which formalizes precisely the unforgeability of
(regular) one-time signatures. We use the names SOT for the game and sot for the
notion merely to allow for a clear association between functionality and targeted
security notion.
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Fig. 2. Security experiment SOT modeling unforgeability for strictly one-time sig-
nature schemes. Adversary F has access to oracle Sign. We write ‘Require C’ for a
condition C as an abbreviation for ‘If not C: Stop with F’.

Unforgeability of Double-Authentication Preventing Signatures.
In DAP signatures, everybody getting hold of two valid message-signature pairs
can create signatures on arbitrary messages if the two messages have the same
address but different payloads. As we did for SOT signatures, also for DAP signa-
tures we use a dedicated unforgeability notion [17,18]: For a signature scheme Σ,
associate with any adversary F its forging advantage Advdap

Σ (F) := Pr[DAP(F)],
where the game is in Fig. 3. In the game, note that we replaced the set L (of
games UF,SOT) that keeps track of signed messages by an associative array
L[·] that manages one such set per address, keeping track of signed payloads.
Intuitively, a DAP signature scheme provides unforgeability if all practical adver-
saries have a negligible forging advantage.

Fig. 3. Security experiment DAP modeling unforgeability for double-authentication
preventing signature schemes. Adversary F has access to oracle Sign. We write
‘Require C’ for a condition C as an abbreviation for ‘If not C: Stop with F’.

4 Constructing DAP Signatures from SOT Signatures

We present a construction of a DAP signature scheme from a SOT signature
scheme that offers exceptional performance but requires that the cardinality
n = |A| of the address space is not too large. The basic idea of our scheme
is to let the DAP key generation algorithm perform n-many SOT key gener-
ations independently of each other, one for each address, and to present the
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resulting set of SOT signing (resp. verification) keys as a single DAP signing
(resp. verification) key. To DAP-sign a message m = (a, p), the SOT signing
key sk [a] corresponding to address a is retrieved and payload p authenticated
with it. The DAP verification algorithm works analogously. Observe that, with-
out further modification, this design is unforgeable (in the DAP sense) but not
key-extractable. Indeed, double-signing, i.e., violating the DAP property, reveals
only one of the required n-many SOT signing keys. We apply two tricks to achieve
full key extractability: (1) Instead of generating the n-many SOT signing keys
independently of each other and with individual random coins, we generate them
deterministically as a function of the address they are associated with, using the
output of a PRF as the coins required for key generation. More precisely, for each
address a we first derive ‘random’ coins as per r ← F (k, a), where F is the PRF
and k its key (that is stored as part of the DAP signing key), and then compute
the SOT key pair corresponding to a as per (sk [a], vk [a]) ← gen〈r〉, where the 〈·〉
notation indicates running an (otherwise randomized) algorithm with explicitly
given coins. Note that this reduces the size of the DAP signing key from linear
(in n) to constant. (2) We include (one-time pad) encryptions of PRF key k in
the DAP verification key such that knowledge of any SOT signing key sk [a] suf-
fices to recover it. More concretely, we embed into the DAP verification key the
set of values k + h(a, sk [a]), for all a ∈ A, where + denotes (in most cases) the
bit-wise XOR operation and h is a random oracle. (This technique is borrowed
from [3].) Overall, as we prove, this is sufficient to achieve key-extractability in
the DAP sense. We give the formal details of our construction in the following.

SOT-to-DAP transform. Let A,P be sets. From a key-extractable signa-
ture scheme Σ for message space P with algorithms gen, sgn, vfy, ext and spaces
SK,VK,S we construct a key-extractable signature scheme Σ′ for message space
M = A×P with algorithms gen′, sgn′, vfy′, ext′ and spaces SK′,VK′,S ′ such that
if the former is strictly one-time then the latter is double-authentication prevent-
ing. As building blocks we employ a pseudorandom function F : K×A → R that
has a commutative group (K,+) as its key space3 and the randomness space R
of algorithm gen as its range, and a hash function h : A × SK → K. Both F
and h will be modeled as random oracles in the security analysis. Let SK′ = K,
VK′ = VK|A| × K|A|, S ′ = S, and implement algorithms gen′, sgn′, vfy′ as speci-
fied in Fig. 4. (Algorithm ext′ is specified in Fig. 5 and discussed below.)

The signature schemes obtained with our transform provide both unforge-
ability and key extractability.

Theorem 1 (DAP unforgeability). Let Σ and Σ′ be the SOT and DAP sig-
nature schemes involved in our construction. If Σ is unforgeable in the SOT
sense then Σ′ is unforgeable in the DAP sense. More precisely, for any adver-
sary F ′ against Σ′ there exist adversaries E ,F against Σ such that in the random
oracle model for F and h we have

Advdap
Σ′ (F ′) ≤ n · Advsot

Σ (F) + qF /|K| + n · qh · Advsot
Σ (E),

3 Consider that same-length bit-strings together with the bit-wise XOR operation form
a commutative group to see that this requirement is easily fulfilled in practice.
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Fig. 4. Our SOT-to-DAP transform (main algorithms). The 〈·〉 notation in lines 04
and 11 indicates that gen is (deterministically) invoked on random coins r.

where n = |A| is the cardinality of the address space, qF and qh are the numbers
of queries to F and h, respectively, and K is the key space of the PRF. The
running times of E and F are about that of F ′.

Proof sketch. On first sight the security argument for our construction seems to
be straight-forward: Any valid DAP signature is in fact a valid SOT signature,
so forging the one implies forging the other. Also the DAP signing oracle seems
to be easily simulated with the SOT signing oracle. (The latter processes at most
one query per key, but this is perfectly matched with the one-query-per-address
requirement of DAP unforgeability). The reason why ultimately the proof is not
that easy is that the DAP construction uses the SOT scheme in a non-blackbox
fashion. More precisely, for a reductionist proof to go through, the random coins
of the SOT key generation would need to be freshly drawn right before key
generation, and be forgotten immediately afterwards. This is not necessarily the
case in our construction, as the coins are generated in a specific and reproducible
way, using the PRF. More precisely, as we model the PRF as a random oracle,
the coins are uniform and hidden from the adversary as long as the PRF key k
is not queried by the latter to its F oracle. However, as h-based encryptions of k
are embedded into the verification key, bounding the probability of this event
involves arguing about the probability of reconstructing SOT signing keys, and
such arguments can only be given if the SOT key generation algorithm receives
properly distributed coins, i.e., coins that are drawn uniformly at random. Below
we give a more careful analysis that avoids this circularity by cleverly condition-
ing events on each other.

In the following we refer with EF to the event that the adversary poses a
query with first argument k to its F oracle. We need to bound the probability
that EF occurs to a small value. There are precisely two ways that lead the
adversary to posing such a query: (1) Without any knowledge about k but by
sheer luck: the adversary guesses k ∈ K and hits the right one. As the adversary
can try qF times, the probability for this is bounded by qF /|K|. (2) By making a
more informed guess, i.e., by exploiting obtained knowledge about k. Note that
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the only information available about k are its random oracle based encryptions,
which are information-theoretically hiding up to the point where the adversary
poses a corresponding query to the h oracle. Let Eh be the corresponding event
that the adversary queries oracle h on one of the n-many SOT signing keys.
Instead of deriving individual bounds for Pr[EF ] and Pr[Eh], we analyze the
probabilities of two closely related events:

Let E′
F be the event that EF occurs before Eh, including the case that Eh

does not occur at all, and let E′
h be the event that Eh occurs before EF , including

the case that EF does not occur at all. Then, as discussed above, we have
Pr[E′

F ] ≤ qF /|K|. Further, as in the E′
h case we can assume perfectly random

coins of SOT key generation, we can bound Pr[E′
h] with the probability of SOT

key recovery, which is in particular bounded by the SOT forging probability. In
particular there exists for each 1 ≤ α ≤ n an adversary Eα such that Pr[E′

h | the
h query happens for address number α] ≤ qhAdvsot

Σ (Eα). By defining adversary E
such that it uniformly picks a value 1 ≤ α ≤ n and then behaves like Eα, we
obtain Pr[E′

h] ≤ nqhAdvsot
Σ (E).

The bounds on E′
F and E′

h can be additively combined as Pr[EF ∨ Eh] =
Pr[E′

F ] + Pr[E′
h]. If Eσ denotes the event of a DAP forgery then overall we

have Advdap
Σ′ (F ′) = Pr[Eσ] ≤ Pr[Eσ | ¬EF ∧ ¬Eh] + Pr[EF ∨ Eh]. We already

bounded the second term. For the first term note that ¬EF ∧ ¬Eh means that
the adversary does not exploit the random oracle based encryption of the signing
key. In this case the initially discussed natural reduction works, showing Pr[Eσ |
¬EF ∧ ¬Eh] ≤ nAdvsot

Σ (F), for a forger F that results from the reduction.
By combining the above bounds we obtain the one from the theorem

statement. 
�

Theorem 2 (DAP key extractability). Let Σ and Σ′ be the SOT and DAP
signature schemes involved in our construction. If Σ is strictly one-time then Σ′

is double-authentication preventing. More precisely, the algorithm ext′ specified
in Fig. 5 is an extraction algorithm for scheme Σ′ if its building block ext is an
extraction algorithm for scheme Σ.

Fig. 5. SOT-to-DAP transform (extraction algorithm). We write ‘Require C’ for a
condition C as an abbreviation for ‘If not C: Return ⊥’. Note that the condition in
line 05 is always fulfilled.
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Proof. The argument is immediate: Having two “colliding” DAP signatures
means having two SOT signatures that are valid under the same verification key
but are on different messages. The DAP extraction algorithm in Fig. 5 applies
the SOT extraction algorithm to this setting to first recover the SOT signing key
and then, by decrypting the corresponding h-based ciphertext, the DAP signing
key. 
�

5 Constructing SOT Signatures

We propose the Fixed-Commitment transform that constructs signature schemes
from generic identification (ID) protocols, in a way related to that of the classic
Fiat–Shamir transform [10]. While the latter turns ID schemes into standard
unforgeable signature schemes, the signature schemes obtained with our new
transform are strictly one-time. We first recall details of (three-move) identifica-
tion protocols, then of the Fiat–Shamir transform, and then specify and study
our own construction.

5.1 Three-Move ID Protocols

We recall the definition of an important class of identification protocols and of
the security properties connected to it: special soundness, (honest-verifier) zero-
knowledge, and resilience against key recovery. While we refer to [11,12,14] for
general treatments of ID protocols, our notation is in particular close to that
of [2].

Three-Move ID Protocols. A three-move ID protocol consists of algorithms
G,P1,P2,V, an identification secret key space ISK, an identification public
key space IPK, a commitment space CMT, a challenge space CH, a response
space RSP, and a (prover) state space ST. The key generation algorithm G out-
puts a secret key isk ∈ ISK and a public key ipk ∈ IPK. Algorithms P1 and P2

are for the prover: Algorithm P1 takes a secret key isk ∈ ISK and a public key
ipk ∈ IPK, and outputs a state st ∈ ST and a commitment cmt ∈ CMT. Algo-
rithm P2 takes a state st ∈ ST and a challenge ch ∈ CH, and outputs a response
rsp ∈ RSP. Algorithm V is for the verifier: It takes a public key ipk ∈ IPK,
a commitment cmt ∈ CMT, a challenge ch ∈ CH, and a response rsp ∈ RSP,
and outputs T or F to indicate acceptance or rejection, respectively. A shortcut
notation for these syntactical definitions is

G → ISK × IPK
ISK × IPK → P1 → ST × CMT

ST × CH → P2 → RSP
IPK × CMT × CH × RSP → V → {T, F}
We further write TR = CMT × CH × RSP for the transcript space of the
ID protocol. A three-move ID protocol is correct if for all (isk , ipk) ∈ [G]
and (st , cmt) ∈ [P1(isk , ipk)] and ch ∈ CH and rsp ∈ [P2(st , ch)] we have
V(ipk , cmt , ch, rsp) = T.
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Special soundness. A three-move ID protocol has special soundness if there
exists an extraction algorithm that recovers the identification secret key from
all (valid) same-commitment-different-challenge transcript pairs. Formally, the
notion requires the existence of an algorithm E that takes an identification
public key ipk ∈ IPK and two transcripts T1, T2 ∈ TR and outputs either a
secret key isk ∈ ISK or the failure symbol ⊥ /∈ ISK. For correctness (of extrac-
tion) we require that for all (isk , ipk) ∈ [G] and T1, T2 ∈ TR, if we write Ti =
(cmt i, chi, rspi) and have that V(ipk , cmt1, ch1, rsp1) and V(ipk , cmt2, ch2, rsp2)
evaluate to T, then cmt1 = cmt2 ∧ ch1 �= ch2 implies E(ipk , T1, T2) = isk .

Honest-Verifier Zero-Knowledge. A three-move ID protocol is (perfectly)
honest-verifier zero-knowledge if honestly generated transcripts leak nothing
about the involved secret key material. Formally, the notion requires the exis-
tence of a simulator S that takes a public key ipk ∈ IPK and outputs a transcript
(cmt , ch, rsp) ∈ TR such that for all (isk , ipk) ∈ [G] the distributions

{
(st , cmt) ←$ P1(isk , ipk); ch ←$ CH; rsp ←$ P2(st , ch) : (cmt , ch, rsp)

}

and {
(cmt , ch, rsp) ←$ S(ipk) : (cmt , ch, rsp)

}

are identical.

Resilience against Key Recovery. A three-move ID protocol ID is resilient
against (blind) key recovery attacks if no adversary can reconstruct the iden-
tification secret key from just the identification public key (no sample tran-
scripts are provided). Formally, for all inverters I we define the advantage
Advkr

ID(I) := Pr[(isk , ipk) ←$ G; isk ′ ←$ I(ipk) : isk = isk ′]. Intuitively, an
ID scheme is resilient against key recovery if all practical inverters have a negli-
gible advantage.

5.2 The Fiat–Shamir Transform

A well-known generic construction of a signature scheme from a three-move ID
scheme and a random oracle is by Fiat and Shamir [10]. In a nutshell, for cre-
ating a signature on a message the signer invokes the P1 algorithm to obtain
a fresh commitment, simulates an (honest) verifier by letting the random ora-
cle, on input the commitment and the message, specify a challenge, and finally
invokes the P2 algorithm to obtain a response that completes the transcript.
The signature consists of the commitment and the response. The verification
algorithm recovers the challenge by querying the random oracle and checks for
transcript validity using the V algorithm. For reference we reproduce the details
of this construction in the following.

Fiat–Shamir Transform. Let M be a message space and let G,P1,P2,V be
the algorithms and ISK, IPK,CMT,CH,RSP,ST be the spaces of a three-move
ID protocol. Let H : IPK×CMT×M → CH be a hash function. Then the Fiat–
Shamir transform (FS) converts the ID protocol into a signature scheme Σ:
After letting SK = ISK × IPK, VK = IPK, S = CMT × RSP, the algorithms
gen, sgn, vfy of the scheme are as specified in Fig. 6.
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Fig. 6. Signature scheme obtained via the Fiat–Shamir transform.

5.3 The Fixed-Commitment Transform

We propose the Fixed-Commitment transform (FC) as an alternative way of
constructing a signature scheme from a three-move ID protocol. It differs from
the Fiat–Shamir transform in that generating a commitment using the P1 algo-
rithm happens only once and during key generation, instead of during sign-
ing operations. The challenge (of the ID protocol) continues to be a function
of commitment and message. Thus, signatures on different messages share the
same commitment but use different challenges, allowing for the extraction of the
identification secret key via the special soundness property. By using a similar
trick as in our SOT-to-DAP transform (see Sect. 4), i.e., by embedding a ran-
dom oracle based encryption of the remaining signing key components into the
verification key, the signature scheme is rendered strictly one-time. We specify
the details of the FC transform in the following.

Fixed-Commitment Transform. Let M be a message space and let G,P1,
P2,V be the algorithms and ISK, IPK,CMT,CH,RSP,ST be the spaces of a
three-move ID protocol. Assume (ST,+) is a commutative group (see footnote
3). Let H : IPK × CMT × M → CH and h : ISK → ST be hash functions, both
of which will be modeled as random oracles in the security analysis. Then the
Fixed-Commitment transform (FC) converts the ID protocol into a signature
scheme Σ: After letting SK = IPK × ST × CMT, VK = IPK × CMT × ST,
S = RSP, the algorithms gen, sgn, vfy, ext of the scheme are as specified in Fig. 7.

The signature schemes obtained with our transform provide both unforge-
ability and key extractability.

Theorem 3 (SOT unforgeability). Let ID be a three-move ID protocol and let
Σ be the signature scheme obtained from it via the Fixed-Commitment transform.
If ID has special soundness, is honest-verifier zero-knowledge, and is resilient
against key recovery, then Σ is unforgeable in the SOT sense. More precisely,
for any adversary F against Σ there exists an inverter I such that in the random
oracle model for H and h we have

Advsot
Σ (F) ≤ Q · Advkr

ID(I) + (qH)2/|CH|,

where Q = qH + qh and qH , qh are the numbers of queries to random oracles H
and h, respectively. The running time of I is about that of F .
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Fig. 7. SOT signature scheme obtained via the Fixed-Commitment transform. We
write ‘Require C’ for a condition C as an abbreviation for ‘If not C: Return ⊥’. Note
that the condition in line 27 is always fulfilled.

Proof sketch. Consider first the variant of the FC transform that does not embed
encrypted state information in the verification key. With respect to this scheme,
the simulator for game SOT has to provide the adversary with a verification
key, a signature oracle that processes at most one query, and access to random
oracle H. Insist w.l.o.g. that the adversary poses precisely one signing query,
and that before it does so it poses the corresponding query to H. Let m be the
message for which the signature is requested, and let 1 ≤ i ≤ qH be the index
of the corresponding H-query. The simulator proceeds as follows: it generates a
key pair (isk , ipk) with G; it guesses an index 1 ≤ j ≤ qH uniformly at random;
it aborts, with probability 1 − 1/qH , if j �= i; it generates a protocol transcript
(cmt , ch, rsp) using the zero-knowledge simulator; it answers the jth H-query
with challenge ch (all remaining H-queries are answered with uniformly picked
challenges); it invokes the adversary on input the verification key composed
of ipk and cmt . Note that the simulator can properly simulate a signature on
message m, just by releasing rsp. Note further that with probability 1−qH/|CH|,
for the challenge ch∗ corresponding to the forgery output by the adversary we
have ch �= ch∗. As in this situation the special-soundness extraction algorithm is
applicable to recover isk , a natural reduction shows that the forging advantage
is bounded by qHAdvkr

ID(I) + (qH)2/|CH|, for an inverter I.
Consider next the full scheme that includes the encryption in the verification

key. This additional information is completely useless to the adversary up to the
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point where it poses a h(isk) query. Each such query can be seen as trying to
break a key recovery challenge against scheme ID. That is, to the above bound
the term qhAdvkr

ID(I) needs to be added. The overall result is the bound claimed
in the theorem statement. 
�
Theorem 4 (SOT key extractability). Let ID be a three-move ID protocol
and let Σ be the signature scheme obtained from it via the Fixed-Commitment
transform. If ID has special soundness then Σ is strictly one-time. More pre-
cisely, if H is collision resistant then algorithm ext in Fig. 7 constructs an extrac-
tion algorithm for scheme Σ from the extraction algorithm E of scheme ID.

Proof. The argument is immediate: Having two signatures on different messages
means having two ID protocol transcripts with the same commitment but dif-
ferent challenges (this requires that hash function H be collision resistant, see
line 23 in Fig. 7). Our SOT extraction algorithm applies the special-soundness
extraction algorithm to this setting to first recover the identification secret key,
and then, by decrypting the corresponding h-based ciphertext, the missing com-
ponent of the SOT signing key. 
�

6 Putting Things Together: DLP-Based DAP Signatures

The overall goal of this article is to construct a practical DLP-based DAP signa-
ture scheme with short signatures. As in Sect. 4 we constructed DAP signatures
generically from SOT signatures, and in Sect. 5 we constructed SOT signatures
generically from ID schemes, what is missing is the specification of appropriate
DLP-based identification schemes. The classic candidates for this are the schemes
by Schnorr [20] and Okamoto [15]. Both of them provide special soundness and
honest-verifier zero-knowledge, and thus fit into our ID protocol framework. A
less known and less general scheme is the one underlying DSA and ECDSA sig-
natures [1,8] (which can be seen as a variant of Schnorr’s scheme, obfuscated to
avoid intellectual property issues).

In Figs. 8 and 9 we expose how our overall DAP scheme looks like if the three-
move ID protocol is instantiated with the ones underlying Schnorr and (EC)DSA
signatures, respectively. In both cases, targeting the 128 bit security level, we
propose a PRF key length of κ = 128 bit and a group order of 2κ = 256 bit.
Further, for compactness of verification keys, we suggest using elliptic curve
groups. In particular it would be somehow natural to instantiate the Schnorr-
based scheme with the parameters of (Schnorr-based) EdDSA signatures [4] (i.e.,
on Edwards curves) and the (EC)DSA-based scheme with NIST-standardized
curves.4 In both cases the signature size would be 256 bit. No DAP signature

4 That this is “natural” was communicated to us by software engineers. From an
academic perspective the choice of curve should be orthogonal to the choice of
ID scheme. On the other hand, there seems nothing wrong with the proposal, so
we stick to it.
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Fig. 8. DAP signature scheme based on Schnorr signatures, defined in respect to a
cyclic group G = 〈g〉 of prime-order q. We assume hash functions F : {0, 1}κ × A →
Zq × Zq, h : A × Zq × Zq → {0, 1}κ, H : G × G × M → Zq.

Fig. 9. DAP signature scheme based on (EC)DSA signatures (where we use the nota-
tion of the DSA algorithms from [9]). We assume a cyclic group G as in Fig. 8, and
hash functions F : {0, 1}κ × A → Zq × Zq, f : G → Zq, h : A × Zq × Zq → {0, 1}κ,
H : M → Zq. We write ‘Require C’ for a condition C as an abbreviation for ‘If not C:
Return ⊥’.

scheme proposed in the past has that short signatures (so far, the shortest DAP
schemes have 2048 bit [3] and 1280 bit [7] signatures, which we beat by a factor of
8 and 5, respectively), and likely the length is even optimal (in the DLP setting).
The verification keys are considerably less compact, with a size of 640|A| bits.
Note this is only slightly larger than those of [7] which are roughly 512|A| bits
in size.
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