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Abstract. MIKELANGELO is a project, targeted to disrupt the core
underlying technologies of Cloud computing, enabling even bigger uptake
of Cloud computing, HPC in the Cloud and Big Data technologies
under one umbrella. The vision of it is to improve responsiveness, agility
and security of the virtual infrastructure through packaged applica-
tions, using lean guest operating system OSv and superfast hypervisor
SuperKVM. In short, the work will concentrate on improvement of vir-
tual I/O in KVM, using additional virtio expertise, integrated with the
light-weight operating system OSv and with enhanced Security. The HPC
in the Cloud focus will be provided through involvement of a large HPC
centre, with the ability and business need to cloudify their HPC business.
The Consortium consists of hand-picked experts (e.g., the original creator
of KVM - Avi Kivity) who participate in the overall effort to reduce one
of the last performance hurdles in the virtualisation (I/O). Other layers
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of inefficiency are addressed through OSv (thin operating system). Such
approach will allow for use of MIKELANGELO stack on heterogeneous
infrastructures, with high responsiveness, agility and improved security.
The targeted audience are primarily SMEs (e.g. simulation dependent
SMEs) and data center operators who either benefit from higher perfor-
mance or flexibility, introduced by the software stack. Four real world
use-cases with clear owners, serve as validators and also directly con-
tribute to the exploitation of project results.

Keywords: Cloud computing - HPC - Big data + SuperKVM - KVM
Virtualised infrastructures - OSv - vTorque

1 Introduction

MIKELANGELO project® [1,3] is about improved performance, flexibility and
manageability of virtualised infrastructures. The project deals with a wide range
of technologies on many different levels of a typical stack, such as cloud and
HPC. These involve the hypervisor, the guest operating system and the man-
agement layers. On top of that, this holistic approach puts MIKELANGELO
into a unique position with the capacity of providing several cross-cutting tech-
nologies extending the potential of individual components. Today’s Cloud and
HPC architectures are inefficient, as there is always a trade-off between flexi-
bility, efficiency, stability and security. Cloud environments are in general more
flexible than static HPC environments, in terms of operating systems, kernel ver-
sion, software availability and abstraction of compute environments, i.e. shared
file system mount paths. However, Cloud’s flexibility provided by virtualiza-
tion comes with the disadvantage of a high overhead for I/O intensive applica-
tions. The overhead of I/O performance in virtual environments when compared
to native performance of compute nodes is not suitable for many HPC work-
loads that are latency-sensitive or have high I/0O rates [2]. The project addresses
the whole stack comprising typical infrastructure as a service (IaaS) or, with
the support of some of the use cases, even platform as a service (PaaS). Its
core development focuses on enhancements made to the KVM hypervisor and
several, both functional and non-functional, improvements of the guest oper-
ating system. The optimized hypervisor sKVM targets, in combination with
the lean guest operating system and further optimizations for virtualized 1/0,
like virtual RDMA (vRDMA), improved I/O core scheduling (IOCM), Zero-
Copy transmission (ZeCoRX) and shared memory between VMs running on the
same host (UNCLOT), snap for holistic telemetry and SCAM for greater secu-
rity, to improve the overall performance, flexibility and manageability of the
two formerly distinct Cloud and HPC environments. All of these components
are transparently integrated into commonly used middlewares, the widely used
HPC batch-system PBS/Torque [4] for HPC environments and OpenStack for
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Clouds. vTorque extends PBS/Torque and provides the baseline for the integra-
tion of several MIKELANGELO components into HPC environments. It comes
with management capabilities by the creation of virtual environments and the
deployment of batch workloads in such. While MCM enhance OpenStack by new
scheduling capabilities, Scotty provides by continuous integration support. All
components can also be deployed independently.

2 MIKELANGELO Architecture

This document describes the current status of the final architecture and pro-
vides an overview of all components involved and where they are located in the
different layers the MIKELANGELO framework. The architecture is designed
to improve the I/O performance in virtualised environments and also to bring
the benefits of flexibility through virtualization to HPC systems. These benefits
include, besides application packaging and application deployment, also elastic-
ity during the application execution, without losing the high performance in
computation and communication provided by HPC infrastructures. Each of the
components can be used independently of other, however the benefits sum up
combining as much components as possible. The diagram in Fig. 1 shows a high
level overview of these components and their relations. The Hypervisor Architec-
ture, sSKVM, aims at improving performance and security at the lower layer of the
architecture, the hypervisor. Previous work was divided into three separate com-
ponents: IOcm, an optimization for virtual I/O devices that uses dedicated 1/0O
cores, virtual RDMA (vVRDMA) for low overhead communication between virtual
machines, UNCLOT for shared memory between VMs running on the same host,
and ZeCoRx avoids copying data between host and guest buffers on the receive
path. Further SCAM, a security feature identifying and preventing cache side-
channel attacks from malicious co-located virtual machines in multi tenant Cloud
environments. The guest operating system (or “guest OS”) is the operating sys-
tem, it implements the various APIs (Application Programming Interfaces) and
ABIs (Application Binary Interfaces) which the applications utilize. The goals
of enhancing the guest operating system are to run 1/O-heavy and HPC (high
performance computing) applications more efficiently than on traditional virtu-
alized operating systems. Several cross-layer optimizations are targeted, ranging
from hypervisor on host OS up to the guest OS. In addition to improving effi-
ciency, another goal of the project is to simplify deployment of applications in
the cloud. MIKELANGELO initially focused only on application package man-
agement with its extensions done primarily to the Capstan open source project.
A completely new way of composing self-sufficient virtual machine images based
on OSv [5] is introduced. It allows for flexible and efficient reuse of pre-built
application packages that are readily provided by the consortium. It also builds
on best practices on how to approach the package preparation with various pack-
ages from the HPC and Big data fields. Since then, progressed towards cloud
management and application orchestration. This comprises the integration of
full support for deployment of unikernels onto OpenStack. Application orches-
tration using container-like interfaces is the last step towards management of
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lightweight applications on top of heterogeneous infrastructures. All of this has
been joined under one main toolbox (LEET - Lightweight Execution Environ-
ment Toolbox). On top of these components, the project also delivers compo-
nents spanning over all the layers of the software stack. This includes snap and
SCAM. Snap is a holistic telemetry solution aimed at gathering data from all
the layers of the target infrastructures, ranging from the hardware through all
layers of the infrastructure software to the applications themselves. Snap further-
more provides flexible telemetry data processing capabilities and a wide range
of storage backends. Finally, MIKELANGELO uses two commonly used deploy-
ment targets: Cloud and HPC. The purpose of integrating the aforementioned
components into a common environment is to demonstrate the potential of the
individual components. Cloud integration presents the architectural design and
gives details on how the integration with OpenStack is achieved. There is the
updated CI integration component Scotty and also a new component dedicated
to live re-scheduling of resources in Clouds, called Mikelangelo Cloud Manager
(MCM). Another tool introduced is called OSmod and is utilized to modify the
host operating system. Integration of all components eligible for HPC environ-
ments is achieved by extending the widely-spread batch system management
software Torque, under the name of vTorque. It extends PBS/Torque by virtu-
alization capabilities to handle VM instantiation, job deployment and VM tear
down within the Torque job life cycle in a transparent way to the user.
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Fig. 1. High-level Cloud and HPC-Cloud architecture.
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3 Evaluation and Validation

There are four use cases to validate the project results which provide a perspec-
tive to transition project results into active exploitation. The use cases are: big
data, aerodynamic maps, cancellous bones and a cloud bursting use case. These
cover the most important areas of applications for Cloud and HPC. Cloud com-
puting is tackled by the big data use case, by the aerodynamics use case, and
by the cloud bursting use case. Big data is specifically handled by the big data
use case. It deployes a virtualized big data platform in the cloud with an auto-
mated deployment of synthetic workloads and defined real-world workloads for
validation. The cloud bursting use case has developed a new IO scheduler for
ScyllaDB, an IO tuning component for ScyllaDB, it improved an RPC frame-
work, and it enhanced the efficiency of data streaming for database replication.
Typical HPC applications are covered by the aerodynamic maps use case and
the cancellous bones use case. The aerodynamics use case has created a sim-
ulation platform with a dashboard supporting the submission of experiments,
defined test cases, implemented application packaging. The cancellous bones use
case ported its simulation to OSv. The figures below provide an evaluation of
accomplished improvements, beneficial to all four use-case, tackling the most
crucial part of today’s virtualization, the I/O (Figs. 2 and 3).
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