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Preface

In a world in which technology is increasingly present in people’s lives, and changing
human behavior often is the key to solving many societal and personal problems,
studying how technology might be used to influence humans (in their behavior, atti-
tudes, and information processing) is very important. In close multidisciplinary col-
laboration, researchers study the design, psychology, development, and evaluation of
Persuasive Technology, and produce knowledge important for many different appli-
cation domains (e.g., health care, sustainability, education, or marketing).

PERSUASIVE, the annual international conference on Persuasive Technology is the
leading venue for ground-breaking research and novel designs of persuasive tech-
nologies. At this annual conference researchers from academia and industry from all
over the world discuss the latest persuasive theories, strategies, applications, and
artifacts. The conference was organized for the first time in 2006 in Eindhoven (The
Netherlands), and then visited Palo Alto (USA), Oulu (Finland), Claremont (USA),
Copenhagen (Denmark), Columbus (USA), Linköping (Sweden), Sydney (Australia),
Padua (Italy), Chicago (USA), Salzburg (Austria), returning to The Netherlands
(Amsterdam) in 2017.

PERSUASIVE 2018 was the 13th edition of the conference, and took place in
Waterloo, Canada, in April 2018. The theme of the 2018 edition of the conference
“Making a Difference” was both a celebration of what Persuasive Technology has
accomplished and a challenge for where Persuasive Technology can make a difference
in the future. As a result, Persuasive 2018 invited papers that demonstrate how per-
suasive technologies can help solve societal issues and ones that explore new frontiers
for Persuasive Technology, such as personalized persuasion, new sensor usage, uses of
big data, and new ways of creating engagement through gaming or social connection,
focussing on a variety of technologies (e.g., Web, wearables, AI, and smart environ-
ments). Persuasive 2018 welcomed papers that are grounded in relevant and up-to-date
theory, transcending a mere showcasing of applications, and addressing the general-
izability of results.

The Doctoral Consortium took place on the 16th of April, where 12 PhD students
presented their work to a commitee consisting of Lennart Nacke, Jaap Ham, Harri
Oinas-Kukkonen, and Jennifer Boger, chaired by Lisette van Gemert-Pijnen.

On the 17th of April, the conference featured four workshops:

• 6th International Workshop on Behavior Change Support Systems (BCSS 2018):
Using Extensive Data in Design and Evaluation of BCSS

• Third International Workshop on Personalizing Persuasive Technologies: A Road
Map to the Future

• Persuasive Technology: Making a Difference Together (#MDT2018)
• Uncovering Dark Patterns in Persuasive Technology



On the same day, four tutorials took place:

• Persuasive Systems Design, Evaluation, and Research Through the PSD Model
• Transforming Sociotech Design (TSD)
• Gamification: Tools and Techniques for Persuasive Technology Design
• Combined Toolbox Tutorial

At the two-day main conference (April 18–19) opened by a keynote by Jason Hrera
(Head of Product, Behavioral Sciences at Walmart) and closed by a keynote by Julita
Vassileva (University of Saskatchewan), the conference showcased 25 oral presenta-
tions of accepted papers (short and long) and two poster sessions (pitches and pre-
sentations) accommodating 27 scientific posters.

This volume contains the accepted short and long papers presented during the main
track of the conference. Of the 59 submitted papers, 25 were accepted, yielding an
acceptance rate of 42.4%. Of the submitted papers, 48 were long papers (maximum 12
pages), of which 21 were accepted (i.e., acceptance rate of 43.8%), while of the 11
submitted short papers, four were accepted (i.e., acceptance rate of 36.4%). The 184
authors came from all over the world, and 42 reviewers (all experts in the field of
Persuasive Technology) were allowed to indicate their interest for specific (anon-
ymized) papers in a bidding procedure. Selected on the basis of these preferences, and
using additional random assignment and excluding conflicts of interest, at least two
reviewers evaluated each manuscript. Building on these detailed reviews and numerical
rankings, the Program Committee chairs selected the papers to be presented at the
conference, and to be published in this volume.

In addition to the papers presented in this volume, the conference also published
adjunct proceedings, which include the accepted abstracts of poster submissions, the
accepted position papers submitted to the doctoral consortium, as well as contributions
about the four workshops and the four tutorials that were accepted for the conference.

This conference was only a success thanks to the great efforts of a large number of
people. We would like to thank all authors for submitting their high-quality work, the
reviewers for their constructive and extensive feedback, and all scientific and organi-
zational chairs who worked hard to allow this conference to be such an important
addition to scientific knowledge and the research and practice community of Persuasive
Technology.

April 2018 Jaap Ham
Evangelos Karapanos

Plinio Morita
Catherine Burns
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Thinking About Persuasive Technology
from the Strategic Business Perspective: A Call

for Research on Cost-Based Competitive
Advantage

Xiuyan Shao(&) and Harri Oinas-Kukkonen

Oulu Advanced Research on Service and Information Systems,
University of Oulu, P.O. Box 3000, 90014 Oulu, Finland

{xiuyan.shao,harri.oinas-kukkonen}@oulu.fi

Abstract. Persuasive system features have been extensively examined, and
many of them have been shown to be effective in supporting individuals’
achieving their behavioral goals and enhancing system use. Also, companies and
organizations have utilized persuasive features in their implementations suc-
cessfully. However, in order to obtain competitive advantage, organizations
need to not only take using persuasive features as differentiation strategy, but
also to think about cost of developing persuasive systems. While the research on
evaluating persuasive features is important, we argue that previous research has
ignored the cost of building persuasive features. As a first step in remedying this
gap in research, we present and discuss four research directions for studying cost
of developing persuasive systems. This study contributes to persuasive tech-
nology field by paving the way for a new research area with highly practical
implications.

Keywords: Persuasive technology � Business strategy
Cost-based competitive advantage

1 Introduction

In recent years, technology has been used increasingly to persuade people and motivate
them toward various individually and collectively beneficial behaviors in various
domains such as healthcare, sustainability, education, and marketing. As a research
domain, persuasive technology encompasses disciplines such as social psychology,
communication studies, computer science, and information systems [1].

Fogg [2] defines persuasive technology as “interactive computing systems designed
to change people’s attitudes and behaviors” (p. 1), and Oinas-Kukkonen and Harjumaa
[3] define persuasive systems as information systems designed to “reinforce, change or
shape attitudes or behaviors or both without using coercion or deception” (p. 486).
Using such systems is based on voluntariness [1, 4]; for a system to be effective, it
would have to have enough persuasive power.

In an industry context, persuasive technologies play a key role in providing an
effective means to employ large scale, personalized interventions [2]. Existing

© Springer International Publishing AG, part of Springer Nature 2018
J. Ham et al. (Eds.): PERSUASIVE 2018, LNCS 10809, pp. 3–15, 2018.
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health-related persuasive technologies in commercial form, such as services, or
product-service combinations, make an attempt at influencing people to adopt a
healthier lifestyles. The majority of these services use implementations of influence
strategies and other theories from motivation and persuasion research to gain com-
pliance and/or change attitudes or behaviors [cf., 1]. Kelders et al. [5] reviewed the
literature on web-based health interventions and finds that the differences in technology
and interaction predict adherence to a web-based intervention. In their study, increased
interaction with a counselor, and more extensive employment of dialogue support
significantly predicted better adherence. Likewise, in automotive domain, Wilfinger
et al. [6] suggested to widen the scope of automotive persuasive interfaces to persuade
drivers to drive safer or in a more sustainable way. Persuasive technology also shows
its importance in sales and marketing. Basten et al. [7], through a virtual supermarket
simulation, found that triggers co-located with the target product lead to higher sales of
that product.

In academic settings, much of the focus in studying persuasive technology has been
comparing the effectiveness of technology with and without persuasive function on
changing people’s behavior. For example, Shamekhi et al. [8] indicated that patients
with chronic stress who have medical group visits with a computer-animated conver-
sational agent have more positive stress management behaviors as compared to patients
who have usual care (attending regular meetings with their primary care physician).
Some of the previous research has focused on explaining a system’s success factors.
For instance, Karppinen et al. [4] studied user experiences of a web-based health
Behavior Change Support Systems (BCSSs) designed as lifestyle intervention targeting
obesity, and suggested that self-monitoring, reminders, tunneling, and social support
were those system features that especially helped users to achieve their health behavior
change goals. Some of the previous studies have focused the usage of individual
persuasive features in different application domains. For example, Lehto and
Oinas-Kukkonen [9] studied multiple health-related behavior change support systems
targeting alcohol misuses and weight loss, and found that reduction and self-monitoring
were the most common system features to support accomplishing users’ primary task in
these domains. Some of the previous studies have addressed the effectiveness of par-
ticular persuasive features, and in several cases the results have been promising
whereas some of the results have been less clear. For instance, the role of reminders in
the context of interventions for weight loss, physical activity, and promoting a healthier
lifestyle have been studied. Schneider et al. [10] suggested that email prompts are quite
effective in boosting revisits to the program and Fry and Neff [11] reported that
together with personal contact with a counselor the periodic reminders increase the
effectiveness of the interventions, whereas Griffiths and Christensen [12] reported that
while using an information system reduces depressive symptoms weekly reminders
makes no difference in its effectiveness.

Previous research on persuasive technology has highlighted the importance of
designing persuasion into technologies. However, the selection criterion of particular
persuasive features for the systems under development is not limited to their effec-
tiveness on users’ behavior change. To obtain competitive business advantage in
industry, system development organizations usually have the pressure of developing
and implementing the systems within limited time and budget. Industry environment is

4 X. Shao and H. Oinas-Kukkonen



argued to be important to key constituents involved with information systems and
technologies [13]. Industry can influence information technology (IT) artifact, because
the design and functionality of most IT applications reflect an industry’s core tech-
nologies. Besides, market structure influences the features and structure of IT artifacts,
for example, when dominant suppliers or customer drive industry standards for elec-
tronic data interchange (EDI) and inter-organizational infrastructure. More importantly,
system development organizations have to take the industry environment better into
consideration to obtain competitive advantage.

In this viewpoint paper, we argue it is time for the field of persuasive technology to
more actively think of research from the business strategic perspective. In this paper,
we will discuss, under the framework of Persuasive Systems Design (PSD) model [3],
how to study the acquisition of competitive advantage by organizations.

2 Conceptual Background: Competitive Advantage

Understanding the sources of sustained competitive advantage has become a major area
of study in strategic management. Porter’s seminal work does not only address the
sources of sustained competitive advantage [14], but also addresses technology,
information and competitive advantage in information systems [15]. Porter’s generic
strategies (see Fig. 1) are the most referred approaches upon the strategies for
achieving competitive advantage.

According to Porter [14], the key of competitive advantage is the ability to set the
position of the business against the competition in the market. Companies achieve
competitive advantage either by having the lowest product cost or by having products
which differ in ways that are customers value. Porter [16] defined these strategic
choices namely as cost leadership strategy and differentiation strategy.

Fig. 1. Porter’s generic strategies [16]

Thinking About Persuasive Technology from the Strategic Business Perspective 5



2.1 Cost Leadership

Cost leadership strategy is expressed as cost advantage reflecting selling the goods and
services at a lower cost than competitors in terms of design and production [17]. Cost
leadership strategy aims to gain competitive advantage by reducing the costs of R&D,
service, sales and marketing activities [18]. Companies can get competitive advantage
in scale of economics by using effective systems to reduce the cost of human resources
and minimizing the costs with cheaper raw material, mass production and distribution
[19]. Cost leadership provides competitive advantage in the markets in which the
consumers are sensitive to the prices. Firms conducting this strategy aim to reduce all
cost in the value chain [20].

2.2 Differentiation

Second generic business strategy is differentiation. In this strategy, an organization
aims to be unique in its sector with some characteristics valued by most buyers. It
chooses one or more specific characteristics and it positions itself to meet these needs.
In the situations where standard goods and services do not meet customer needs,
organizations have to find different solutions to their customers’ specific needs. This is
another way to compete in the market. The basic principle of the differentiation strategy
is channeling the customer choices to its goods and services by doing different things
from what every rival is doing [21]. Approaches for differentiation can be composed of
elements such as brand name, technology, customer services, sales network and other
dimensions. The ideal approach is organization’s differentiating itself in several
dimensions [15].

In this line of research, specific attention has been given to “competitive advantage”
from the main elements of which can be labelled as “product-based” and “cost-based”.
A significant relationship between product-based advantage and the performance of
organizations has been identified. Firms that experience a product-based competitive
advantage over their rivals — for example, higher product quality, packaging, design
and style — have been shown to achieve relatively better performance [22, 23].
Similarly, research has further illustrated that there is a significant relationship between
cost-based advantage and organizational performance. Firms that enjoy cost-based
competitive advantages over their rivals — for example, lower manufacturing or
production costs, lower cost of goods sold, and lower-price products — have been
shown to exhibit comparatively better performance [22, 23].

3 Competitive Advantage in Persuasive Technology Business

To think about persuasive technology from competitive advantage perspective, Fig. 2
summarizes some of the relevant topics. To differentiate, research has already been
conducted to evaluate effectiveness of persuasive features, while future research can
consider strategically providing persuasive features to customers. To reduce cost of
persuasive technology, research can be conducted to investigate cost related with
persuasive features, persuasive system development, and strategic cost analysis.

6 X. Shao and H. Oinas-Kukkonen



Persuasive technology business is still at an immature stage and in many cases a
mere provision of persuasive features gives product-based competitive advantage. In
health BCSSs, mobile applications that incorporate numerous persuasive features that
are being used to modify the behavior of users are being developed [24]. These
applications are continually improving and are being used more and more by people in
their daily lives. Once more evidence becomes available on the costs of producing the
product- or service-based advantage, the persuasive technology as a field has reached a
much more mature stage. Yet, research into persuasive systems’ cost-based compet-
itive advantage is still almost non-existent. In this section, we discuss in detail how
present persuasive technology research has considered competitive advantage. We first
discuss differentiation as the strategy under the framework of PSD model. After that,
we suggest how to investigate cost-based competitive advantage in persuasive tech-
nology research.

3.1 Differentiation as the Strategy

The differentiation strategy is to create a product or a service, which will differ from the
offers by the competitors. In an industry context, designing for persuasion is differ-
entiated from technologies without persuasion or offering a unique persuasive solution.
Therefore, this strategy is reflected in persuasive technology research by providing
persuasive features and persuasive feature categories that differentiate from
competitors.

PSD model. The PSD model [3] is a leading framework in the persuasive systems’
field, for designing and evaluating persuasive systems. The PSD model builds on
multiple theoretical constructs, such as goal-setting theory [25], the elaboration like-
lihood model [26], and the theory of reasoned action/planned behavior [27], and it
builds upon persuasive technology techniques that Fogg [2], and others define.
The PSD model includes a set of seven postulates concerning persuasive systems, and
describes 28 potential system features for BCSS, which can be subsumed under the
four categories of primary task, dialogue, credibility, and social support features.

Fig. 2. Competitive advantage in persuasive technology business
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The PSD model can be used as a tool by designers and intervention developers and as a
framework for understanding and interpreting users’ needs and how these needs can be
implemented. In this sense, the PSD model serves as a suitable framework to analyze
how persuasive technologies can be different from each other.

The persuasive features in primary task support category aim to reflect individuals’
behavior goals and track progress toward them. The dialogue support category consists
of persuasive features that are related to human-computer interaction and user feed-
back. The credibility support category includes features that help in designing more
credible and thus more persuasive systems. Finally, persuasive techniques in the social
support category aim to motivate users by leveraging social influence.

Providing Persuasive Features as Differentiation Strategy

Primary task support. Oduor and Oinas-Kukkonen [28] found that primary task
support has the strongest effect on users’ continuance intention of using BCSSs among
other persuasive feature categories. In health BCSSs, for example, self-monitoring
supports a user’s primary task and it has been proven to be an effective persuasive
feature [4, 12]. It is also the most common persuasive feature implemented in mobile
education applications that promote physical activity [24]. In e-commerce, it has been
found that primary task support, together with social support, are strong predictors of
perceived effectiveness of an e-commerce company like Amazon [30].

Dialogue support. In healthcare, dialogue support features, together with social
support features are also frequently implemented. In terms of computer-human dia-
logue support, applications utilized user data that had been collected to persuade users
to engage in their target behavior. A combination of praise, rewards, reminders and
suggestion were used to motivate users to achieve their goals [24]. In e-commerce,
dialogue support features significantly influence perceived product credibility and
perceived review credibility, which both strongly predict system credibility [30].

System credibility support. Twersky and Davis [29] investigated 32 persuasive
technology applications, and found that system credibility support features are the most
common type of features. In their findings [29], system credibility support features are
found mainly in the applications’ websites in their use of supporting platforms (such as
Twitter or Google Chrome). However, in other industries, like mobile health education
[24], credibility support features are the least mentioned. This is confirmed by Adaji
and Vassileva [30], which show that in e-commerce perceived system credibility does
not influence continuance intention of shoppers in Amazon.

Social support. To explore how social influence design principles affects customer
engagement in sharing feedback, Stibe and Oinas-Kukkonen [31] implemented an
information system consisting of social influence design principles, and found that
social influence could predict even up to 40% of the variance in behavioral intention.
For instance, in a persuasive strategy design by Wunsch et al. [32], bikers who received
social comparison messages increased their biking compared with control group. They
suggested that competition and collective goal elements should be designed to allow
social comparison also with familiar besides unknown participants.

8 X. Shao and H. Oinas-Kukkonen



Persuasive feature categories are usually implemented dependent on each other to
achieve higher effectiveness on persuasion. For example, in health BCSSs primary task
support features such as tailoring and monitoring are often present together with dia-
logue support features such as reminders, rewards and praise [24]. Applications that
included self-monitoring features generally included also a feedback mechanism that
allowed the users to review their data.

The PSD model suggests that persuasive features have potential to help persuasive
technology be effective. Research has already put an effort into investigating how
persuasive features make technology more effective in changing people’s behavior. To
gain some product-based competitive advantage, organizations can simply implement
the proven persuasive features into technologies as the first step. Yet, to achieve greater
product-based competitive advantage, market analysis of target customer is needed to
understand the unique requirements of the group of customers and provide higher
quality persuasive technology.

3.2 Cost as the Strategy

To achieve cost-based advantage organizations have to have lower costs than their
competitors. Finding the way to lower the cost of production may be the most
important question for organizations developing persuasive technology. This urges on
estimating the costs of developing persuasive systems and the costs of developing
persuasive features into them. But this strategic approach is still quite neglected in
persuasive technology research. Here we outline four research directions based on
cost-based competitive advantage and PSD model to investigate how to take cost-based
competitive advantage into account in persuasive technology research.

Research direction 1: Understanding the cost associated with persuasive tech-
nology development. To estimate cost related with persuasive system implementation,
software cost estimation models can serve as a foundation. Software cost estimation
models attempt to generate an effort estimate, which can be converted into the project
duration and cost. Software cost estimation models range from empirical models such
as Boehm’s COCOMO model [33] to analytical models such as those in Putnam [34],
Parr [35], and Cantone et al. [36]. Most software cost models are based on the size
measure, such as lines of code (LOC) and function points (FP) within persuasive
technology. Software cost estimation models can be applied to understand the cost of
developing persuasive features. However, to understand all the relevant costs, it is
important to first understand the process of persuasive systems development. Inter-
views can be done with developers to explore more relevant costs. When conducting
interviews, three steps suggested by PSD model for persuasive system development [3]
can be used as general framework to design interview questions: (i) analysis of per-
suasion context and selection of persuasive design principles; (ii) requirement defini-
tion for software qualities; (iii) software implementation.

A notable issue related to persuasive technology development is that some per-
suasive features are considered as popular features [29], and some are usually imple-
mented hand in hand. To evaluate the cost of having multiple persuasive features,
simply adding the costs of developing individual persuasive features may not be a
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correct approach. Cost synergy can be studied in the context of implementing multiple
persuasive features from many perspectives. For example, economy of scale explains
cost reduction due to the scale of operation [37]. Often there is an optimum design
point where costs per additional unit begin to increase. In the context of implementing
persuasive features, future research can explore what is the optimum design point for
adding more persuasive features. Future studies can also apply other explanations for
cost synergy related with persuasive feature implementation.

Research direction 2: Strategic cost analysis for persuasive system development.
To stay cost competitive, strategic cost analysis should be considered. Shifts in cost
drivers can be identified. Strategic cost drivers include structural cost driver and exe-
cutional cost driver. Structural cost drivers usually are affected by organizations’
external environment, while executional cost drivers are usually affected by the exe-
cution of the business activities such as capacity utilization, plant layout, and
work-force involvement [38].

To analyze structural cost drivers, it is important to understand customer needs and
maintain customer relationship. Customer’s Resource Life Cycle [39], for example, can
be applied by future research to identify and categorize strategic orientations by
focusing on the possible differentiation of organization’s product from competitors’
products on the basis of customer service. This model considers an organization’s
relationship with its customers and how this relationship can be changed or enhanced
by the strategic application of information system technologies. The four- and
thirteen-stage resource life cycles can serve as framework for future case studies.

Interviews conducted in research direction 1 may help understand what are exe-
cutional cost drivers in the context of persuasive technology development. To manage
executional cost drivers, future research may consider factors such as structure and
culture of the organization, total quality management, among other issues.

Research direction 3: Empirically validating the price strategy. A third direction of
research could adopt a theory-testing research setting and investigate the effectiveness
of price strategy. Theories from information systems, marketing, management, and
economics can be applied to form a comprehensive analysis framework. The success of
price strategy needs to be defined, for instance, based on the goal of persuasive system
development. Success elements may include users’ actual use of persuasive technol-
ogy, users’ behavioral change, users’ satisfaction with the persuasive technology,
market share increase. Research in this direction can be quantitative. For instance, a
relevant topic concerns about providing different persuasive features and accordingly
pricing to different user groups in order to capture a larger portion of the total market
surplus. Most persuasive technologies provide the same functions to all customers
despite their heterogeneity in willingness to use. While providing persuasive function
costs, it is wise to provide a customer the functions that he/she is mostly willing to use.
Group pricing (or third-degree price discrimination) refers dividing the market into
segments and charges different price to each segment [40], and can be found in many
industries today. The travel, hospitality, and entertainment industries commonly offer
special corporate or loyalty discount rates; insurance companies use to classify risks
and discriminate fees based on the insuree’s age, sex, marital status, occupation, etc.

10 X. Shao and H. Oinas-Kukkonen



Future research may consider taking experiments in user groups provided with different
sets of persuasive features and prices to test their use.

Research direction 4: Theory development. While the third stream of research called
for theory testing, we also see that inductive and qualitative approaches are needed. The
limitation of the theory-testing setting is that it merely tests if existing theory is sup-
ported or not. In contrast, theory development would approach the problem perhaps
even from a clean table without any theories in mind by asking persuasive technology
development managers report their considerations about competitive advantage. Ide-
ally, a qualitative approach would allow researchers to develop new constructs, con-
cepts, and even theories that explain the persuasive technology design for competitive
advantage. Such in-depth interview studies could also reveal a process that covers
several rounds of refinement of persuasive technology development. Possible methods
for analyzing the interviews includes grounded theory.

It has to be clarified that the new research directions do not refute the importance of
previous research on persuasive systems features evaluation. On the contrary, previous
research provides fundamental knowledge for new research directions. Although we
emphasized that future research on cost-based competitive advantage is needed, we
keep it in mind that the flexibility to have “product-based” and “cost-based” strategy
may be necessary for persuasive technology business to gain sustainable competitive
advantage.

4 Discussion

To gain competitive advantage, a company must either perform these development
activities at a lower cost or perform them in a way that leads to differentiation and a
premium price [14]. PSD provides a list of persuasive features that offer potential for
differentiating persuasive technologies. Numerous studies have investigated effective-
ness of these persuasive features on users’ behavior change in many application areas.
However, so far the research community has paid little attention to the cost of per-
suasive technology development. The purpose of this viewpoint paper has been to
address this oversight and provide research directions for possible future studies. Past
research has provided a solid foundation for understanding persuasive features’ impact
on changing users’ behavior, and we now call for new perspectives – especially for
analyzing the cost of persuasive features. We argue that to obtain competitive
advantage, persuasive technology organizations must not only select from the proven
effective persuasive features, but also analyze the cost related with persuasive tech-
nology development.

We have framed our arguments through the framework of the PSD model [3], and
proposed four research directions for future studies. Although the four proposed
research directions have been discussed in isolation, we would suggest that these, and
potentially other topics for consideration, might prove fruitful when studied together.
For example, research into strategic cost analysis would also appear to link well with
the work on understanding costs. As noted, for example, structural cost driver and
executional cost driver can be considered in the interviews to understand the cost
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associated with persuasive technology development. Another area involves consider-
ation of the synergy effect of persuasive features. When multiple persuasive features are
implemented, do they lead to more significant impact on users’ behavior change, and
thus be more cost-efficient? One reasonable explanation can be economies of scale,
which are the cost advantage that organizations obtain due to their scale of operation,
with cost per unit of output decreasing with increasing scale.

This study offers a valuable contribution to research because previous research on
persuasive technology mostly examined the relationship between persuasive features
and users’ behavior change, leaving external and internal business environment cur-
rently absent from the persuasive technology literature. A strategic business perspective
is therefore important. Future research should take more industry context into con-
sideration. The proposed research directions will provide implications for practice.
Understanding cost of persuasive features offers possibility for development organi-
zations to adjust their system development strategy, and achieve cost efficiency and
user satisfaction. This is expected to offer more comprehensive perspective for
industry.

5 Conclusion

Persuasive technology literature has put much focus on examining the impacts of
persuasive features on users’ behavioral change, and this provides significant insights
for technology developers. To design a successful persuasive technology, persuasive
features can be selected from what’s already proved to be effective. To obtain com-
petitive advantage for development organizations, the selection of persuasive features
should also consider organizational financial issues and industry environment. We call
for research that takes a competitive advantage attitude, especially the cost-based
competitive advantage perspective, into persuasive design. As a first step in remedying
the gap in our understanding, this study opens up a new research area in persuasive
technology field, and our study highlights several directions for future research. First,
understanding the cost associated with persuasive technology development. The steps
suggested by PSD model can be taken into account when interviewing organizations
regarding with the relevant costs. Software cost estimation models can be learnt from.
Second, future research could also explore the management of strategic cost. Organi-
zation’s external environment such as competition shifts should be taken into account.
Third, research that empirically validates the price strategy can be done to show if price
strategy really matters. Finally, we suggest that future research to develop theory
specifically in persuasive technology field related with product-based competitive
advantage and cost-based competitive advantage. We believe that the proposed
research directions will contribute to the body of knowledge on persuasive technology
research.
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research.
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Abstract. Based on an analysis of two wearable activity trackers, this papers
seeks to contribute to the discussion of characteristics of persuasive design, by
arguing that although principles commonly applied in persuasive technologies
are present, it may not justify that a technology is defined as persuasive. We
refer to the rhetorical concept of peithenanke, in order to explain the subtle
nuances of different types of behaviour design, and support previously made
arguments that transparency and ethics are fundamental qualities of persuasion,
which should not be overlooked neither in theory nor in practice.
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Peithenanke

1 Introduction

Although persuasion in modern days is most often considered in relation to social
psychology, the concept is recognized as being traceable to ancient Greece, the source
of not only democracy but also classical rhetoric. Persuasion was central to Aristotle’s
theory of rhetorical discourse, and the concept remains a dominant tradition in the
rhetorical tradition, distinguishing itself from other rhetorical traditions such as politics
and marketing [1].

In this paper, we address some of the nuances which constitute subtle yet significant
distinctions of persuasion, and discuss these in relation to persuasive technologies.
Particular interested is directed towards the persuasive intentions as well as towards the
distinction between persuasion and less ethical approaches to influencing the receiver –
in classical rhetoric referred to as peithenanke. The presented reflections are brought
about by a comparative analysis of two wearable activity trackers, from which it was
found that often referenced persuasive principles [2, 3] were heavily applied in both
systems, but that only one of the trackers might in fact be considered persuasive, when
considering the rhetorical nuances of the concept. The persuasive potential of activity
trackers is generally acknowledged, however the particular interest of this paper, is the
challenges related to devices designed for children – and to discuss whether such
devices can in fact be defined as persuasive.

Overall, the goal of this paper is to contribute to the ongoing research and practice
in design and evaluation of persuasive technologies, by addressing some of the chal-
lenges related to classifying a system as being persuasive. Moreover, we introduce the
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rhetorical concept peithenanke, and argue that the rhetorical distinction between pei-
thenanke and persuasion may be an important element to consider when evaluating
persuasive systems.

2 Family Wearables – A Comparative Analysis of Persuasive
Potential

During the past decade, health has been the dominating domain for research and
development of persuasive technologies. A review of full papers published in the first
decade of Persuasive Technology conferences, indicated that 41 out 133 papers were
related to different areas of mental and physical health. Over time, persuasive appli-
cations supporting a healthier lifestyle has advanced from simple pedometers and web
based diaries for training and diets, to wearable devices and mobile applications which
not alone facilitate users in achieving a healthier lifestyle, but also enable them to
connect and integrate their activity tracking with additional applications such as cal-
endars, mobile phones and streaming services.

Wearable activity trackers are generally understood as electronic devices which
enable the user to monitor physical activity such as walking and running. While early
versions of wearable activity trackers mostly targeted ambitious fitness enthusiast
aiming to track e.g. their exercise pulse, speed and distance, resent years have shown a
developing tendency for activity trackers which target a far wider range of users. With
devices, such as Jawbone and Fitbit, wearable activity trackers have become a common
household item which furthermore not only provides the user with health-related
metrics, but also aim to motivate the user to persuade the user to become even more
active. On a more resent scale, wearable activity trackers are now being developed for
children, providing them with some of the fundamental features of the adult trackers,
but modified in an attempt to meet the practical and motivational requirements of
children (e.g. higher durability and use of animations).

In this study, 2 activity trackers (Garmin VivoSmart HR and Garmin Vivofit Jr.)
were evaluated and compared in order to identify which persuasive features were
incorporated and what parts of the system were seen to have the most significant
persuasive impact. The activity trackers are primarily distinguished from each other by
the intended users. While the Garmin VivoSmart HR is aimed at adults, the Vivofit Jr is
an activity tracker designed for children. Equal for both trackers is that the system
consists of the wearable activity tracker (bracelet) and a designated app for mobile
devices1. Both technologies aim to motivate the user to be more physically active, by
tracking activities and providing the user with statistical feedback and motivational
triggers. E.g. the Garmin HR will (like many other activity trackers) prompt the user to
move regularly, and praise the user when specific goals have been met. The Vivofit Jr.
bracelet on the other hand combines activity tracking with assigned chores, and is
presented by Garmin as an activity tracker which “motivates kids with rewards and a
mobile adventure trail to unlock” (Fig. 1).

1 https://buy.garmin.com/da-DK/DK/cIntoSports-c571-p1.html.
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3 Analysing Devices with the PSD Framework

The PSD model [3] was applied as methodological framework for the system evalu-
ation. The evaluation itself was conducted as a group exercise involving both per-
suasive design experts and information architecture students at Master’s levels.
Conducting the analysis as a group activity involving different types of expertise, was
considered beneficial as the different features of the two systems were more richly
discussed. An important element of the PSD model is the encouragement to include an
analysis of the intended use and the user context. This was found particularly important
to our study as the devices where very similar, and predominantly distinguished by
their target users. The evaluation of each system considered the different elements of
the PSD framework stringently, and the findings were subsequently compared and
discussed. In order to identify where in the system persuasive features are applied, the
analysis distinguishes between findings in the mobile app and findings in the wearable
activity tracker. To further support the evaluation results, interviews were conducted
with 4 adult users and 4 children who were familiar with the two devices. In the
following, a very brief overview of the analytical findings is provided. The main goal is
to illustrate the extensive commonalities between the two systems, prior to discussing
their actual persuasive potential.

3.1 Persuasion Context

Activity trackers are generally applied by user’s who wish to increase or monitor their
existing level of physical activity. Garmin VivoSmart HR. and similar devices are most
often used by adults or young adults who independently make the decision to apply the
technology based on an intention to become healthier or increase physical activity.
these intentions are seldom shared by children who wear the Garmin Vivofit Jr. For the
most part, the decision to provide the child with an activity tracker will be made by an
adult, and the intent to increase physical activity is not necessarily shared by the child.
Both technologies are meant to be used both day and night, thereby enabling the user to
acquire feedback not only about physical activity but also sleep patterns. Whilst the
Garmin HR require weekly charging, the Garmin Vivofit Jr requires no charging as the
battery will last for approximately 1 year.

Fig. 1. On the left, the Garmin VivoSmart HR, and on the right, Garmin Vivofit Jr
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An important difference between the two systems, is that whilst they both provide
extended feedback through the mobile apps, the Garmin HR app is applied by the user,
whilst the Garmin Vivofit Jr app is parentally controlled. Moreover, while the
Garmin HR enables the user to integrate content from other health related mobile apps,
the Garmin Vivofit Jr is a more closed system. Competition with other users is only
possible if the users are connected to the same parental control app (e.g. siblings).
Finally, The Garmin Vivofit Jr not only focuses on activity but also on chores, such as
doing homework, cleaning room, walking the dog etc. Completed chores can then be
rewarded with virtual goal coins.

3.2 Primary Task Support

The primary task support constitutes principles which facilitate the targeted behaviour
change. For both technologies, the primary task is identified as supporting the user in
increasing physical activity on a daily basis. In our analysis, we focused on identifying
which persuasive principles were applied, and in what part of the system (tracker or
app) (Tables 1 and 2).

As indicated in the tables, the majority of principles categorized as primary task
support, was identified in both systems. In most cases the principles were applied in the
same manner and with very few adjustments to indicate that one tracker was targeted
children. Moreover, it was considered noticeable that while simulation and rehearsal
was not identified in the VivoSmart system, all principles within the category was
identified in the Vivofit Jr device.

Table 1. Overview of analysis of primary task support principles in Garmin VivoSmart HR

Garmin VivoSmart HR
Persuasive
principle

Example Tracker App

Reduction Complex data is presented in simple visualisations X X
Tunnelling Registration with Facebook, then automatically

connected via Bluetooth
X

Tailoring Activity goals are set individually by the user. User
defines what information to be presented in the app
and the bracelet

X X

Personalisation User name and profile picture + connection to
Facebook. Bracelet enables user to receive text
messages and email

X X

Self-monitoring Steps, stairs, sleep and pulse can be measured. Data is
presented for individual days as well as progress over
time

X X

Simulation
Rehearsal
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3.3 Dialogue Support

The dialogue support constitutes principles which facilitate the communication
between the user and the system. Dialogue support particularly aims to maintain user
motivation, during the persuasive process (Tables 3 and 4).

Table 2. Overview of analysis of primary task support principles in Garmin Vivofit Jr

Garmin Vivofit Jr
Persuasive
principle

Example Tracker App

Reduction Complex data is presented in simple visualisations X X
Tunnelling Registration requires name and picture, everything is

automatic
X

Tailoring Goal is pre-set for 60 min of daily activity. Chores and
rewards are customized in the app

X X

Personalisation App has picture of the child, and provides the option
to select different colours and customize the app
avatar. Name of the user appears on the tracker

X X

Self-monitoring Steps and number of coins are visible on the tracker,
as well as number of active minutes and completed
chores

X X

Simulation Coin falls into piggybank X
Rehearsal Same chores are completed every day and activity

goal is always 60 min
X X

Table 3. Overview of analysis of dialogue support principles in Garmin VivoSmart HR

Garmin VivoSmart HR
Persuasive
principle

Example Tracker App

Praise Device vibrates when goals are achieved X
Rewards
Reminders Device reminds user to be active if no activity has been

registered for 1 h. User is reminded when the device need
to be recharged

X

Suggestion Suggestions are provided regarding ways in which the app
may be customized

X

Similarity The design is simple and discrete, thereby being identified
as appropriate for everyday use. The app provides an
overview of collected data and a neutral presentation of
data analysis

X X

Liking
Social role Coach – presentation of data. Assistance in goal setting,

motivation and reminders
X X
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Dialogue support is identified in both technologies, particularly in terms of praise
and rewards. The dialogue support is not limited to verbal feedback, but also physical
as the wearable device vibrates when goals are achieved. Reminders are provided
through e.g. prompts that the user should move or be active.

While the Garmin HR adopts the social role of a personal trainer, providing
feedback on exercise and progress, the Garmin Vivofit Jr is designed in a more game
oriented manner, highlighting when the user earns gold coins for completing tasks, and
by supplying the user with a game avatar which creates a link to the design of the
mobile app. Due to the comprehensive parental control, the Vivofit Jr was identified as
a communication facilitator rather than a direct coach or guide for the child.

With regards to the Garmin Vivofit Jr., it was noted that the wearable device itself
provides very little feedback for the child. As the mobile application is controlled by
the parent, the actual user is provided with very little insight or system transparency.
Although the child is provided with information about number of steps completed
during a day, the reward is not achieved before the child is provide access to the mobile
app, where the steps then enable the child to proceed with a virtual jungle trail.
Rewards provided through the wearable device are constituted by virtual coins which
the child may earn by completing different chores – chores which have been defined by
the parents, and coins which are awarded by the parents rather than the system.

3.4 Credibility Support

Beyond system functionality, credibility is considered a key component in persuasive
systems. Harjumaa et al. [4] clarify that credibility may be based on either the man-
ufacturers brand or embedded in the system design. While Garmin is recognized

Table 4. Overview of analysis of dialogue support principles in Garmin Vivofit Jr

Garmin Vivofit Jr
Persuasive
principle

Example Tracker App

Praise Happy tune when the 60 min are up X
Rewards Coins in piggybank and steps on jungle track X X
Reminders
Suggestion The app provides suggestions for chores that might be

appropriate for the child
X

Similarity Child friendly avatars and an element of gamification.
Piggybank is known by most children, the app has a game
like jungle track, and the same ikons are applied
throughout the system

X X

Liking Happy colours, child friendly ikons. App is highly ikon
driven and very simple in its design

X X

Social role The appears to take the role of communication facilitator.
It eases the dialogue between parents and children, as
goals and chores are visualised clearly

X
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internationally as a highly credible brand in relation to activity trackers, it is by far the
only recognized brand. With producers, such as Fitbit, Jawbone and Samsung amongst
others also providing users with high quality trackers, the choice of trackers is assumed
to very often be based on characteristics such as connecting mobile device (e.g. android
vs apple devices, or a wish to connect a Samsung tracker to a Samsung phone for better
functionality). Consequently, although acknowledging the brand value in relation to
credibility, our analysis has focused more specifically on design based credibility
(Tables 5 and 6).

Table 5. Overview of analysis of credibility support principles in Garmin VivoSmart HR

Garmin VivoSmart HR
Persuasive principle Example Tracker App

Trustworthiness In general, there is a tendency to trust information from
our own phones. The data appears to be detailed and it is
possible to test that steps are counted correctly

X X

Expertise Garmin is a recognised brand which facilitates the
impression of expertise

X X

Surface credibility The tracker design appears robust, and professional. The
app provides a wide range of information although the
visible design is somewhat confusing

X

Real-world feel
Authority Imperative form is applied for messages.

Recommendations are very clear. Step goals are not
customizable but pre-set based on past days’ activity

X X

Third-party
endorsement

Possible to connect to other users through different apps.
E.g. Endomondo or Lifesum

X

Verifiability It is possible to verify if step counting is correct. When
connected to other apps, it is possible to verify e.g.
distance

X

Table 6. Overview of analysis of credibility support principles in Garmin Vivofit Jr

Garmin Vivofit Jr
Persuasive principle Example Tracker App

Trustworthiness Step count and systematic overview of chores and coins
is easily interpreted even by children

X X

Expertise
Surface credibility Tracker is robust and child friendly with no sharp edges.

The app is very simple and offers help and guidance
X X

Real-world feel
Authority
Third-party
endorsement
Verifiability
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In the analysis of credibility support, it is particularly noticeable that the majority of
principles are identified in the Garmin VivoSmart system. Although recognising that
credibility support in general is a significant factor in persuasive system design, it does
appear natural that these principles are not heavily applied in a device designed for
children, as the intended users are unlikely to weigh them as heavily as adult users.

3.5 Social Support

The final category, social support, is based on Fogg’s original principles regarding
mobility and connectivity [5]. Fogg argues that networked devices may to facilitate
social support, and potentially be more persuasive than technologies that are not
connected (Tables 7 and 8).

Equal for both devices, social support principles are only scarcely applied. For the
VivoSmart HR device, there is an option to share data with others, however the system
does not push for the user to do so. We interpret this as a sign of respect that for many
users, personal weight and level of activity is a somewhat private topic which the user
may comfortably share with the device, but not necessarily with other people. Contrary,
for the Vivofit Jr. the little use of social support principles is assumed to be based on a
higher focus on security as children may not be fully aware of the consequences of
sharing personal information with others. Therefore, sharing is only possible through
the mobile app and is as such parentally controlled. Overall, the analysis of the two
systems demonstrate an extensive application of persuasive principles, particularly in
the categories Primary Task Support and Dialogue Support. Differences are subtle as
the principles are often applied in identical manners, it is however noticeable that there
is a slight majority of persuasive principles applied in the Vivofit Jr compared to
VivoSmart HR.

Table 7. Overview of analysis of social support principles in Garmin VivoSmart HR

Garmin VivoSmart HR
Persuasive principle Example Tracker App

Social learning
Social comparison Compares results to other Garmin users or other

trackers through compatible apps
X

Normative
influence
Cooperation
Social facilitation
Competition It is possible to challenge and compete with other

users once connected
X

Recognition
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4 What Makes It Persuasive?

In spite of the analysis identifying vast commonalities between the two devices, and in
spite of persuasive principles being distinctly identified in both activity trackers, the
persuasiveness of the Garmin Vivofit Jr. activity tracker was found to be challenged
when further considering the intent of applying the device and the transparency of the
mobile application. In particular, the parental control of the Garmin Vivofit Jr app
imposed challenges, as the majority of persuasive principles were identified in the app,
and did as such not necessarily reach the actual user. Moreover, the majority of praise
and rewards attained through the activity tracker was related to the chores, rather than
to being physically active. Consequently, the potential to motivate children to be more
physically active, was found to be surpassed by the more dominating focus on com-
pleting chores in order to earn gold coins and eventually receive rewards in real life.
The most important challenge however, was found in the overall feedback of the
system, which both in relation to chores and in relation to physical activity, primarily
focuses on the rewards systems rather than on the targeted behaviour change.

Our reason to contest the persuasiveness of the Vivofit Jr, was further supported by
interviews conducted with a group of children and parents who have experience with
the device. The group involved 4 children who all used the device, and 2 sets of
parents. In all instances, the devices were introduced to the children by parental imi-
tative. In one case, a child had wished for a tracker after being inspired by a sibling who
had already been given one. While the parents indicated that the trackers had been
given to the children with the intent to motivate more physical activity, the children all
stated that their main focus in the system was the rewards in terms of virtual coins in
the piggybank. The children showed was very little interest in the jungle track, and
neither the children nor the parents had experienced a continuous increase in physical
activity amongst the children. On the contrary, one set of parents explained that the
activity tracker had made them aware that their children were already extremely active
during their school days, and as such it became more acceptable that they felt a need to

Table 8. Overview of analysis of social support principles in Garmin Vivofit Jr

Garmin Vivofit Jr
Persuasive principle Example Tracker App

Social learning
Social comparison It is possible to compete with other family

members on number of steps
X

Normative
influence
Cooperation
Social facilitation
Competition The system provides step challenges and

comparison through the app
X

Recognition The tracker is eye catching and easily recognised
by other children in school

X
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relax and play with e.g. an IPad once they came home. As such, it appeared that the
Vivofit Jr, in spite of a vast use of persuasive principles, had very little persuasive
impact in practice, and after a while served more as a parent surveillance tool and a
digital resource for rewarding the child when chores had been completed.

Consequently, in spite of the analysis of the Garmin Vivofit Jr. resulting in con-
tradictory results the system is found to not be genuinely persuasive, but rather an
example of what is in learning theories referred to as chocolate covered broccoli [6].
Rather than have the system motivate and encourage children to be more active, chores
and physical activity is made appealing through virtual rewards and animations,
comparable to when children are tricked into eating medicine, simply by disguising it
in something pleasant such a yoghurt.

In continuation, we refer to distinctions of the concept of persuasion, primarily
addressed through classical rhetoric. Rhetoric is understood as the art and science of
beautiful communication – in the sense that communication should be not only
appealing but also efficient and truthful [7]. In classical rhetoric, persuasion is under-
stood to be an approach to attitude and behaviour change with particularly high ethical
standards, as opposed to the concept peithenanke which indicates manipulation, or
force masked as persuasion [8]. It is important to note however, that in classical
rhetoric, truth is considered a far wider concept than for instance logic as the perception
of truth is to some extent based on sentiment rather than fact alone [9]. Direct lies are
still discarded as untruthful, however classical rhetoric does acknowledge that in some
cases, the perception of truthfulness depends on the context and on the rhetorical
strategy – a challenge which is well known in e.g. politics, marketing and commercial
settings. In contrary, persuasion is argued to distinguish itself through transparency,
understood in the sense that the persuadee is fully aware that his or her attitude or
behaviour is being changed.

Identifying persuasion as a more ethical approach to behaviour design is by far
novel to the persuasive technology community. In a critical review of Fogg’s original
publication on persuasive technologies [2], Atkinson argues that in order for persuasive
technologies to be ethical, some level of transparency is required [10]. Transparency is
understood in the sense that users must be aware of the persuasive intent of the
technology. Beyond the persuasive conference community, similar arguments have
been made by Berdichevsky and Neunschwander (1999), as they stressed that true
persuasion does not misinform the user, and that ethical evaluations should include not
only the consequences of the persuasive technology but also evaluations of the per-
suasive intent [11].

To further elaborate on our perception of persuasiveness in comparison to pei-
thenanke, we refer to Spahn’s ethical guidelines for persuasive systems:

1. Persuasion should be based on prior (real or counterfactual) consent
2. Ideally the aim of persuasion should be to end the persuasion.
3. Persuasion should grant as much autonomy as possible to the user [12]

In the case of the Vivofit Jr, the problems appear to be multiple. Firstly, the intent of
the device is argued to be motivating children to be more physically active, whilst the
actual design of the tracking device places a primary focus on the chores and appur-
tenant rewards, thereby failing to facilitate the primary intention. Secondly, the
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motivational aspect of the design and the predominant focus on rewards rather than
facilitation of knowledge processing regarding progress and health benefits, challenges
the persuasiveness as the child is unlikely to identify the intent of the system making it
doubtful that the system will result in the child maintaining the intended level of
activity and consequently making the persuasive device superfluous [12, 13]. Thirdly,
the parental control of the system provides the child with almost no autonomy or ability
to consent to the data being collected. While we recognise the safety-concerns leading
to this particular element of the design, we find that it gives reason to consider if in fact
children can ever be persuadees, before they have the maturity to recognise the
implications of the system they are interacting with.

5 Reflections for Future Research

In this paper, we have sought to illustrate that while an analysis of two activity trackers
immediately resulted in the impression that they could both be categorized as per-
suasive systems, the actual persuasiveness is to some extend dependent on the several
other factors beyond the distinct system features. To elaborate on the challenges related
to identifying a system as being persuasive, we point towards classical rhetoric as well
as modern research within the field of persuasion. We find that although some of these
thoughts have been presented and discussed previously, they constitute perspective
which remains continuously important to revisit, as digital resources become increas-
ingly more pervasive, and as different approaches to behaviour design are constantly
emerging. With the dawn of social media, wearable technologies for both adults and
children and a constantly increasing use of digital communication platforms in
everyday life, we are likely to find that transparency as well as ethics of design and
application in general, is challenged. Based on our findings we recommend that future
research involves exploring the possibilities and limitations of children as persuadees.
The subject has seldom been considered within the persuasive technology community,
however with a continuous increase in systems that target a younger audience (e.g.
Pokémon Go [14]) we find it to be an important element to consider. In terms of our
methodological approach to this research, we found that the PSD model provided a
well-structured and systematic framework. However, in our interpretation of the
framework, it may be beneficial if the Persuasion Context, is to be considered a
reflection benchmark to which all other analytical findings should be related – and
potentially a preclusion for further analysis in order to avoid that all interactive systems
will potentially be considered persuasive.
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Abstract. Theoretical and practical advances have been made within healthcare
informatics. Yet, mainstream research has primarily focused on signs and
consequences without consideration to causal factors. Likewise, there is an
increase demand for better self-management interventions. This demand resulted
from the growing elderly populations with chronic conditions that fail to adhere
to self-care routine. Still, most of the Healthcare Informatics interventions have
achieved short-term success; while the goal is to engage population towards
long-term behavior change. This research aims to shed light on the topic of
Information and Communication Technology (ICT) empowerment by building
and testing a theoretical-model for building intentions to sustain a healthy
behavior. With a trial of 174 responses, we found positive results and a
promising approach for Empowerment based on this model.
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1 Introduction

It is not surprising that a chronic disease can tremendously impact life expectancy.
Across the world, there is a growing crisis of elderly populations suffering from chronic
diseases (such as diabetes, heart failure, etc.); the cost of treating such patients is very
high. Additionally, chronic diseases need to be managed and most people fail to adhere
to self-management guidelines. In the face of this epidemic, the US healthcare system
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is struggling and trying to find solutions by improving access to timely, quality
treatments, at the same time, US healthcare system faces a shortage of clinicians and
care-givers [1]:

The global epidemic of chronic disease must, and can, be stopped. This invisible epidemic is an
under-appreciated cause of poverty and hinders the economic development of many countries.
Chronic disease is responsible for 60% of all deaths worldwide with almost half of chronic
disease deaths occurring in people under the age of 70 [1].

Yet, the risk of deteriorating quality of life, readmission to the hospital, or death can
be mitigated with proper disease management [2]. There is still a need for a model to
detail a technology-enabled empowerment and encourage sustainable behavior change
in order to improve self-care management. Home monitoring can transform current
practices in chronic disease care to a more proactive approach that empowers patients
to take control and improve their health outcomes. This new model in delivering
healthcare at home seems convenient because it does not require patients to leave their
home and it is more cost effective. While a number of chronic diseases demand daily
monitoring, such as Diabetes, Congestive Heart Failure (CHF), Chronic Obstructive
Pulmonary Disease (COPD), and Hypertension, research in remote patient monitoring
has proven its effectiveness in managing and tracking progress or deterioration [1]. Yet,
behavior modification through messages and instructions in the current approaches has
only achieved short-term success.

In March 2014, our research team launched MyHeart, a system developed at uni-
versity lab that has been implemented at Loma Linda hospital to monitor CHF patients’
health. An integral part of the system is a smart phone app that displays patient vitals,
asks for symptoms, shows motivational messages and reminders, and plots a chart
representation of daily vitals and symptoms [3]. Despite MyHeart’s effectiveness in
tracking patients’ health and providing motivational messages, there was an adherence
gap for some users of this remote monitoring system. In other words, while some
patients adhere to the guidelines, there were many patients that didn’t adhere and there
is a gap. Based on the feedback from those patients, it was clear that tailored messages
could be an effective way of reducing the adherence gap. Thus, we assume empow-
erment through this approach increases the sustainability of a health behavior.

This has led us to assume we could better empower the patients to remain engaged,
build intention to change, and ultimately achieve sustainable positive behavior through
this approach. Knowing how to engage and motivate individuals is a complicated
process with multiple coinciding elements. Yet, customized messages that matches
personal goals can keep an individual active toward his/her plan [4].

Besides the importance of personal goals [3], we also looked at experientially
rewarding content and several contextual variables that influence the sustainability of a
behavior: social connection, self-efficacy, technology tools, and community support [5,
6]. Then, we built our ICT empowerment model using these latent constructs. This
research attempts to find factors that sup-port sustainable health behavior and inves-
tigates how empowerment can help people adhere to post-discharge guidelines. Posi-
tive behavior change is hard to maintain especially because of factors such as the
enjoyment of negative behavior, addiction, or the lack of immediate benefits. About
50% of the population fails to sustain positive behavior changes [7]. Since there is more
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than one factor that will empower the user to sustain the behavior, these factors may
need to match internal feelings and stimulate internal commitment. Additionally,
long-term management of chronic conditions is a critical factor in the cost of health-
care. In fact, $3 trillion is spent annually in the US for healthcare. Around 30% of this
can be avoided with positive health behavior. Moreover, more than $100 billion is
spent annually on poor medication adherence, some of which can be corrected [8]. Yet,
empowering people to sustain their behavior changes is a complex process. Empow-
erment as defined by [9] is the discovery and development of one’s inherent capacity to
be responsible for one’s own life. “Patients are thus empowered when they are in
possession of the knowledge, skills, and self- awareness necessary to identify and attain
their own goals.” [10] Existing research shows that personal goals and customized
tailored messages are better perceived by an audience [11]. Hence, we develop a
theoretical model for empowerment that provides more insight on how to construct
those messages for sustainability.

2 Literature Review

Persuasive design was introduced as one way to encourage adherence and to promote
health and health-related behavior [12]. Yet, the concept of persuasive design holds a
negative connotation, and therefore, empowerment was introduced to describe the
continuous motivation process [13]. Several studies related to empowerment and to the
factors related will be described below.

Dempsey and Foreman [14] describe empowerment in clinical literature as a
desirable process and outcome of service. Yet, research on empowerment has remained
mainly theoretical. In an attempt to operationalize and measure the concept, the Family
Empowerment Scale (FES) was developed. This scale defines three constructs:
knowledge, behavior, and attitudes on different levels such as family, service systems,
and community/politics [15]. Previous research in empowerment was also mainly
focused on sharing information and the involvement of parents in decision-making.
“This approach refers to empowerment at an individual rather than at an organizational
or community level, and will usually include a combination of self-acceptance and
self-confidence” [16, 17].

Within healthcare domain, Jerofke’s article [18], defines patient empowerment as
“(1) helping patients to realize that they can and should participate in their care and
treatment planning; (2) providing patients with access to information, support,
resources and opportunities to learn and grow; (3) helping to facilitate collaboration
with providers, family and friends; and (4) allowing patients autonomy in
decision-making” [18]. The article aims to explore the nurses’ impact on patient
empowerment for a patient who required a self-care management following a surgery.
The study used the Patient Perceptions of Patient-Empowering Nurse Behaviors Scale
(PPPNBS). The measure of 45 items has seven subscales that cover the following
areas: (1) initiation, (2) access to information, (3) access to support, (4) access to
resources, (5) access to opportunities to learn and grow, (6) informal power, and
(7) formal power” [18]. Jerofke’s work [18] focused on nurse-patient relationship and
the measurement was conducted after six-weeks on patients who recently underwent a
surgical procedure for cancer or cardiac disease.
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Within organization domain, Zeglat et al. [19], point to empowerment as “giving
employees the possibility of taking necessary actions in modifying the current work
processes or employing a new process in order to simplify job-related tasks and
decisions.” Moreover, the paper defines the psychological/motivational empowerment
as “a state of mind in which an employee experiences the feelings of control over how
the job can be done, have enough aware to the work tasks that being performed, a great
level of responsibility to both personal work outcome and overall organizational
advancement, and the perceived justice in the rewards based on individual and col-
lective performance.” [19] The study includes within its definition of empowerment:
(1) meaning, (2) competence, (3) self-determination, and (4) impact [19]. The exper-
iment is focused on business aspect and encourages implementing better managerial
practices such as better job design, the use of up-to date technology, and the revision of
job regulations and legislation. This again refers to empowerment as a means of
maintaining control over decisions and resources at workspace.

It has been argued that empowerment can hold different meanings and can vary
depending on past experiences across time, settings, and population [16, 17, 20]. The
definitions of empowerment reveal both diversity and commonality. Still, most defini-
tions focus on matters of gaining power and control over decisions and resources that
determines the quality of one’s life [21]. In this paper, we look at Empowerment within
healthcare, and we define at as having a positive attitude towards life and feeling more
capable to achieve positive results. Accordingly, empowerment is looked as a mediating
factor for developing intentions to sustain a health behavior. Finding a comprehensive
model to evaluate empowerment considering different factors is yet to be found.

2.1 Studies Related to the Concept of Empowerment

An empowerment message, as defined in Chatterjee et al. [13] is a “message sent in good
faith and containing no coercion.” The goal of empowerment is to direct the receiver
without coercing action. Chatterjee et al. [13] suggested that empowerment should be
designed after analyzing the momentary experience, which leads to use of a multilevel
model and data collection. The study uses a three-layered model that includes: genetics,
disease/health state, and social network to evaluate the effectiveness of empowerment
technique. These three components are interrelated and essential in designing person-
alized messages. Persuasiveness is empowering when the message not only matches
recipient’s long-term goals but also when it is motivating. Messages that make sense and
make individuals feel good are believed to be empowering. Chatterjee et al. [13] detail a
method of analyzing the outcome using the empowering system that includes constructs
of the domain using factor analysis. This research inherits two components from this
study - disease/health state and social network in evaluating the empowerment mes-
sages, thus factor analysis will be used to validate these domain constructs.

2.2 Experientially Rewarding Content

Messages can create good, happy, and enthusiastic feelings. The experienced feelings
resulting from messages or instructions are valuable. “Analyses suggested that whereas
experienced outcomes during the learning phase were objectively weighted in chil-
dren’s and adolescents’ value estimates, adults biased the weighting of outcomes for
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the instructed stimulus to be more consistent with the explicit instruction that they had
received.” [22] This prior research indicates that the feedback is more effective with
adults than children and adolescents [22]. Although Author is focused on how indi-
viduals would perceive instruction, which is not the primary focus of our research, it
points to the importance of feelings embedded in the message and how an individual
reacts to the content.

Although empowerment is used widely and referenced with different definitions,
concepts, and operations, the hypothesis of employing goal-oriented messages and
rewards to empower patients have not been tested. Thus, we hypothesize that
goal-oriented messages and experientially rewarding content may enhance self-care
management. In the following, we present the literature review of constructs that are
strongly related to empowerment.

2.3 Social Connection

In a recent research project at Stanford, Walton [23] identifies that social belonging is
an essential factor for human drive or motivation. It mentions the importance of identity
belonging (a sense of self and how one gains the feeling of belonging to a family,
group, place or community [24] and how social cues such as doing task with others can
change behavior [25]. It also points to the lasting effect of interventions with social
belonging aspect [23] meaning the higher chance of behavior sustainability with social
support. These findings show that it is essential to include social context in the attempt
of achieving behavior sustainability.

2.4 Technological Tools

The advantages of technology inventions such as internet, apps, mobile games, and
social media include: wide spread reach, low cost, added interactivity, and the ability to
quickly provide personalized messages [25]. Technology tools are empowering people
with information and knowledge, “Overall, youth perceived computers and the Internet
to be empowering tools, and they should be encouraged to use such technology to
support them in community initiatives.” [9] Digital empowerment is defined as “the
ability of an individual to use digital technologies effectively in order to develop life
skills and strengthen his or her capacity within the information society” [27]. On the
UNICEF website, there is a document indicating the impact of Information and Com-
munication Technology (ICT) on enhancing the cognitive and capacity of individuals’
empowerment. The document emphasizes the effectiveness of ICT tools on elevating the
society through learning an effective way of performing daily actions such as nutrition
tracking and medication consumption [28]. More important, ICT tools can be utilized in
supporting individual needs because they are pervasive and easy to customize.

2.5 General Self-efficacy

Another major factor to be considered in an ICT empowerment model, in particular, to
perform and maintain a health behavior is self-efficacy, defined as an individual’s belief
in his or her capacity to execute behaviors [29]. Self-efficacy is an essential factor for
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feeling empowered and performing and sustaining a behavior. “Perceived self-efficacy
has been found to be very important in causing people to form intentions to perform
and maintain physical exercise for an extended time.” [29] Part of assessing or eval-
uating self-efficacy is through assessing an individual’s confidence and beliefs in their
ability to achieve his/her health goals. In this experiment, we chose the self-efficacy
measure currently used by the Health Trainer Service. “The Health Trainer Service is
designed to train people with the skills they need to set their own health goals and
manage and change their behavior.” [29] We selected seven items out of the eight
questions listed in this measure as they fit the nature of this experiment; specifically, we
used the items that address measuring the self-efficacy to achieve a health goal.

2.6 Community Support

“Community empowerment is said to offer the most promising approach for reducing
health problems in communities.” [30] The need for empowerment approaches in
motivating people and especially for patients in their transition to home is notable.
“Expansion of empowerment programs in communities is a powerful tool to help
improve peoples’ health”. Health promotions, workshops, drugs prevention programs,
and safe community programs are different implementations for community empow-
erment [30].

The evidence is strong for intervention that is designed to promote individual
behavior change, according to the Community Guide [31]. “The recommendation for
individually adapted behavior change is based on 18 studies in which the median effect
size was a 35% increase in time spent in physical activity and a 64% increase in energy
expenditure.” [31] These intervention strategies are community-based for increased
physical activity, such as the percentage of people starting exercise programs and the
frequency of physical activity [31]. Another study states, “participation in school- and
community-based sports increases the likelihood that students were active, practitioners
should seek to enhance opportunities for participation in and access to these programs
in order to increase the level of activity obtained by students” [32]. Therefore, com-
munity support is a valuable factor in changing and adopting a behavior.

2.7 Intentions to Sustain a Healthy Behavior

Maintaining a healthy behavior is the optimum goal of any healthcare intervention. The
intervention may last a short time period, yet the effect should last longer or for life. In
fact, after patients are discharged, self-care management is a main request, especially
for the ones with chronic disease. Behavioral intentions, which are indications of how
hard people are willing to try to perform a particular behavior, is a key concept in the
psychology of behavior change [33]. We refer here to intentions instead of the actual
behavior because 19% to 38% of variance in behavior (including health behaviors) can
be explained by behavioral intention [34]. In order to build the intention for adherence
and instill the behavior in those patients and individuals who seek a better health
outcome, many contextual variables such as self-efficacy, social connection, and
community support need to be considered. Notably, person-focused behavior change
programs proved to be more effective than disease-focused ones [35]. These types of
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programs appeared to have a lasting effect, because they involve social support,
especially from peers, to sustain a behavior. This more focused approach requires
customization and more comprehensive intervention considering impactful factors.

3 Objectives and Research Questions

We propose a theoretical model for ICT empowerment to address the adherence
gap. We hypothesize that building an intention to sustain a behavior change can be
improved with empowerment. The objectives are: To build and evaluate an ICT
empowerment theory model using survey that includes the following items:

• A collection of goal oriented messages
• A pool of experientially rewarding types of messages
• Questions about how technology tools, self-efficacy, social connection, and com-

munity support can positively increase empowerment feeling which is hypothesized
to positively affect the intention to sustain a healthy behavior

The research questions that will guide this research are:

RQ1: How do technology tools, self-efficacy, social connection, and community sup-
port positively affect empowerment feeling?

RQ2: Will an empowered individual have a higher probability of forming intention to
sustain a behavior?

4 Methodology

This research uses a quantitative survey approach to answer the research questions and
build an ICT empowerment theory model. The factors in this model are derived from
previous trial results, brainstorming sessions, and a literature review. The theoretical
model proposed is demonstrated in Fig. 1.

Fig. 1. The proposed theoretical model for ICT empowerment & results

34 A. Alluhaidan et al.



Survey: To answer our research questions, we constructed a survey to measure dif-
ferent constructs and how they contribute to feeling empowered and eventually
increase the intention to sustain a healthy behavior.

Prior research has proven that technology tools have an effect on self-efficacy [32,
36] thus, we identify the necessity to include technology tools construct in the ICT
empowerment model. Prior research [37] has also proven the strong correlation
between social connections and maintaining a behavior; therefore, we include this
factor in the model. Community support has also been included in the model for its
value in changing a behavior [30]. Lastly, we hypothesize in the model that feeling
empowered can positively affects the intention to sustain a health behavior. The survey
collects (1) demographic data, (2) current health portfolio, (3) the intervention signified
by displaying the different messages, (4) questions on feeling empowered, (5) social
connection, (6) general self-efficacy based on the Health Trainer Service Standards, and
(7) intention to sustain a health behavior. Because it is hard to identify each individ-
ual’s goal, we selected one generic commonly identified goal: do physical exercises in
a regular manner. The survey was sent via email as an embedded hyperlink to indi-
viduals (survey elements are listed in Appendix A).

The survey, which was declared exempt from IRB supervision under the university
policy and federal regulations on February 18, 2016, went through internal pilot testing
before it was published to public. In two and a half months, we collected 174 com-
pleted responses from convenience sample of university students, and the responses
were used in SPSS and Amos to perform factor analysis and SEM. The number of
responses is sufficient for testing a structural equation model as Boomsma suggests a
minimum sample size 100–150 [38, 39].

The result showed that the effects (MA ➔ FE, TT ➔ SE, SE ➔ FE, CS ➔ FE,
FE ➔ ISHB) are all significant with P < 0.05, SC ➔ FE is abnormal at P < 0.127, and
experiential rewards (ER) does not have significant effect on empowerment, so we
removed this factor. Model fitness indicators are reported below:

The root mean square (RMR) of the model did not show a reasonable fit with the
data. However, RMR is a sensitive scale of measurement and it is difficult to establish
what a low value is. Thus, this study uses Standardized RMR (SRMR) with recom-
mended values of less than 0.05 signifying a good fit with data. However, this model’s
SRMR index (0.1257) does not fall within this range. Root mean squared error of
approximation (RMSEA) is 0.074, which is below 0.10–the indication of a good fit
with the data. X2 and degree of freedom is 1.943, which does not fall within the good
index boundary between 2 and 5.

5 Discussion and Conclusion

Empowerment, “respects the right to autonomy, as well as furthering autonomy as
ability, it respects the person’s dignity, and it reduces inequalities.” [40] Therefore,
empowerment is preferred for behavior-change interventions [40]. In this study, we
present a further step on how to implement such an intervention. Even though we have
a small sample size to evaluate the model, we already found interesting results. The
significant effects on empowerment from the factors (technology tools, self-efficacy,
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social connection, and community support) were actually anticipated. Yet, the fact that
experiential reward does not have that effect on empowerment was not expected. Since
the experiment attempts to define the best way to engage audiences with regard to
exercise, the survey was presented as if the messages and rewards were displayed as
part of a regular exercise goal. For future trials, we will actually distribute the messages
on a smart phone app. Most interventions fail to establish and maintain healthy habits
for multiple reasons, such as lacking personalization and motivational perspective. This
research brings new light on engaging audiences with meaningful messages and
rewarding content and how it can help in forming intention to sustain a behavior.
The ICT model proposed here is novel in incorporating personalized goal oriented
messages and rewarding content into empowerment. This model also tests the rela-
tionship between technology tools, self-efficacy, social connection, community sup-
port, feeling empowered, and intention to sustain a healthy behavior in a new way.
Ultimately, this model can help in revealing new ways of achieving better health
outcomes.

With this research, we expect to contribute to the knowledgebase concerning how
to effectively engage target audience using a goal-aligned content towards a better
health outcome. Delivering tailored messages towards personal goals on a technology
medium has not been established yet by previous research. This novel way of repre-
senting motivational content to encourage sustainable health behavior can be utilized to
prevent health deterioration and increase the quality of life. This research also points to
the importance of considering multiple factors while designing and implementing a
changing behavior intervention. Currently, researchers are collecting more data in order
to refine the model.

Appendix A: Survey Constructs, Definitions, Elements, Loadings,
and Scale

Code Construct: definition Items Loadings Scale
type

MA1 Message alignment with
goal: all messages (text)
are inline with the
subject’s goal towards
certain behavior (regular
exercise)

You should eat five or
more servings of fruits
and vegetables
(combined) daily

.323 Aligned
(1 2 3 4 5)

MA2 You should eat foods low
in fat

.385

MA3 Try getting 8 h of sleep a
day to keep stress away

.228

MA4 Drink at least 5 glasses of
water a day which
reduces the risk for heart
attack and stroke by 41%
in women and
54% in men

.348

(continued)
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(continued)

Code Construct: definition Items Loadings Scale
type

ER1 Experientially rewarding:
these events, when
happened, make the
subjects feel good and
happy

Spending time with my
family gives me
motivation to exercise

.487 Important
(1 2 3 4 5)

ER2 Getting recognized for
my achievements

.869

ER3 Receiving some award
when I achieve my
physical exercise goal

.824

ER4 If you exercise, you will
look more attractive

.439

TT1 Technology tools: we use
the term technology in
general to refer to smart
phones, Internet,
computers, televisions,
and wearable devices
(such as Fitbit)

I am comfortable using
technology

.523 Agree
(1 2 3 4 5)

TT2 I feel more capable with
my smart phone

.580

TT3 I can accomplish most of
my tasks using
computers, internet, and
technology

.602

TT4 I often use the internet to
look for solutions to
problems

.208

TT5 I feel powerless without
technology

.231

SE1 Self-efficacy: refers to an
individual’s belief in his
or her capacity to execute
behaviors

I will be able to achieve
most of the goals I set for
myself

.354 Agree
(1 2 3 4 5)

SE2 When facing difficult
tasks, I am certain I will
succeed

.445

SE3 I believe I can succeed at
most tasks to which I set
my mind

.548

SE4 I will be able to
successfully overcome
many challenges

.522

SE5 I am confident I can
manage well many
different tasks

.518

SE6 Compared to other
people, I can do most
tasks very well

.449

(continued)
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(continued)

Code Construct: definition Items Loadings Scale
type

SE7 Even when things are
tough, I can manage quite
well

.414

SC1 Social connection: the
number of family, friends,
and social acquaintances
that the subject connects
to

I have a friend or family
member who encourages
me to accomplish my
goal

.414 Agree
(1 2 3 4 5)

SC2 My family members are
always there to help and
support me

.708

SC3 In the past month it has
been easy to relate to my
friends and family

.319

CS1 Community support:
community support
implies help from
neighborhood, churches,
and other social
environment

My community helps me
to be cheerful

.398 Agree
(1 2 3 4 5)

CS2 In my community, I
would find a source of
satisfaction for myself

.707

CS3 In my community, I
would find someone to
listen to me when I feel
down

.544

CS4 In my community, I could
find people that would
help me feel better

.761

CS5 In my community, I
would relax and easily
forget my problems

.337

CS6 In my community, I take
part in activities

.563

CS7 I respond to calls for
support in my community

.467

FE1 Feeling empowered:
having a positive attitude
towards life and feeling
more capable to achieve
positive results

I have a positive attitude
towards life

.258 Agree
(1 2 3 4 5)

FE2 Having access to
information and resources
enables me to take
properly informed
decisions

.344

FE3 I go out of my way to
help others

.238

(continued)
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(continued)

Code Construct: definition Items Loadings Scale
type

FE4 I feel the ability to change
other’s perceptions by
democratic means

.437

FE5 I have a positive
self-image and I can
overcome stigma

.302

ISHB1 Intention to sustain a
health behavior: forming
a plan to maintain the
behavior for a long time

I intend to continue to
exercise

.279 Agree
(1 2 3 4 5)

ISHB2 I intend to eat healthy
food from now on

.553

ISHB3 I intend to keep a
work-life balance going
forward

.425

ISHB4 I intend to sleep well and
manage my stress from
now on

.533

ISHB5 From now on I will
continue to remain
healthy

.439

ISHB6 Technology tools help me
better manage my
exercise routines

.185

ISHB7 With or without support, I
intend to stay physically
fit

.466
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Abstract. This study provides an interpretation to empirically explain and
predict use continuance intention of students towards an enterprise resource
planning (ERP) system. A research model based on the information system
continuance, the social identity theory, and the unified theory of acceptance and
use of technology was adopted and analyzed using partial least squares struc-
tural equation modeling. The analysis uncovered important roles that perceived
effectiveness and social influence play in explaining the intention of students to
continue using the ERP. Further, the model demonstrated how primary task
support contributes to perceived effort, which helps in explaining perceived
effectiveness of the system. Computer-human dialogue support significantly
contributes to perceived credibility, primary task support and perceived social
influence. Social identification of the students significantly predicts perceived
social influence. Research related to continuous usage of an ERP system is
viable, as it enables designers and developers building more persuasive enter-
prise and socially influencing systems.

Keywords: Persuasive technology � Enterprise resource planning system
Use continuance � Perceived effectiveness � Social influence

1 Introduction

The design of a hardware and its interface can influence how an individual interacts
with it and consequently alter his or her behavior. In addition, persuasive functionalities
may also be incorporated into a system’s design to change attitude or behavior.
Although several studies have been conducted to demonstrate that persuasive tech-
nologies are effective in changing human behavior, not much have been done on how
an introduction of persuasive features in enterprise systems can promote their use
continuance. The acceptance and continuous use of enterprise resource planning
(ERP) systems is paramount, as it determines their success or failure.

However, existing theories for measuring acceptance and use continuance of
technologies and information systems mostly examine factors that stimulate individuals
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to initially adopt them rather than factors that would influence their continuous use [1,
13]. This research therefore seeks to investigate the relationship between persuasive
features in an enterprise system and how they impact its use continuance.

2 Background

An ERP system is a software for business management, it include modules for sup-
porting functional areas such as planning, manufacturing, sales, marketing, distribution,
financial accounting, human resource management, project management, inventory
management, service and maintenance, transportation and electronic business [2].
Many organizations nowadays resort to the implementation of ERP system in order to
match up with the competitive environment [21]. The benefit organizations draw from
ERP installations may be realized at different levels which include operational, man-
agerial, strategic, infrastructural and organizational [19].

Theories relating to the continuous use of ERP systems include expectation-
confirmation theory (ECT) and information system continuance (ISC) model [1]. ECT
and ISC were developed for post adaption behaviors. ISC model posits that users’
intentions to continue usage of an information system is influenced by three ante-
cedents which are satisfaction, confirmation and perceived usefulness. ISC differs from
ECT in several ways including: 1. ISC focuses on post-adoption expectations because
users’ expectation toward using IS after gaining experience must be different from
expectations before usage; 2. post-adoption expectations is represented by perceived
usefulness; and 3. perceived performance is not included because it is assumed to be
captured in the confirmation construct.

3 Research Model

This study adapted a research model (Fig. 1) that is based on information system
continuance, social identity theory, unified theory of acceptance and use of technology,
and persuasive technology [14]. According to Robey et al. [3], tried and tested instru-
ments are effective in measurement. The theoretical underpinning for this is that, such
instruments enable the researcher to gather enough knowledge and maintain compara-
bility between researches. The scales for measuring the constructs of the research model
were also adopted [14]. Questionnaires were designed, and checks indicated that they
demonstrated good content validity, i.e. face and expert validity before they were
administered. The perceived effort (EFFO) and perceived effectiveness (EFFE) were
modified from the unified theory of acceptance and use of technology [26], social
identification (SOID) was adopted from the social identity theory, while use continuance
intention (CONT) was adopted from expectation-confirmation theory [1].

3.1 Computer-Human Dialogue

Computer-human dialogue support (DIAL) keeps users active and motivated in using
an information system [14]. System-to-user prompts, triggers, reminders and positive
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feedback play an important role in computer-human dialogue support. Information
technology artefacts are social actors, according to [16, 18]. Consequently, users
envisage their interaction with information technology artefacts to be interpersonal in
nature. Furthermore, users tend to see their interaction with information technology
artefacts as in social situations [12, 18]. Thus, it is hypothesized that:

H1a: Computer-human dialogue support positively impacts perceived social influence.

Computer-human dialogue support keeps users active and motivate them to per-
form their primary task. This indicates that computer-human dialogue support
encourage students when engaged in activities such as course registration, verification
of personal data, checking exam results, etc. Hence, it has a direct link to perceived
effectiveness and primary task support. Thus, it is hypothesized that:

H1b: Computer-human dialogue support positively impacts perceived effectiveness.
H1c: Computer-human dialogue support has a positive effect on primary task support.

According to [11], computer-human dialogue support has the potential to influence
users’ confidence in a system. This means that it will possibly impacts students’
confidence in the use of the ERP. Thus, it is hypothesized that:

H1d: Computer-human dialogue support has a positive effect on perceived credibility.

3.2 Primary Task Support

Primary task support (PRIM) is the means given by the system to assist the user to
carry out his or her goal [14]. It is related to cognitive fit, task-technology fit, and
person-artefact-task [5]. It aids reflection on a user’s behavior, personal goal setting,
and keeping of track progress towards the goals [15]. It impacts perceived persua-
siveness positively [14], whilst perceived persuasiveness and perceived effectiveness
are related [19].

This indicates that the ERP provides functionalities for the students to engage in
activities such as course registration, checking semester results, uploading and veri-
fying personal data, just to mention a few. Thus, it is hypothesized that:

H2a: Primary task support has a positive effect on perceived effectiveness.

Since primary task support reduces the cognitive burden and disorientation towards
the use of the ERP, it is also hypothesized that:

H2b: Primary task support has a positive effect on perceived effort.

3.3 Perceived Credibility

Trust and credibility (CRED) are important and related construct when dealing with the
continuous use of an information system. For a system to be credible, it has to build
trust in users [4]. The objective of this research does not involve a detailed under-
standing of trust; therefore, such issues are integrated in perceived credibility.
According to Shin [20], perceived trust positively influences user behavior in social
commerce environment. This means that the perceived credibility that the Institute’s
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students envisage in the ERP, positively impacts their intention to continuously use the
system. Thus, it is hypothesized that:

H3: Perceived credibility has a positive effect on use continuance intention.

3.4 Perceived Effort

In existing technology adoption theories, perceived ease of use, a construct of tech-
nology acceptance model [6] and effort expectancy, a construct of unified theory of
acceptance and use of technology [27] have proven to be the two basic constructs that
explains one’s intention to use a system continuously. Perceived effort relates to one of
the propositions of expectancy theory of motivation. This implies that, one’s effort will
result in the realization of desired performance goals, i.e. perceived effectiveness in the
case of this research.

It can therefore be concluded that the degree of ease associated with the use of the
ERP (perceived effort) motivates the institute’s students that the ERP will help them
improve their online interactions with the university. Thus, it is hypothesized that:

H4a: Perceived effort has a positive effect on perceived effectiveness.

Effort expectancy positively influences behavioral intention [27]. This logically
follows that perceived effort has a direct impact on use continuance intention. Thus, it
is hypothesized that:

H4b: Perceived effort has a positive effect on use continuance intention.

3.5 Perceived Social Influence

Most individuals taking part in online social activities are merely readers of discussion
forums, searchers of blog posts, or observers of photos or other media [17]. Social
influence may be connected with aspects of the social network i.e. groups and families,
specific behaviors e.g. emotional or informational support or our perceived availability
of support resources [25]. Social influence may also be described as an exchange of
resources between two individuals perceived by the provider or the recipient to be
intended to enhance the wellbeing of the recipient. It is in the form of encouragement,
motivation, information and shared experience [9]. This promotes perceived
effectiveness.

Hence, the decision of the institute’s students to use the ERP will be influenced by
their fellow students and will consequently deepen their desire that the ERP will help
improve their online interaction with the university. Thus, it is hypothesized that:

H5a: Perceived social influence has a positive effect on perceived effectiveness.

Social influence is a direct determinant of use intention [27]. Moreover, perceived
social influence directly affects use behavior [20]. Thus, it is also hypothesized that:

H5b: Perceived social influence has a positive effect on use continuance intention.
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3.6 Social Identification

According to Hogg [10], group cohesion is the sense of members’ attraction to the
group. It is important to note that group cohesion and social identification are similar
constructs. Cohesion strengthens when members in a group perceived that shared goals
and objectives can be reached through group action [8]. Group cohesion has a sig-
nificant effect on task participation and social presence.

This indicates that students’ sense of attraction to the use of the ERP is impacted by
their colleagues using it. Thus, it is hypothesized that:

H6: Social identification has a positive effect on perceived social influence.

3.7 Perceived Effectiveness

Performance expectancy prognosticates intention to use [27]. The institute’s students
will continue to use ERP so far as the ERP enables them to perform their online
interaction with the university. The construct perceived effectiveness measures stu-
dents’ perceptions regarding whether the ERP is successful in aiding them to register
courses, check exam results, verify and upload relevant data. Hence, performance
expectancy is equated to perceived effectiveness. It logically follows that, if the stu-
dents do not perceive the ERP to be effective, they are likely to stop using it. Thus, it is
hypothesized that:

H7: Perceived effectiveness has a positive effect on use continuance intention.

4 Methodology

Based on deductive reasoning from earlier research [14], the hypotheses were tested to
confirm or refute the proposed relationships. The numerical data collected from par-
ticipants were used to represent the theoretical constructs and concepts and the inter-
pretation of these values were considered as scientific evidence on use continuance
intention on the studied ERP.

The data collection instrument used in this study was questionnaire. Data was
collected using an online survey software (google forms). The same tool was used in
designing the questionnaire. The questionnaire was administered through email. The
process of collection lasted for four weeks. Participation was purely voluntary, and no
student was coerced into participating in the research. Undergraduate and graduate
students of various faculties were involved. Prior to participation, each student read and
completed an informed consent form. Participants were assured of privacy and anon-
ymity. Out of the three hundred (300) questionnaires administered, one hundred and
four (104) responses were received and used. The questionnaire consisted of demo-
graphic questions and five-point Likert scale items (ranging from strongly agree to
strongly disagree).
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5 Data Analysis

SmartPLS was used for data analysis, as it contains tools for PLS-SEM that are suitable
for predicting outcomes of research models. It employs component-based path mod-
eling, which is robust when it comes to deviation from a multivariate distribution [7].

5.1 Outer Model and Measurement Model

The outer model describes the relationship among the latent variables and their indi-
cators whereas the measurement model is the mathematical equations that express the
relationship among the latent variables and their indicators. Table 1 presents the reli-
ability statistical measures for the study.

In Table 2, the calculated value in bold on the diagonal are the square root of AVE for
each latent variable. Latent variable CRED has an AVE of 0.748 from Table 1. Hence, its
square root is 0.864. This number is larger than the correlation values in the column of
CRED i.e. (0.472, 0.702, 0.596, 0.596, 0.417, 0.459) and larger than those in the row of
CRED i.e. (−0.396). Similar observation can be inferred from all the other latent vari-
ables. This indicates that discriminant validity is well established among the variables.

Table 1. Latent variable coefficients

Cronbach’s
alpha

rho_A Composite
reliability

Average variance extracted
(AVE)

CONT 0.812 1.086 0.906 0.829
CRED 0.888 0.893 0.922 0.748
DIAL 0.794 0.810 0.865 0.617
EFFE 0.924 0.924 0.952 0.867
EFFO 0.928 0.939 0.949 0.822
PRIM 0.698 0.698 0.833 0.624
SOCS 0.857 0.909 0.913 0.778
SOID 0.785 0.884 0.899 0.817

Table 2. Fornell-Larcker criterion analysis for checking discriminant validity.

CONT CRED DIAL EFFE EFFO PRIM SOCS SOID

CONT 0.910
CRED −0.396 0.864
DIAL −0.310 0.472 0.785
EFFE −0.452 0.704 0.566 0.931
EFFO −0.404 0.596 0.549 0.613 0.906
PRIM −0.405 0.596 0.579 0.585 0.593 0.789
SOCS −0.151 0.417 0.594 0.567 0.374 0.457 0.882
SOID −0.073 0.459 0.566 0.513 0.470 0.450 0.536 0.903
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5.2 Inner Model and Structural Model

The inner structure describes the relationship among the latent variables that make up
the model. The structural model is the mathematical equation that expresses the rela-
tionship among latent variables. With the help of bootstrapping procedure, SmartPLS
generated a T-Statistics for significance testing of both the inner and outer model. The
bootstrapping process resulted in the information provided in Table 3 and Fig. 1.

The values in the ‘T-Statistics’ column determines if the path coefficient of the
inner model is significant or not. Using a two-tailed t-test with a significance level of
5%, the path coefficient will be significant if the ‘T-Statistics’ is larger than 1.96
(marked as bold in Table 3). Two different values are indicated on each arrow line in
Fig. 1. The upper ones represent structural path significant strength among the con-
structs or latent variables in the model (T-statistics). The higher values represent more
significance and vice versa. The values in the variables represent the coefficient of
determination, R2. These values explain the percentage of variance. The lower ones
represent inner model path coefficient size. Standardized path coefficients value lower
than 0.1 indicates that path is statistically not significant. Based on the results of the
PLS-SEM analysis (Fig. 1), the following conclusions were drawn on use continuance
intention of the ERP that was studied. The coefficient of determination, R2, for con-
tinuance intention is 0.253 (see Fig. 1). This indicates that the exogenous or inde-
pendent variables, i.e. CRED, EFFO, SOCS and EFFE moderately explain 25.3% of
the variance in CONT (continuance intention). An endogenous variable is the same as
dependent variable. SOCS, DIAL, PRIM and EFFO together explain 54.1% of the
variance of EFFE, (i.e. Perceived Effectiveness). DIAL and SOID together explain
41.2% of the variance of SOCS (i.e. Perceived Social Influence). DIAL alone explains
33.5% of the variance of PRIM (i.e. Primary Task Support). Whilst DIAL explains
22.2% of the variance of CRED (i.e. Perceived Credibility). Primary Task Support
(PRIM) accounts for 35.1% of the variance of Perceived Effort (EFFO).

Table 3. Statistical path coefficients and significance

Original sample Sample mean Standard deviation T-statistics P-value

SOID ! SOCS 0.294 0.303 0.117 2.514 0.012
DIAL ! EFFE 0.091 0.096 0.114 0.796 0.426
DIAL ! CRED 0.472 0.482 0.074 6.333 0.000
DIAL ! SOCS 0.427 0.427 0.103 4.170 0.000
DIAL ! PRIM 0.579 0.585 0.069 8.415 0.000
PRIM ! EFFE 0.198 0.202 0.114 1.746 0.081
PRIM ! EFFO 0.593 0.601 0.069 8.613 0.000
EFFO ! EFFE 0.335 0.325 0.124 2.693 0.007
SOCS ! EFFE 0.297 0.300 0.110 2.696 0.007
CRED ! CONT −0.101 −0.108 0.141 0.715 0.475
SOCS ! CONT 0.165 0.178 0.118 1.397 0.163
EFFO ! CONT −0.184 −0.185 0.120 1.539 0.124
EFFE ! CONT −0.362 −0.364 0.147 2.467 0.014
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The inner model suggests that perceived social influence (SOCS) has the strongest
impact on continuance intention with a value of 0.165. On the other hand, perceived
effectiveness, perceived effort and perceived credibility have no significant impact on
continuance intention because they are negative values i.e. −0.362, −0.184 and −0.101
respectively. The relationship between perceived social influence and continuance
intention is statistically significant. However, the one between perceived effectiveness
and continuance intention, perceived effort and continuance intention, perceived
credibility and continuance intention are all statistically not significant. This is because
their standardized path coefficients are lower than 0.1. Perceived social influence is
moderately strong predictor of continuance intention, but perceived effectiveness,
perceived effort and perceived credibility do not predict continuance intention directly.

6 Discussion

In this study, a research model proposed [14] was adopted to explain and predict use
continuance intention of an ERP. The outcomes of the analysis confirmed most of the
hypotheses. All the constructs of the research model have a significant impact. With
human-computer dialogue support, the system must provide relevant, motivating
feedback to the students via words, images, sounds and other forms of media. Its role in
the adopted model is significant in that, it affects perceived social influence. Perceived
social influence strongly influences use continuance. Through social identification,
students easily relate to the experiences of their colleagues on the ERP platform. It is
evident in the structural model that social identification influence use continuance
indirectly through other constructs.

Fig. 1. The research model with the results of the PLS-SEM analysis
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A strong positive connection from social identification on perceived social influ-
ence was confirmed. This agrees with the idea that information technology artefacts can
be designed to perform as social actors [22]. Tuunanen et al. [24] found that students
rarely use any information system in isolation but would like to connect with others.
Computer-human dialogue support plays a key role when it comes to students’
intention towards the ERP. Students need to be prompted, suggested to and reminded
of necessary tasks that they need to perform. Looking at the results carefully, social
identification and computer-human dialogue support explains considerably 41.2% of
the variance of perceived social influence. Perceived credibility involves how trust-
worthy, reliably, believable and credible the ERP should be. As seen in the model,
(Fig. 1) perceived credibility has significant relationship to continuance intention.
However, computer-human dialogue accounts for 22.2% of the variance of perceived
credibility.

This study contributes to the research of continuous use of ERP systems, which can
be promoted by incorporating suitable sets of persuasive mechanisms into it design.
Perceived social influence was found to be the stronger construct that impacts use
continuance. This is indicative of the fact that persuasive features promote use con-
tinuance intention, as it has similarly been confirmed in other recent research work
related to behavioral intentions [10, 14, 20] and user engagement [23].

To further gain insights into the underlying persuasive mechanisms, multi group
analysis was performed on the demographic data available. Gender, age range and level
of study were the focus, which helped to uncover several interesting observations. For
the male participants, perceived effort had a strong impact on use continuance. For the
female participants, perceived social influence strongly impacts use continuance.
Whereas for participants under age of 26, perceived social influence strongly impacted
use continuance. Amongst graduate students, perceived effort strongly impacted use
continuance, while within undergraduate students, perceived social influence was the
main contributor for use continuance.

7 Conclusions

After the empirically examination of users’ continuance intention towards a selected
ERP system, it has been established that the introduction of persuasive features into
enterprise systems can promote use continuous. As such, ERPs must be designed to
possess features that engage and retain students in order to take full advantage of its
use. Persuasive features are keys factors that motivate student continuance use of such
systems. User resistant to use in the post implementation process has been identified as
one of the root causes of ERP implementation failure. For the ERP to continue to serve
its purpose, users must be motivated by embedded persuasive mechanism.

Although this study has provided empirical evidence that supports the fact that the
introduction of persuasive features into enterprise systems can help promote continuous
use, there is the need for further studies to be conducted to ascertain whether this notion
may hold for other systems. This is because mostly ERPs are used in business and
industries where the users (employees) often do not have the choice to avoid using it.
However, within the academic industry, students are a special type of customers who
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also ends up being products of the same institution. Hence the type of psychological
contract that exist between the students and their institution may differ from the one
between a typical employer and employee. It is therefore recommended that future
research should focus on non-academic industry to verify whether the findings of this
study holds among all industries.
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Abstract. Trust is critical to the success of human-robot interaction.
Research has shown that people will more accurately trust a robot if
they have an accurate understanding of its decision-making process.
The Partially Observable Markov Decision Process (POMDP) is one
such decision-making process, but its quantitative reasoning is typi-
cally opaque to people. This lack of transparency is exacerbated when
a robot can learn, making its decision making better, but also less pre-
dictable. Recent research has shown promise in calibrating human-robot
trust by automatically generating explanations of POMDP-based deci-
sions. In this work, we explore factors that can potentially interact with
such explanations in influencing human decision-making in human-robot
teams. We focus on explanations with quantitative expressions of uncer-
tainty and experiment with common design factors of a robot: its embod-
iment and its communication strategy in case of an error. Results help
us identify valuable properties and dynamics of the human-robot trust
relationship.

1 Introduction

Trust is critical to the success of human-robot interaction (HRI) [1]. To max-
imize the performance of human-robot teams, people should trust their robot
teammates to perform a given task when robots are more suited than humans
for the task. If the robots are less suited, then people should perform the task
themselves. Failure to do so results in disuse of robots in the former case and
misuse in the latter [2]. Real-world case studies and laboratory experiments show
that failures of both types are common [3].

Research has shown that people will more accurately trust an autonomous
system if they have a more accurate understanding of its decision-making process
[4]. The Partially Observable Markov Decision Process (POMDP) is one such
c© Springer International Publishing AG, part of Springer Nature 2018
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decision-making process, providing optimized decision making that is commonly
used by robots, agents, and other autonomous systems [5]. Unfortunately, the
quantitative nature of POMDP algorithms and their results makes them hard
for people to understand. Furthermore, while a robot could learn to improve its
POMDP model, such changes in its decision-making only exacerbate the lack
of transparency. Fortunately, recent research has shown promise in calibrating
human-agent trust by automatically generating explanations of POMDP-based
decisions [6].

In this work, we seek a deeper understanding of the factors leading to the
effectiveness (or lack thereof) of such automatically generated explanations. We
specifically focus on explanations that provide quantitative information on uncer-
tainty and two factors related to common robot design decisions: its embodiment
and its communication strategy in case of errors. We seek to understand how a
robot’s coping strategies after making an error may interact with its transparency
communications in calibrating a human teammate’s trust in it. We implement
a specific trust-repair strategy inspired by prior work in organizational trust:
an acknowledgement of a mistake, paired with a promise to improve [7]. We
thus can study differences in the effect of such an error acknowledgment and
promise to learn when preceded by different types of explanations of the robot’s
decision-making.

In addition, people have been observed to react differently to robot team-
mates based on their appearance [8]. There are clear behavioral differences
for many people when interacting with more human- or animal-like robots, in
contrast to their interactions with more “mechanical” robots. In fact, trust in
human-animal interaction shares some characteristics with trust in human-robot
interaction, in that both seek to augment human skills and abilities in order to
better accomplish a particular task [9]. It has been suggested that human-animal
interactions may represent a suitable metaphor for human-robot interactions
(for review, see [10]). Of course, the roles that each entity fills depend on its
capabilities, skills, and affordances [11,12]. Thus we consider how the robot’s
embodiment will affect the interpretation and effectiveness of its explanations.
In particular, we draw inspiration from studies showing that dog-like robots
are treated differently from those with a more traditionally robotic appearance
[11,12]. We can therefore quantify the potentially different effects of POMDP-
based explanations when coming from robots with different embodiments.

To quantify the impact of these variables, we expand our measures to consider
self-reported trust as well as behavioral measures of human decision-making,
such as compliance with the robot’s recommendations, correct decisions by the
human teammate, and correct diagnosis of the robot’s failures by the human
teammate. By looking at where these behavioral measures deviate from self-
reported measures, we can better drill down into the mental states of the human
teammates, into the antecedents of trust.

2 Related Work

Existing studies have shown that a human’s ability to understand its agent team-
mate has a clear impact on trust [4]. Hand-crafted explanations have shown
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to contribute to that understanding in a way that provides transparency and
improves trust [13]. Automated, domain-independent methods for generating
explanations have a long history within the context of rule- and logic-based
systems, like expert systems [14]. There has been more recent work on generat-
ing explanations based on Markov Decision Problems (MDPs) [15]. Our previous
work automatically generated explanations from Partially Observable MDPs [6],
which provide a more realistic model for HRI domains, due to the inherent uncer-
tainty in the robots’ operating environment. The existing evidence is encouraging
as to the potential success of applying a general-purpose explanation on top of
an agent’s decision-making process.

To identify the most effective content for such AI-based explanations, we look
to studies that measure the impact of various forms of explanation on people’s
perceptions of risks and uncertainties when making decisions. A survey of these
studies indicates that “people prefer numerical information for its accuracy but
use a verbal statement to express a probability to others.” [16]. On the other
hand, one of the studies in the survey contrasted a numeric representation of
uncertainty with more anecdotal evidence and found that the numeric infor-
mation carried less weight when both types were present [17]. A study of risk
communication in medical trade-off decisions showed that people performed bet-
ter when receiving numeric expressions of uncertainty in percentage (67%) rather
than frequency (2 out of 3) form [18]. In translating our robot’s POMDP-based
reasoning into a human-understandable format, our explanation algorithms use
natural-language templates inspired by these various findings in the literature.

Previous studies of automatically generated explanations in HRI used a fixed
robot, with a traditionally mechanical appearance. However, people react differ-
ently to robot teammates based on their appearance. Prior studies have shown
that some people show a marked preference for more mechanical-looking robots,
while others are more comfortable interacting with humanoid robots [8]. Such
observations have prompted other technological attempts to emulate the physi-
cal, behavioral, and cognitive aspects of biological entities within robots. Studies
have found that humans tend to describe their relationships with robotic ani-
mals as similar to those with biological animals [11,12]. These studies found that
people will often attribute some (but not all) dog-like qualities to robots who
look like dogs. In fact, in many domains, human-animal trust can be viewed as
a better model for HRI than human-human trust [10].

Given the uncertain nature of the robot’s decisions, they will inevitably turn
out to be wrong from time to time. Reinforcement learning has enabled many
robots to improve from their mistakes (e.g., [19,20]). While such learning is likely
to complicate the robot’s effort to reason transparently with human teammates,
it does provide an opportunity to repair trust that has been damaged by robot
errors. Our investigation into the interaction between explanations and trust
repair is inspired by work on the latter within organizations [7,21]. Prior research
has found that timely trust-repair actions are critical to effectively maintaining
trust within HRI [22].

In this paper, we discuss the impact of a robot’s embodiment, its explana-
tion, and its promise to learn from mistakes on trust and team performance.
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Based on results from previous studies of robot explanations and trust [23], we
hypothesize that:

H1: Compared to a robot who offers no explanations of its decisions, a robot
who offers explanations can help its teammate better calibrate trust and produce
better team performance.

Additionally, we hypothesize that a robot that looks like an animal, such as
a dog, will help human teammates establish a trust relationship with it similar
to the one they would have with a real dog. We therefore hypothesize that:

H2: A robot’s embodiment will impact trust in the robot and team performance.
Specifically, a robot whose appearance shares that of an animal will foster a
stronger trust relationship than one with a more mechanical appearance.

Finally, a robot can acknowledge its mistakes and promise to learn from them,
so as to indicate that it is aware of its limitations and knows how to improve.
Such indications can potentially improve its teammate’s trust in its ability. We
hypothesize that:

H3: A robot that acknowledges each mistake it makes and promises to learn
from them will improve its trust relationship with its human teammates.

3 HRI Testbed

We evaluate our hypotheses in the context of an online HRI testbed [24]. For
the current study, we used the testbed to implement a scenario in which a
human teammate works with a different robot across eight reconnaissance mis-
sions (Fig. 1). Each mission requires the human teammate to search 15 buildings
in a different town. The virtual robot serves as a scout, scans the buildings for
potential danger, and relays its findings. The robot has an NBC (nuclear, bio-
logical, and chemical) weapon sensor, a camera that can detect armed gunmen,
and a microphone that can identify suspicious conversations.

The human must choose between entering a building with or without pro-
tective gear. If there is danger in the building, the human will be injured if not
wearing the protective gear, and the team will incur a 3-min time penalty. How-
ever, it takes time to put on and take off protective gear (20 s each). The human
teammate must enter all 15 buildings within 10 min; otherwise, the mission is
a failure. So the human is incentivized to consider the robot’s findings before
deciding how to enter the building.

We model this task as a POMDP, which is a tuple, 〈S,A, P,Ω,O,R〉 [5].
The state, S, consists of objective facts about the world, such as the presence
of dangerous chemicals in the buildings. The robot’s available actions, A, cor-
respond to the possible decisions it can make. Upon arrival at a new building,
the robot makes a decision as to whether to declare it safe or unsafe for its
human teammate. We model the dynamics of the world using a transition prob-
ability function, P , that captures the uncertain effects of the robot’s actions.
A recommendation that a building is safe (unsafe) has a high (low) probability
of decreasing the teammate’s health if there is, in fact, danger present.
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The robot has only indirect information about the true state of the world,
through a subset of possible observations, Ω, that are probabilistically dependent
(through the observation function, O) on the true values of the corresponding
state features. For example, if dangerous chemicals are present at its current
location, then the robot’s chemical sensor will detect them with a high proba-
bility. There is also a lower, but nonzero, probability that the sensor will not
detect them.

The robot’s reward, R, is highest when all buildings have been explored by
the human teammate. This reward component incentivizes the robot to pursue
the overall mission objective. There is also a positive reward associated with the
human teammate’s health. This reward component punishes the robot if it fails
to warn its teammate of dangerous buildings. Finally, there is a negative reward
that increases with the time cost of the current state. This motivates the robot
to complete the mission quickly.

An agent can generate behavior based on its POMDP model by determining
the optimal action based on its current beliefs, b, about the state of the world
[5]. In particular, our robot will consider declaring a building dangerous or safe
by combining its beliefs about the likelihood of possible threats in the building
with each possible declaration to compute the likelihood of the outcome (i.e.,
impact on teammate’s health and time needed to search the building). It will
finally combine these outcome likelihoods with its reward function and choose
the option that has the highest reward.

While the scenario is military reconnaissance, it is simple enough that it does
not require prior experience to complete the mission in the study, e.g., the task
does not need knowledge of procedures for searching buildings. The participant
needs to decide only whether to trust the robot’s findings (safe/dangerous) and
press a button to enter/exit the room. In the current study, we fixed the obser-
vations the robot receives to be accurate 80% of the time. As a result, the robot
makes incorrect assessment of the danger level for 3 out of 15 buildings in each
town. Research on automation reliability on trust and human-automation team
has indicated that a reliability of 80% [25] or above 70% [26] to be a suitable
setting for similar studies.

Fig. 1. Human robot interaction simulation testbed with HTML front-end.
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4 Evaluation

The domain of the testbed scenario is relevant to the military, so we recruited
61 participants from a higher-education military school in the United States.
Participants were awarded extra course credit for their participation.

Design: We varied the robot’s embodiment (robot vs. robot dog), explana-
tion (no explanation vs. confidence explanation) and acknowledgement to learn
from mistakes (no acknowledgement vs. acknowledgement). The aforementioned
testbed was used in the study. Because individual differences often impact trust
in automation [27], a 2 × 2 × 2 within-subject design is used in the study. Each
participant completed 8 missions. In each mission, a different variation of the
robot worked with the participant. A total of 8 variations of robot were used
(hence 8 missions). While the task and environment of mission 1 through 8 were
fixed, the order of the robot variations was counter-balanced. At the beginning
of each mission, participants were told that they were working with a new robot
for the first time (e.g., not the same robot from previous missions).

Embodiment: Two robot embodiments were used in the study, illustrated in
Fig. 2. One robot was designed to look like a dog, with ears, nose, and highlighted
eyes, suggesting possibly embedded sound, NBC, and vision sensors. The second
robot was designed to have the appearance of a typical robot-looking robot on
wheels.

Explanation: Existing algorithms explain an agent’s decision-making by exposing
different components of its POMDP model [6]. In this study, the explanation vari-
able has two levels: no explanation and a confidence-level explanation. At both
levels, the robot informs its teammate of its decision (e.g., “I have finished sur-
veying the doctor’s office. I think the place is safe.”). Under the confidence-level
explanations, the robot augments this decision with additional information that
should help its teammate better understand its ability (e.g., decision-making),
one of the key dimensions of trust [28]. The confidence-level explanations aug-
ment the decision message with additional information about the robot’s uncer-
tainty in its decision. One example of a confidence-level explanation would be:

Fig. 2. The two embodiment of the robots used in the study: a robot (left) and a robot
dog (right).
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“I have finished surveying the Cafe. I think the place is dangerous. I am 78%
confident about this assessment.” Because the robot’s one faulty sensor will lead
to occasionally conflicting observations, it will on those occasions have lower
confidence in its erroneous decisions.

Acknowledgment: The acknowledgement variable has two levels: no acknowl-
edgement and an acknowledgement that a mistake has been made along with a
promise to learn from the mistake. This acknowledgement is given every time the
robot makes an assessment that turned out to be incorrect. The team searches 15
buildings during each reconnaissance mission. In each mission, the robot makes
an incorrect assessment of three buildings. An example of the robot’s acknowl-
edgement is “It seems that my assessment of the informant’s house was incorrect.
I will update my algorithms when we return to base after the mission”.

Procedure: Participants first read an information sheet and filled out the online
background survey. Next, participants worked with a simulated robot on 8 recon-
naissance missions. In each mission, a variation of the simulated robot (with a
different combination of embodiment, explanation, and acknowledgment to learn
from its mistakes) was presented. The order in which the robots were presented
was counter-balanced across participants. After each mission, participants filled
out an online post-mission survey. The study was designed to be completed in 2
sessions, 120 min total.

Measure: The Background Survey included measures of demographic informa-
tion, education, video game experience, military background, predisposition to
trust [29], propensity to trust [30], complacency potential [31], negative attitude
towards robots [32], and the uncertainty response scale [33]. Because the impact
of individual differences on trust is not the focus of this paper, such analyses
and results are not included.

In the Post-Mission Survey, we designed items to measure participants’
understanding of the robot’s decision-making process. We modified items on
interpersonal trust to measure trust in the robot’s ability, benevolence, and
integrity [28]. We also included the NASA Cognitive Load Index [34], Situa-
tion Awareness Rating Scale [35], and trust in oneself and teammate [31]. We
have also collected interaction logs from the testbed.

The dependent measures discussed in this paper are listed below. Trust can
be measured via both self-report [28] and behavioral indicators, such as com-
pliance. Both of these measures used in the study are discussed below. Because
transparency is hypothesized as the “mediating” factor between explanations
and trust, we also included transparency as one of the outcome measures. The
investigation is carried out in the domain of a human-robot team, because the
goal of designing explanations to improve transparency and trust relationship is
to improve team performance. Thus, we include two team-performance measures
as outcome measures, shown below.

Trust: Trust in the robot’s ability, benevolence, and integrity was measured by
modifying an existing scale [36]. Each factor of trust was calculated by averaging
corresponding Post-Mission Survey items collected after each of the 3 missions.
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The explanations compared in this paper are designed to influence perceptions of
the ability factor of trust, and do not explicitly target benevolence and integrity.
So we focus on only the ability component of trust in this paper. The value
ranges from 1 to 7.

Transparency: This is measured using items (along a 1–7 Likert scale) on
the understanding of the robot’s decision-making process, designed by the
researchers. A sample item from this measure is “I understand the robot’s
decision-making process”.

Transparency Test Score: We designed a question to assess participant’s under-
standing of the robot’s decision-making process. The question asks the partici-
pants to name the components of the robot that need repair. The components
include the NBC sensors, audio and video processing units, etc. For the cur-
rent study, only the audio/video processing units are faulty. Participants receive
either 0 or 1 on this test.

Compliance: This is calculated by dividing the number of participant decisions
that matched the robot’s recommendation by the total number of participant
decisions in the interaction logs collected in each mission (15). The value ranges
from 0 to 100%.

Correct Decisions: This measure is calculated by dividing the number of correct
decisions (e.g., ending in safety) by the total number of participant decisions in
the interaction logs collected in each mission (15). The value ranges from 0 to
100%.

5 Results

Data from 61 participants are included in the analysis (14 women, 39 men,
Mage = 19.2 years, age range: 18–23 years). 2 participants answered that they
had worked with an automated squad member (such as a robot) before. 3 par-
ticipants had reconnaissance or search and rescue training, and 1 was actively
involved in such missions.

We conducted a General Linear Model analysis with Repeated Measures and
Bonferroni corrections, using explanation, embodiment, and promise to improve
as within-subject factors, and trust, transparency, compliance, and correct deci-
sions as dependent variables. Results show that explanation had a significant
impact on trust (F (1, 60) = 118.68, p < .0001), transparency (F (1, 60) = 33.82,
p < .0001), transparency test score (F (1, 60) = 11.72, p = .001), compliance
(F (1, 60) = 66.31, p < .0001), and correct decisions made (F (1, 60) = 83.90,
p < .0001). As shown in Table 1, participants reported a higher level of trust
in the robot’s ability when it offered explanations on its decisions. Participants
also reported that they felt that they understood the robot’s decision-making
process better when the robot offered explanations. Additionally, when the robot
offered explanations, the human teammate made better decisions, as reflected
in the percentage of correct decisions. The explanation also helped the human
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teammate calibrate when they should trust robot, as indicated by the combina-
tion of compliance rate and percentage of correct decisions. For each mission,
80% of the robot’s decisions are correct (12 out of 15). We can see from Table 1
that when the robot offered no explanations, the participants over-trusted the
robot (89.3%), resulting in poor decisions (69%). In contrast, when the robot
offered explanations, the compliance rate (78.9%) is much closer to the robot’s
correctness rate (80%). On the other hand, when the robot offered no expla-
nations, participants scored higher on the transparency test score, compared to
when explanations were offered.

Table 1. The effect of explanation on trust, transparency, compliance, and correctness.

No explanation Confidence explanation

Transparency 2.75 (out of 7) 3.65 (out of 7)

Transparency test score .414 (out of 1) .275 (out of 1)

Trust 2.99 (out of 7) 5.07 (out of 7)

Compliance 89.3% 78.9%

Correct decisions 69% 85.1%

The main effect of the promise to learn from mistakes was not statistically
significant for any of the dependent variables. The robot’s embodiment had a
marginally significant effect on trust (F (1, 60) = 3.64, p = .061) and no signifi-
cant main effect on the rest of the dependent variables. With a dog-like embodi-
ment, participants reported a lower level of trust, compared to that reported for
the machine-like robot embodiment (Mdog = 3.96, Mrobot = 4.10).

There was a marginally significant interaction between the robot’s promise
to improve and its explanations on trust (F (1, 60) = 3.85, p = .054). As shown
in Table 2, when the robot offered explanations, additional acknowledgment of
error and promise to learn from it did not make much difference in the self-
reported trust in the robot. However, when the robot did not offer explanations,
acknowledging that an error was made and promising to improve did lead to
higher self-reported trust by the participants.

Table 2. Interaction between the robot’s explanations and acknowledgment on partic-
ipants’ trust.

No explanation Confidence explanation

No ACK. 2.86 (out of 7) 5.09 (out of 7)

With ACK. 3.13 (out of 7) 5.05 (out of 7)

The analysis of the main effect of embodiment shows that there was a
marginally significant impact of the robot’s embodiment on trust, as we origi-
nally hypothesized. The rationale of the hypothesis is that participants will carry
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their trust relationship with the real animal over to the animal-like robot. Such
carry-over may last only a short period of time after the initial interaction, as
over time, it will be overcome by the actual behavior of the robot. We plotted the
self-reported trust over the course of 8 missions between interactions of robots
with different embodiments. As Fig. 3 shows, this hypothesized decaying effect
is indeed the case. Initially (i.e., during the first mission), the trust level differed
significantly between the two robot embodiments. An ANOVA with explana-
tion, embodiment, and acknowledgement as fix factors and self-reported trust
right after the first mission as the dependent variable shows a significant main
effect of the robot’s embodiment (Mdog = 3.58, Mrobot = 4.39, F (1, 60) = 6.48,
p = .014) and the explanation offered (Mnone = 2.91, Mconfidence = 5.00,
F (1, 60) = 47.47, p < .001). However, over time (in fact, starting from the sec-
ond mission), the impact of the robot’s embodiment is overtaken by the robot’s
behavior. And the difference in the level of trust in the robot is dominated by the
difference in the robot’s behavior, in this case, mainly the explanations offered
by the robot (Fig. 3). The aforementioned ANOVA tests on self-reported trust
after subsequent missions indicated only a significant main effect of the robot’s
explanations. Additionally, we did not observe a significant impact of embodi-
ment on the other dependent variables during the first mission or over the course
of 8 missions.

Fig. 3. Left: self-reported trust in the robot between two different robot embodiments.
Right: self-reported trust in the robot between a robot offering confidence-level vs. no
explanation.

6 Discussion

It is intriguing that explanation had a significant effect on transparency and
self-reported trust. The explanation offered by the robot indicates only its confi-
dence in its own assessment, not any information about what the assessment was
based on or how the assessment was made. However, participants still reported
that they felt that they understood the robot’s decision-making process better
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when such an explanation was offered. Furthermore, such explanations do not
indicate which component of the robot is faulty. This is reflected in the generally
low scores on the transparency tests (M = .344). It may be somewhat surprising
that when the robot offered explanations, participants actually scored lower on
the transparency test. Perhaps, during these times, participants relied on the
robot’s explanation to guide their decisions, without thinking about where its
recommendation came from. When the robot offered no explanations, the par-
ticipants had to rely on experience with the robot to make future decisions, and,
in the process, tried to figure out what was wrong with the robot. Additionally,
by offering explanations of its decisions, the robot helped its teammate calibrate
a proper compliance rate (e.g., when and when not to follow its recommen-
dations), resulting in better decision-making by the human teammate. Finally,
without receiving explanations from the robot, the participants overused the
robot, i.e., they followed the robot’s recommendations even when the robot was
wrong. Such participants also reported a lower level of trust in the robot, most
likely due to the fact that over-relying on the robot during the mission resulted
in poor decision-making.

Embodiment had an only marginally significant impact on self-reported trust.
In particular, participants reported a lower level of trust in a robot with a dog-like
appearance, compared to a robot with a machine-like appearance. This differ-
ence in trust levels did not translate to a difference in perceived transparency,
compliance, or percentage of correct decisions. The direction in which the self-
reported trust differed is contrary to our hypothesis. We hypothesized that one
would trust a robot that looks like a dog more because of the existing trust
relationship between humans and their best friend. The fact that participants
trusted a machine-like robot more indicates that trust in the robot’s ability
could be context- and task-dependent. A machine-like robot may give the initial
impression of a technological advantage offered by more sophisticated sensing
equipment, which would be relevant to the reconnaissance task, compared to
a dog-like robot. However, the effect of embodiment on self-reported trust is
most pronounced at the beginning of the interaction. After interacting with the
robot in the first mission, the robot’s embodiment made no significant difference
in the teammate’s trust. The robot’s behavior, particularly the explanations,
which are highly relevant to the teammate’s decision-making and team per-
formance, became the deciding factor on transparency, trust, compliance, and
teammate’s decision-making for the following missions. This is congruent with
the notion that trust is built based on past experience and first impressions
based on appearance may not last.

Acknowledging a mistake and promising to learn from it had no significant
effect on any of the dependent measures in the study. This is contrary to our
hypothesis. Perhaps this is due to the fact that the participants interacted with
each robot in only one mission. While the robot promised to update its decision-
making algorithms to reflect the experience during the mission, the participants
never got to witness any change after that mission. Making such acknowledgment
had a significant interaction effect with the robot’s explanations on self-reported
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trust. Particularly, when no explanations were offered, making such acknowledg-
ment and promise can help restore some trust and perhaps instill some hope in
the robot. However, when the robot offered explanations with its recommenda-
tions, such acknowledgement and promise did not make any significant impact.
Perhaps the explanations alone were enough to steer the trust relationship.

We experimented with a robot that acknowledged its errors and promised
to learn from them after the mission. However, it did not change its behavior
within the mission, possibly accounting for the lack of any significant effect of
such an acknowledgment/promise. Our robot’s POMDP model can support such
a dynamic behavior with some straightforward modification. In the next iteration
of this study, we will expand the robot’s POMDP model to include an explicit
representation of the possibility of a sensor failure. The standard POMDP belief-
update algorithms could then allow this robot to decrease its confidence in its
vision system after each false negative it receives [5]. In general, we can allow our
robot to perform model-based reinforcement learning to update any aspect of its
POMDP model [37]. Introducing the ability for the robot to change its decision-
making model will no doubt raise new challenges for maintaining transparency
and trust for human teammates.
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Abstract. Online peer group approach is inherently a persuasive technique as it
is centered on peer pressure and surveillance. They are persuasive social net-
works equipped with tools and facilities that enable behaviour change. This
paper presents the case for domain-specific persuasive social networks and
provides insights on problematic and addictive behaviour change. A 4-month
study was conducted in an addiction rehab centre in the UK, followed by
2-month study in an online peer group system. The study adopted qualitative
methods to understand the broad parameters of peer groups including the ses-
sions’ environment, norms, interaction styles occurring between groups’
members and how such interactions are governed. The qualitative techniques
used were (1) observations, (2) form and document analysis, and (3) semi-
structured interviews. The findings concern governing such groups in addition to
the roles to be enabled and tasks to be performed. The Honeycomb framework
was revisited to comment on its building blocks with the purpose of highlighting
points to consider when building domain-specific social networks for such
domain, i.e. online peer groups to combat addictive behaviour.

Keywords: Online peer groups � Behaviour change � Addictive behaviour

1 Introduction

Online peer groups exhibit their own characteristics which necessitate revisiting their
design principles in comparison to general purpose social networks. Social surveillance
differs from traditional surveillance in terms of the power, hierarchy, and reciprocity
[1]. Traditional surveillance involves, for example, corporations monitoring popula-
tions for the purposes of law enforcement, while social surveillance is the process of
monitoring activities for the purpose of influencing individuals’ behaviours, i.e. per-
suasion through “overt” observation [2] and it is usually done by peers not only
authorities. Online social surveillance utilises digital traces left by users to investigate
behaviours and activities, also known as “dataveillance” [3]. The tools that social
software offers, e.g. sharing and commenting, are the functional utilities that facilitate
online social surveillance. Yet, they still lack theory-based solutions and best practices
on how to employ such utilities. The high volume, speed, traceability and process-
ability are all new features which necessitate a revision of the known principles and
models for traditional social surveillance.
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The Honeycomb framework [4] proposed to understand social media platforms
from a functional perspective. Previous work on social informatics reviewed and
suggested adding extra blocks, e.g. social objects [5] and collaboration, to help
designers shifting from Social Computing to Socially Aware Computing [6]. Socially
aware systems are supposed to be socially responsible, universal and entirely satisfying
users requirements [7]. Social interactions are driven by or revolve around a shared
“object(s)”, e.g. topic, idea, event or public figure [6]. Social objects help to maintain
the focus of a social interaction [5]. This aligns with the use of social networks for
domain-specific purposes such as persuasive online peer groups where the group is
driven by a specific goal and centred on main issue. However, despites this recognition,
there is still lack of enough practice and engineering principles on how to develop such
platforms to boost positive behaviour and prevent side-effects [8].

This paper presents the results of a 4-month study that was conducted in an
addiction rehab centre in the UK. An observational study was performed followed by
practitioner interviews. This study was complemented by 2-months study on an online
system for peer support group. The findings focus on group governance, roles to be
enabled and tasks to be performed. The Honeycomb framework [4] was revisited to
comment on its building blocks with the purpose of highlighting points to consider
when building domain-specific social networks for such domain, i.e. online peer groups
to combat addictive behaviour.

1.1 Addictive Behaviour Change

Behavioural change theories are mainly used to bridge the gap between attitudes and
behaviours. These theories aim at reducing discrepancies between these two conceptual
constructs such as, for example, the gap between the intention to change a behaviour
and the act of actually doing so [9]. This is achieved by encouraging individuals to
create a plan to achieve the targeted behaviour. These theories include (1) Theory of
Planned Behaviour which emphasises the role of the intention to predict actions [10],
(2) Social Cognitive Theory which also relates to the theory of planned behaviour but
places a greater emphasis on the self-efficacy [11], (3) Control Theory which requires
goal(s) as a reference value to assess the current rate of the behaviour [12],
(4) Transtheoretical Model which suggests that an individual can be mapped to one of
the five milestones: pre-contemplation, contemplation, preparation, action, and main-
tenance [13], (5) Goal Setting Theory which suggests that goals setting can positively
impact the performance [14], and (6) Health Belief Model which requires feeling
vulnerable to a health threat, in order to perform protective measures [15].

Online peer groups are a type of social software that utilises certain mechanisms,
such as social pressure through surveillance [2], to change negative behaviours or to
reinforce positive ones [8, 16]. Online interactions differ from face-to-face (AKA FTF)
setting as they are performed in a less restrictive environment leading to more
self-discloser [17]. Traditional online peer groups are used as forums to host treatment
practice, such as counselling, which could be helpful for providing care and assisting
positive behaviour in remote settings. Despite the new facilities online peer groups can
provide, e.g. real-time and intelligent interventions enhanced by gamified and per-
suasive experience, designing them as typical social networks could lead to adverse
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side-effects [18]. This includes the spread of negative emotions, misleading peer
comparisons, and spreading and justifying negative behaviours.

2 Methodology

The performed studies adopted qualitative methods to understand peer groups
including the session environment, interaction styles occurring between groups’
members and how those interactions are governed. The first study was on FTF peer
groups for treating substance and behavioural addiction, followed by an interview with
an addiction counsellor. This study was complemented by a document analysis method
mainly for the forms and diaries used in the daily practice. These three methods were
applied in iterative style, i.e. after each observation session and its analysis, an inter-
view was conducted. A referral to the documents and diaries used by the practitioners
was also used when needed, before or after the observation sessions and the interviews
to support the preparation and the analysis, respectively. The second study concerned
the analysis of online peer groups designed for treating problematic gambling to
compare the practices in both the physical space and the cyberspace.

The data collected were textually analysed using qualitative content analysis
technique, i.e. the priori coding technique. The contextual dimension, which focuses on
the “structural descriptions to various properties of the social, political or cultural
context” [19], was also considered in the analysis. Analysing the data textually and
contextually is also known as discourse analysis [19]. The goal was to understand the
main processes and activities of online peer groups as an approach to overcome
addictive behaviours and the motivation of each process and what considerations to be
taken into account.

More information about the research settings and full analysis of the data collected
can be found in [20].

2.1 First Study: Traditional Rehab Centre

A 4-months observational study at an addiction treatment centre was performed to
better understand the different stages of treatment. In the rehab centre, therapeutic
sessions had a minimum of 7 participants and a maximum of 15, mixed genders, aged
between 19 and 56 years old. Some of the clients were experiencing parallel addiction,
such as problem gambling and alcohol abuse. Participants in the peer groups were
selected so that different levels of addiction are included in the same group, i.e. some
were at the prescribed medical detoxification stage arranged with the GP to treat
withdrawal symptoms, while others were in the advanced stage of the treatment. The
stages of treatment, e.g. Transition, Stabilisation were based on the model proposed in
[21, 22]. All group therapy sessions were facilitated by a qualified therapist, with over
13 years of experience in this field. The therapist’s role is to listen and when appro-
priate confront clients on the issues and problems they raise, in a process known as
reflective listening. The observation study included 14 sessions for two groups, where
each session lasted for an average of two hours.
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The treatment of the first group was based on Marlatt and Gordon’s model [23] for
relapse prevention. The model explains the relapse process, which can occur as a result
of the immediate determinants (e.g. high-risk situations and outcome expectancies) and
covert antecedents (e.g. stress and urges). The treatment of the second group, the
therapist utilised The GORSKI-CENAPS Clinical Model [24], particularly the Relapse
Prevention Therapy (RPT) [25]. The observation study results were refined based on
the interviews with the rehab centre specialists. The aim was to articulate common
practices, especially focusing on the group activities, communications, and individuals’
attitudes of clients. A set of documents were also analysed as a complementary
approach for a holistic view. These documents comprise the initial warning signs list,
warning sings analysis, and warning sign management and planning.

2.2 Second Study: Online Peer Groups

Another observational study was performed on an online peer group facilitated by an
expert therapist to deal with problematic gambling behaviour. The aim of this study
was to explore the practices in handling addiction in the online space. Gambling
addiction is a behavioural addiction as well which part of the generic theme of digital
addiction. Rather than the group evolvement over time, this study was focused on the
general practices and communication styles and facilities, both those done by the
therapist and those which can be facilitated through the online platform. The study was
conducted over the period of two-months to enable capturing practices. The study was
conducted in an online forum for a gambling addiction treatment charity that provides
emotional support and practical advice on gambling to people affected by problem
gambling throughout the world. The therapy provides text-based live support forum
and consultations in addition to the wide verity of online support groups. These support
groups run at various times of the day and facilitated by trained members of the
therapy. The users participate online, and their identity is kept anonymous. The study
followed non-participant observation to avoid any potential effect on the users’ inter-
actions and to avoid disrupting group work.

3 Results

This analysis concerned the various design aspects of peer support groups as a per-
suasive social network to change addictive behaviours. For this paper, we will present
part of the findings focusing on: tasks, roles, interaction styles, group evolution and
stages and governance.

3.1 Frist Study Results – Traditional Peer Groups

Group Development and Interaction
Tuckman’s model [26] of group development was the approach adopted in the rehab
centre. Accordingly, and to help new clients reaching performing stage in a shorter
period, they were introduced to the groups already at that stage. While this strategy
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seems to require a high level of moderation, it helps to maintain established norms
where new clients can start “performing” after a couple of days.

Interactions that indicate any form social hierarchy were deliberately avoided, i.e.
status and power, within the group peers. The social hierarchy may emerge when a
group includes new and senior peers. Senior peers refer to those who spent a longer
period in the group. The social hierarchy may, also, naturally emerge from interactions
such as in the case of peers with dominant character. Such social properties should not
provide peers with any privileged position or extra influence. Indeed, senior peers are
expected to hold more responsibility as they are considered role models. For example,
as the counsellor commented: “sleeping during the session [for a senior member] will
not be tolerated like someone who just started the treatment”. Also, commented that
“they [those who have been in treatment for six to eight weeks] would be more
challenged compared to someone who is just coming to the door”.

Figure 1 provides an overall picture of group therapy in terms of the group
development and the change in the interaction scope over time. Our model highlights
four main stages of the rehabilitation path: (1) The pre-contemplation stage: users are in
the active addiction with the lack of perceived need or intention to change, (2) Sta-
bilisation stage: users are supported to “regaining the biopsychosocial balance
required to maintain abstinence” [21, 22], and obtaining healthy coping skills to
manage thoughts and feelings, (3) Active rehab: users are supported to understand and
recognised addiction symptoms, promote and build a balanced lifestyle, learning
management strategies and how to create a plan and maintain it, and (4) Aftercare:
users are provided with additional support to build self-esteem and stay motivated
while facing real life challenges. It involves follow-up meetings to prevent relapse.

Fig. 1. Peer group development lifecycle and milestones
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During this lifecycle, users pass four transition points as shown in Fig. 1. Also, the
focus of the treatment changes as users proceed through these points. Clients remain
engaged in group facilitated activities once they join the group and continue till the
aftercare stage by taking a couple of follow-up group sessions. However, users’ par-
ticipation in group work is expected to decrease over time. So, they can focus on the
self as they proceed to the discharge stage. In the active rehab stage, after passing more
than half of the treatment programme, the journey enters the mixed phase. In this phase,
users are actively engaged in group work and are also offered opportunities to do a
variety of self-care and self-assessment tasks which increases over time.

Figure 1 is meant to provide designers of online peer group platforms with a
high-level guide to how the system should operate and what features and functionalities
need to consider for different stages. For example, general purpose social networks,
Facebook, for example, are designed to encourage an increased participation and
networking activities while online peer groups as a domain-specific social network
shall be designed to deliberately reduce social activities over time and to start
encouraging more self-focused activities.

Tasks Considerations
Three dimensions characterize the tasks performed by clients in the rehab centre. The
first concerns the immediate motivators of the assigned task or activity, e.g. ice
breaking, hope installation, and norms maintenance. The second concerns the inter-
action style or mode of delivery that is also should be planned to mediate planned
purposes, e.g. discussion, confrontation, competition, and collaboration. The third
concerns the functional activities that support achieving the planned purpose(s), i.e. the
method of delivery, e.g. problem solving, diaries, and groups versus individuals’
competition.

Over the period of the observation study, it was also observed that starting the
sessions with check-in activity is a good practice where each client is given a chance to
mainly describe their current emotional state. The reason is “to ensure that clients focus
on where they currently are and what they intend to do [when addressing negative
emotions]”. Clients shall be aware that “addiction, in a way, is running out from
painful emotions”. By performing this activity, clients are taught to recognise their
actual emotional state and given a chance to voice it. Throughout the observation study,
addicts seemed, normally, willing to talk about what makes them happy but hide and
avoid talking about their negative emotions, e.g. sadness, shyness, being upset and
worried because there seem to be difficulties in expressing that fully. Being able to
express that is a way of coping. As such, regular practising of this simple activity will
address this side of addicts’ ability. While some purposes are decided based on the
group or individual needs, some tasks such as “check-in” are compulsory.

The peer groups in the rehab centre were based on the mainstream 12 steps
programme of Alcoholic Anonymous (AA) and the group’s interactions revolved
around those 12 principles. A special focus in the observation study concerned step 4
of the Gorski’s model [25] which was applied to the group at the rehab centre. In this
step, clients are required to write a list of their personal warning signs that could lead
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to a relapse. This can be mapped to the step 12 of the AA which reads: “Continue to
take personal inventory and when we were wrong promptly admitted it”. Both the
12th step programme of the AA and step 4 of Gorski’s model are mainly focussed on
relapse prevention. In the rehab centre, the last 30 days of the treatment were focused
on step 4 of Gorski’s mode. After that, clients are gradually moved to the aftercare
treatment by attending additional sessions in the aftercare groups. The clients of these
groups were fairly known to each other and shared membership in similar groups in
the past which was an important aspect to maintain group cohesion in the aftercare
sessions.

Steps 11th and 12th of the AA are focused on spiritual practices that can be per-
formed outside the rehab centre. What is mentioned above suggests the need to con-
sider the steps from 1 to 10 when designing the tasks of peer groups activities as well as
paying attention to the sequential order of these steps. This will ensure a logical
evolution of group envelopment. For example, asking clients in the early stages of the
treatment to write personal inventory would not yield any improvement as clients are
still in their biased perception. Another example concerns the step 1 of the Alcoholic
Anonymous which read: “we admitted we were powerless over alcohol - that our lives
had become unmanageable”. Each client performs this step individually with the
counsellor through writing examples of bad personal behaviours. This was one of the
crucial preconditions to be admitted into the treatment programme. This suggests that
the 12th steps of the AA are stage-based with admittance and help-seeking being a key
requirement. Online peer group design should support a managed dialogue and evolve
its allowed set of interactions as time passes and as progress is made.

Roles considerations
There are different types of roles that can exist within small groups for behavioural
change. Bates [27] defined the term role as a part of social status within a social
structure. A social structure consists of distinguished behavioural expectations, i.e.
norms. Here, the researcher refers to the roles that define the self [28] and are associated
with a set of expectations, such as acted roles, e.g. group ‘facilitator’. However, Callero
[28] pointed out some roles are not formal and hard to be fully defined with regard to
expectations only, such as the roles that can evoke complex feelings and can be
unconsciously played. Some roles are subject to behaviour impulses and arise during
the interaction, such as most of the roles addicts may play, e.g. ‘relapsed’.

Hare [29] proposed a set of guidelines to classify roles within small groups. These
guidelines suggest that roles should be either “functional”, “communication-based”,
“emotional” or “dramaturgical”. For the case of online peer groups, these categories for
changing addictive behaviours, e.g. introducing gatekeeper and facilitator as functional
roles. Furthermore, this paper introduces stage-related roles as a new family of roles
related to the stages of treatment, e.g. senior and relapsed. This list of roles, which were
derived from our study shall guide in the design of online peer groups. Table 1
summarizes the list of roles in their four categories.
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Table 1. Social roles classified into four classes.

Functional Roles: they refer to roles involving status, control and access to recourses. Each
member in the group can play one role only, except the role “peer” who can be temporally
assigned as a “leader”
Gatekeeper A person who has the authority and control over particular resources
Facilitator An assigned person who is expected to lead, guide and provide knowledge
Co-facilitator An assigned person who is expected to help and support the facilitator
Peer A person who shares similar behavioural issues and experience
Observer A person who is permitted to join temporarily for observational learning
Leader A temporary role played by all senior clients
Stage-Related Roles: they refer to roles associated with stage of treatment. Each member in the
group can play one role only, except the role “new peer” who can also be “in-Detox” as well
Recovered A peer who can be described as recovered based on the current behaviours
Senior A peer who has spent longer time in the treatment and adopted healthy

behaviours
New peer A peer who is new to the group
in-Detox A peer who is in the process of medical remodelling (i.e. removal of toxic

substances)
Relapsed A peer who experienced very recent relapse episode
Communication Roles: they refer to the roles related to interaction. Peers play multiple roles at
once
Role model A peer who is expected to be an example to be imitated and inspire others
Isolates A peer who refuses/has not developed the ability to interact with others
Sociable A peer who is willing to talk, engage and collaborate with others
Complying A peer who adheres to rules and norms to achieve personal goals rather than to

recover
Scapegoat A peer who is deliberately excluded on the group basis
Rejected A peer who is deliberately excluded on the individual basis
Withdrawing A peer who tends to withdraw from activities or participate passively
Competing A peer who tends to compete in different tasks for the sake of having power
Disrupting A peer who disrupts group natural development
Dominant A peer who attains high degree of influence in a group and wants to heave the

control
Denying A peer who is in extreme conscious denial to avoid consequences
Emotional Roles: they refer to roles representing emotional themes. Peer can play multiple
roles at once
Attention
seeker

A peer who wants to be the centre of attention in the group

Avoidant A peer who has a false feeling of inadequacy and uses avoidance to cope
Victim A peer who believes that he is always treated unfairly or taken advantage of
Crisis A peer who is always expressing negative thoughts
Follower A peer who admires a particular person or believes in system of ideas
Fixer A peer who prevents other peers from expressing their emotions, e.g. “do not

worry!”
Helper A peer who supports other peers and encourage a positive behaviour

Building Online Platforms for Peer Support Groups 77



3.2 Second Study Results – Online Peer Groups

The second study revealed two additional facets, which will require both management
and design consideration when facilitating peer support groups by online platforms.

Online Support
Online media can provide more access to help by reducing time, costs, and personal
barriers, such as reluctance to seek help, stigmatisation and confidentiality concerns.
Unlike the FTF peer groups, online groups are more agile and open where users are free
to join as much as they like without progressive protocol that controls the process. This
has its benefits and limitations. Examples of different aspects of help provided include
emotional support and practical tips, and understating causes and consequences of the
behaviour with the aid of qualified counsellor. Overall, the current online support is
typically more concerned with informing users and helping them to decide goals and
provide an environment for social enforcement. The support in its current status and
with the lack of dedicated platforms would mainly work for post-residential support
and outreach for clients. In our observed system, users were only able to use the system
to interact with each other during the pre-arranged meetings.

Online support groups are typically not intended to substitute intensive psycho-
logical treatment; but more as complementary by helping users who are less motivated
to start the therapy, and perhaps need support. It could be also helpful for after-care
treatment to avoid relapse. The pillars of the online support within the observed
platform can be outlined as being not judgemental, less confronting, comforting,
practical information, requires the help-seeking attitude and focused on awareness
building.

Interaction Environment
Similar to most available online health forums, the interface of the online peer group
observed was relatively simple. They offer the main interface that shows actual live
conversations and recommendations. They also offer a limited amount of pictorial
representation of facial expressions. The interfaces are designed in a way that avoids
providing users with immersive experience. The interface facilitates finding out who is
online during the group meeting as well as who moderates the session. The group’s
interactions are typically facilitated using synchronous text-based communication.
These systems are mainly designed as a group chatting service.

Similar to the traditional rehab centre, users are not allowed to create their own chat
rooms, and no private communication features shall be offered. This is to avoid pro-
moting bad behaviour and distraction. For example, the following features were not
offered: poking, who is viewing my profile and private chatting including the so-called
whispering feature which enables a user to communicate to another user without a
publicly visible dialogue. The platform observed was designed to discourage in-person
communication, and all interactions were mediated using the online system. In online
peer groups, there seem to be communication norms followed. For example, the use of
capital letter which were perceived as shouting and aggressive behaviour. While this
depends on the context, it can create misunderstanding. These cyber norms seem
important to ensure friendly environment but can be easily missed. Other types of
communications include actions by adding words between brackets or stars,
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e.g. *thumbs up*. However, users were reminded that this is a support service rather
than a medium for social networking. Hence, these must be used in moderation.

4 Designing Online Peer Groups as a Social Software

4.1 Online Peer Groups as a Social Software

In the light of the results obtained from the conducted observational studies and the
findings from [8, 18], this research concluded eight essential building blocks for such
platforms: conversation, sharing, reputation, identity, presence, collaboration, aware-
ness and assessment. The first five blocks exist in the original honeycomb framework,
while (collaboration, assessment and awareness) are the added ones. The blocks
(groups and relationships) were excluded. Let’s start discussing these exclusions first.

In online peer groups, the group block is an integral basic attribute, i.e. part and
parcel of this social context. As such, the analyses of the persuasive mechanisms
should always consider group dynamics and social psychology influences as a central
perspective in these systems. Providing this type of users with the means to form
communities can be very risky to the individuals and to the group performance.

Typically, forming relationships between users during intensive rehab treatment is
discouraged, unless it is defined and moderated by therapists. Personal relationships
could lead to deep intimacy, which may create a risky situation in the recovery process.
The literature of computer-mediated communication already points out that visual
anonymity and self-disclosure are likely reciprocated and could lead to high level of
intimacy [30]. Combining that with the opportunities the system may provide to form a
one-to-one relationship in online space can be very negative. In more liberal gover-
nance styles of peer groups [8], relationships might be allowed with precautionary
measures, such as implementing auditing features to emphasise the element of
authoritative surveillance.

According to the honeycomb framework, voting features such as “like”, “re-tweet”
and “share” aggregate counts to reflect the reputation of social entities. This is the
implicit representation of the honeycomb framework blocks. Users are provided with
“Flagging” tools to report offensive and harming digital materials. This is a kind of
governance mechanism to support social responsibility in dealing with the massive
collections of user-generated content. “Flagging” in this sense is not a technical feature
only, but a socio-technical mechanism that enables users to express their concerns.
Individuals values, social norms and community guidelines play a role in setting
standards to assess content and actions according to these bodies of moral values [31].

In peer groups, assigning users to different groups is based on assessment proce-
dures. This entails commencing with user assessment through personal interviewing for
severe cases or screening questions for moderate ones. Then, assessment of the suit-
ability for a particular user to a specific group. As such, this paper argues the need for
introducing the assessment block to the framework.

Users in such systems are expected to collaborate with each other to progress in the
treatment. In peer groups, collaboration is a critical element to help boosting group
performance [6]. Sharing, which is another standalone block, can be seen as a
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functional trait within the collaboration block in online peer groups. Unlike groups in
open forums, the avoidance of sharing, e.g. self-disclosing, is seen as a form of
resistance.

The identity block as Kietzmann et al. [4] explains revolves around self-disclosure.
However, in peer groups, this block should be less emphasised over time as a member
approaches the aftercare stage and then to be completely removed, i.e. the member
profile, after their discharge. In the case of relapsing after the discharge, a new identity
would need to be created, since the relapsing is a process that could start with negative
behaviours and then moving to many critical warning signs before a full relapse.

Peers’ accomplishment, goals and the overall treatment progress would have a
direct influence on the self-awareness. This can lead to greater adherence to the
treatment goals and correlate to functional features of the online platform. Other fea-
tures can support social awareness, e.g. a system showing accomplishments of others
based on their competence in certain tasks that may create an opportunity for
collaboration.

The social presence which can include encouraging self-disclosure and commu-
nication are important aspects of the peer group environments. “Personal isolation is a
strong aspect of addiction” as a therapist highlighted in the treatment centre. These
indicate the importance of considering the conversation block on the online platform.

4.2 Online Peer Groups as a Tunnelling-Based Persuasive Technique

Tunnelling is a persuasive technique that aims at “using computing technology to guide
users through a process or experience provides opportunities to persuade along the
way” [2]. Some characteristics of the persuasive techniques include: (1) Applying high

* Controlled environment & user experience
* Uncertainty progressive reduc on
* Goal-based & guided process
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Fig. 2. Online peer groups as a tunnelling-based technology
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control over the interaction environment where the persuasion expected to occur,
(2) Reducing the level of uncertainties along the way of the tunnel, (3) Controlling and
guiding the user experience through staged-based processes, and (4) People voluntarily
enter the tunnel, i.e. people in online peer groups are characterised as help-seekers [2].
In the peer groups, people give up “a certain level of self-determination”, exposed to a
predetermined experience that increases the opportunities for persuasion. Tunnelling
can be useful persuasion strategy.

Figure 2 proposes a reference model for how online peer groups should look like
when viewing it through the lenses of tunnelling persuasive technology. The online
peer group platforms can guide users through the various steps to analyse their
behaviour, set up goals, and decide the plans to achieve these goals. It could also guide
users through a series of questions designed to identify problematic triggers, personal
traits and habits and make tailored suggestions to improve them.

5 Conclusion

Social software systems are expected to provide interactive tools to build and maintain
social connections and facilitate mass interactions and collaboration among individuals.
The results suggest that the design constructs of social software are not sufficient
enough to influence behaviours for users who want to achieve specific goals and make
positive change. Using such systems to mediate behavioural change may lead to
negative concrescences as they were not built for this purpose. This paper calls for an
exploration into the theoretical aspects of social software design to enable building
systems that mediate persuasive messages to the targeted audience. This paper high-
lights the lack of frameworks for designing social software for specific purposes.
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Abstract. We discuss a decision-making perspective on coaching behavior
change and report a field experiment following the perspective in which we
promoted physical exercises at work using an e-coaching app. More specifically,
we investigated what are the important attributes that influence the attractiveness
of exercise options, and whether showing an extreme option would nudge users
to do more exercises (a.k.a. compromise effect). Seventy participants were
coached by the app BeActive! for 10 days to consider taking breaks at work
twice a day to do simple exercises. Through choice modeling, it was found that
people cared more about whether the exercise options would reduce their pro-
ductivity at work and whether doing the exercises were socially embarrassing,
than the health benefits of the exercise options. The results did not reveal the
compromise effect, but rather an effect in the opposite direction, supporting an
alternative model that people make decisions hierarchically. Potentials and
challenges of taking the decision-making perspective in behavior change
research are discussed based on what we learned from the experiment.

Keywords: Choice architecture � Compromise effect � Physical activity
E-coaching � Option generation

1 Introduction

Healthy lifestyle is highly promoted in today’s society and is also well-accepted by
individual members in our society. Yet, in terms of realization, many people do not live
up to the standard of a healthy lifestyle. For example, according to World Health
Organization, 23% of adults and 81% of school-going adolescents are not physically
active enough [1]. To explain the puzzling gap between what people want and what
they actually do, traditional theories of behavior change mostly focus on the desired
behavior per se. In Fogg’s behavior model [2], for example, exercise behavior is jointly
determined by motivation towards exercise, ability to exercise, and triggers of exercise
behavior. However, taking a different perspective, it is important to realize that
desirable healthy behaviors are not in a vacuum, but always complete with other
behaviors. In other words, people almost always make decisions in daily life with the
presence of competing behavioral options that satisfy different personal goals. For
example, when you consider taking a break for a walk on a normal working day, you
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are choosing between two options – taking a walk or continuing working. Sometimes,
even when taking a walk is both attractive and actionable, the option of continuing
working on your tasks may still be preferred, if being productive at work is a more
important goal to you. Following this reasoning, we consider decision-making as a
natural but overlooked perspective in the domain of persuasive technology and
behavior change research. In this paper, we report a field experiment of promoting
exercise at work, with the goal to validate a choice modeling paradigm in daily
environments. More specifically, we use the choice modeling method to determine
attractive coaching options and to test a subtle form of persuasion by manipulating
choice architecture.

1.1 E-Coaching and Option Generation

E-coaching systems in the health domain can be defined as a type of persuasive
technology that aims at promoting sustainable positive behavior change [3], rather than
achieving single-time persuasion success (e.g., purchasing of a product on an
e-commerce website). From a decision-making perspective, Kamphorst and Kalis have
conceptualized e-coaching systems as technologies that interfere with users’ natural
processes of option generation [4]. In natural daily environments, before any decisions
can be made, behavioral options have to be generated from a person’s long-term
memory. In the health domain, option generation is often the bottleneck of behavior
change, because a person may simply not be aware of potential healthy behavioral
options in contexts where default behaviors are in dominance. For example, in an
afternoon on a working day, keep working may be a very strong default, and you may
never consider to take breaks to exercise. In this case, e-coaching systems are good at
disrupting the default behavior and to generate relevant behavioral options for users to
consider.

However, when the suggested options are considered, they still need to compete
with default options generated by the users themselves before they can achieve positive
effects. Thus, for system designers, it is important to ensure that the recommended
options are sensible and would be valued by the users. In a framework proposed by
Kamphorst and Kalis [4], the best options are those that are unknown to the users, but
would be endorsed by the users when they are known. For example, a user may have
never considered to take a walk after lunch in the past (high novelty), but a suggestion
of doing so can be found to be attractive (high endorsement). Although this principle is
appealing, in practice, determining what options would be liked by a given user is not
easy. In this paper, we will explore what factors determine the attractiveness of options
in the context of promoting exercise at work.

1.2 The Case of Promoting Exercise at Work

We chose to study the case of promoting exercise at work based on both practical and
theoretical considerations. From an application perspective, taking breaks at work and
doing moderate exercise, such as walking and climbing stairs, are beneficial and rel-
evant for everyone who sits most of the day to work or study. As doing at least 30-min
moderate physical exercise is widely recommended for long-term health benefits [5],
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taking 2–3 active breaks per working day would fulfill this requirement. Moreover,
taking active breaks may also offer immediate benefits, such as releasing body tensions
caused by long period of sitting and refreshing one’s mind for more productive work
after the breaks. A final practical advantage is that exercise behavior at work can be
repeated frequently, such as once or twice a day. Thus, it enables us to quickly collect
enough ecologically valid data to evaluate theories and applications.

From a theoretical perspective, exercise at work is a relatively simple case where
we can try out the approach of conceptualizing behavior change and its coaching as a
decision-making problem. In the terminology of decision-making, people make choices
from a set of options by evaluating a set of attributes that are relevant to their personal
goals [6]. Thus, it is easier to apply the decision-making perspective if options and
attributes for a given behavior can be clearly defined. In our case, the decisions can be
described as choosing between the option of continuing working (non-exercise option)
and one or more exercise options. For attributes, the case is a bit more complex than the
typical cases in decision-making research, such as choosing between two cameras. In
the latter case, because options are homogeneous (all cameras), concrete attributes can
be easily defined, such as image quality and price. In our case, the non-exercise option
creates heterogeneity because it is a very different behavior from other exercise
behaviors. Thus, when the non-exercise option is considered, people may focus on
more abstract attributes that are defined as attainments of personal goals, such as being
productive at work and being physically active. In contrast, when two or more exercise
options are compared, concrete attributes are likely to be considered, such as time cost
and required skills. We include both abstract and concrete attributes in the experiment.

When options and attributes are defined, according to a class of utility-based
models [6], a person would combine individual attributes to evaluate the total utilities
of all options, and to choose the option with the highest utility. In calculating total
utilities, some attributes may be considered to be more important than others, and the
weights given to different attributes may also differ greatly between people. In applied
research, it is very useful to enumerate all relevant attributes and to determine their
weights in decisions. Instead of directly asking users what attributes are important, the
decision-making perspective allows one to derive decision weights more objectively by
modeling actual choices with measured attributes [7]. The methodology is similar to
conjoint analysis frequently used in marketing research [8], but attributes in our case
are self-reported rather than manipulated.

1.3 Choice Architecture and Compromise Effect

By modeling exercise behavior at work as a decision-making process and its
e-coaching as interventions on option generation, a new persuasive technique becomes
possible through the manipulation of choice architecture. In decision-making research,
choice architecture refers to the structure of choice-sets and the way that are presented
to the decision-makers [9]. It is now well-established that people’s decisions do not
always comply with classical utility theories, but can be influenced through the
manipulations of what constitutes the option-attribute matrices in choice-sets [10]. In
other words, a person’s preference towards a certain option can be affected by the
simultaneous presence of other options, often known as context effects [10]. We will
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focus on one famous context effect called compromise effect in this paper. Compromise
effect describes what happens when a new choice option is included in a choice-set,
which makes one of the two original options appear to be a compromise [11]. As an
example, one can consider the case of choosing a camera, assuming only two attributes
are relevant to consumers, price and image quality. In making a purchase decision,
there is often a trade-off between price and image quality, when one camera (A) is
cheap ($400) but mediocre (8 megapixels) and another one (B) is excellent (20
megapixels) but expansive ($900). When a third extremely high-quality and expansive
camera (C; 30 megapixels and $2000) is added to the choice-set, compromise effect
emerges as people start to prefer the “compromise” option (B) more, so that the choice
share of B relative to A would increase. As a quite robust effect in marketing research
[11, 12], adding an extreme option can be used as a technique to promote the sales of
mid-range products. Theoretical explanations have also been proposed to explain
compromise effect, including the theory of reason-based decision [12] and a dynamic
computational model called Associative Accumulation Model [10].

It is yet unknown whether compromise effect would hold for the case of exercise
decisions at work, and especially when choice data are collected in the field rather than
in the lab. For example, if walking 30 min is provided as an option, would people find
the option of walking 10 min to become more attractive? The answer to this question
may be less straightforward when compared with the case of choosing cameras. Again,
because of the inclusion of the option to continue working, two different models of how
users would make decisions can be proposed. The first model assumes that people
decide among three options (two exercise and one non-exercise) simultaneously,
focusing mainly on the two high-level attributes concerning goal attainment (direct
model). The direct model would predict the emergence of compromise effect. However,
the second model would posit that people make decisions hierarchically by first
choosing between an exercise category and a non-exercise category based on the
high-level attributes, and when the exercise category is preferred a further choice is
made between the two exercise options by evaluating some concrete attributes (hier-
archical model). Given the hierarchical model, compromise effect becomes irrelevant
as only two choice categories are compared first. Rather, as would be predicted by
nested logit models in econometrics [7], the presence of a second exercise option (e.g.,
30-min walk) would substitute more choices to the other exercise option (e.g., 10-min
walk), which is nested in the same exercise category, than to the non-exercise option.
Thus, testing compromise effect in our case provides a way to evaluate the truthlikeness
of two competing decision models. Practically, if the effect can be reproduced, it can be
applied to e-coaching systems as a subtle way of persuasion.

1.4 The Current Study

In the study, we use the choice modeling method to determine the relative importance
of different attributes in people’s exercise decisions at work, and to test whether
compromise effect holds for such decisions. Although similar works have been done
extensively in other domains (e.g., consumer choices) where the decision-making
perspective is dominating, the research questions are novel to the health domain,
especially in the context of e-coaching. It is also valuable to know whether the
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methodology as well as the compromise effect can be applied in field studies where
people make decisions in natural environments, rather than in artificial choice exper-
iments in the lab. We answer the two research questions in a field experiment where we
use a simple mobile e-coaching system to promote exercise behavior at work.

2 Method

2.1 Participant and Study Design

Seventy-two participants were recruited to join a two-week intervention program with a
goal of becoming more active at work1. There were 50 males and 21 females, with age
ranged from 18 to 32 years old (Mean = 23.88, SD = 2.50). All the participants were
students, except for two. Participants met the recruitment criteria that they spent most
of their weekdays sitting to work or study and were motivated to be more active. The
sample size was planned based on a power analysis using a simulation approach.
Basically, we used the Associative Accumulation Model [10] to simulate how hypo-
thetical participants would make decisions in the same situations as defined by the
experiment design, and the hypothetical participants’ perceptions of attributes of the
behavioral options were bootstrapped based on data from a pilot study (to be discussed
in some details later). Assuming that each participant makes 20 decisions, to produce a
significant compromise effect at alpha level of 0.05 required 70 participants to achieve
80% power and 90 participants to achieve 90% power. As this was an exploratory
study, we aimed for 80% power.

The 72 participants were randomly assigned to either a two-option condition or a
three-option condition. In the two-option condition, the participants were present with a
no-exercise option (continuing working) and one exercise option with moderate
intensity (e.g., walking for 10 min). In the three-option condition, a third exercise
option with relatively extreme intensity (e.g., 30-min walking) was added to the former
two options. The order of the options were randomized. All participants were prompted
by an e-coaching app 2 times a day to make decisions for 10 working days.

2.2 The E-Coaching System and Exercise Options

A simple mobile e-coaching app called BeActive! was developed specifically for this
study. The mobile app was a Cordova app based on the Experience Sampler framework
[13] andwas compatible with bothAndroid and iOS phones. Themain function of the app
was simply to prompt users with exercise decisions at the scheduled time and to provide
exercise options (see Fig. 1). Because we focused on compromise effect, more advanced
features of the system such as feedback and educational messages were not used.

In order to select appropriate exercise options to be used in the app, a pilot
study was performed to explore possible options in an attribute space with the two
high-level attributes (being active and being productive). From an online survey of

1 All materials of the study are open at Open Science Framework: https://osf.io/aybuw/, including pilot
and main experiment data, scripts of power analysis and modeling, and a pre-registration.
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55 participants, results indicated that people could indeed evaluate exercise options on
the two high-level attributes and it was possible to create three-option choice-set with
compromise configuration by manipulating the intensity of exercises. The final exercise
options used in the studies were from 4 types of exercise with two variants in terms of
intensity: walking (10 min or 30 min), climbing stairs to another floor and back (2
times or 6 times), squats (10 times or 30 times), and jumping jack (10 times or 30
times). In the three-option condition, the two exercise options in a choice-set were
always from the same exercise type. The relatively unfamiliar ones, squats and jumping
jacks were explained visually to the participants during the set-up of the app (see
Fig. 1).

2.3 Measurements

When participants were prompted to make exercise decisions, their choices were
recorded by the app as they clicked on one of the option buttons on the screen. If they
choose (one of) the exercise options, they were asked to report whether they indeed did
the exercises or not within two hours of the initial notifications. Although a limitation
was that it the actual exercise behaviors were not possible to access objectively,
self-indicated choice data as used often in decision-making experiments were
nonetheless informative, and even if potential self-presentation bias was inevitable the
examination of compromise effect and attribute importance were not affected.

Participants were also asked to rate all the exercise options (including the
non-exercise option) on two abstract attributes – their affordance to the goal of being
physically active and the goal of being productive at work, as well as on a set of more
concrete attributes. According to the results of the pilot study, the two least important
concrete attributes - physical effort and skill required, were excluded in the main study.
Immediate benefit was also excluded as it was relatively unimportant and correlated
highly with long-term health benefit. The final set of concrete attributes used in the

Fig. 1. Screenshots: instruction (left), two-option choice (middle), three-option choice (right)
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main study were time cost, enjoyment, social embarrassment, and long-term health
benefit. For each options used, these attributes were rated on 10-point scales (1-not at
all, 10-very much).

2.4 Procedure

Participants were invited to the lab in groups of 1–4 where they were introduced to the
study procedure and were asked to install the mobile app BeActive!. The field study
formally started on the next day and lasted for two weeks. On the 10 working days,
participants received 2 prompts per day, one at 10 a.m. and one at 2 p.m., to make
decisions regarding whether to take breaks for exercises or not. At the end of the study,
they completed an online questionnaire about attributes of the suggested exercise options
(including the non-exercise option). They received 10 euros for their participation.

2.5 Data Analysis

We started our analyses by simply describing and plotting data in terms of response
rate, exercise frequency over the days, and popularities of different exercise options, in
order to gain a general understanding about the effectiveness of the e-coaching
app. Next, to answer the two main research questions, we built mixed-effect logit
models [7], in which actual choice (choosing the moderate exercise option or the
non-exercise option) was the outcome variable, while attribute perceptions and
experimental condition were the predictors. The regression coefficient obtained for each
attribute would indicate the decision weight given to the attribute and the direction of
its effect. In addition, compromise effect was tested by examining the coefficient of
condition as a predictor in the model. Since compromise sets could be defined by either
using the objective exercise intensity (e.g., 10 versus 30 min), or by the subjective
perceptions of attributes, similar models were built for the whole dataset and also for
the subset where compromise sets were justified by participants’ perceptions. All
analyses were done in R version 3.3.3, and using the package mlogit, version 0.2–4.

3 Results

3.1 Descriptive Results

Participants responded to 65.3% of all the prompts sent from the app, resulting in 941
valid observations of choices. Among the choices made, 71.9% of the time, participants
chose one of the exercise options over the option of continuing working. When all
prompts were considered, participants were successfully persuaded by the app to take
physically-active breaks about half of the time (47.7%). Over the two weeks, response
rate gradually decreased, but when participants did respond to the prompts, decisions to
do exercise or not remained stable, while exercising in the morning was slightly
preferred over exercising in the afternoon (B = 0.33, p = .03; see Fig. 2). Among all
the exercise options, moderate options were clearly more favorable than the more
extreme ones (see Fig. 2). Walking was the most popular exercise category, followed
by climbing stairs, jumping jack, and squat.
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3.2 Modeling Decisions and Testing Compromise Effect

Table 1 presents the choice modeling results for the full dataset (left) and for the 251
observations when the choice-sets were perceived by participants as compromise sets,
based on the attributes of being active and being productive (right). In general, par-
ticipants chose to do exercises more often than choosing to continue working, as
indicated by the significant negative intercept (B = −1.33, p < .001; B = −1.18,
p < .05), and this effect of favoring exercise options differed significantly among
participants, as indicated by the significant random effect of intercept (B = 1.02,
p < .001; B = 0.56, p < .05). With both methods, results revealed robust influences of
the attributes of being productive and social embarrassment on actual choices. When an
option tended to satisfy the goal of being productive, participants were more likely to
choose the option (B = 0.17, p < .001; B = 0.28, p < .001). Moreover, when the
execution of an option is socially embarrassing (e.g., doing jumping jack in front of an
office-mate), participants were less likely to choose that option (B = −0.09, p < .001;
B = −0.10, p < .05). When the full dataset was analyzed, long-term health benefit of
options also had a small positive effect on actual choice (B = 0.10, p < .05), but the
effect was not found for the subset. When the subset was analyzed, a considerable
positive effect of the attribute of being active emerged. When an option better satisfied
participants’ goals of being physically active, they chose the option more often
(B = 0.24, p < .01).

More critically, when the influences of all attributes were controlled, a significant
positive coefficient for experiment condition (with the two-option condition as the
reference level) would support the presence of a compromise effect. However, this was
not the case using both approaches. When the full dataset was analyzed, there was a
significant effect of condition in the opposite direction to the compromise effect
(B = 0.54, p < .01) – when a third extreme exercise option was added to a choice-set,
the choice-share of the moderate exercise option, relative to the non-exercise option,
decreased slightly (from 74.3% to 68.0%). In other words, it seemed that the inclusion
of the extreme exercise options competed more with the moderate exercise options
rather than with the non-exercise option, thus taking more share from the former than

Fig. 2. Descriptive results: temporal trend of exercise choice (left); popularity of options (right)
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the later. This pattern would be predicted by the hierarchical model of decision in
which participants first decided on whether to exercise or not, and then chose which
exercise option to execute. When the perceived compromise subset was analyzed,
experiment condition had no effect on the relative share of moderate exercise options,
supporting neither the compromise effect nor the prediction from the hierarchical
model.

4 Discussion

In a field experiment where we persuaded participants to do exercises at work using an
e-coaching system, we investigated what influenced option attractiveness and whether
compromise effect could be replicated and utilized in the context of promoting physical
activity. By modeling choice with a mixed-effect logit model, we found that two
attributes - being productive and social embarrassment, were most important for par-
ticipants’ decisions. Compromise effect was not replicated in the experiment, but rather
the results supported a hierarchical decision process in the current context.

4.1 Implications for Designing Attractive Exercise Options

In designing effective persuasive technology or e-coaching systems, it is crucial to
understand what makes attractive choice options for specific behavior and context [4].
In this study, we provide an example of determining option attractiveness through
choice modeling. Our results suggest that when people are considering whether to
accept the advice of taking active breaks at work from an e-coaching system, they care
mostly about whether the action would cost their productivity at their main tasks (e.g.,
doing assignments) and whether the action is socially embarrassing. Health-related

Table 1. Results of choice modeling

Full dataset Compromise subset
Coefficient (SE) Coefficient (SE)

Fixed-effect
Intercept (non-exercise) −1.33 (0.21)*** −1.18 (0.56)*
Being active 0.05 (0.13) 0.24 (0.08)**
Being productive 0.17 (0.03)*** 0.28 (0.08)***
Time cost −0.03 (0.04) −0.06 (0.11)
Long-term health benefit 0.10 (0.05)* −0.02 (0.10)
Enjoyment −0.03 (0.03) −0.04 (0.06)
Social embarrassment −0.09 (0.03)*** −0.10 (0.05)*
Condition 0.54 (0.18)** 0.06 (0.39)
Random-effect
Intercept (non-exercise) 1.02 (0.14)*** 0.56 (0.27)*
McFadden R2 0.094 0.079

Note: significance level (two-tail) is coded as *.05, **.01, ***.001.
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attributes, such as being active and long-term health benefit, seem to have much smaller
influences on decisions. Time cost and hedonic aspects of the exercise options,
according to our model, are not considered in actual decisions. When designing
exercise options, designers can use our results to evaluate the potential attractiveness of
new options. This can be done by calibrating new options on the two most important
attributes (being productive and social embarrassment), and for example, asking people
to judge their attribute scores and comparing the scores with the known options (e.g.,
10-mins’ walk scored 6.9 on being productive and 3.5 on social embarrassment). More
generally, the results indicate that at least in the case of exercising at work, rather than
trying to persuade people about the health benefits of taking active breaks, it is more
important to trigger some actions at the time when exercising would not hinder their
productivity [14], and when the actions are not considered socially awkward. For
example, although jumping jack is a fun and easy-to-do exercise, an e-coaching app
should recommend it only when it can detect that a user is alone in the office.

It is important to note that the estimated importance of attributes based on the
models differed a lot from the self-reported importance of attributes. Although being
productive and social embarrassment were rightly judged as highly important, and
enjoyment was rightly judged as less important by participants, the rated high
importance of health benefit and time cost did not match the results obtained from the
model. Thus, we consider the choice modeling method as an alternative and perhaps
superior to self-report method since it is based on actual choice and is not contaminated
by social desirability. Although choice modeling method has been used extensively in
lab experiments in marketing research [8], we might be the first to modeling attribute
importance using real choice data in people’s daily environments, and in the context of
promoting health.

4.2 Implications for Decision-Making Process and Persuasive Techniques

We designed the study with the hope that compromise effect as often found in
decision-making research can be replicated in the current context and can be used as a
persuasive technique to promote more active lifestyle. If adding one extreme option can
nudge people to perceive the moderate exercise option to be more attractive for the sake
of balancing conflicting goals (being active and productive at the same time), it would
be useful to implement it in the design of e-coaching systems. However, we were aware
of the difference between our case and the classical case of compromise effect – the
non-exercise option is of a different category than the exercise options, and that people
may make decision in a hierarchical fashion. Although compromise effect is not
replicated, our result is informative in a way that it helps to shed light on the cognitive
mechanism underlying decision processes when people are faced with one or more
options from e-coaching systems. Compared with our even prior beliefs about the two
possible mechanisms – a direct model versus a hierarchical model, the latter should be
considered to have a much higher truthlikeness after obtaining the data. Our result is
consistent with a fundamental property of the nested logit model in econometrics that
choice options nested in the same category compete more with each other than with
options from a different category [7] (e.g., bus competes more with metro than car). It is
interesting to note that the opposite effect was not found when only analyzing the
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compromise subset. The null effect might be simply due to the much smaller sample
size for the subset, but it might indicate that both hierarchical decision process and
compromise effect played a role to offset each other when choice-sets were actually
perceived to be compromise sets.

4.3 Reflections on the Decision-Making Perspective

Connecting the domain of behavior change and persuasive technology with
decision-making is a natural and potential rewarding journey, but not without chal-
lenges. Besides the contribution of revealing context-specific attribute importance, we
are able to validate a decision-making paradigm to study behavior change and
e-coaching in the field. It is an important first step as it is a non-trivial task to transform
a paradigm from exclusive lab experiments where options, attributes, and contexts can
all be controlled by researchers, to messy and unpredictable daily contexts. Although
compromise effect was not reproduced, we have demonstrated that quality data can be
collected using the paradigm, which can be used to explore other persuasion techniques
by manipulating choice architecture [9].

Throughout this project, one central challenge is that unlike the domains where
attributes of options can be objectively defined, in the health domain most attributes are
only meaningful as subjective perceptions. This challenge raises a difficult question of
how to truly create choice-sets that are supposed to produce compromise effect or other
context effects. In the domain of consumer behavior, this can be easily done by
manipulating, for example, the prices and image qualities of three cameras. In our case,
the same three options may appear as a compromise set to some people, but not to
others. It was why we used two data analysis strategies to test compromise effect, and
yet it is hard to know which strategy was better. Until future research can provide
definite answer to this issue, it is better to analyzing data in both ways whenever
possible. A related challenge is that when studying health-related behaviors in real-life
environments, such as in a field experiment, attributes of options as perceived can
change greatly across contexts. In this study, for example, the attribute of being pro-
ductive was judged by participants only once for each exercise option, but the real
value of the attribute could fluctuate depending on what type of tasks a participant was
doing at hand. Indeed, although we found some of the attributes had significant
influences on decisions, the effects were small and based on the McFadden R2, much of
the total variance in choices was not explained. This does not have to mean that there
are other important attributes that we omitted, but rather than the values of these
attributes may change greatly from one context to another. Thus, for e-coaching sys-
tems to be truly effective, the capacity of knowing user context and context-specific
attribute values is important and warrants more research [14, 15].

4.4 Conclusion

From a decision-making perspective, a pivotal task of lifestyle e-coaching is to alter
people’s choices between default unhealthy behavioral options and healthy options. In
a field experiment to promote physical exercise at work, we have provided practical
insights into the design of attractive options, and tested a theory-driven persuasive
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technique - compromise effect, for the first time in the field. We hope our work will
stimulate more research in the direction to apply theories and methodologies from
decision-making research to the field of behavior change and e-coaching.
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Abstract. Persuasion towards healthier eating decisions is a challeng-
ing field of research, depending on various internal and external fac-
tors. Recent advances in sensor-enriched mobile devices and wearables
enable persuasive techniques to predict and influence people’s food deci-
sions. One such technique, just-in-time adaptive interventions (JITAIs),
provide users with personalized and situation-related content and thus,
exploit windows of high user receptiveness for persuasion. This work’s
aim is to shed light on context characteristics of such windows by analyz-
ing 469 meal decisions as well as relating in-depth interviews on eating
behaviour. We derive and describe four interesting windows in which
JITAI’s could be effective: (1) Lack of Alternatives, (2) Unawareness of
Alternatives, (3) Evening Cravings, and (4) Social Pressure. On the basis
of these situations, we postulate recommendations for timing and content
of JITAIs for healthy eating. We plan to use the findings to implement
and evaluate ubiquitous nutrition-supportive interventions in the future.

Keywords: Persuasive technologies · Just-in-time interventions
Context · mHealth · User-centered design

1 Introduction

Inadequate diets can increase the risks for diseases such as diabetes, some forms
of cancer, and cardiovascular problems [11]. By using computationally power-
ful smartphones, an increasing number of smaller sensors, affordable consumer
health wearables, and machine learning algorithms, advances in proactive persua-
sive systems in the area of nutrition become possible. In particular, such systems
could go beyond recording and evaluating past nutritional behavior [3,6], and
offer on-spot and in-time support towards healthier eating, that is, even before a
food choice has been made. The premise is that such, technology-supported, Just-
In-Time Adaptive Interventions (JITAIs) could proactively offer highly effective
support in windows of high user receptiveness [19]. Within persuasive technology,
such windows are known as kairos - “the brief, decisive moment which marks a
turning-point in the life of human beings” [13]. Hence, in the food choice process,

c© Springer International Publishing AG, part of Springer Nature 2018
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the long term vision is that JITAIs could automatically sense user’s internal and
surrounding factors affecting their food choice and deduce opportune moments,
kairos, to offer the most effective decision support.

Nutritional science already offers insights into the factors underlying (delib-
erate) food choices and their interplay [20]. Still, there is a surprising lack of
empirical evidence regarding the presence of patterns in everyday food-choice
situations, and how these patterns affect the healthiness of the food. For exam-
ple, at what time or place do people eat? To what extent does this routine
enable a healthy nutritional behavior? How do people react to other people
cooking them meals they do not like? We could assume that all about-to-eat
moments are kairos, but what about that birthday cake? If we had this knowl-
edge, we would be able to inform JITAI designers regarding people’s kairos for
food choices. Hence, we offer insights to the answers of following questions:

1. Where and when in the real world are the windows of opportunity for a
ubiquitous healthy eating intervention to intervene - and where and when
not?

2. How do these windows of opportunity differ regarding their social, spatial,
temporal, and environmental context?

To answer these questions, this work contributes the results of an exploratory
study evaluating every meal of 14 participants over an 8-day period. We (1) col-
lected 469 food choice moments regarding the participant’s environmental and
individual context, and (2) had participants reflect in-depth on the reasons and
appropriateness of food choices. By using a contextual inquiry data analysis app-
roach, we observe four distinct opportunity windows for healthier food choices
and discuss the fit of various JITAI methods.

2 Background and Related Work

Fogg already highlighted the importance of identifying the right time for sugges-
tions in persuasive technologies to increase the probability that a user performs
a suggested action [8]. Intervening at the right moment is especially important
in mobile persuasion due to the ubiquity and availability of mobile devices.

A persuasive strategy often used for persuading into healthy nutrition is self-
monitoring of food intake [12]. Current apps such as FitBit1 or MyFitnessPal2

rely on this strategy as well. As such, the opportune moment is assumed to be
after the user had a meal. Hence, the system targets behaviour change passively
in a long term perspective by reviewing previous behaviour. However, once the
food is served, more than 9 out of 10 people will eat the whole content of the
plate [22]. In a recent survey [16], users expressed the desire for nutritional
interventions to take place before a meal has been taken. Moreover, a previous

1 https://www.fitbit.com/de/app.
2 https://www.myfitnesspal.com/.

https://www.fitbit.com/de/app
https://www.myfitnesspal.com/
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study on kairos for smoking interventions has shown the opportune moment to
be way before ‘bad’ behavior occurs [17].

Besides timing, JITAIs also focus on various other internal and external con-
textual factors, likewise activity level, sleep, heart rate, location, routines etc.
As result, JITAIs are to be triggered in moments of user’s high receptiveness
and intervention’s high effectiveness [19]. As recent studies demonstrated, both
external [10] and internal [6] contextual information is an important identifier
of opportune moments to maximize persuasive technologies’ effectiveness. For
example, when triggered in an appropriate location, persuasive technologies are
more successful [2]. Yet, the context of people’s meals and influencing factors
on food choice are so multifaceted [20], that they change between and within
individuals, with different weekdays, seasons, and events. Thus exists a lack of
knowledge on individual differences regarding receptiveness and reactions on
eating interventions, which makes it difficult to determine kairos.

We intend to contribute to closing this gap by exploring kairos for eating
interventions in breadth. We differentiate from previous work by taking one step
back and scanning people’s eating routine to identify a gallery of potential kairos
moments, rather than examining or predicting solely one use case. Moreover, we
discuss how the deduced kairos differentiate regarding contextual attributes.
Finally, we explore the fit of various intervention manners for the found kairos.
With the data provided in this paper, we aim to support persuasive designers in
finding the appropriate time and manner for persuasive technology to provide
decision support for every day meal choices.

3 Methodology

3.1 Procedure

The study consisted of two main parts, a self-reporting field study and a post-
study interview in order to reflect on the food choices made within the period
of the field study. General demographics data was collected throughout a short
questionnaire. Participants were rewarded with either a 15eAmazon voucher or
student participation points.

Food Monitoring. To simplify the meal reporting process, we implemented a
smartphone application (iOS & Android) similar to [7]. The participant could,
by using the app, (1) take a new photo or upload an existing meal photo from
the gallery; (2) supplement the photo with contextual information evolving the
food choice and finally (3) send the photo along with the information about
the context via email to the study designers. The collected contextual data is
depicted in Table 1. To sufficiently cover all nuances of moods, we followed a
classification of secondary emotions by [18], who divided these among the coor-
dinate axes of intense-mild/pleasant-unpleasant and chose some of all quarters.
All input fields were optional, but we encouraged participants to provide data
as thoroughly as possible. Participants who had troubles with installing or using
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the app were given the option to send the meal pictures along the context data
via WhatsApp messages. Three participants used this option.

Table 1. Overview of the collected contextual variables in the smartphone food journal
app

Contextual variable Examples of value

Description Open text-field

Sort of meal Breakfast, lunch, dinner, snack

Occasion Regular meal, family dinner, business meeting etc.

Location Home, work, restaurant etc.

Number of people present 0, 1–3, 4–6, 7+

Social surroundings None, partner, friends etc.

Activity during meal None, watching TV, phone-call etc.

Level of hunger 5-point likert scale

Mood before eating Angry, sad, bored, tired, happy etc.

Additional information Open text-field

Post-study Interview. Once the 8-day reporting period was over, we invited
the participants to a post-study interview. Initially, we asked the participants
about themselves, including questions about the lifestyle change they were going
through. We then invited participants to pick up to five pictures of meals they
perceive as healthy and up to five pictures of meals they perceive as unhealthy.
We stressed several times during the interview that the food choices will not
be judged but rather be explored with particular interest on their surrounding
context. Following, we encouraged the participants to explain more profoundly
the reasoning on why they chose these particular food pictures, going one by one
in chronological order. We asked participants whether they would, in retrospect,
change something about their choice. Finally, we asked if they could imagine a
technology intervention that could have nudged the participant towards a health-
ier meal, i.e., to encourage a continuance towards making healthy decisions.

3.2 Participants

The study was conducted in Germany. We recruited students or young profes-
sional that were undergoing major lifestyle change(s) within the previous year,
such as start of studies, new employment, or major exams. As research shows,
such transition is a groundbreaking period for young adults, as they start fac-
ing the process of making own food choices [1]. As major lifestyle alterations
are connected to changes in routine behavior, they likely provide influence on
long-lasting behavior changes [15], hopefully in a positive way. Out of sixteen
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recruited participants, fourteen have sent at least one food picture (four male).
We therefore consider only the remaining fourteen as our study participants.
The age of participants ranged from 18–32 years, with a mean of 25.7 years
(SD = 3.75). Eight participants were exclusively students. Recruiting was accom-
plished via university mailing lists and a university Facebook group which also
includes alumni. To record people’s natural eating behaviour, we excluded those
who must follow a strict diet for both medical and well-being reasons (i.e. dia-
betes, heart diseases etc). However, participants with steady nutritional habits
or preferences were allowed to participate (i.e. vegetarians, vegans, intolerances
etc.).

3.3 Data Analysis

We collected all sent meal pictures and according data into one data source. In
order to find recurring patterns within the conducted qualitative interviews, we
followed the contextual inquiry method [4]. Each examiner first listened to the
recorded interview in order to record key statements. For each food choice labeled
by the participant as a healthy or a unhealthy meal (that is, up to ten meals),
the examiner wrote down the statements participants have made concerning one
of the following topics: (1) the reason(s) why that food choice was made, (2) the
reason(s) participants would, or would not, in retrospection, change the chosen
food choice, (3) the time ahead of which the food decision was made, and (4) the
hypothetical, technological, intervention methods that could have convinced the
participant to choose a healthier food choice instead of the selected unhealthy
decision, that is, to continue making healthy decisions in similar situations. Each
statement covering one single information was written on one sticky-note. The
sticky-notes for healthy and unhealthy food choices were differently coloured in
order to easily differentiate them in an affinity diagram, as in Fig. 1.

To assure a high consensus in the interpretations of both examiners, state-
ments from two of the fourteen interviews were transcribed by both examiners.
The interrater-reliability is calculated based on the following metric proposed
by [5], since their experimental setup was similar to our approach:

coding agreements ÷ (coding agreements + coding disagreements)

According to this metric, we achieved a mean reliability of 88%
(91,24% + 86,37%) for both interviews. In most cases where the two examin-
ers did not agree, the doubt was whether to count a statement as containing
one or two key pieces of information. Although the reliability is not perfect, we
concluded that no data would be lost in the process in case only one examiner
evaluated the qualitative interviews.
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4 Results and Discussion

Fig. 1. The resulting
affinity diagram of JITAI
support methods

During the one week study we collected 469 food
snaps from the fourteen participants. On average,
users sent 33.5 snaps in total (SD = 10.2) or 4.2 per
day. This correlates nicely with the common percep-
tion of three main meals and one or two snacks per
day. Since all participants assured that they took a
photo of every meal they consumed, we assume the
list of meals to be complete.

4.1 Tendencies for Healthy Eating Decisions

Within our data, tendencies can be seen towards fac-
tors and situations fostering healthy eating decisions.
These include (1) the level of hunger right before consuming a meal, (2) the
occasion for the eating event, and (3) the reason(s) for eating the particular
food.

(1) Level of Hunger
For each meal, the participants were asked about their hunger level ranging from
“not hungry at all” to “very hungry” on a 5-point Likert scale. The distribution,
as displayed in Table 2, shows that the meals marked as healthy were much less
likely to be consumed when (rather) not hungry in comparison to unhealthy
meals. Without physiological hunger, the reason for eating lies in other factors,
as for example social pressure or cravings.

Table 2. Level of hunger before a meal categorized by healthy, unhealthy, and all food
choices.

Hunger Healthy Unhealthy All

Not hungry at all 0 3 39

Rather not hungry 3 10 46

Neutral 20 23 134

Hungry 28 18 192

Very hungry 8 8 42

(2) Occasion of Meal
Within the food monitoring application, the participants had to characterize the
occasion of the logged meal as either one or more of the following: (1) regular
meal, (2) business meal, (3) meal with family/friends, (4) date, (5) ravenous
appetite (craving), or (6) other. As the distribution of occasions displays in
Table 3, participants more likely had a healthy meal if it was regularly scheduled,
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i.e. for breakfast, lunch or dinner. Surprisingly, the number of unhealthy meals
resulting from cravings seems oddly low, as one expects unhealthy meals to
happen because of a ravenous appetite rather than regular meals. The follow-
up interviews revealed, that the actual occasion of the meals was often indeed
the need for a regular meal, but the choice of food was the result of a craving.
For example, P3 was hungry and had a schnitzel for lunch. So he marked the
schnitzel as a regular meal, although he chose the schnitzel out of a craving.

Table 3. Occasion of a meal categorized by healthy, unhealthy, and all food choices.

Occasion Healthy Unhealthy All

Regular meal 52 30 237

Ravenous appetite (craving) 7 4 47

Meal with family/friends 3 14 61

(3) Reasons for Healthy Meals
Eight of the thirteen participants (P1, P2, P3, P7, P11, P12, P13 and P15)
stated eating healthy because of preparation in advance (in 15 situations).
The situations ranged from lunch, dinners and snacks, and were consumed at
home, at work, or on a trip, at various times with various people. All but one
were regular meals and 7 out of 15 meals happened when the participants were
(very) hungry.

Another similar reason to choose a meal is because it was in stock at home.
Therefore, all but one of the twelve healthy meals classified as in stock were also
consumed at home. In eight cases the participants were relaxed, eating either
alone, with a partner, or family. All but two meals were regular lunch or dinner
(one breakfast & one snack).

Three participants (P2, P8, P13) stated exercise as the reason for their
food choices. For example, P8 stated she adapts her breakfast in terms of fats
and proteins on the days she exercises, preferring almond and banana milk. In
opposite to P8, P3 stated to have routinized his breakfast, eating cereals with
cream cheese, eggs, water, and coffee every day. Moreover, P4 and P6 classified
their breakfast as routine meals at home or at work, all of them being very
hungry at the time of the meal.

4.2 Tendencies for Unhealthy Eating Decisions

Contrary to the factors fostering healthy eating decisions, the following circum-
stances can contribute to an unhealthy eating decision.

(1) Meal of the day
When looking at the distribution of the meal categories (breakfast, lunch, dinner,
snack), the “snack”-category covers interesting remarks. Only six snacks were
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marked as a healthy food choice, opposed to 22 unhealthy ones. In ten of 22
unhealthy snacks, the consumption followed a desire for that particular food.
From those ten, only two were no sugar cravings. Seven out of ten eating events
occurred after 5 pm. In 19 snack cases, participants’ hunger level was neutral
or lower. Seven snacks were connected to a feeling of fatigue/sleepiness, three
during late afternoons and the others in the evening.

(2) Reasons for unhealthy meals
Participants stated various explanations regarding reasons for their unhealthy
food choices. One food choice could have been justified with more than one
reason.

We called one heavily advertised reason appetite & desire, stated by eleven
participants (P1, P2, P3, P4, P5, P6, P8, P9, P11, P12, P13, P15). In total,
nineteen unhealthy food choices were the result of a craving. The food consumed
ranged from chocolate, to pizza, cake, burger, gummibears or schnitzel. This
aligns well with the nutritional body of research stating that the energy density
of foods craved was more than twice as high as food consumed as regular meal
[9]. In ten out of these 19 cases, the meals were classified as snacks and in eleven
cases the level of hunger was described as “neutral”. The situations in which
these cravings occurred were very diverse regarding location, occasion, number
of people present etc. In six meals, participants stated that the food happened to
be there and available (at home). Time-wise, seven out of these nineteen meals
based on desire happened before 5 pm, two before 1 pm.

Another reason for unhealthy food choices stated frequently (twelve times)
by the participants was social pressure. In these situations the participants
were accompanied by at least one and max three other people which were either
partner, friend(s), or family members. Additionally, social pressure includes cases
in which food was cooked for the participant and they felt uncomfortable to
reject the food (three occurrences). Similar to the meals chosen by desire, only
two of these meals were consumed before 3 pm. In eight cases the participants
consumed the meal at home and in all but three situations they experienced only
positive emotions like happiness and relaxation. Likewise, participants engaged
in unhealthy meals out of time-saving/practical-to-prepare food motives. Six out
of eight times, participants were alone, evenly during lunch and dinner.

We find worth mentioning that five unhealthy occurrences were consequences
of a shortage of healthy alternatives in the participant’s immediate sur-
rounding. All of these occurred while the participant was away from home. Two
incidents happened as result of hunger prevention, that is, participants claimed
that they were not hungry at that point in time but assumed hunger in a moment
when no food would be available. Other reasons were less popular, for example,
P5 and P13 stated she likes trying new food out of curiosity. If the food is
something they are interested in and want to try, it does not matter if it is
healthy or unhealthy. P1 and P8 named boredom as a reason to eat chocolate
while watching TV.
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4.3 Food Choice Timing

We classified the answers to the question: “How long in advance have you decided
to eat that particular food?”, into three time categories, according to the time
distance between the food decision and the actual eating event. Food decisions
made less than 30 min before were categorized as spontaneous. Additional cate-
gories included decisions made within the same day of the eating event, that is,
one or more days ahead respectively.

Unsurprisingly, the further ahead the meals were planned, the higher was
the fraction of healthy food decisions within a certain time category, as shown
in Fig. 2. This makes us discuss the timing of a JITAI for healthy food choices.
One could assume that the just-in-time in JITAI denotes the time shortly before
the eating event. However, if a JITAI could make the user rethink and plan
his meals ahead, we could expect an increase of healthier food choices. This
way, JITAIs time frame should ideally shift to the earliest moment possible, for
example, support the participant already while grocery shopping or even grocery
planning.

Fig. 2. Food choice decision timing relative to the actual eating event

4.4 Alteration of Food Choice

As expected, participants were happy with their healthy choices in 80% and
would not change anything about them. A distribution of all participants’ state-
ments on whether they would alter their food choice is displayed in Fig. 3. Within
the remaining 20% of healthy choices, participants would have changed the
meal because they mostly did not like the taste (4 instances) or because the
food amount was insufficient (3 instances). Three healthy meals were labelled as
“maybe” to be changed. Participants either perceived the amount of food as too
much, or either the meal as unnecessary or the amount of healthy components
as insufficient.

Within unhealthy meals, participants claimed that in 31 out of 62 unhealthy
labeled food choices, they would not opt for any meal alteration. The reasons for
these claims include self-made, conscious decisions to indulge in unhealthy meals,
routine, lack of time, and social pressure. In four cases participants hesitated to
modify the unhealthy food choice. Two stated further explanation: (1) if more
information at that particular moment was available, the participant would not
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Fig. 3. Participants’ statements on whether they would change their food choices in
retrospect.

have taken the food whereas the other person stated that (2) the amount could
have been reduced. On the other hand, participants expressed the desire to alter
something in 27 food choices. In seven cases, the meal was marked as unneces-
sary. Four meals should have been substituted with a healthier alternative. A
caloric reduction was mentioned three times. The remaining three modifications
included an increase of healthier foods in the meal, better planning, and more
information respectively.

5 Summary of Contextual Situations
and Recommendations for Intervention
Methods

In each following subsection, we discuss a kairos that emerged as a JITAI’s
window of opportunity from our observation. We back these up with anecdotal
evidence from the interviews (quotes are translated to English when necessary)
and examine the fit of intervention methods suggested from the participants.

Kairos 1: Lack of (Practical) Alternatives in Immediate Surroundings.
According to comments of participants, unhealthy food decisions were likely to
occur in situations without healthy alternatives in their immediate surroundings.
For example, P1 named at least two situations where she was home eating choco-
late and gummibears after 8 pm because “[They were] just there”. P12 recalled a
frozen pizza consumption at 10:26 pm: “[The pizza] was just there for such cases
[of late dinner] and it is easily prepared in no time”. P15 recalls a Sunday after-
noon on which he was really hungry and decided to eat a big Subway sandwich
as “the next best thing”, since the usual bakery where he could have gotten a
bun and salad was closed.

All three participants proposed a planning tool as their favoured JITAI
method. If the tool could automatically detect events ahead, by for example
syncing with the participant’s calendar, it could propose healthier evening snacks
(in case of P1’s situation), more diverse food (P12) or just prompt the user that
no shops will be working on certain days (P15). It is to be noted, that in Munich
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most grocery shops close after 8 pm Mon-Sat and Sunday all day. When planned
right, eight out of thirteen participants stated eating healthy because of prepa-
ration in advance (15 situations). Unsurprisingly, the further ahead the meals
were planned, the higher was the fraction of healthy food decisions (>80% vs.
35% healthy meals when planned day(s) ahead vs. less than 30 min). This data
backs up the participants desire for a planning ahead tool.

Kairos 2: Unawareness of Alternatives in Immediate Surroundings.
Although our participants preferred eating at home (almost 60% of all reported
eating events had home as location), sometimes they had meals at other loca-
tions. Five unhealthy food choice occurrences were consequences of a shortage
of healthy alternatives when our participants were away from home. More pre-
cisely, participants P2, P11, P13 and P15 all stated having an unhealthy meal in
eating situations around unknown locations. For example, P13 implied: “It was
already after 8 pm, [shops were closed] and I just looked around the main train
station where I could get something to eat [...] and I decided to take a noodle box
which was relatively cheap and easily accessible.”

All participants wished for a JITAI that displays eating opportunities around
the unknown location beforehand. P2 could have benefited from more informa-
tion the day before, as he wanted to be more prepared when deciding where
to eat with colleagues. P11 would prefer an intervention right before making a
decision on where to eat: “I” was in a [pizza] restaurant ... in itself I do not
like to go to the pizzeria but I did not have so much choice around [that area].
For P13, it is important that the suggestions accustom her taste preferences and
include places all along her way to home from work.

Kairos 3: Spontaneous Cravings as Snack in the Evenings. Cravings
were a reason perceived as responsible for nineteen unhealthy food choices. Even
though participants were not hungry, they still snacked, majorly in the evenings
(12 were after 5 pm). For example, P8 stated for a snack at 7 pm that she “was
bored and then the cookie came to my mind and it did not go away [from my
mind] anymore.” P15 similarly recounted a situation when he came home around
6 pm and had his “most unnecessary meal of the whole week, because I knew I
was meeting friends for dinner in less than 3 hours [...], a frozen pizza”. P15
added that the meal was not based on a desire for pizza, but rather a craving
for food in general.

Eleven participants claimed they would have changed something about an
unhealthy food choice rooted in cravings. Participants articulated hunger re-
examination as a desirable intervention method. P4, P8, P11 and P15, all desired
a system that could detect a craving and pop a question whether that food really
is necessary at that moment. P11 was more extreme, describing a system that
would lock her ‘stack’ of unhealthy food and make it inaccessible. P3, P5, P11
and P13 proposed an intervention with the aim of calorie reduction, that is, a
food saturation predictor. However, in 7 out of 19 unhealthy food choices, partic-
ipants would not have changed anything. As P2 stated: “A pizza [or something
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similar] from time to time is not wrong” and P1 and P13 complemented an
unhealthy meal as reward for good behavior. An ideal JITAI would, therefore,
be able to detect the craving as well as its ineffectiveness and therefore, decide
not to intervene.

Kairos 4: Social Pressure in Various Situations. Social pressure has
been recognized twelve times as a stimulus towards unhealthy food choices. For
example, in the three cases other people have cooked for our participants, par-
ticipants were mostly not willing to pursue anything out of social stigma or time
saving reasons. Both P11 and P4 assumed a JITAI to be of no help in such
situation. On the other hand, P8 and P15 observed that they tend to eat more
when in company. Therefore, a proper JITAI could provoke self-control measures
by evoking personal goals or, more drastically, predict food saturation. It could
state when the participant had enough for the aim of food intake reduction. Yet
participants are sometimes also fine with consuming more food in company (P5).

Sometimes, food is a reason for gathering of friends and family. P8 considered
a JITAI, that suggests healthier alternatives to coffee and sweets when meeting
friends and family, as probably useful. However, she emphasized the importance
of a “decent alternative for coffee and cake, and not exactly an apple.” Finally,
even though she was aware the coffee and cake she had were unhealthy, she
would not have altered anything in her choice. In eight out of twelve cases, our
participants experienced only positive emotions like happiness and relaxation.
JITAI designers therefore have to carefully design the JITAI in order to not
harm such positive emotions and strengthen negative ones.

6 Limitations

Although self-report is a common approach for gathering information on eating
behaviour, self-reported data can be (1) inaccurate, (2) influenced by recall bias
[14] or (3) influenced by social desirability [21]. We did however stress the impor-
tance of a complete dataset as well as our position as neutral and not-judgmental
observers. We also asked the participants for their honesty in regards to the cor-
rect and complete data we received from them. In addition, participants were
asked in the interviews to choose each five rather healthy and unhealthy meals.
We therefore cannot assure if these meals were actually healthy, but we did not
want to put unnecessary “judgmental” pressure.

Moreover, confusion may have appeared with the participants regarding the
terminology of the questions, leading to confusion especially when deciding the
meal category and occasion as outlined in 4.2 (1). In many cases, meals had both
purposes, namely, to (1) reduce hunger as a regular meal does and (2) fulfill a
craving.

To conclude the limitations, we observe that our results may not generalize
due to the rather homogeneous study sample and 8-day study duration. Still, we
are confident that our exploration gives directions for future work on proactive
persuasive technologies.
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7 Conclusions and Future Work

We performed an exploratory approach towards finding windows of opportu-
nity for proactive persuasive technologies, that is, JITAIs encouraging healthy
eating behaviors. Within a collection of 469 food choice moments from 14 partic-
ipants and in-depth reflections on the participants’ reasons and appropriateness
of food choices, we examined the broadness of real-life eating events and their
contextual fit for healthy eating JITAIs. As result, we deduced four windows of
opportunity (i.e. kairos), with potentially high JITAI effectiveness. We discussed
how these windows distinguish themselves within their timely, spatial and social
characteristics. Furthermore, we collected and mapped a space of intervention
techniques to the observed opportunity windows. For future work, we suggest
to include additional context factors we discovered during the study such as
the emotional value of food (e.g., the cookie for children linked to childhood
memories [P5]) and the strength of a craving (e.g., would a person walk all the
way to the next store just to get chocolate?). In addition, further differentiation
between appetizer, regular meal, and dessert might be helpful. All factors could
be good indicators for people’s willingness to withhold or indulge their cravings.
An additional point for future work would be to investigate how kairos differs
regarding people’s short-term (eg. emotions) and long-term (eg. character, social
background) personal characteristics.

In general, we find that in particular designers of persuasive technologies can
benefit from the observed information. Within our research, we plan to use the
findings to implement and evaluate ubiquitous nutrition-supportive interventions
using current mobile and sensor technology. We hope to evaluate the JITAIs’
success within changing nutritional behavior across a diverse population in the
future.
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17. Räisänen, T., Oinas-Kukkonen, H., Pahnila, S.: Finding kairos in quitting smok-
ing: smokers’ perceptions of warning pictures. In: Oinas-Kukkonen, H., Hasle, P.,
Harjumaa, M., Segerst̊ahl, K., Øhrstrøm, P. (eds.) PERSUASIVE 2008. LNCS,
vol. 5033, pp. 254–257. Springer, Heidelberg (2008). https://doi.org/10.1007/978-
3-540-68504-3 25

18. Russell, J.A.: A circumplex model of affect. J. Pers. Soc. Psychol. 39(6), 1161–1178
(1980)

19. Spruijt-Metz, D., Wen, C.K., O’Reilly, G., Li, M., Lee, S., Emken, B., Mitra, U.,
Annavaram, M., Ragusa, G., Narayanan, S.: Innovations in the use of interactive
technology to support weight management. Curr. Obes. Rep. 4(4), 510–519 (2015)

20. Stroebele, N., De Castro, J.M.: Effect of ambience on food intake and food choice.
Nutrition 20(9), 821–838 (2004)

21. Tourangeau, R., Yan, T.: Sensitive questions in surveys. Psychol. Bull. 133(5), 859
(2007)

22. Wansink, B., Johnson, K.A.: The clean plate club: about 92% of self-served food
is eaten. Int. J. Obes. 39(2), 371–374 (2015)

https://books.google.de/books?id=9nZHbxULMwgC
https://books.google.de/books?id=9nZHbxULMwgC
https://doi.org/10.1007/978-3-319-57753-1_8
https://doi.org/10.1007/978-3-319-57753-1_8
www.wcrf.org/sites/default/files/PPA_NCD_Alliance_Nutrition.pdf
www.wcrf.org/sites/default/files/PPA_NCD_Alliance_Nutrition.pdf
https://doi.org/10.1007/978-3-642-13226-1_17
https://doi.org/10.1007/978-1-4419-1005-9_70
https://doi.org/10.1007/978-3-540-68504-3_25
https://doi.org/10.1007/978-3-540-68504-3_25


Influencing Participant Behavior Through
a Notification-Based Recommendation

System

Venkata Reddy1, Brian Bushree2, Marcus Chong2, Matthew Law3,
Mayank Thirani2, Mark Yan2, Sami Rollins2(B), Nilanjan Banerjee1,

and Alark Joshi2

1 University of Maryland, 1000 Hilltop Cir, Baltimore, MD, USA
2 University of San Francisco, 2130 Fulton Street, San Francisco, CA, USA

srollins@cs.usfca.edu
3 Cornell University, Ithaca, NY, USA

Abstract. Behavioral recommendations for achieving energy savings
in the home are extremely common, however how to effectively influ-
ence users to adopt such recommendations is not well understood. In
this work, we present the results of a feasibility study, conducted over
a 4-week period, that deployed a phone-based recommendation system
designed to encourage participants to follow the popular utility-company
recommendation: Consider dimmer switches to adjust the light to the low-
est level necessary for an activity . We found that the system did influence
participants to follow the recommendation and some even realized that
they preferred dimmer lighting, suggesting that recommendation systems
can serve to demonstrate to participants that they can maintain comfort
even with lower energy consumption levels.

1 Introduction

Recommendation-based approaches for influencing user behavior toward energy
savings are common, however most are either manual—relying on the user to
apply a static recommendation—or automatic—for example, the Nest thermo-
stat. Manual solutions may inconvenience the user, while automated systems
often cause frustration. In this work, we report results of a feasibility study of
a hybrid, in-situ recommendation system to provide cues to help participants
follow a popular utility company recommendation - Consider dimmer switches
to adjust the light to the lowest level necessary for an activity. Our system mea-
sures the brightness of a light bulb and uses a heuristic to determine whether
the bulb is brighter than necessary. If so, a recommendation to dim the bulb will
be delivered via a phone notification. Our study was conducted over a four-week
period during which we collected data on the light bulb usage and, after which,
we conducted in-person interviews with the participants from our study.

Our results show that our recommendations did influence participant behav-
ior and increased their awareness towards the use of a smart home automa-
tion systems. Additionally, we show that participant-in-the-loop systems can
c© Springer International Publishing AG, part of Springer Nature 2018
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avoid frustrations caused by automated smart home and energy saving systems.
Finally, we demonstrate that the content of the recommendations and their fre-
quency of delivery are two key attributes that must be properly designed for a
recommendation system to be useful in the context of home energy management
systems.

2 Related Work

Our paper builds on previous work on home energy systems. Several papers
study which recommendation attributes are effective for long term adoption. For
instance, Abrahamse et al. [1] study several types of interventions: goal-setting,
information tailoring, modeling, and feedback. Allcott [2] study personalized rec-
ommendations based on historical usage patterns and demographics. Castelli et
al. [3] prototype a context-based recommendation system on a smartphone, and
Costa and Kahn [4] and Gonzales et al. [5] discuss the effectiveness of nudging
and social cognition and persuasion in increasing the effectiveness of recommen-
dation systems. Most of the research in this field is based on mock prototypes
and does not involve any real end-to-end system deployment and evaluation.

A group of previous work focuses on designing automatic energy management
systems. The approach taken is to model energy consumption behavior using
machine learning techniques and predict future energy usage [6,7]. Based on our
results, we find that such automatic systems can frustrate the participants and,
while human-in-the-loop system are more cumbersome to use, they are more
effective in changing energy use behavior.

3 Study Setup

Our goal in this work is to explore whether a lighting recommendation-based
system is a plausible approach for influencing energy decisions. We focus on one
appliance—a dimmable light bulb—and our findings focus on the benefits and
limitations of this type of system. Our goal is not to quantify energy savings, but
to better understand whether this type of system can influence behavior.

Our system measures the brightness of a dimmable light bulb and calculates
an ideal level based on the time of day and local weather—other contextual cues
like activity performed by the user are not considered in this study. The system
then sends a phone notification recommending that the participant reduce the
brightness of the bulb. As shown in Fig. 1, the system uses the Philips Hue infras-
tructure to measure and control a light bulb, which interfaces with a Node.js
API through a Java client running on a Raspberry Pi 3. For the purposes of
our study, the system records the brightness level of the bulb every 30 s, which
allows us to determine whether the participant accepted or overrode any given
recommendation.
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(a) Client side System (b) Brightness Override Frequency

Fig. 1. (a) The client-side system consists of a Raspberry Pi 3 interfaced with a Philips
Hue light bulb via a wireless Hue bridge. (b) This heat map represents the brightness
override frequency for ‘automatic’ participants in Phase 1. Each row represents one par-
ticipant and the intensity of the color for a segment the number of times the participant
overrode the system on that day. (Color figure online)

Study Design: We performed a small-scale deployment over four weeks with
eight participants (three females) who received a Philips Hue bulb, a physical
dimmer switch, a Raspberry Pi and, if necessary, an Android phone. To study
interactions between recommendations and automation through our system we
designed the following four treatments: (1) Manual - no recommendations are
communicated to the participant. Participant uses a physical dimmer switch
to manually adjust the brightness of the bulb. (2) Automatic - recommended
light levels are sent directly to the participant’s lighting system, which automat-
ically adjusts the brightness of the bulb. Participants may override the setting
using the physical dimmer switch. (3) Recommendation+Manual - recom-
mendations are sent to the participant’s phone. To apply a recommendation, the
participant must manually adjust the light using the physical dimmer switch.
(4) Recommendation+Automatic - recommendations are sent to the par-
ticipant’s phone, and s/he may use the phone to accept the recommendation. If
accepted, the system will automatically adjust the brightness of the bulb to the
recommended level.

The study was organized into two-treatment within-participant tracks (auto-
matic and manual), each of which introduced recommendations in the second
phase. Thus, one group successively underwent treatments (1) and (3) mentioned
above, and the other (2) and (4), as described below.

Phase 1: In the manual group, five participants were given the equipment and
encouraged for the first phase to use the physical dimmer switch to adjust the
brightness of the lamp to a comfortable level. No further instructions or recom-
mendations were provided. The remaining three participants (in the automatic
group) were informed that their lamp would automatically adjust to the recom-
mended level, which they could override at any time.

Phase 2: In this phase, participants installed either the manual (Treatment
3) or automatic (Treatment 4) version of the recommendation application on
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the phone. At the conclusion of Phase 2, each participant participated in a
15-min in-person qualitative interview during which we collected feedback on
aspects of the system such as instances when they followed or did not follow
a recommendation, whether they would continue to use such as system, and if
they had any recommendations for us.

4 Findings

Insight 1: Recommendations may influence participant behavior either
directly or indirectly by increasing their contextual awareness.

We observed changes in participant behavior due to the introduction of rec-
ommendations in both manual and automatic groups, however we observed a
fair amount of variance. Table 1 displays the mean light bulb brightness level
(from 0 to 255) for each participant during Phase 1 (no phone recommenda-
tions) and Phase 2 (recommendations). We exclude readings below light level 10
as one participant appeared to have turned her light to the lowest brightness set-
ting rather than completely off in Phase 1. We observed that over 78% of the dim
events occurred within 20 min of a notification, implying a probable causation
between the participants dimming the bulb and receiving a notification.

Table 1. Mean bulb brightness and number of participant dim events during Phase 1
and Phase 2 of the study. Dim Events are when a participant adjusted their light by
following a recommendation or manual. Participant #7 encountered technical difficul-
ties and was unable to complete Phase 2.

Group ID P1 mean level P2 mean level P1 dim events P2 dim events

Automatic 1 156 216 n/a 3

2 183 198 n/a 2

3 194 199 n/a 8

Manual 4 157 96 4 2

5 254 254 0 0

6 252 234 0 2

7 210 n/a 4 n/a

8 198 184 7 11

The observed changes in light levels suggest that recommendations could
affect participant behavior in ways that could either reduce or increase energy
usage. In the manual group, participants almost uniformly exhibited a reduced
mean light level in Phase 2. In the automatic group, surprisingly, we observe an
increase in mean light level for all three participants. This is particularly inter-
esting, considering participants had the choice to override automatic light levels
at any time. Nonetheless, frequent participant overrides (Fig. 1(b)) hint at the
possible influence of an over-aggressive dimming algorithm, with at least one
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participant expressing gratitude for the control afforded by the recommenda-
tions. It is worth noting that, even with the increase, light levels were still below
the maximum (255) for all three participants in Phase 2 (when they received
recommendations). Overall, these two seemingly discordant trends could sug-
gest that recommendations offer participants opportunities to discover ways to
reduce consumption, while giving them the freedom to adapt consumption more
closely to their needs than an automatic system.

In the post-study interviews, two participants cited the potential of the sys-
tem to provide contextually meaningful nudges. One participant remarked, “The
chiming sound of the recommendation otherwise was useful because it reminded
me that oh maybe I don’t need it to be this bright.” Another participant observed
that, when he changes context, i.e. finishes studying and begins relaxing, the
brightness of the bulb may not be on his mind but when he receives the notifi-
cation it reminds him “. . . I don’t need that much light at that time”.

Three of the eight participants reported preferring dimmer lights as a result
of their experience in the study, suggesting that timely recommendations can
serve to demonstrate possibilities for lower consumption without discomfort. One
participant observed, “After using this device I prefer using a dimmer switch so I
can set it to a [. . . ] low setting, especially at night.”. Another participant noted,
“I kinda got used to it, and once your eyes adjust to it, it really doesn’t make too
much of a difference.”. Despite the possibility of some initial discomfort, this
participant continued, “I wish that I had dimmers on more of my lights, just
because when you are aware of the fact [. . . ] a little less power getting consumed
and if I could do this with all of my lights I definitely would.”.

Insight 2: Participant-in-the-loop systems can help to avoid partici-
pant frustration caused by automatic solutions, but must be carefully
designed to avoid inefficiencies.

Our follow up interviews confirmed that two of three automatic participants
did prefer the automatic system, however one participant’s comments suggested
that the automatic system may not be widely accepted. He expressed frustration
with the automated system, noting it was not “what [he] wanted” and further
explained, “I think I liked phone recommendation more ‘cause [. . . ] I have access
to say yes or no.” Automatic participants’ override behavior (Fig. 1(b)) supports
this observation. Even though one participant reported infrequently overriding
our settings, there were several overrides most days for all three participants.
This raises the concern of long-term frustration with the system.

Though a participant-in-the-loop system may overcome many of the chal-
lenges of an automated system, care must be taken that it does not enable
self-defeating usage decisions. In our study, most reported behavioral changes
were positive, however some participants reported behavioral changes that could
increase energy usage. One participant noted, “I probably had the light on more
or later in the night” due to the ability to choose a lower setting when he
didn’t want full brightness. Without a baseline for typical usage, it is difficult
to quantify if this participant’s overall consumption dropped or increased as a
result, but it is reasonable to imagine how increased usage could offset brightness
reductions.
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Insight 3: The recommendation content, frequency and delivery mech-
anism are critical system design components.
The content of the recommendation itself is critical for behavioral change. One
participant reported that our simple notification—We recommend you dim your
light—“...didn’t really motivate me to want to override my choice.” and another
stated, “I want to know more information, like how much I need to dim the light.”
Another participant reported feelings of guilt when he chose not to follow the
recommendations noting that he was, “nervous when the notification came... It
made me feel bad.” These observations point to the need to provide motivation,
such as potential savings in terms of energy or cost, as well as the potential
for using positive reinforcement rather than negative reinforcement to suggest
behavioral change.

The frequency and timing of notifications should be carefully tuned to avoid
participant frustration. Participants complained that recommendations were
made too frequently (every 30 min) or too quickly after the light was switched
on. One participant requested a “busy mode” to pause recommendations for a
longer period of time. Several participants also commented on the fact that a
recommendation would happen immediately after the light was switched on. One
participant even began to distrust the system due to the immediate notifications,
declaring that “...I don’t know whether that is, that is more smarter decision or
it just popped out no matter, every time you just open the light.” There is a
tradeoff between frequent notifications that may frustrate the participant, and
infrequent notifications that may miss opportunities to save energy.

A feature-rich phone application is a good choice for delivering recommen-
dations, however variance in participant preferences suggests the need for a cus-
tomizable delivery mechanism. Five of eight participants responded positively to
a question asking them whether phone-based notifications were their preferred
option. One participant would have preferred to view and interact with his data
on the phone app, while others wanted to have more control of the light from
the app. The majority of the six participants that were loaned Android phones
asserted that they would have preferred to use their personal phone. Participants
had other suggestions for recommendation delivery such as an ambient sound,
fixed device near the light, and an Xbox. Overall, the diversity of desires artic-
ulated by participants in response to our system point to the need to provide
multiple options for participants and allow personalization based on preference.

5 Conclusions

In this paper, we present the results of a deployment of an energy-based rec-
ommendation system and its feasibility for changing energy usage behavior. We
show that human-in-the-loop energy saving systems can influence human behav-
ior. However, it is important to design feature rich recommendations and care-
fully control the frequency of generating these recommendations. Future direc-
tions for this work include studying how personal characteristics, for example
vision, affect how the system is used; how the system would influence behavior
over time; and the effect the system has on energy use.
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Abstract. Touch and speech input often exist side-by-side in multi-
modal systems. Speech input has a number of advantages over touch,
which are especially relevant in safety critical environments such as driv-
ing. However, information on large screens tempts drivers to use touch
input for interaction. They lack an effective trigger, which reminds them
that speech input might be the better choice. This work investigates the
efficacy of visual cues to leverage the use of speech input while driv-
ing. We conducted a driving simulator experiment with 45 participants
that examined the influence of visual cues, task type, driving scenario,
and audio signals on the driver’s choice of modality, glance behavior
and subjective ratings. The results indicate that visual cues can effec-
tively promote speech input, without increasing visual distraction, or
restricting the driver’s freedom to choose. We propose that our results
can be applied to other applications such as smartphones or smart home
applications.

Keywords: Visual cues · Prompts · Speech input · Triggers
Persuasive

1 Introduction

Touch input has become the state of the art input modality for interaction
with many devices over the last decade. More recently, speech input is about
to emerge as a full-fledged alternative to touch input, supported by the suc-
cess of voice based systems such as Amazon Alexa, Apple’s Siri or the Google
assistant. Besides mobile devices or smart home applications, touch and speech
have evolved as the dominating input modalities in the automotive domain. The
latest models of many manufacturers integrate large touch based screens and
intelligent speech based systems, but there is no or only little interplay between
both modalities at the moment. Touch is usually the primary input mode, while
speech input is mostly a less used alternative path for specific use cases that
work independently of the touch interaction.
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There is a number of advantages of speech compared to touch input that sup-
port the driver’s safety. Speech input reduces visual distraction, it allows drivers
to keep both hands on the steering wheel, and it offers a fast and convenient way
to achieve many tasks in the vehicle, especially those that require the driver to
enter text in any forms (e.g. when giving destinations, searching for contacts, or
composing text messages). However, for some tasks, especially those that require
the user to express spatial information, touch input is suited much better [14].
Furthermore, it has been shown that speech input is not free of distraction either
and that situational influences can impair the suitability of speech input [10,12].
Finally, speech input still faces some technical challenges such as understanding
heavy dialect or recognition in noisy conditions.

In order to cope with such problems it makes sense to integrate both input
modalities in the car. The challenge is to find a seamless and efficient interplay
between alternative input modalities, so that users can actually benefit from the
many possibilities they have. The “user should be made aware of alternative
interaction options without being overloaded by instructions that distract from
the task” [9]. In this work, we address the question if visual cues provide an
effective, but unobtrusive way to leverage speech input while driving.

2 Related Work

Fogg describes the likelihood of influencing peoples’ behavior as product of three
factors [4]. Besides sufficient motivation and the ability to perform a target
behavior, effective triggers are necessary. There are three types of triggers: sparks
motivate behavior, facilitators make behavior easier, and signals simply remind
people to perform a behavior [4]. In the case of speech input while driving,
reduced distraction and increased safety provide a strong motivation. Further-
more, we assume that people have the ability and know-how to use speech input.
In this case, visual cues are signals that just remind people to use speech input
now. But they can also serve as facilitators, that make the target behavior easier
to do. By displaying possible voice commands they help reducing the effort for
formulating words ourselves, reduce the thinking effort and thus increases the
likeliness that speech input is used.

2.1 Effects of the Prompt Modality

Why do people rather interact via touch instead of speaking to current cars in
regard of these benefits? A psychological explanation is the cognitive mapping of
visual stimuli to manual responses [13,14]. Large touch-sensitive screens in cur-
rent vehicles provide visual stimuli that provoke direct touch input. The other
way around, auditory stimuli are most compatibly mapped to speech responses
[13,14]. Accordingly, one way to remind users to use speech input is to prompt
them with auditory cues, such as spoken prompts or earcons. Yet, visual cues
have some major advantages over spoken or auditory cues: Visual cues are faster.



122 F. Roider et al.

Users can benefit from preattentive processes that support rapid pattern recog-
nition and thereby absorb information at one glance [8]. Furthermore, auditory
prompts are short term and sequential by nature and thus make heavy demands
on human working memory [1]. Visual cues, in contrast, do not have this tem-
poral relation and can be displayed permanently. At the same time, they are
less disruptive than acoustic prompts. Playing a sound or spoken prompt when-
ever the user should use speech interaction can be very annoying. Parush com-
pared spoken and visual prompts for speech dialog interaction in multitasking
situations such as driving [8]. They found that speech interaction with spoken
prompts took longer than with visual prompts, whereas the driving performance
was better with spoken prompts. Their study also showed that the difficulty of
the tracking task affected these results. They conclude that multitask situations
must not always have spoken prompts. Especially novice users can profit from
visual cues for speech interaction [15]. In multimodal systems, this allows to dis-
play the names of possible selections to suggest or explicitly indicate what users
can say.

2.2 Implicit vs. Explicit Prompts

Explicit prompts stand in contrast to implicit prompts that help to direct user
input in a more reserved way. Yankelovich proposes that those are not two dis-
tinct categories but spoken prompts rather fall along a continuum from implicit
to explicit [15]. The most explicit form of prompts are directive prompts. They
tell user the exact words they should say. Descriptive icons such as microphones
or speech bubbles are one potential way to notify users to begin speaking [9].
Kamm concludes that directive prompts can facilitate the “ease of use” of voice
interfaces [6].

Explicitly telling people what to do can potentially result in the exact oppo-
site behavior. Prompts that are perceived as restricting to ones’s freedom (to
choose the input modality) can arouse reactance [3]. Reactance is an unpleasant
motivational arousal that serves as a motivator to restore ones freedom e.g. by
not following what the system suggests [11]. The extent to which a message is
perceived as threatening to one’s freedom finally influences peoples’ behavior to
follow or not follow the advice of the message [11].

2.3 Summary

Although research has shown that speech interaction leads to a safer and more
efficient interaction, there are many situations where drivers do not decide to
use their voice intuitively. We assume that this could be changed by providing
a suitable trigger. Visual cues have some advantages over auditory cues that
make them a promising means for triggering speech input. They can range from
implicit hints to very explicit directive prompts. The latter ones are potentially
more effective, yet they might draw too much of the driver’s attention, or arouse
reactance so that user will eventually not follow the system’s advice.
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3 Method

We conducted a user experiment that investigated the efficacy of visual cues to
leverage speech input while driving. In order to address this research question
in a differentiated way, we propose five hypotheses:

H1: Visual cues increase the amount of speech interactions.
H2: Explicit visual cues result in higher speech rates than implicit ones.
H3: Additional audio signals result in higher speech rates than only visual cues.
H4: Explicit visual cues cause higher visual distraction than implicit ones.
H5: Explicit visual cues induce a higher threat to freedom than implicit cues.

3.1 Participants

45 participants, 17 females and 28 males, with a mean age of 30.2 years ranging
between 21 and 58 years took part in the study. All of them were either native
German speakers or had excellent knowledge of the German language and none
of the participants had motor impairments of the upper limbs, which would have
shifted their decisions towards either touch or speech input. Participants’ self-
reported data showed about the same openness to touch and speech input with a
slight advantage for touch. Tendencies to use rather speech or touch input while
driving was balanced over all participants.

3.2 Experimental Design

The experiment used a within-subject design. Each participant completed 64
tasks that were displayed on a secondary display while they were driving. For
every task, participants had to decide whether to use speech or touch input. Tasks
varied in presence and explicitness of visual cues (none, implicit cues, explicit
cues, implicit and explicit cues). In order to create a greater generalizability of
our results, we additionally included two task types (selection, text input) and
two driving scenarios (easy, difficult) and varied the presence of an additional
audio signal (none, audio). Each specific configuration occurred twice to each
participant. All tasks were counterbalanced in order to prevent ordering effects.

In both driving scenarios, participants followed a leading vehicle on a highway
with three lanes and slight curves. In the easy scenario, the leading vehicle moved
with 100 km/h, it stayed on the rightmost lane and did not overtake. There was
only few traffic. In the difficult scenario, there was more traffic. The leading
vehicle moved at 130 km/h and it used all three lanes to overtake slower cars.
The audio signal was the standard earcon of a current BMW 7 series for pressing
the push-to-talk button on the steering wheel. Task types and visual cues will
be explained in detail in the following sections.
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3.3 Experimental Tasks

We used two task types in our experiment. The selection task is well suited
to be solved with touch input, while the text input task is better solved using
speech. By including these very different task types we aim to achieve a better
generalizability of our results for a broader range of tasks. The speech recognizer
was active as soon as a task appeared.

(a) Selection task (b) Text input task

Fig. 1. The selection task displayed three big elements that displayed gas stations
(example in the figure) or restaurants. The text input task displayed an input field and
a virtual keyboard to search a destination city (example in the figure) or a contact
name. (Color figure online)

The goal of the selection task is to make a selection out of three elements.
It is illustrated in Fig. 1a. The task displayed either three gas stations or three
restaurants. Participants were instructed, which elements to select for the gas
stations (“Total”) and the restaurants (“Seehaus”). Selections were made by
saying the name of the instructed element or by touching the according tile
whenever this screen would appear.

In the text input task, participants had to enter a short text in form of a
contact name or a destination. It is illustrated in Fig. 1b. They were instructed
to enter “Lisa” for contacts and “Jena” for the destination by either saying the
requested entry or by typing it on the keyboard. Both instructed texts have four
letters. We assume that current intelligent text input systems propose a small
selection of possible words about three letters. They only require the user to tap
a forth time to select out the correct proposition.

3.4 Visual Cues

In a preceding brainstorming session, we identified interface elements in touch
based systems that users associate with the use of speech input. Identified ele-
ments were split in two groups: implicit cues and explicit cues.

Implicit cues are more subtle adaptations that refer to speech input without
explicitly telling the user what to do. In the experiment, three types of adaptions
were made when implicit cues were used. First, the highlighting of touch elements
such as buttons was reduced. Touchable areas are often highlighted in brighter
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Fig. 2. Both tasks with increasing levels of visual cues. From left to right: implicit,
explicit, implicit and explicit. (Color figure online)

colors, which creates a visual stimulus that makes users more likely to touch
them. Second, more emphasis was put in visible text on the screen by highlighting
possible commands with quotation marks, making it easier for users to remember
potential commands. Third, text was rephrased to be rather conversational and
therefore promote a spoken answer. For example, instead of “Search city” the
text input task displayed “Which city?”.

Explicit cues, in contrast, are more noticeable and directly prompt the user
to use speech input. Again, there were three adaptations made in conditions with
explicit cues. First, a notification banner was displayed on the top of the screen
to catch users’ attention. Second, on the banner, there was a microphone symbol
orange color. Third, there was a short text displayed, that prompted users to
name the desired selection or text.

Figure 2 displays the application of implicit and explicit cues on the two
experimental tasks. The most left picture illustrates the task with implicit cues
(Imp). The next one shows the explicit cues (Exp). Finally, the most right picture
integrates both, implicit and explicit cues (ImpExp). Together with the basic
version of each task (see Fig. 1), both rows illustrate four rising levels within the
continuum from implicit (left) to explicit adaptions (right).

3.5 Apparatus

The experiment was conducted in a static high-fidelity driving simulator illus-
trated in Fig. 3. The driving scene was projected on a 180◦ canvas in front of
the vehicle mock-up. There were two displays in the cockpit: the instrument
cluster displayed a speedometer and rounds per minute, the central informa-
tion display in the dashboard showed the experimental tasks. The latter was
a 10.1 inch Faytech capacitive touch display1 with a resolution of 1280× 800
pixels. The experimental tasks were integrated in a special application imple-
mented in Unity3D. Speech recognition was achieved using the built-in speech
1 https://www.faytech.com/de/katalog/product/101-capacitive-touch-monitor-

ft10wtmbcap/.

https://www.faytech.com/de/katalog/product/101-capacitive-touch-monitor-ft10wtmbcap/
https://www.faytech.com/de/katalog/product/101-capacitive-touch-monitor-ft10wtmbcap/
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engine in Unity3D which uses the Windows speech recognition engine in combi-
nation with a Rode SmartLav+2 clip on microphone. The users’ glance behavior
was recorded with Dikablis Essential3 eye tracking glasses in combination with
infrared markers.

Fig. 3. The cockpit in the experimental setup. The experimental tasks were displayed
on the central display and participants decided whether to use touch or speech for
interaction. Glance behavior was recorded using a head-mounted eye tracker.

3.6 Procedure

Participants completed a short form covering demographic data before they were
introduced to the experimental tasks. They were shown all tasks (selection-
gas stations, selection-restaurant, text-contacts, text-destination) in the basic
version, without any visual cues and without an audio signal (as illustrated
in Fig. 1). They were instructed to memorize the correct selection for each of
the four tasks. Participants were not told that there will be additional visual
cues, but the examiner emphasized that participants always have the choice to
use either touch or speech input. Tasks appeared automatically on the central
display after a random wait time between 10 and 15 s. This varying wait time
avoided that participants got used to a certain rhythm, and ensured that there
was sufficient time between tasks, so that each task was handled independent of
the previous one. As soon as the task was displayed participants looked at the
screen to identify the task, decided whether to use touch or speech, and made
their input. Tasks disappeared after the selection or text input was completed
and participants turned back to driving until the next task appeared. After all
2 http://de.rode.com/microphones/smartlav.
3 http://www.ergoneers.com/eye-tracking.

http://de.rode.com/microphones/smartlav
http://www.ergoneers.com/eye-tracking
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tasks had been completed, participants were shown all possible combinations
of task type, visual cue and audio signal on a laptop display without driving.
This way they could concentrate on the illustration of tasks. For each specific
illustration, they rated the suitability of touch and speech input, as well as the
threat to freedom. The order in which tasks appeared was counterbalanced.

3.7 Data

There was a total number of 2880 choices (45 participants*4 visual cues*2 sce-
narios*2 task types*2 audio signals*2 choices per configuration) and 90 choices
for one specific configuration. The Eye Tracking system recorded the total glance
time per task, which is the average duration that a participant looked on the
display while a task was active. Finally, there were participants’ self-reported
assessments about the perceived threat to freedom that is caused by a specific
illustration of a task. They are based on the ratings of four items, each on a
5-point Likert scale from −2 (strongly disagree) to 2 (strongly agree) [3].

4 Results

4.1 Choice of Input Modality

The choice of input modality was encoded in a binary variable (0 = touch
input, 1 = speech input). Figure 4 illustrates the percentage of speech inputs
depending on the visual cue, the driving scenario, the task, and on the occur-
rence of an audio signal. The percentage of speech input grew with increas-
ing level of the visual cues. The maximum increase was 16% for the selec-
tion task and 15% for the text task. This effect can be observed for both
task types and both driving scenarios. The results of a Friedman test show
that the visual cues had a significant influence on the choice of input modality
(χ2 = 13, 904, p = .003, r = 2.07). Additional Wilcoxon signed-rank tests were
used to compare implicit cues to those conditions with explicit cues. They show
that only explicit cues (Mdn = 0.69) did not result in significantly higher per-
centage of speech input than implicit cues (Mdn = 0.56). Instead, implicit and
explicit cues (Mdn = 0.69) led to a significant rise of the speech rates compared
to implicit cues (Z = −2.48, p = .013, r = 0.37). The level of significance was
corrected according to Bonferroni.

Additionally, a logistic regression was performed to analyze the influence of
all factors on the participants’ modality choice. The results show that both the
logistic regression model χ2(4) = 350.00, p < .001, as well as the individual
coefficients (except the audio signal) were statistically significant. The model
correctly classified 66.8% of the cases. Increasing the explicitness of visual cues
by one level rises the relative probability to choose speech input by 17.4%. In the
difficult driving scenario the relative probability to choose speech is 54.2% higher
than in the easy one. Finally, the task-type had the greatest impact. Choosing
speech for text input was 290.0% more likely than for the selection task. R2

(Nagelwerke R square) is 0.155, which indicates a strong effect [2].
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Fig. 4. The percentage of speech input depending on the visual cues, the task-type
and the audio signal (dotted line).

In line with these findings, a Wilcoxon signed-rank test between conditions
with acoustic signal (Mdn = 0.59) and without acoustic signal (Mdn = 0.56)
showed no significant differences (Z = −0.87, ns.).

We can summarize that the task type was the most decisive coefficient, fol-
lowed by the driving scenario. Visual cues play a smaller, yet decisive role in
influencing the participants’ decision. Moreover, the model shows that the prob-
ability to choose speech input rises with the level of visual cues. The additional
audio signal did not influence the participants’ decisions.

4.2 Glance Duration on the Display

The average glance duration in both driving scenarios was between 0.83 and
0.89 s for the selection task and between 1.41 and 1.83 s for the text entry task.
Figure 5 illustrates the total glance times for both tasks individually. We observe
a light tendency that glance times decrease with increasing level of visual for the
text input task, while the selection task remains constant. Glance data was not
normally distributed. Results of a Friedman test showed that the average glance
duration on the display was not significantly affected by the visual cues (χ2 =
2.32, ns.). Wilcoxon tests confirmed that the total glance duration without visual
cues did not significantly differ between implicit cues (Mdn = 1.03) compared
to Explicit cues (Mdn = 1.13) or implicit and explicit cues (Mdn = 0.99). The
duration that participants looked on the display did not depend on the type or
presence of visual cues.

4.3 Perceived Threat to Freedom

The perceived threat to freedom was measured with the mentioned four ques-
tions. Ratings were very diverse because some participants did not feel any
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Fig. 5. Total glance time (TGT) on the display while a task was active. Visual cues
did not significantly affect TGT.

restriction, while others reported that they felt like being influenced or urged to
behave in certain way. The data was not normally distributed. A Friedman test
indicted that the average ratings were not significantly affected by the visual cues
(χ2 = 5.49, ns.). Accordingly, results of Wilcoxon tests showed that explicit cues
(Mdn = 0.00) or implicit and explicit cues (Mdn = 0.19) were not associated
with a higher threat to freedom compared to implicit cues (Mdn = 0.00).

5 Discussion

The first hypothesis H1 proposes that visual cues increase the amount of speech
input used. Our results show that the user’s choice of input modality was mainly
determined by the task type and the driving scenario. Still, the visual cues
had a significant influence, which can be classified as a strong effect based on
the estimated effect size of the Friedman test [2]. Furthermore, the results of
the logistic regression model and Fig. 4 indicate that implicit cues can already
increase speech usage and we can accept H1.

H2 claimed that explicit cues would be more effective to promote speech input
than implicit ones. The logistic regression model supports this thesis, but addi-
tional pairwise comparisons showed that the increase of speech rates for explicit
cues compared to implicit cues was not significant. Based on these findings we
do not accept H2. However, extending implicit cues by explicit ones (ImpExp)
led to a significant increase of speech interaction. This suggests that the effects
of implicit and explicit cues complement one another. The combination of both
led to overall highest speech input rates.

H3 proposed that additional audio signals increase the amount of speech
input used. However, the results show that they did not have a statistically
significant influence on the participants’ decisions. This was surprising, given
the fact that speech input is mostly prompted using audio signals. At the same
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time, it is in line with the disadvantages of the temporal and short term nature
of audio [1]. The audio signals were played the moment the task appeared on the
screen, but participants often needed a couple of seconds to control the vehicle
before attending to the task. The trigger existed, but it was not well-timed,
which is one possible reason why achieving the target behavior fails [5].

H4 proposed that explicit cues cause increased visual distraction compared
to implicit ones. The results did not reveal significant differences between the
four levels of visual cues. A deeper look into glance data shows different trends
for glance behavior depending on the task in Fig. 5. For the text input task,
the usage of speech input rises with increasing level of visual cues while the
average glance times for both, speech and touch decreases. This means that not
the actual glance times per task changed, but rather the amount of (less visually
distracting) speech inputs rose, which led to an overall decrease of the total
glance time. The fact that this affects only the text input task shows that glance
times for touch and speech input for the selection task were similar, since the
higher percentage of speech selections did not reduce the overall glance duration.
In summary, explicit cues did not result in longer or more glances on the display,
but they reduced the overall visual distraction by increasing the amount of speech
usage. For these reasons, we do not accept H4.

H5 assumed that explicit visual cues induce a higher threat to freedom than
implicit ones, which increases the likeliness to show reactance and that partici-
pants will not follow the systems’ advice. The average ratings from participants’
self-assessed threat to freedom did not differ significantly between conditions.
This indicates that the design of our visual cues did not have a big influence on
the perceived freedom to choose themselves. A limitating factor might be that
participants were explicitly told that they can always decide freely. Moreover,
previous work in this field notes under-reporting as potential problem for par-
ticipants’ self-reported data. This might also contribute the missing variance in
this case [7]. Therefore, we do not accept H5.

6 Conclusion

In this experiment, we explored the influence of visual cues on the users’ choice
whether to use speech or touch input. Our results show that visual cues can
significantly contribute to leverage speech input while driving. This effect can be
observed across different task types and different driving scenarios. At the same
time, visual cues did not cause increased visual distraction. In contrast, there is
a tendency that the overall glance time away from the street can be reduced for
text input tasks by using explicit visual cues. We conclude that visual cues are
an effective means to influence the user’s choice of input modality and thereby
to support users by emphasizing suited input modalities. The system can guide
users in an unobtrusive way so that they can benefit from the whole range of
input modalities, without concerning themselves with the decision. Our study
showed that visual cues increased the amount of speech input used, decreased
visual distraction on the road, and thereby contributed to the driver’s safety.
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While this experiment was conducted in the automotive domain, our results
can be applied in other domains that offer speech along with other input modal-
ities such as smartphones or smart home devices. This experiment served as a
first try to test the potential of simple graphical adaptions. Future experiments
should explore the full potential of visual cues, to see if incorporating animations
or context sensitivity can further increase their persuasive influence.
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Abstract. This paper describes the approach employed in an ongoing project
aiming to foster healthy smartphone use via Time Off, a mobile application
presenting an animated genie on the screen together with a physical jacket for
the phone. The genie becomes tired and ill, when one spends prolonged time on
the phone. Time Off demonstrates application of the liveliness framework,
grounded in concepts from cognitive science including animacy and blending, to
designing dynamic representations of behavioral data that stimulate users’
imagination of possible outcomes and reflection on the causes, highlighting the
motivators for a change. We conduct a field trial with 14 participants for two to
six weeks. Qualitative findings show that participants having intention to change
expressed more levels of imagination and reflection. Their logged data also
show reduction in length or frequency of use sessions, suggesting that lively
representations can project a kind of imaginative trigger that motivates people.

Keywords: Internet or mobile addiction � Liveliness � Behavior change

1 Introduction

Use of smartphones and similar mobile devices in everyday life has become almost
inevitable in urban societies. According to reports [1, 2] issued by the Yahoo!-owned
company, Flurry, Americans’ average daily time spent on mobile devices has shown
significant growth from 162 min in 2014 Q1 to 220 min in 2015 Q2, and lately reached
a record of 300 min in 2016 Q4. The app categories mostly used range from social
media, messaging, entertainment media, to games, which imply the variety of digital
activities enabled by mobile devices. This mobile pervasiveness poses a threat of
possible addiction globally. The findings of a survey [3] done in Hong Kong (by the
Department of Health) among 4,300 children and youngsters as well as their parents
and teachers between 2013 and 2014 echo the concerns, showing that over half of the
primary school students (aged from 6 to 12) and over 90% of the secondary school
students (aged from 12 to 18) possessed smartphones. Around 50% of parents con-
sidered their children had spent excessive amount of time on the Internet and affected
their daily lives. We have been working with an NGO in Hong Kong, Integrated Centre
on Addiction Prevention and Treatment (ICAPT) of Tung Wah Group of Hospitals
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(TWGHs), on this issue and exploring possibilities of intervening the problematic use
through technology. This paper describes the approach in one of our ongoing projects,
Time Off, which includes a mobile app presenting an animated genie as a widget on the
home screen together with a physical jacket for the phone (Fig. 1 shows different styled
genies with the jackets). The genie feels tired, becomes ill, and wants to put on the
jacket, when one spends too much time on the mobile device and the screen. Starting
from shivering, sneezing, to coughing (in terms of short animations, phone vibrations,
and notification messages), the genie incrementally prompts the user to switch off the
screen. It might seem like a Tamagotchi digital pet (that can be familiar to youngsters)
with reverse logic, requiring one to pay less attention on the device. Yet, it can be more
stimulating if one ignores the genie. It contingently “disappears” and leaves messages
(e.g., “I take a shower”) as indirect suggestions of alternatives to focusing on the
phone. The main goal of Time Off is to insert breaks in users’ continuous, long sessions
of smartphone use.

2 Related Work

The idea of using technology to track, log, or even restrict smartphone and app usage
can be commonly seen in a dozen of similar apps in the market [4]. These apps allow
users to set time limit on devices or particular apps, send warnings on overuse, and
even cut the Internet access. Among them AppDetox let users set usage restriction on
particular apps according to specific time of day or the accumulated duration of use,
and its large-scale quantitative analysis after field deployment shows that people most
often break their rules they set on messaging and social media applications [5]. Besides,
studies with field trials of more experimental interventions, usually mixing quantitative
with qualitative methods, have been flourishing in HCI with varied topics including
energy consumption [6–8], physical activity [9–11], use of digital devices [12–14], and
other daily habits [15–18]. Rooksby et al. [12], by logging a user’s screen time across
multiple devices and presenting data back to the user, reveal that representation of
“raw” data is required for user reflection. Lin et al.’s Fish ‘n’ Steps [9] tracks a user’s
physical activity via a pedometer and displays a virtual fish tank wherein user progress

Fig. 1. Four different styled genies installed on four participants’ phones, together with the
jackets, some of which are like a pocket while the other like a cover.

136 K. K. N. Chow



is mapped to the growth and facial expressions of the fish. The findings include not
only participants’ changes in exercise habits but also their emotional attachments to the
fish. Consolvo et al.’s UbiFit Garden [11] displays a virtual garden on the wallpaper of
the user’s mobile phone, with flowers representing exercise events and butterflies
indicating goals achieved. Consolve et al. [19] summarize the advantages of stylized
representations of behavioral data.

Our Time Off project employs the liveliness framework [20] in designing dynamic
metaphorical representations of users’ mobile screen time (i.e., time spent on mobile
devices) that stimulate one’s imagination of possible outcomes for reflection on the
mobile use. The notion of liveliness, grounded in concepts from cognitive science
including blending and animacy, suggests designing indirect yet understandable rep-
resentations by blending concepts from seemingly unrelated domains, which shows
contingent changes over time prompting reinterpretation and re-imagination [17]. The
genie in Time Off shivers, sneezes, and coughs, which evoke experiences of feeling
unwell in the user. One blends the genie’s responses with remembered cases of being
sick, inferring that continuously using the phone makes the genie sick and switching off
the screen can give it time to rest. If the user ignores, the genie becomes more ill and
suddenly leaves. The genie’s disappearing from the phone causes one to become
curious, reinterpreting and reimagining that it may feel unbearable. One may take the
genie’s perspective to self-review the excessive use. The imaginative blends and
contingent changes trigger self-reflection and hopefully behavior change.

3 The Liveliness Framework

Liveliness refers to the dynamic phenomena that echo life, including autonomous
transformation, reaction, and contingent behavior [21] (pp. 11–12). People experience
and interpret lively phenomena via blends. For example, we understand the reaction of
a cat by blending our own behavior with the perceived cat action [22] (p. 21). We
might also use life-reminiscent blends to understand behavior of an interactive system.
For instance, one might see a slowly, repeatedly glowing and dimming light (that found
in some versions of Apple MacBook) as something (not only humans) sleeping with a
steady breathing rate and understand the computer is just “sleeping”. Lively phe-
nomena often include contingent changes [23], causing observers to become curious
and reason them out by reframing the situation, what Coulson calls “frame-shifting”
[24] (pp. 35–36), and elaborating successive blends. The liveliness framework includes
a protocol of cognitive processes for designers or researchers to analyze or predict the
user experiences [20]. At the initial stage of use, immediate understanding is achieved:

1:1 Knowing action possibilities – The user perceives possible motor actions on the
interface by recognition or exploration.

1:2 Receiving quick feedback – The user receives quick sensory feedback based on
the action taken, forming an experience at the sensorimotor level.

1:3 Triggering immediate blends – The sensorimotor experience echoes scenarios
from another domain, triggering immediate blends between the two experiences
and yielding imaginative effects of the operation.
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1:4 Becoming second nature – After repeated use, the operation becomes second
nature. Gaps between action and feedback are bridged by the blends and become
unnoticed.

At later stages of use, changes prompt reinterpretation:

2:1 Noticing contingent changes – The user perceives changes over time, and
becomes curious about the causes in accordance with the blended concept in 1.3.

2:2 Invoking interpretive frames – The user invokes a frame from memory, which
structures a remembered or imagined scenario with similar changes, to reason out
the changes in 2.1.

2:3 Elaborating successive blends – The remembered or imagined scenario is ana-
logically mapped with the blended concept in 1.3 plus the changes. Both become
inputs to the next blend, yielding an imaginative narrative elaborated from the
scenarios, the changes, and the causes.

2:4 Reflecting on the situation – Through invoking different frames, the user reviews
possible explanations for the situation, which invite one to see from different
perspectives.

4 Time off

Time Off applies liveliness to designing intervention for healthy mobile use via
metaphorical representations with contingent changes, the genie and its different states,
that trigger successive imaginative blends in users during different stages. Time Off
consists of a mobile app (implemented on the Android operating system for the trial),
which polls the screen status (i.e., on or off) of the user’s smartphone for every five
minutes, together with a widget, which displays an animated genie on the wallpaper.
A tailor-made phone jacket is also provided to enhance the multimodal experience.
Following the liveliness framework, the use of Time Off has at least two stages.

When consecutive polls are positive (i.e., the screen is on), which is a heuristic
indicator of spending much time on the phone, the genie starts to be incrementally ill in
five different states. At each state, the widget displays the genie in different short
animations, coming with phone vibrations in different patterns and notification alerts
with different messages. The vibrations become longer and longer with escalating
states. To stop a vibration, the user needs to turn off the screen. The user can imme-
diately switch the screen back on and continue to use the phone, yet the genie does not
recover and the phone will vibrate again at the next polling time. For the genie to
recover, the user has to turn off the screen for a time longer than one polling interval in
order to break the consecutive positive polls. The metaphorical meaning of the action is
to give the genie time to rest, as well as giving the user a break from mobile use. This is
Stage 1.

If the user neglects the genie or gets around the vibrations, the consecutive positive
polls continue to grow. The genie finally disappears from the screen and only leaves
messages (i.e., notifications) to the user in every polling time without any phone
vibration. The user may become curious where the genie has gone. In fact, the messages
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Table 1. Subsequent states of the genie representation.

States Animations 
Sample 

messages 
Vibrations 

(in sec.) 
Sample images of 

“Chicken” 
Samples images 

of “Typical”

0 Relieved - - 

1 
Shivering 

Uncomforting 
- 3-4 

2 
Chilly 
Tired

“It’s chilly” 8-10

3 Freezing “It’s freezing” 12-15

4 
Sneezing 

Running nose
“Achoo!” Non-stop 

5 Coughing “Cough…” Non-stop 

6 
Leaving for 

cure (no 
animation) 

“I go to the 
clinic” 

“I go to the 
doctor”

No vibra-
tion 

7 

Leaving for 
other activi-

ties (no 
animation) 

“I take a 
shower” 

“I go to bed”
“I go to 

bookstore”
“I go hiking”
“I go to cine-

ma”
“I go get 

something to 
eat” 

No vibra-
tion 
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tell the user that the genie is doing other activities elsewhere, which are intended to be
indirect suggestions of alternatives for the user to consider other than just using the
phone. This is Stage 2.

The following Table 1 lists the subsequent states of the genie with the corre-
sponding sample notification messages and the approximate length of the vibrations.
The genie has five “incarnations” (i.e., Chicken, Anime-styled, Superhero, Strange, and
Typical) for individual user selection. Sample state images of two incarnations are also
included in Table 1. After State 5, the genie cannot be seen on the screen, at times
leaving a note.

5 Field Trial

5.1 Participants

A trial of Time Off has been started in Summer 2016. This paper presents the study and
findings of 14 participants (11 male, 3 female). Eleven participants were recruited
through ICAPT of TWGHs, the local NGO, from a pool of their cases of potential
addiction, and the others were volunteers recruited in the campus of a university in
Hong Kong. All participants voluntarily used Time Off for at least three weeks up to six
weeks or more, except three of them using it for two weeks. Each of them selected one
favorite “incarnation” of the genie (see Table 2).

5.2 Surveys for Personalization

Each participant was first surveyed with a questionnaire, which asked about general
usage of mobile phones, including self-estimated daily total time spent on the phone

Table 2. Trial participants, their profiles, choices of genie, and respective length of trial.

ID Gender Age Recruitment Selected genie Weeks of trial

1 M 18–25 NGO Chicken 5
2 M 18–25 NGO Chicken 6
3 M 26–35 NGO Chicken 4
4 M 18–25 NGO Anime 5
5 M 18–25 NGO Superhero 6
6 M 12–17 NGO Chicken 6
7 M 12–17 NGO Superhero 2
8 M 12–17 NGO Chicken 6
9 M 12–17 NGO Superhero 6
10 M 12–17 NGO Typical 5
11 M 12–17 NGO Superhero 3
12 F 26–35 Campus Chicken 2
13 F 18–25 Campus Chicken 2
14 F 18–25 Campus Chicken 3
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and usual length of a continuous session of use. Responses informed the customization
of Time Off for each participant. One setting was the time scale for the genie’s various
states (i.e., how many minutes for each state), which ensured each participant expe-
rience most of the states (0–5) often times, which corresponded to Stage 1 of the
protocol, and higher states (6–7) sometimes, which corresponded to Stage 2. The goal
was to let the genie’s contingent changes intervene the participant.

The survey also probed each participant’s suspended or latent interests other than
the digital. This information provided personalized contents for the genie’s leaving
messages in Stage 2 as more relevant suggestions.

Another important question in the survey: “Is there anything you would like to
change about the way you use your phone?” This checked one’s intention to change.
The survey lastly allowed the participant to choose the favorite genie incarnation.

5.3 Logs and Interviews

The personalized app was then installed on the participant’s smartphone, and the genie
was put on the wallpaper. The phone jacket was given and the participant was strongly
encouraged to use it. The participant was told that if the phone was used too long, the
genie might feel unwell. The screen status data was logged and stored in the partici-
pant’s phone, and the participant was asked to send us the daily log file by email.

We conducted multiple interviews with each participant, respectively after the first
week of use (also for tuning the customization if necessary), after the second week, and
as a conclusion after the final week. The interview outline followed the protocol of
cognitive processes from the liveliness framework. To probe users’ imagination and
reflection retrospectively, the questions were crafted carefully. The first-level questions
were kept open to avoid directing the participant, as follows:

1:1 Have you tried anything with your genie? How about the jacket?
1:2 Did you notice anything with your genie? (e.g., notifications and animations)
1:3 When your genie shivered, what did you think?
1:4 How often did your genie shiver? How did you usually deal with this?
2:1 Did you notice that your genie disappeared? What did you see then?
2:2 Did you think why your genie disappeared? What do you think now?
2:3 Have you thought of how to get it back? Have you tried? Did you make it?
2:4 How did you think about your genie’s behavior?

The interviews were semi-structured, and the questioning was agile. For instance, a
participant might elaborate 1.2 that automatically covered 2.1, which would not be
asked directly then.

5.4 Data Analyses

All interviews were transcribed and coded according to a scheme informed by the
protocol, including keywords “motor action” in Stage 1.1, “sensory feedback” in Stage
1.2, scenarios from “another domain” in Stage 1.3, scenarios with “similar changes” in
Stage 2.1 and 2.2, “imaginary scenario” with “causes” in Stage 2.3, and “different
perspectives” in Stage 2.4. Each set of coded data, for instance those of “another
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domain”, was then clustered into different groups, which imply different frames
invoked among the participants.

The app logged a participant’s screen status by polling. A series of positive polls
resulted in escalation of the genie’s states, until the participant switched off the screen
to give a negative poll. The last state reached at the end of each session of use indicated
the session length. The higher the state, the longer the session is. The total number of
each state marking the session length was summarized weekly for each participant,
which showed one’s usual continuous time spent on the phone.

The app also kept track of the “running difference” between positive and negative
polls on a day. A user-defined threshold of this difference functioned like a daily quota
of mobile use for the participant. The number of days the participant exceeded the
quota indirectly indicated one’s overall achievement in controlling the behavior.

5.5 Findings

From the logs, P2, P3, and P4 showed a drop in sessions of various lengths and the
number of days exceeding the threshold (see Figure P2, a visualization of P2’s logged
data, for example). P8 and P14 showed obvious shifts from long to short sessions. P9
showed a boost in longer sessions first and then dramatically cut down to shorter
sessions (see Fig. P9, a visualization of P9’s logged data). For P7, P12, and P13, their
2-week data were too short to show patterns. Others (P1, P5, P6, P10, P11) did not
show any obvious change.

Fig. P2. Visualization of P2’s logged data in six weeks

Fig. P9. Visualization of P9’s logged data in six weeks
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From the interviews, the clustering of coded data, mainly the codes “another
domain” and “different perspectives” among others, is summarized as follows, with
sample quotes (informative words in italics) from the participants.

Another domain. When participants spoke about the initial changes of the genie, their
wordings revealed that most of them unconsciously drew concepts from different
domains to describe the genie, which implied the immediate blends in their minds. Two
main clusters formed were both anthropomorphizing the genie, namely someone being
overloaded, and someone responsible for reminding others.

Someone needs rest
P2: “Switching off the screen, leaving it alone for a while”
P4: “Just switched off the phone and let it rest a bit.”
P14: “The genie couldn’t rest because I kept using the phone, just like giving it too
much work.”
Someone reminds you
P5: “It is similar to humans … like somebody being with you, reminding you.”
P6: “It asked me to stop.”
P10: “It was asking me to turn off the screen but I just ignored it.”

Different perspectives. Half of the participants showed in their verbal responses rein-
terpretation of the genie’s contingent disappearing, elaboration of the imagined link
with the genie, and reflection on their own behaviors. Some became aware of other
possible activities to do. Five participants took the genie’s perspective, attributing its
emotions to their behavior. Three of these five further challenged and questioned their
phone usage.

I have other options
P5: “It’s like suggesting me let’s go to do something else instead of using the phone.”
P9: “It asked me to follow it to do the activities.”
P13: “It’s telling me I can use the time to do other things.”
Unbearable with me
P2: “It could not take me anymore because I played games for too long … like a
girlfriend could not take anymore and leave.”
P4: “It felt disappointed.”
P5: “It may be angry and leave.” “It has a character. If I ignore its messages, it will
leave; if I stop using the phone, it will come back. I’m interacting with it.”
P14: “It was angry at me because I didn’t give it the jacket, I didn’t take care of it.”
Self-evaluation
P2: “I’m wasting my time.”
P8: “Should I need to stop a while?”
P14: “I did reflect on my own usage, asking myself is it necessary to spend so much
time on the phone?”
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6 Discussion

Half of the participants (P2, P4, P5, P8, P12, P13, P14) showed traces of imaginative
blends at the immediate level, and then elaborated successive blends with
frame-shifting due to the genie’s disappearing, resulting in reflection. Four out of the
seven did show evidence of change. Most importantly, six out of these seven partic-
ipants (except P8) expressed in surveys their intention to control or reduce the usage of
smartphones. Conversely, the other half of the participants without showing much
evidence of blends all said nothing that needed to be changed. These results suggest
that users with intention to change are more ready for imagination and reflection, and
also more likely to make a change. Some might argue to attribute this observation to the
so-called Hawthorne effect [25] wherein participants adjusted their behavior because of
being observed. We think that it was hard for our participants to make the change over
several weeks of the trial period solely due to this effect. Moreover, those showed both
intention and evidence of change did reimagine and develop the relationship with the
genie (e.g., becoming unbearable, angry with the user). These cognitive responses
could not be purposely “adjusted” by the participants. We believe that for those who
contemplate to change, lively representations can effectively stimulate their imagina-
tion of possible consequences of a behavior, which functions like a spark in the Fogg’s
behavior model [26], motivating them to take action.

The study has limitations. The app polls the phone’s screen every five minutes,
which is a heuristic measure of the screen time. Many brief interactions between
consecutive polls might be missed, given that the average duration of mobile use can be
very short [27, 28]. Increasing the polling frequency might improve the accuracy, yet
that would come with extra battery power cost. As mentioned, this system aims to
introduce breaks in prolonged use. Short sessions of use are relatively tolerable so long
as the cumulative screen time remains below the threshold, which is also monitored and
responded by the system.

The phone jacket given to each participant was intended to serve two purposes. It
makes the phone kept inside less accessible to the user and becomes a physical barrier
preventing one from using the phone so easily. The jacket also adds physicality to the
user’s imaginative blends between physical actions (“putting on” the jacket) and virtual
responses (“shivering” and “asking for” the jacket). It is believed that multimodal
experience makes imagination more vivid. Yet, most participants did not use the
jackets because of the perceived inconvenience of use or simply without the habit of
using phone cases. Although the jackets were not physically used, a few participants
were aware of the non-use and felt sorry to the genie. We believe that physical objects
can project psychological presence in one’s imagination and strengthen the triggers.
Our future work will enhance users’ cognitive link between the virtual genie and the
physical elements, for example, by stressing the latter in the messages or responses
from the former.
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Abstract. Persuasive technologies for health behavior change often include
social influence features. Social influence in the design of persuasive technology
has been described as a black box. This case study sheds light on design
practices by identifying factors that affect the design of social influence features
in health behavior change applications and the designers’ understanding of the
social influence aspects. Our findings are twofold: First, the two most positively
inclined social influence features, namely cooperation and normative influence,
were missing from the reviewed applications. Second, the medical condition -
the persuasive technology targets - has a major influence on consideration and
integration of social influence features in health behavior change applications.
Our findings should be taken into account when frameworks and guidelines are
created for the design of social influence features in health behavior change
applications.

Keywords: Health behavior change � Social influence � Design factors

1 Introduction

Different kinds of persuasive technology applications have been designed in recent
years to support health behavior change facilitating social features. Different theories of
persuasive technology give basis for designing, among others, the social features of
these technologies [1–3]. However, it is unclear how designers take these theories into
account and how they actually decide about the inclusion and design of social influence
features. In previous research, social influence features have often been viewed as a
black box [3–5], and their designs seem to be popped out without any particular
explanation of why this particular feature was chosen and why it was designed in a
specific way. In this paper, we address this gap through the research question: “What
are the designers’ rationales for the inclusion and design of social influence features in
health behavior change applications?” We aim to understand and describe the
designers’ rationale behind their decisions on these features and the relevant design
process.
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2 Related Research

2.1 Factors Affecting the Design Process

Design process is characterized as a messy process, difficult to be described, or even
taught [6, 7]. The published methods and knowledge are not always used [8], and even
if they are used, it is unsure if they will be perceived and used as intended [9]. More
particularly, education is perceived as a way to gain knowledge, while methods are
perceived as a check list or tools to help designers remember [10]. As such, the theories
are used in the design as a guide, but they are not followed to the letter.

Despite the theories influencing the design through the designer’s interpretations,
the designer’s own culture, values, and experience influence the design as well [11].
Research [12] on the design practice has described the design process as structured -
after the ideation phase is completed - even though there are variations on user
involvement and prototype creation. The design practice has also been characterized as
qualitative, subjective, and sometimes based on a gut feeling [8]. This underlines the
influence of the designer’s personal interpretations on the design.

According to Stolterman [13], the decisions on the design process are taken by
reflecting on the theories (scientific), the practices, and the intrinsic knowledge of the
designer, but also by the client – the one served by the designer. Stolterman [6]
supports that the result of the design is the result of the resources, knowledge, and
involvement of the different stakeholders/clients and their desires at the particular time
and place. The result of the design process (the real) is influenced by the science (the
true), and the desires and wishes of the stakeholders that describe what “it ought to be”
if there were no limitations (the ideal) [6]. Stolterman includes in the design process the
clients and different constrains that exist in the real world to create the designed
product. In addition, a focus on the stakeholders and users becomes more and more
common in design thinking [14]. User-center design – where the design is based on the
users, their perspectives and needs, and where in many cases the users participate in the
design - [15, 16] has been also used in healthcare for the development of applications
and prototypes [17–19].

2.2 Social Influence as a Black Box

In the design of behavior change applications it is common to include social features.
The influence of other people on our behavior has been well established in psychology
[20–22] and it has been moved to the design of technology supporting behavior
change. Fogg [23] describes this technology as persuasive, because through means of
persuasion and social influence the behavior change is supported. However, social
influence in the design of persuasive technology oftentimes is described as a black box
that needs to be opened [3–5]. Designers understand the importance to implement
social influence features in behavior change technologies, but they often do not dis-
criminate between the different social influence aspects. In fact, social influence is
multifaceted, having such distinct sub-dimensions as social learning, social compar-
ison, normative influence, social facilitation, cooperation, competition, and recognition
[3], so it should be designed with care.
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We focus on the design of social influence features (which we refer to also as social
features in the text for brevity) on the health related applications and we try to
understand and describe the designers’ rational behind their decisions regarding these
features in healthcare related applications. The aim is to understand and study the
practice in order to have a better image of the design process and see if the different
social aspects can be seen in the designs.

3 Research Setting and Methodology

The research question of this study is “What are the designers’ rationales for the
inclusion and design of social features in health behavior change applications”. In order
to get in-depth insight into this question, we conducted a qualitative case study in one
Spanish company that develops health behavior change applications.

The case company (Alpha) is a Spanish start-up in the area of health and IT which
has close connections to academia and academic research. This increased the possi-
bilities of the company’s designers to be aware of the relevant literature/theories in
addition to the commercial products, and the designers were accustomed to rationalize
over their decisions also based on theory. Moreover, as it is a small company, projects
were running at the same time, but in a way that the investigator could participate in
and observe more than one project during the visit. The company consisted of four
employees (medical advisor/PhD candidate, programmer, chief financial officer, CEO)
and several co-operators. During the investigator’s visit, one more PhD candidate was
hired for the prostate cancer project. Apart from the employees, two co-operators from
the local university (PhD candidate, senior lecturer) were working closely with the
company. The three PhD candidates, the programmer and the senior lecturer partici-
pated in the design of the projects described below.

Data was collected in three phases in the years 2016 and 2017. During the pre-visit
period before the actual visit in Alpha (two months), two 30-min informal-conversation
interviews were conducted with the co-operators who were responsible for the smoking
cessation (D) and prostate cancer (A) application, and interview notes were taken.
Participant observation started in this phase, when the investigator acted as advisor (by
distance) in the breast cancer app (B), and was getting informed on the App D eval-
uation. During the visit (three months), the investigator acted as interaction designer in
Alpha’s projects (A, D) and additionally observed App B. She conducted four
semi-structured interviews (average length: 45 min) with the employees and Alpha’s
cooperators. Interviews were recorded and anonymized during transcription. In the
post-visit period, the investigator acted as interaction design counselor to follow the
progress of the projects. The medical advisor moved to the investigator’s place of work
for three months, allowing the investigator to observe and participate in the design of
the multiple scleroses app (C). During participant observations, notes were taken and
transferred to the investigator’s digital diary. Overall, data was collected on 10 tech-
nological applications (see Table 1). E–G were Alpha’s past planned or implemented
projects, and H–J were projects in the employees’ past before they started to work in
Alpha. Data on A–D was collected through both observation and interviews, data on
E–J was collected through interviews. A–E and G–H targeted health behavior change –
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which is the focus of this paper. However, applications related to general behavior
change within the healthcare field (F, I, J) were also included, because it helped us to
gain a more general understanding of designers’ rationales regarding social features. It
also underlined the difference between designing for patients and non-patients - users
of A–E, G, and H are perceived as patients by the designers while users of F, I, and J
were not perceived as patients.

The data was analyzed using thematic analysis [24] and the cutting and shorting
technique [25]. From the data, we extracted the rationales/justifications the designers
gave for their design choices concerning social features in behavior change applications
related to health issues. We identified four categories of rationales (Theories and
Practices, Medical Condition, Designer’s perspective, and External factors), and sev-
eral sub-categories for each of them. These categories, which we will describe in more
detailed in Sect. 4.2, arose from the data.

Table 1. Summary of health behavior change applications

Application description Social features

Prostate cancer app: supporting patients in
being physically active (A)

Mentoring, sharing with family, community
(incl. blogs and discussions), patients’ paring
and communication

Breast cancer app: supporting patients in
being physically active (B)

Messaging (pre-determent), activity company

Multiple Sclerosis app: supporting patients
on managing their stamina (C)

Feeds feature, comparison to others (on an
action indirectly connected with their
condition)

Smoking cessation app: supporting people
on the smoking cessation (D)

Messaging (one-way communication),
Facebook group, block feature

Goat disease – trivial like game: awareness
on goat disease (E)

Level ranking on Facebook (the patients were
grouped in levels)

Doctor’s IT knowledge – trivial like game:
awareness on healthcare technology (F)

Ranking on Facebook

Quiz and education on male sexual health:
awareness and support on diagnosis (G)

Application’s specifications sharing on social
media

Diabetes app: supporting diabetic
adolescence through gamification (H)

Messaging/emoticons, and creation of teams

Medical records’ completion: motivate
patients to fill in their records though
gamification elements (I)

Compared a user with the average

Quiz on myths in healthcare targeting
education and awareness (J)

Facebook game on myths in healthcare,
ranking and comparison with friends
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4 Results and Analysis

In this section, we first describe our results from a micro-level view, focusing on the
social features implemented in different applications as well as the designer’s ratio-
nales. Then, we describe our results from a macro-level view, introducing the four
categories of designers’ rationales for social influence design choices in health behavior
change applications.

4.1 Rationales for Consideration and Implementation of Specific Social
Features

In Table 2, we present the rationales behind different types of social features (micro
level view). In Column 1, we present the social features that were either implemented
or considered for implementation in the applications, together with a classification of
the seven types of social features/aspects (see Legend below Table 2). In Column 2, we
present the options of how that feature was (discussed to be) implemented, together
with a reference to the application (A–I) within which the implementation was dis-
cussed or executed. In Column 3, we present representative interview quotations
together with a reference to the application (A–I). Statements from the investigator’s
diary are marked with “-inv” after the application code (e.g., “A-Inv” to indicate that
information concerning application A was from the diary).

In general, opinions about the social aspect were controversial. They all underline
the importance of the social factor in influencing people’s behavior and motivation but
they also reveal that some conditions are taboos and some people may be unwilling to
share health information with others: “dependent on the group of the user I see social is
very important in e-health.” and “Well the social part in the health application is, […]
controversial part, because… not all the people want to share something […] related
to the disease”. Moreover, the comments have confirmed that designers used social
influence as a black box without differentiating between any of the different aspects
such as social comparison, cooperation, social learning etc.: “We should really have
some social aspects in this application.”

The reasoning behind the different variations on features can demonstrate in a
micro level the different factors influencing the designer’s decisions. Messaging was
included as a way to support and motivate others (see quotes at Table 2). In one case
(H), the designer thought that the theory applied needed something social, so he just
chose messaging and emoticons. In another case (B), the messaging was predetermined
text, as the free text was perceived potentially harmful: “ok, how do I stop someone
who’s having a really really bad day to get into a new patient -that is a new user for the
app- and starts telling -this new user – all the bad things awaited for her in the breast
cancer permeation”. In a third case (D), the rationale behind the different types of
messaging were influenced by the interviews with patients and the designers’ inter-
pretation. Patients who wanted to quit smoking were perceived to want to support
others, but to be unwilling to have conversations. The designers decided to have one
way communication, i.e., to send messages to support other patients, but the recipients
were unable to respond: “We saw that they were happy to help others, but they didn’t
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Table 2. Reasoning around specific social features

Social feature Possible implementation Reasoning (representative quotes)

Messaging/chat
[SL, SF]

Free text (H)
Predetermined messages (B)
One – way communication with Free
text and predetermined messages (D)

“the first one [of the theory] –
relatedness- builds with social
aspects I was thinking ‘hm we
should really have some social
aspects in this application” (H),
“what if I could create a tribal group
of breast cancer patients that could
exert their group pressure to be
healthy” (B), “how do I stop
someone who’s having a really
really bad day to get into a new
patient” (B) “to provide
encouragement between members
of the group” (D), “We saw that
they were happy to help others,” (D)

Grouping
[CR]

Gamification elements like group
targets and obligations (H)

“So when you have this friends you
all have group goal to achieve and
so for example if you and three
friends all stick to the treatment for a
week, you got a bonus price and
then were specific challenges that
were only available if you had a
group of friend that were keeping
you in check and you are checking
on them” (H)

Social media
[SF, RE]

Share only the application
characteristics (G)
Share your achievements in the
application (F)
Closed groups as a common space to
connect with other patients and
doctor(s) (D)

“Because we wanted to make it
viral.” (G), “you have to have a
player base” (E, F), “there are a lot
of different type of patients […] so
we did this FB group especially for
them, for those who are more open”
(D), “they can cheer other people”
(D)

Ranking
[CT, SC, RE]

Ranking between friends in social
media and between all
players/medical doctors trivial
(F) and patients trivial (E)
Ranking between friends who played
the game (J)

“we know doctors are […]
competitive […] It was a tool to
motivate them, to poke them” (F),
“The client wants a similar app” (E),
“since they were patients, we
couldn’t say: ‘okay, you are the best
patient!’ (E)” And in Facebook you
would compare that to your friends
so it’s like all of your friends have
55 correct than you have 70 you are
wining and there was a ranking of
that” (J)

(continued)
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want to have more friends, or, they didn’t want to have a new relation with someone
just because they stopped smoking.”

Grouping feature was implemented (I) as part of gamification of the application.
The users had to create or be in groups, and when that happened they received group
challenges and rewards. The people in the groups were also prompted by the appli-
cation to check on inactive group members through messaging.

Social media had three variations connected to them: share, closed groups, and
games. The share option was used to make the applications viral and open (G and J).
The users could share only the details of the application in cases the disease was
considered to be a taboo (G) and they could share their achievements in a gamified app
(E, F). However, there was a design difference between apps of which the target users
were perceived to be patients and those of which the target users were not perceived as
patients, described in detail in ranking and comparisons sections.

Ranking and comparisons were used in applications that target healthy individ-
uals or applications indirectly connected to the patients and their health such as: how
complete was their electronic record in comparison to others (I), the knowledge on a
subsect (patient oriented: E, non-patient oriented: F, J), and compare an activity that is
indirectly connected with the condition (C). Comparisons targeting knowledge on a

Table 2. (continued)

Social feature Possible implementation Reasoning (representative quotes)

Comparison to
the AVG [SC,
CT]

Progress bar that shows how much
the user had progressed in relation
to others (I)

“Because we wanted to see […] If I
can drive your behaviour with
something as simple as that” (I)

Comparison tool
[SC, CT]

In the ideation phase (C) “Social comparison between the MS
patients regarding how accurate
they are when they estimate their
energy for the activities (AB test)”
(C-inv)

Following/sharing
[SL]

In the ideation phase (C) “was sharing data with family in the
sense that patients will not feel
alone and they will have the support
of someone”, “he wants to
implement a ‘following’ feature”
(C-inv)

Community [SL] In the ideation phase (A) “with motivational experiences from
PCa survivors” (A-inv)

Sharing
[SF]

In the ideation phase (A) “sharing data with family in the
sense that patients will not feel
alone and they will have the support
of someone” (A-inv)

Mentoring [SL,
SF]

In the ideation phase (A) “one user that feels healthy can help
motivating another one” (A-inv)

Legend: SL = Social Learning; SC = Social Comparison; SF = Social Facilitation;
CR = Cooperation; CT = Competition; RE = Recognition
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disease (E) were designed with the thought that the user is a patient. The individual
ranking was used in the application targeting medical doctors and their knowledge on
technology (F) in order to “poke them”. Later, the client asked to tweak the application
and target the knowledge regarding a disease (E). The designers perceived and treated
the users of the application E as patients and they rationalized accordingly: “If you tell
someone that ‘you are the one that is at the bottom of the ranking about IT things in
healthcare’, that’s fine, but if you tell a patient that ‘you are the worst patient because
you are the bottom of the ranking’, that’s very disappointing for the patient”. The
suggested design was to group the individual ranking into categories, so if the user
answered mostly right, then he/she is in the category “expert” or if he/she answered
mostly wrong, he/she gets in the category “newbies” together with others. In that way,
the users would not feel that they are the “worst patient”. Even though the application
was targeting everyone regardless of having the disease (the app was about awareness),
the designers perceived the users as patients of the disease.

Not yet implemented social features are those discussed about getting imple-
mented, but not at the first stage of the application’s development (A and C quotes
Table 2). These features were decided to get implemented later, because they were
perceived as unrelated to the main focus of the applications, to the minimum viable
product, or to the promised deliverable. For example, in the prostate cancer application
(A), the social part was recognized and social feature suggestions (see Table 2) were
made, but never implemented in the first stage, because it was perceived as unrelated to
the promotion of physical activity (main target of the application as it was ordered) and
the promised deliverables, and because of the lack of time and budget.

Social influence. After reviewing the collected reasoning around social influence
features (Table 2), it is easy to realize that several social influence features were present
(multiple times), such as social learning and social facilitation (4 times each), social
comparison and competition (3 time each), and recognition (2 times). We found one
sign of cooperation (H) (tied to peer pressure). However, this was from the past
experience of an employee and was not applied in any of the other applications
developed in the company. This makes cooperation and normative influence com-
pletely absent from the Alpha’s health behavior change applications.

4.2 Factors Influencing the Decisions

Looking at the data in the bigger picture (macro level), we found that the decision
making process of the designers implementing a social feature is complicated and
influenced by more than one factor. These factors are presented in Fig. 1.

The first factor is the theories. Theories from the design field such as user-centered
design have been applied in the design of the applications as methodologies that
influence also the design of the social features. Users/patients were in the center of the
design. Psychological theories focused on behavior change and motivation were used
in the overall design of applications and also in the decisions regarding the inclusion or
exclusion of a social feature: “the self-determination theory […] says that usually we
do things because of relatedness, autonomy, mastery, and purpose. And since the first
one –relatedness- builds with social aspects”.
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The second factor is the medical condition. All the interviews show that the
designers perceived the users and the users’ needs first and foremost based on their
condition. Namely, seeing the users through the lens of the medical condition and
transforming them from users to patients. One of the sub-factors in the medical con-
dition is the condition’s characteristics. In the interviews there were references to the
stages of the condition (and how that can influence the patient), on the type of stages
the condition has, or whether it has stages or it is random: “the progression of multiple
scleroses it’s not linear […].you could be completely without symptoms for 20 years, or
you can [have a symptom attack] and then you [recover], or you can stay there”.
Another sub factor is the effect of the local culture on the condition that can have an
impact on the inclusion of social features. For example, if the condition is socially
unacceptable in a certain culture, then it would be tricky for the patients to share that
they have the condition: “I think that’s a problem - I do not know is a global problem –

[…]. In prostate cancer people are men, and one of the frequently disease… or
commonality is ehh sexual problem […] and I think that is a problem with mentality,
because if I say that ‘I am a patient with prostate cancer’ people will say ‘ok you are
not completely man because you are sexual impotence’ or something like that.”. Apart
from the local culture’s effect on the condition, the condition itself has a culture which
may affect the inclusion of social features: “Now the cause of the whole tendency
aimed at breast cancer women survivors, men -with breast cancer- feel completely
inadequate and they are completely ashamed”. Namely, this tendency in the breast
cancer community can influence the design of application in inclusion of social fea-
tures, e.g., applications for female patients may have social features whereas applica-
tions for male patients may not. The last subfactor influences the design is the patient.
The interviewees came in contact with patients, patients’ families, medical profes-
sionals etc. to understand the patients who have a condition and their needs. As they
base their design philosophy mainly on user-centered design, they apply different
techniques to understand the patients.

The third factor influences the design and inclusion of social features is the de-
signer’s perspective and practices. Each designer has his/her own reflection on the
theories and his/her own interpretation on the data collected from patients ‘relevant
studies. For example, social comparison has been perceived as gamification technique

Patient

Design of Social features

Theories  

Design 
theories 

Psychological 
theories

Medical Condition

Condition’s 
characteristics 

Condition’s 
culture Local cul-

ture on 
condition

Designers’ perspective

Designers’ 
Interpretations

Designers’ 
Practices

External factors

Clients

Deadlines

Finance 

Fig. 1. Factors influencing the inclusion and design of social features
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and as something secondary in an application that was to motivate prostate cancer
patients to exercise: “The focus was mainly in the physical activity and secondary on
self-management. The social aspect gets into the discussion mainly as a gamification
element on the physical activity”. (Investogator’s diary).

The last group is the external factors from the design team, such as clients’
demands, financial constraints and deadlines. The influence of the external factors can
be seen in the following comments taken from the investigator’s diary and the inter-
view transcripts: “He [new PhD] also pointed out that we have to focus on physical
activity, because of practical reasons (e.g., the funder was interested in that, the
[senior lecturer] insisted etc.). (Investigator’s diary)” and “Interviewer: Er… How
come and you implement ranking in both of them? Interviewee: Because, that’s, well,
er… The client wants a similar app because it was very successful with the healthcare
professionals, so they said: ‘ok, we want something very very similar, keep the same
structure, and we introduced this little change to tweak it for patient.”

Table 3 summaries our findings and presents in which of the applications A–J we
found examples for the different categories of rationales. Applications which did not
perceive the user as patient (F, I, J) are absent in the medical condition factor.

5 Discussion

Theory [3, 4], but also practice, show that social influence features are oftentimes
treated as a black box. In the previous section, we shed light on this black box by
presenting our results regarding the designers’ rationales for the inclusion and design of
social influence features in health behavior change applications. We will briefly discuss
our two main findings: First, the designer’s rationales for including specific social
influence features, and second, the role of the medical condition.

The designers quite often did refer to social support. However, such mindset is too
generic for the creation and designing of specific social influence features [3]. In fact,
social influence is more than just social support, which usually is implemented just as a
possibility to connect and network. This finding informs that designers should be better

Table 3. Categories of rationales for the design of social features

Theories: Medical
condition

External
factors

Designer’s perspective

- Design theories: A, B,
C, D, F
- Behaviour change and
psychological theories: A,
B, C, D, E

- Medical
perspective: A,
B, C, D, H
- Condition’s
culture: A, B, D
- Local culture
on condition :
A, B, G,
- Patient : A, B,
C, D, E

- Clients: C,
E, F
- Finance: A,
B
- Deadlines: A,
C
-Collaborators:
B

- Personal practice : A, B,
C, H, I
- Personal
believes/interpretations:
A, B, C, D, E, F, G, H, J
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equipped with deeper understanding of the multifaceted nature of social influence to
succeed in designing effective health behavior change technologies. Moreover, the
results of this study revealed that only five (social learning, social comparison, social
facilitation, competition, and recognition) out of seven social influence features were
present in the designers’ rationales to some extent. Thus, normative influence and
cooperation were absent. By their nature, the two missing features actually are some of
the most positive inclined out of the seven social influence features [3].

The literature characterize the design process as messy and difficult to describe [6].
However, understanding the practice is the main step to change or support the practice
by proposing a theory, framework, or method [10]. Our findings regarding three of the
four categories of designers’ rationales we identified in the data – Theories and
Practices, Designer’s perspective, and External factors – are supported by previous
research. The design practice is influenced by the theories, even though they are not
followed to the letter by the practice [8, 10]. The individual characteristics of each
designer (such as experience, practices, interpretations etc.) are also part of the design,
as well as the constraints related to factors usually external to the design team (such as
clients, funding, time limitations etc.) [6, 8, 9]. However, our study adds to previous
research by identifying an additional important category in the design practices of
social features in health persuasive technologies: the medical condition. In this case, the
designers saw the user through the lens of a particular medical condition. They took
into account the particularities of each condition (e.g., that multiple scleroses has
unpredictable symptoms and the patients may feel tired most of the time). The
designers took into account how the patients of this condition currently interact with
each other based on the condition’s culture (e.g., breast cancer patients have their
communities which are mainly focused on the females). They also took into account
the influence of the local culture on the condition (e.g., prostate cancer patients can be
stigmatized because it is related to sexual health, and males with relevant problems are
consider less of males in the local culture). Finally, the designers focus on the particular
patient/user through interviews and workshops, as is the case also in the user centered
design [15]. The difference is that the users are perceived through the particular lens of
their condition. Thus, in the designers’ vocabulary and perception “the users” become
“the patients” which carry with them all the pre-referred subcategories of the medical
condition.

6 Conclusion

In this paper, we studied the designers’ rationales for including social features in
applications supporting health behavior change. Our contribution is twofold: first, we
revealed that the designers often have a limited view on social influence that may lead
to less effective designs and implementations of health behavior change technologies.
This finding can help practitioners (i.e., designers of health behavior change applica-
tions) in realizing the need for acquiring more refined understanding about various
social influence principles that exist and can be purposefully used for designing per-
suasive technologies in health domain, and possibly the need of relevant design
guidelines. Second, we contribute to research by showing that the medical condition
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plays a significant role on the design of social features together with the scientific
theories, designer’s interpretation, and external factors [13]. Our results can be used to
underline the importance of the medical condition and its sub factors in the design
practice in the field of health behavior change, and give a better understanding of the
current practice for creating relevant frameworks and guidelines for better supporting
the practitioners in the design of the social features [3–5, 10].

In the future, more research of practice will be needed in order to inform the theory
on the design practice of social influence features in persuasive technologies [3] as it is
vital to know the practice before changing the relevant theory [10].
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Abstract. Self-tracking and automated persuasive eCoaching combined in a
smartphone application may enhance stress management among employees at
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human resource advisors to identify values of self-tracking, persuasive
eCoaching, and preconditions (e.g., privacy and implementation) for a stress
management application, using the value proposition design by Osterwalder
et al. Results suggest essential features and functionalities that the application
should possess. In general, respondents see potential in combining self-tracking
and persuasive eCoaching for stress management via a smartphone application.
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possess a positive approach besides solely the focus on negative aspects of
stress.
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1 Introduction

1.1 Stress and Employees

It is widely recognized that prolonged stress is a major burden for employees as well as
for organizations and society. Stress is related to several health and wellbeing related
issues, such as depression, anxiety, and cardiovascular diseases [1]. The last two
decades, a trend is observed in the rise of stress risks in Europe. One of the expla-
nations in this is the increasing use of information and communication technology [2],
which resulted into a working culture characterized by increased work intensification
and possibilities to work everywhere, making employees working with digital screen
equipment (DSE) at risk for stress.

Many different psychological theories exist on stress among employees. Most of
these theories include an overarching component: balance [3]. Being able to mobilize
enough personal and social resources to overrule the demands, a positive response to
stress occurs (i.e., eustress). Being unable to mobilize enough personal and social
resources to overrule the demands, a negative response occurs (i.e., distress) [3, 4].
Distress might result in poor health and low performance, whereas eustress might result
in good health and high performance [5].

1.2 Smartphone Stress Management Application for Prevention

The EU compass for action on mental health and well-being advocates for taking
preventive measure to reduce negative responses to stress and enhance positive
responses to stress [6]. However, many interventions are labour-intensive which limits
the ability for all DSE employees to opt-in an intervention targeting stress at an early
stage [7]. To target stress at an early stage, a smartphone stress management application
that focusses on self-management might be an effective approach. Two important
components for self-management via a smartphone application are self-tracking and
persuasive eCoaching [8]. Self-tracking can create awareness among individuals about
their current level of stress and their personal demands and resources in relation to
stress. Where traditional interventions mostly gain insights into such information by
means of recall [9], smartphones can capture real-time information as the smartphone is
usually kept in close proximity to the user. This can result into the identification of
vulnerable moments for adverse behaviour and can be used by an eCoach to send
personally relevant feedback to (re)gain balance in the personal demands and resources
at times when it is most needed (i.e., just-in-time suggestions [10]).

1.3 The Identification of Values for eHealth Design

We see a potential in the combination of self-tracking and persuasive eCoaching in a
smartphone stress management application to target DSE employees at an early stage.
However, this approach is rather new [8]. As impact and uptake of new eHealth tech-
nologies are highly dependent on the fit between design and end-users’ and stake-
holders’ values, it is important to involve the end-users and other important stakeholders
in the development process [11, 12]. Besides the identification of values for design
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elements, such as self-tracking and persuasive eCoaching, it is also needed to have
insights into the preconditions for the design, such as privacy and implementation [12].

This study is part of an overarching project into the development of a workplace
stress management application for DSE employees and builds upon results from a
previously performed scoping review [8]. This scoping review identified key compo-
nents for self-tracking and persuasive eCoaching in healthy lifestyle interventions. To
increase the chance of creating a fit between the design and end-users’ and stake-
holders’ values, this study aims to answer the following research question: “What are
the values according to DSE employees and human resource advisors (HR advisors) for
self-tracking, persuasive eCoaching, and preconditions of a workplace stress man-
agement application?”.

2 Methods

2.1 Study Design

General procedure. Qualitative, semi-structured interviews [13]were conductedwith 8
DSE employees and 8 HR advisors in 2017 in different organizations in the Netherlands.
DSE employees and HR advisors were recruited because of their important role in the
development and uptake process with DSE employees being the end-users of the design
and HR advisors for having a key role in the decision-making process concerning the
organizational implementation of interventions that benefit employees’ vitality. In
addition, HR advisors can both place emphasis on the employees’ perspective and the
employers’ perspective.

During interviews, the value proposition design [11] was used as a basis to identify
values from DSE employees and HR advisors. In addition, a persona and low-fi pro-
totype were presented to the participants.

Value proposition design. The value proposition design is two-sided: (1) the cus-
tomer profile, which aims at creating customer understanding, (2) the value map, which
aims at the way the product creates value for the customer [11]. A fit between the two is
believed to improve successful development and implementation of a product. The
interviews were solely focused on the customer profile; creating customers under-
standing and identify values by mapping out customer jobs, pains, and gains. Customer
jobs relate to the tasks users want to complete, the problems users experience, and the
users’ needs. Pains focus on the undesired aspects and outcomes and on expected risks
and obstacles. Gains focus on the desired and expected aspects and outcomes and on
expected benefits and stimulators [11].

Persona. A persona is a lively representative of possible end-users [14]. The persona
was used to enable the respondent to better understand the situation of a person
suffering from stress or to speak form the situation of the persona instead of their own
situation, as stress is subject to stigmatization [7]. Via literature, general characteristics
of DSE employees experiencing high levels of stress and general causes and symptoms
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of stress were identified. Then, a female and male persona were created that represented
a typical DSE employee suffering from stress, respectively for male and female
respondents.

Low-fi prototype. A low-fi prototype was used as experience shows that respondents
often find it difficult to formulate values without them having a concrete idea of what
the technology might look like [15]. A preliminary idea for the low-fi prototype was
based on the results of a scoping review performed by the researchers of this study.
This scoping review identified key components of self-tracking and persuasive
eCoaching in eHealth design and the way the components can be best designed [8]
(e.g., from the persuasive system design (PSD) model [16] (in italic)). In short, the self-
tracking element was based on the Sense-IT app, a product from the University of
Twente, Scelta/GGNet, VUmc, Arkin, and Pluryn [17]. Their goal is to develop a
scientifically informed, ambulatory biofeedback eCoaching app that supports its users
in learning to better recognize changes in emotional arousal. The Sense-IT app collects
heart rate measurements as a proxy for changes in physiological arousal due to emo-
tional events. When a significant increase in heart rate is detected and, to a certain
extent, adjusted for increases in physical activity of the subject, it is presumed that the
increase in heart rate is the result of emotional arousal. Myrtek and colleagues
developed and tested this concept as a proxy for emotional arousal [18]. As to find out
which type of emotion caused physiological arousal, two questions followed based on
the circumplex model of affect [19]: (1) “Do you experience a positive or negative
emotion?”, (2) “How strong is the emotion you are experiencing on a scale from 1–
10?”. The different types of measurements can be seen in a graph (simulation). The
eCoaching components consist of helping to find out causes of stress by combining
data (reduction) and provision of suggestions to reduce stress. The suggestions were
based on the coping strategies by Lazarus and Folkman: emotion-focused coping
strategies and problem-focused coping strategies [4]. Additional, persuasive eCoaching
components were goal-setting and rewards. Also, the user is able to personalize set-
tings (e.g., to set timing and frequency of messages) and to share self-tracking data with
others (social support). The low-fi prototype was created via balsamiq.com and
resulted in a clickable prototype in a PDF-document.

2.2 Participant Selection

A systematic, non-probabilistic sampling method was applied to ensure inclusion of
different types of DSE employees and HR advisors. We aimed to include an equal
number of male (n = 7) and female (n = 9) participants and participants from com-
mercial (n = 5), semi-commercial (n = 6), and non-commercial settings (n = 5). Ages
ranged from 27–61. Inclusion criteria were: (1) employees needed to be open for future
use of a stress management application and HR advisors needed to be open to advise a
stress management application to their organization, in order to involve only potential
(end-)users; (2) employees needed to perform continuous periods of DSE work for an
hour or more at a time on a more or less daily basis, to be labelled a DSE employee [20].

Respondents were recruited via representatives of suitable organizations from the
personal network of the research team. Potential respondents were first contacted by
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email providing them with initial information about the interviews. When they agreed
to participate, they were contacted by telephone to provide additional information and
to set a date. During one interview with an HR advisor, a company nurse was present
and her comments were included in the data.

2.3 Data Collection

Semi-structured, in-depth interviews took place one-on-one by one researcher (AL) in
the original work setting of the participants. After obtaining informed consent from
participants, interviews were audiotaped and resulted in recordings of 42–82 min.

A topic list was used to guide the interviews. Participants were first presented with
the persona. Then, they were questioned about their perception of stress to better
understand their perspective on stress due to its complexity. The body of the interview
consisted of topics from the value proposition design [11]: customer jobs, pains, and
gains. Customer jobs (e.g., problems and needs) were questioned in relation to stress
and stress management in general. After gaining insights into the customer jobs, the
low-fi prototype was shown. Thereafter, pains and gains were questioned in relation to
self-tracking (e.g., device and validity [8]), persuasive eCoaching (e.g., elements from
the PSD model such as personalisation and reminders [16] and existing literature on
(e)coaching methods for stress [4, 21]), and preconditions of a stress management
application (e.g., privacy and implementation [8]). A topic of interest was also to gain
insights into the level of importance of the mentioned values. A final question asked
them about willingness to using such an intervention in the future for DSE employees
and willingness to advising such an intervention to implement in the organization in the
future for HR advisors. The topic list for HR advisors differed from the topic list for
DSE employees in that HR advisors were asked to provide answers from both the
employees’ and employers’ perspective.

2.4 Data Analysis

The transcribed interviews were rendered anonymously and uploaded in the qualitative
analysis software package Atlas.ti version 8.0 (Scientific Software Development
GmbH, Berlin). We analysed the data separately for DSE employees and HR advisors
as the authors of the value proposition design advice to create a customer profile per
stakeholder group. Initial analysis included selecting relevant fragments and coding
these fragments using a coding scheme based on the topic list, which included con-
structs from the value proposition design [11], the earlier mentioned scoping review
[8], the PSD model [16], and existing literature on (e)Coaching for stress management
[4, 21]. Most fragments could be coded using the initial coding scheme. For fragments
that remained, we used new codes that emerged from the data. To assess and inten-
sively discuss the consistency of coding and reliability of the codebook, two
researchers (AL and LP) independently coded 2 interviews (one from a DSE employee
and one from an HR advisor). This resulted in minor adjustments in the interpretation
of certain codes.

After several rounds of coding, values were extracted per code. Values emerged
that could be organized under the main themes self-tracking, persuasive eCoaching,
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preconditions, awareness, and future use. Subthemes were created by means of the
most significant values under the main themes considering the level of importance
mentioned by respondents. Further analysis focused on searching for defiant cases and
searching for relations between what has been said.

3 Results

3.1 Self-tracking

Self-tracking of stress. Self-tracking of both physical reactions to stress (e.g., heart
rate) and psychological reactions to stress (e.g., perceived emotions) is seen as helpful
for creating awareness about stress. Respondents especially perceived it useful to
become aware of variables that they could hardly make an estimation about when
recalling results on the variable, such as sleep or emotions. Although some respondents
doubted if users need a wearable device to create awareness about stress. Another DSE
employee elaborated on the added value of measuring physical stress factors: “Well, I
would find it interesting, because I believe that you could signal the physical dis-
comfort earlier than the mental discomfort. [..] So actually a sort of signal function
would seem quite interesting to me” (DSE employee #8).

Both groups, especially female respondents, liked the idea of tracking positive
emotions due to increases in heart rate besides negative emotions to effectuate a pos-
itive approach. In addition, the focus on solely negative emotions was expected to be a
burden for use. Also, a few DSE employees mentioned that they liked the idea of
receiving biofeedback after an exercise to see if their physiological reactions to stress
are diminished. In addition, DSE employees and an HR advisor believed that having
objective measurements about stress may encourage to start a conversation with the
employer about stress. “Maybe it can help for an employer to see that it are not just
complaints of the employee but that there is an actual problem. I hope that it will start a
dialogue between employer and employee [..]” (DSE employee #5).

Self-tracking the causes of stress. Respondents saw the potential in combining dif-
ferent types of data (e.g., sleep, physical activity, connection with the planning) in
order for the system to provide suggestions on possible causes of stress. Although most
DSE employees believed that they are able to observe patterns themselves, they also
believe that self-tracking of causes could help them in this process. Especially
respondents who were more focused on the possibilities of the technology, instead of
the challenges, saw the potential in discovering causes by collecting more personal
data. Respondents’ opinions differed about the expected openness of DSE employees to
collect more personal data due to privacy concerns. This is described in more detail
below. In addition, some respondents had mixed feelings about the effectiveness of the
system to suggest causes based on self-tracking data as stress is complex or the sys-
tem’s analysis may lead to false conclusions.

The validity of the measurements. DSE Employees and HR advisors believed that
the poor validity of physical stress measurements negatively affect usage. Though,
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some margin of error is accepted by most employees. Of special importance according
to employees and HR advisors was to provide proper information about what the user
can expect from the validity when measuring stress.

Although respondents saw the validity as a barrier to use, some believed that
inaccurate measurements might still have added value for the user as it still creates a
moment of reflection, even when the increase in heart rate is not the result of stress.

3.2 Persuasive eCoaching

Guidance. After obtaining insights into the level and stress and causes of stress via
self-tracking, some HR advisors believed employees are able to take the first steps by
themselves. They believed that awareness stimulates action, i.e. to actually do some-
thing about stress. Other HR advisors believed that some form of guidance is necessary
to effectively do something about stress. The form of guidance may be automated
eCoaching via the application whereas others expect that a human coach is needed due
to the complexity of stress. An advantage that was appointed for automated eCoaching
was that the application could be consulted anonymously. It was expected that some
employees might experience a burden to take actions on stress due to feelings of failure.

The tasks for the eCoach were mostly seen in the provision of guidance throughout
the awareness process and the provision of short and practical suggestions. An
important step in the awareness process was to, together with the eCoach, reflect on the
moments of stress experienced to better understand their own situation. “It goes on and
on, so it would be appropriate to build in time for reflection. Just to stand still with what
I was up to the past few hours and what effect did that have on me? Also to find out
what you could do differently in the future. […] I think that this could have a sub-
stantial effect on the reduction of work-related stress” (DSE employee #5). Some
employees said that the eCoach could help them throughout this process by asking
open and reflective questions.

Timing and frequency of messages. Opinions of respondents on the appropriate
timing and frequency of messages was depended upon the type of message: (1) mes-
sages for self-tracking or (2) messages to perform exercises or reflection. According to
some employees, it is acceptable to respond to simple questions for self-tracking during
the stress moment (e.g., when the heart rate is increased) that will cost as much time as
checking new messages on the smartphone. DSE employees and HR advisors expected
both negative and positive effects of providing messages in the stress moment based on
self-tracking data. Negative effects were that providing a message in the stress moment
might lead to annoyance and it might distract users from work. A positive effect was
that sending a message during the stress moment was perceived as essential for creating
awareness. In addition, respondents expected positive effects for the validity of mea-
surements as there are no recall problems. Older respondents (46–65 years) were more
positive about sending a message during the stress moment than younger respondents
(25–45 years).

Asking to perform reflection or an exercise may cost more effort and might, therefore,
be less appropriate during the stress moment. One HR advisor expected users to be
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incapable of performing reflection during the stress moment as stress narrows your
mind. “Reflection asks time and space, but there is no time and space because stress
narrows. So there is no point in sending a message in my opinion” (HR advisor #8).

Natural breaks during the day are often mentioned as convenient times for sending
messages, such as at the end of the morning, end of the afternoon, or evening. Espe-
cially a moment of reflection seemed appropriate during these moments.

Opinions differed between respondents about users having the ability to adjust when
to receive messages or to mute the system. Being able to choose settings increases
feelings of control over the system, which was found important for usability. In con-
trast, some employees mentioned that it may not be ideal to set messages on personally
chosen moments as it interferes with the awareness function of the system. In the past, a
light obtrusive form (e.g., not with sound but lights) of sending messages was expe-
rienced as somewhat annoying but effective for behaviour change.

Goals and rewards. DSE employees and HR advisors had different opinions about
the usefulness of setting goals and receiving rewards in relation to stress. Some
believed that goals and rewards can increase motivation to change behaviour, which
was more often mentioned by male respondents. One HR advisors and one employee
saw the goal setting feature as an essential element: “If you do not know where to go,
you will not get there of course” (HR advisor #7). Other respondents mentioned that it
seems strange to motivate people to reduce stress by setting goals and providing
rewards as is it is not fully in their ability to control the stress reactions. In addition, a
few HR advisors mentioned that it is preferable to set a goal in the form of a personal
value (e.g., I want to take a break every day).

3.3 Awareness

Awareness emerged to be a desired value for stress management. Before the low-fi
prototype was shown, respondents mentioned that a first necessity for effective stress
management is to obtain awareness about the employee’s stress level and causes of
stress. “Everything starts or coincides with some degree of awareness. As long as you do
not have that, you keep on going” (HR advisor #6). Both groups believed that creating
awareness should be the main focus of the intervention and believed that this is an
achievable goal for a stress management application using self-tracking and persuasive
eCoaching. “I think that it would be mostly a tool for the employee himself. As to find
out ‘hey’what are my moments of stress, how is that so, and during which moments do I
suffer from stress, in order to obtain insights into the patterns” (HR advisor #7).

3.4 Preconditions

Privacy. Respondents had differing expectations about privacy concerns for the col-
lection of additional personal data. Some employees expected no issues as the col-
lection of personal data already happens on a large scale via the internet or
smartphones. Others believed that not all employees would feel comfortable to collect
more personal data. Also, some types of data are expected to raise more privacy
concerns (e.g., location) than other types of data.
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Respondents’ opinions differed about the willingness of sharing data with others.
Half of the respondents felt that the application would be something for the user self,
which was more often perceived in this way by female respondents. Sharing of data
with others is something that they only want to do on a voluntary basis. Furthermore, it
is seen as helpful by some and dubious by others when the organization has access to
the data on an aggregated level.

Some respondents believed that it might withhold potential users to use the system
due to privacy concerns. According to HR advisors, conditions concerning privacy that
should be met were to inform intensively about data security, the user should agree
with conditions, and data may not be deduced by others at the individual level.
According to employees, conditions concerning privacy were that they want to have
control over who has insights into their data and what kind of data the system is
allowed to collect.

Implementation and embedding. A negative atmosphere in the organization to do
something about stress was perceived as a burden for successful implementation.
Respondents believed that starting the implementation with a pilot to collect and rep-
resent first positive reactions might lead to quick adoption throughout the organization.

According to HR advisors, it is important to have a clear vision about how the
application would fit into the health and safety policy of the organization. “I think that
you should carefully look into why would you implement it? What is the goal of this in
the overall plan? How do we want to deal with employability and how can we support
employees in this? I think you need a good story about this, a proper vision [..]” (HR
advisor #3).

Respondents believed that the application should not be stand-alone but should be
part of a complete programme. With some employees, especially older employees,
seeing potential in a broader application that also focuses on other health aspects
relevant for the employee. Other employees and HR advisors said this in relation to
embedding the application in a total programme of measures for improving employees’
vitality in the organization, with the app being one step in the total programme.

3.5 Future Use

All DSE employees were willing to use such an application in the future, or at least try
the intervention. Most HR advisors hesitate whether to advise the design to their
organization although nobody refused the idea. The most mentioned argumentation for
hesitation was that the intervention should be part of a whole and the design should be
further developed before making a final call.

4 Discussion and Conclusion

In this study, we identified values related to self-tracking, persuasive eCoaching, and
preconditions to inform future development of a workplace stress management appli-
cation for DSE employees. In general, DSE employees and HR advisors see potential
in a stress management app combining self-tracking and persuasive eCoaching.
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Respondents mention that an initial need for stress management is to obtain awareness
about the stress level and causes of stress and believe that the application could play a
part in the process of gaining awareness. Earlier research also emphasizes that
self-tracking using wearables can create awareness [8]. However, Patel et al. argue that
more is needed [22]. Self-tracking is only one of the persuasive strategies that can be
deployed for health behaviour change [16]. Other strategies can be offered via per-
suasive (e)Coaching, such as personalized suggestions for behaviour change [16], and
may be necessary to bridge the gap between awareness and real behaviour change.

Specifically for the eCoach, respondents see potential in receiving guidance
throughout the awareness process via reflection on moments of stress. In relation to
technologies for behaviour change, reflection is one of the stages in the model of
personal informatics systems and precedes the action stage for behaviour change [23].
This model indicates that reflection is necessary to activate the participants.

Furthermore, it is important during design and implementation to emphasize
expected gains whereas avoiding pains [11]. First, the future design should include
tracking of positive emotions to avoid the risk of setting the focus too much on negative
emotions. In addition, focusing both on positive and negative emotions can help
(re)gaining balance in personal demands and resources. Positive emotions can be seen
as a resource. From the positive psychology theory, setting the focus on positive
emotions increases resilience in moments when negative emotions are experienced
[24]. In addition, collecting and reminding the user real-time about negative emotions
enables the provision of just-in-time suggestions [10]. Just-in-time suggestions increase
the resources of a DSE employee to deal with negative emotions at an early stage when
it is most needed. Second, another important aspect mentioned was appropriate timing
and frequency of sending messages to the users. Discrepancies exist among respon-
dents for sending messages during the stress moment. Positive expectations are creating
a moment of awareness of the experienced emotions and negative expectations are
annoyance and distraction from work. Future research could focus on finding the
appropriate balance for timing and frequency of sending messages. Third, respondents
in this study consider it important, but not a prerequisite, that the design entails a proper
validity and data safety of collected data about stress. Respondents want to be informed
extensively about what to expect from the design on these aspects. According to the
expectations-confirmation model, users will form their level of satisfaction with a
product based on their prior expectations and the extent to which these expectations are
met [25]. By communicating to the user what they can expect from the design with
respect to validity and privacy, it may be less likely that they will be disappointed [25].
Also, the persuasive power of the system could be enhanced by providing trustworthy
and unbiased information about these aspects [16]. Furthermore, it might be worth-
while to further study the necessity of validity in light of relevance of the data for the
user. This study found that self-tracking of physical measures of stress might still have
added value although the physical measures do not always reflect a moment of stress.
Fourth, as the culture within the organization towards stress management is of
importance for the adoption of use, a positive approach for implementation should be
deployed and should focus not just on individuals but on the organization as a whole.

Identification of values before actual design is advocated by many to be important
for successful eHealth design [11, 12, 15]. However, it should be kept in mind that our
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findings are in reference to expectations based on a low-fi prototype shown during the
interviews. These expectations might not reflect values based on user experience.

We conclude that DSE employees and HR advisors see potential in combining
self-tracking and persuasive eCoaching for stress management via a smartphone
application. Future design of the application should mainly focus on gaining awareness
about positive and negative emotions and personal demands and resources in order to
(re)gain balance.
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Abstract. Involving end-users in a participatory design process may help
researchers and developers to gain better understanding of the end users’ views
about the target system. In this study, we utilized participatory design approach
with focus group meetings and participatory design workshops to figure out
requirements for persuasive features of a mobile application for entrepreneurs to
recover from work related strain and stress. In many cases, end-user participa-
tion in the design process may lead into building more efficient persuasive
technology solutions and at least avoidance of many of the design pitfalls, but
setting up meetings and organizing workshops can be time-consuming.

Keywords: Persuasive Systems Design � PSD � Focus groups
Participatory design � Inspiration cards � Micro-entrepreneurs
Recovery from work � Mobile app

1 Introduction

Web-based health promotion can be very effective for health behavior interventions [1]
and at times being much better than printed material for problem domains such as
dietary practices [2]. Mobile applications can reach people for large-scale population
level interventions similarly to web-based approaches, but with seemingly better
adherence rates [3]. For health interventions, smartphone technology also offers sensors
such as accelerometers for health problem measurement [4] and internal applications
such as sound measurement for occupational noise [5].

We as a persuasive systems development team worked as a part of a research
consortium that was trying to make a difference with evidence-based health promotion
for micro-entrepreneurs. Our aim was to build a mobile behavior change support system
[6] based on Persuasive Systems Design model [7] targeting micro-entrepreneurs’ health
behavior change as regards recovery from work. Because of the assumption of the
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heterogeneous nature of micro-entrepreneurs, our end-user representatives, we decided
to involve them in the participatory design process. We sought out for valuable insights
from the entrepreneurs via focus group meetings and participatory design workshops in
order to develop the target system. Our research question for this paper is the following:
What persuasive system features for a mobile application do end-users view as valuable
within the health problem domain at hand?

2 Work-Life Balance of Micro-entrepreneurs

In the European Union, microenterprise is defined as an enterprise which employs
fewer than 10 persons and whose annual turnover and/or annual balance sheet total
does not exceed EUR 2 million [8]. 93% of all companies in the EU-28 countries are
microenterprises [9]. Their importance for European economies is notable as
microenterprises accounted for 30% of employment and 37% of the growth in total
employment in 2015 [10]. However, as entrepreneurs are personally responsible for the
success and survival of their firms, work tends to dominate entrepreneurs’ lives. A clear
division between work and family or social lives is often lacking [11]. Thus,
entrepreneurship is often stressful and demanding with lots of financial and other kinds
of stress. In spite of this, entrepreneurs in general are still satisfied with their work or, in
other words, entrepreneurs seem to be energized and fatigued at the same time [11].
Entrepreneurs can achieve an important competitive advantage over their competitors if
they can learn to deal effectively with job demands and work-related strain [12].

Owing to the size of the companies, microenterprises by nature have limited human
resources: from self-employed to only a few employees in size, there is little oppor-
tunity for delegating work during illness or holiday time. Micro-entrepreneurs tend to
take fewer sick days [13] and fewer holidays than people employed by others [14].
Factors both at work and outside of work influence recovery. For example how work is
organized, what are the requirements and demands, available resources and a person’s
ability to commit to work are all factors in work that affect recovery; Outside of work
factors such as age, family, amount and quality of free time, and amount and quality of
sleep affect recovery from work [15]. Sufficient recovery from work is a key factor in
anyone’s work ability and quality of life [16]. Different types of recovery experiences,
namely psychological detachment, relaxation, high control and mastery during off time
from work are beneficial [17].

3 Persuasive Design of Mobile Applications

Persuasive Systems Design (PSD) is a framework for designing and evaluating per-
suasive software solutions, offering a set of postulates to describe the core characteristics
of persuasive systems, ways to analyze the persuasion context, and design principles for
persuasive system content and functionality [7]. Persuasive systems enable affecting
end-users’ behavior even in situations where their attitude is not favorable towards the
behavior, as attitudes do not necessarily predict or determine behavior. The end-users
may know the proper behaviors or may have the right attitudes, but may not act
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according to them. Understanding the goal of the end-users is important, including past
performance and current progress. When considering persuasion, the message and the
route direct and/or indirect should be defined or analyzed. In the PSD model, there
are four categories of persuasive system principles: primary task support e.g. self-
monitoring tools, dialogue support e.g. reminders, system credibility support e.g.
third-party endorsements, and social support e.g. social comparison. [7]

In our study, we were developing a health behavior change support system [6] for
helping micro-entrepreneurs to recover from work. The team had previously worked on
a web information system targeting obesity and weight loss with preventing metabolic
syndrome at the core [18], whereas the Android-based mobile application here was
targeting several health problem domains such as stress and nutrition with recovery
from work at the core.

4 Study Setting

Involving end-users, or their representatives, in the participatory design process can
potentially lead to effective persuasive technologies [19]. In doing so, the user
involvement needs to be structured, facilitated and interpreted accordingly for true
enhancement of a target system to be possible, as one can easily be overly fascinated to
the extent that results become superficial or one is lead astray by the end-user views [20].

In order to learn which persuasive system features end-users view as valuable, we
organized exploratory focus groups [21] and arranged participatory design workshops
[19, 20, 22]. See Fig. 1. Additionally, we also wanted the whole research consortium to
be involved in the design process of the mobile application. Three focus group
(FG) meetings with the end-user representatives were organized before moving into
arranging three participatory design (PD) workshops. Obtaining feedback from the
end-user representatives in exploratory FGs may help improve the design of the target
system incrementally and rapidly [21]. With the help of the exploratory FG meetings
based on paper prototypes, we implemented rapid iteration cycles. The iteration cycles
also helped us to refine the semi-structured questions for the second and third
exploratory FG meetings, and we were able to present smartphone versions of the
target system mockup in the PD workshops.

We arranged the first and second PD workshops in a more conventional participa-
tory design manner, whereas the third PD workshop was arranged as an inspiration card

Fig. 1. Persuasive systems design process in our case.
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workshop, following the example of Davis [19]. Two categories of inspiration cards
were utilized: Technology cards that represent a specific application of technology with
a description, and domain cards that represent the information of domains [22].

4.1 Study Participants

The end-user representatives were contacted through the micro-entrepreneurship
research group, who sent an invitation for groups of micro-entrepreneurs who had
previously attended their networking and peer support meetings. The topics and health
problem domains of our FG meetings and PD workshops were advertised for the
micro-entrepreneurs, who then decided whether they wanted to participate or not. Each
of the first four meetings and workshops took place in a local company and the
end-user representatives came from nearby areas. The average distance to the local
companies was 68 km from the university.

The entire research consortium was involved in the development process through
three-week iteration cycles. A total of 19 end-user representatives participated in the
focus group meetings (FG1 = 9, FG2 = 4, FG3 = 6). We did not explicitly inquire the
participants’ line of businesses in the exploratory FGs, but the following enterprises
rose up during discussions: web design, car part dealership, cleaning, video editing,
studio work, digger operating, and web application design.

A total of 20 people participated in the participatory design workshops (PD1 = 5,
PD2 = 9, PD3 = 6). We asked the participants of the first PD workshop to fill in their
basic personal data information. The participants’ ages differed from 29 to 63 and the
level of education from elementary school to university (Ph.D.). The participants
reported photography, research, gym and massage, kindergarten and arts, clocks and
jewelry as their line of business with an average of 16 years of experience as entre-
preneurs (variation from 6 to 31 years).

The participants of the second workshop consisted of the research consortium (9
researchers), which included research assistants, doctoral students, post-doctoral
researchers, principal investigators and professors. All participants had an academic
degree, ranging from bachelor’s degree to Ph.D.

For the third workshop, the participants were again end-user representatives. The
participants’ ages differed from 30 to 51 and the level of education from vocational
training/school to university (Master’s degree). The participants reported financial
administration and accounting, arts and wellness, real estate agency, wellness, video
services as their line of business with an average of 6 years of experience as entre-
preneurs (variation from less than a year to 17 years).

All end-users participated in only one meeting or workshop, with the exception of
PD3, which had two participants from FG3. Therefore, we had a total of 37 individuals
to participate in the process, including 28 individual end-user representatives in the FG
meetings and PD workshops. No monetary fee was paid for the participants, but they
gained a small tax-free kilometer-based allowance for travel costs.
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4.2 Focus Group Meetings

The working agenda of the explorative FGs consisted of semi-structured questions
prepared together with the research consortium. Discussion and end-user representa-
tives’ opinions or ideas about the usage of persuasive system features followed the
questions. We presented mockup versions of the target system in all the meetings. We
extracted the data from observer notes and audio files.

In FG1, the end-user representatives expressed their opinions of paper mockups
presented. The issues tackled included the use of a slide bar versus typing for inputting
numerical feedback, user’s personal selection of a goal versus having the system set a
goal, and receiving feedback with or without social comparison. Also the questions
whether to give praise with or without rewards and if with rewards what type of
rewards (trophy icon with or without rich graphic details) were addressed.

In FG2, we brought up the issue of using praise, reward or a combination of both.
The participants were also shown icons (‘trophy’, ‘checkmark’, ‘medal’, ‘smiley’,
‘thumps up’) of which they could choose their preferred ones. We asked the partici-
pants about their preferences for the frequency of reminders (push notifications) and
willingness to input feedback through self-monitoring tools.

As for FG3, we asked the participants whether we should consider some kind of
normative influence function or not and what would be suitable factors as points for
social comparison. We also inquired the user preferences for reminders and sought
additional ideas for tools for self-monitoring and preferred usage frequency for these
tools and reminders.

4.3 Participatory Design Workshops

In PD1, we gave the participants an assignment to sketch an additional feature into the
mobile application: to design a way for the users to cooperate for recovering from work
by exercising e.g. jogging. For inspiration, we showed them our prototype version
available at that moment. We then divided them into two teams and handed out sticky
notes, color pencils and A1 size papers. Both teams sketched a rough model of their
perception of the given assignment. The second task was to draw a mind-map of issues
they would associate with recovery from work, physically straining work and
cooperation.

PD2 did not involve end-user representatives, but the research consortium.
Researchers were split into four teams and they were given blank papers, sticky notes
and color pencils while tasked to generate ideas about tools for self-monitoring.

PD3 was implemented as inspiration card workshop [19, 22]. We divided the
participants into two teams and handed out the card decks. One side of a card gave the
name of a PSD principle or health problem domain (sleep, stress, nutrition, sedentary
work, recovery from work, physically straining work, working hours efficiency), and
the other side had a brief explanation. We instructed them to proceed by choosing one
health problem domain and to discuss which PSD principles would be suitable for the
domain. Occasionally we had to remind the end-user representatives to read the brief
explanations from the backside of the cards. We also encouraged them to discuss the
relevance of all the cards placed around a health problem domain. Occasionally the
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end-user representatives removed cards after a discussion. When necessary, we gave
either examples or details about the PSD principles. For collecting data, we pho-
tographed all card sets from both teams.

4.4 Target System Mockups

The first version of the target system mockup presented in FG1 was a crude paper
prototype, containing simplified examples about the functions, tasks and feedback. The
paper prototype had two options for each presented persuasive feature e.g. goal setting
(choosing the goal versus having the goal set by the system). We discussed the col-
lected data with the research consortium and the discussions guided the next iteration of
the target system mockup. The process remained similar during the three-week cycles.
We made a second version by using PowerPoint, which allowed participants in FG2 to
navigate inside the mockup with ‘hyperlinks’ in the slides, which imitated target
system functionalities e.g. pressing a radio button changed slide. The mockup in FG3
had an upgraded graphical layout. Fourth version of the target system mockup was
made with Android Studio for PD1. From this point onwards, we presented a crude
demo version of the target system in PD2 and PD3.

4.5 Study Setting and Timeline

The three meetings and the first workshop followed a three-week cycle timeline (from
March to May 2017). In the first week of each cycle, the development team held design
meetings. The planned participatory design materials for participants were presented
for the research consortium in the following week. The third week of each cycle
consisted of us traveling to meet the end-user representatives. See Fig. 2.

The second workshop took place at June at the university campus, right after the
first one. The results of the previous research steps were discussed and a participatory
design workshop with the researchers was held. The third workshop was arranged at
September in the premises of a shopping center, during a two-day event for entre-
preneurs. We invited the end-user representatives to join our workshop as a warm-up to
the main event.

A small number of other interested parties (researchers or colleagues of end-user
representatives) were present in the meetings and workshops, with the exception of
PD2, which was only for the research consortium. However, we carefully instructed
that only end-user representatives could comment verbally on the issues presented. The

Fig. 2. Three week-cycle of the design process between three parties involved.
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end-user representatives formed their own teams consisting solely of micro-
entrepreneurs, and the additional participants present at meetings and workshops had
their own teams. The contribution of the additional participants was explicitly marked,
for example by giving pencils of different colors, and excluded from the final data
analyzed.

4.6 Data Gathering

We sought out to gather data, both qualitative and quantitative, from the focus group
meetings and participatory design workshops. On the one hand, we expected that
qualitative data in the form of ideas, opinions and preferences would help us to
understand our target group. On the other hand, we expected that quantitative data
would help us to reach decisions about which PSD principles we should implement into
the target system.

We had at least one moderator or facilitator per team and at least one observer
making notes present in all the meetings and workshops. We recorded all the work-
shops and meetings that involved end-user representatives. The audio files were helpful
for backfilling observer notes.

5 Results

In our study, we received valuable data about persuasive system features and their
categories as well as subareas of health and well-being.

5.1 Persuasive System Features

As goal setting is a core element of PSD, we sought to learn about the end-user
representatives’ views about goal setting in FG1. Seven participants wanted to choose
their own goal and two wanted a goal chosen for them by the system. All participants in
the FG meetings expressed their opinions quickly and with no hesitation.

Primary task support. The participants expressed their willingness to monitor
self-perceived recovery from work by regularly answering timed inquiries. They also
ended-up discussing ideas about self-monitoring tools independently (in FG2 and
FG3), and came up with ideas such as linking heart rate monitoring and a health diary
with the application. The concept of brainstorming self-monitoring tools was the core
of PD2 (Table 1). Some of the ideas presented at PD2 were actually reminders rather
than self-monitoring tools (and therefore did not qualify as ones), e.g. alarms that
inform the users to go to sleep or push notifications that remind the users to eat at
appropriate times.

In PD3, we also gave end-user representatives a quick chance to brainstorm ideas
about self-monitoring tools. They came up with two categories: giving input for
self-perceived situation e.g. stress can be associated with different colors or different
animal icons; different sensors or external devices for detecting health problems e.g.
blood pressure monitor, decibel measurement, muscle tightness measurement et cetera.
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Dialogue support. The participants in FG2 and FG3 came up with the same average
number for reminders, three per week, and thought that more than four weekly
reminders would be irritating. Some of the participants also commented that if they had
a busy or stressful week, having to deal with reminders might be irritating, even if there
was less than three per week. Both groups preferred an option to set the time and day of
the reminders themselves. In overall, the end-user representatives thought that remin-
ders can be helpful, but they would have to be relevant. For example, a timed reminder
that informs the user about coffee breaks was considered useful. Another example was
a reminder for an external wearable activity tracker connected to a mobile application,
which would remind the user to start exercising e.g. go to a walk.

As for the PSD principles of praise and reward, we wanted to know if the partic-
ipants in the exploratory FGs would prefer both or just one of them (and which one).
The participants preferred praise as a standalone feature, whereas reward or a combi-
nation of both were not preferred. The participants commented that trophies, medals
and other similar virtual reward icons could be associated with competition, which they
would like to avoid in mobile applications meant to relieve stress (health problem
domain presented in FG1 and FG2). Because of the comments from FG1, we presented
different images of virtual reward icons in FG2. Three out of four participants deemed
the ‘thumps up’ icon as encouraging and positive therefore being best from the pre-
sented options. The end-user representatives did not prefer ‘trophy’ and ‘checkmark’
icons, whereas they thought that ‘medal’ and ‘smiley’ icons are moderately good as
virtual rewards.

Social support. We brought up social comparison in all the focus group meetings.
Most participants liked the idea of social comparison and came up with such factors as
age, gender and geographical area as comparison points. Interestingly enough, they
thought that line of businesses might not be a suitable factor for social comparison
because of the heterogeneous nature of micro-entrepreneurs. Additionally one team of
participants in PD1 ended up ideating about the possibility of having a geographical
social comparison function in a mobile application. As for normative influence, the
participants in FG3 thought that it was a good idea, but did not discuss it in detail.

Interestingly, the FG participants came up with some system feature ideas occa-
sionally even without prior discussion. Cooperation was one of the persuasive features
that arouse in the free form discussions during the exploratory FG meetings. We did not

Table 1. Self-monitoring tool ideas from PD2

Tools for self-monitoring Health problem domain

Input for reflecting sleep (quality and quantity) Sleep
A sensor for measuring sleep quality (rolling around in bed) Sleep
Input for describing stressful situations (when and why) Stress
Photos of meals and a diary (what and when) Nutrition
Input for answering questions about recovery from work Recovery from work
A sensor for detecting user stillness Physically straining work
Input for dividing the hours between actions during the day Working hours efficiency
Diary and/or calendar (time used and for what) Working hours efficiency
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introduce cooperation in the focus groups, but as the participants brought it up by
themselves, we decided to have cooperation as a theme for PD1. We asked the end-user
representatives to design ideas about cooperation for recovering from work through
exercising e.g. jogging. The ideas were two different matchmaking functionalities that
enabled cooperation between different micro-entrepreneurs. The user could choose a
geographical area and sport e.g. tennis, after which the application would suggest
someone interested in the same sport from the same area; the application would support
gathering a group of people and the user could choose to join the group. The partic-
ipants also came up with ideas of relaxing exercises and small exercising acts of
everyday life e.g. walking the dog or going to swimming together with a colleague.

5.2 Subareas of Health and Well-Being

We presented seven health problem domains (domain cards) and twenty-eight PSD
principles (technology cards) for the participants in PD3. The participants proceeded by
picking one domain card and discussing which technology cards to place next to the
domain card. After the participants were finished discussing and had placed the cards,
we photographed the result and the participants were free to pick the next domain card.
The inspiration card workshop was finished when all the domain cards had been
discussed by both teams. The number of principle category cards is presented in
Table 2.

It is noteworthy that the participants held primary task support and dialogue support
categories in much greater value than system credibility or social support. Credibility
support was somewhat overlooked and for instance real-world feel, authority and
surface credibility were not deemed as important. Neither team placed cards of the
aforementioned principles next to a domain card. The end-user representatives from
earlier meetings and workshops had brought up social comparison from social support
category. Therefore, it was a bit surprising to find out that the participants of PD3 did
not consider social comparison very valuable for the presented health domains, since

Table 2. PSD principle card placement by categories and health problem domains

Primary task
support

Dialogue
support

Credibility
support

Social
support

Total

Sleep 2 3 2 1 8
Stress 8 1 2 0 11
Nutrition 3 5 1 0 9
Sedentary work 3 3 0 1 7
Recovery from work 5 7 1 2 15
Physically straining
work

5 6 0 0 11

Working hours
efficiency

5 3 2 4 14

Total 31 28 8 8 75
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neither team placed social comparison card next to any domain card. The other social
support features were not popular for the given problem domains either, with the
exception of social learning, which both teams emphasized for ‘recovery from work’.

Another surprise was that praise was considered a key feature by one team
(working hours efficiency), whereas reward for four other domains (one card per
domain from all teams). This contradicts our findings in the exploratory FGs, since
praise was deemed better than rewards. In addition to praise, both similarity and liking
from the dialogue support category were suggested only once for one domain (simi-
larity for physically straining work and liking for nutrition). From the primary support
category, both simulation and tunneling were chosen twice with one principle card per
domain from either team (simulation for stress, recovery from work and tunneling for
stress, nutrition). All the other PSD principle cards from the primary support and
dialogue support categories were considered suitable either for several domains and/or
by both teams. Nevertheless, this indicates that for the given context, both primary
support and dialogue support categories were seen as especially valuable, which can
also be seen from the total amount of PSD cards chosen by both teams: 31 for primary
support, 28 for dialogue support.

6 Discussion

We succeeded to recruit 28 individual micro-entrepreneurs to join our meetings and
workshops. All the focus group meetings and participatory design workshops were
successful as we gained valuable data about the end-user representatives’ preferences
and views. We suggest that the participatory design process described here helped us to
reach a seemingly effective design specification, yet we noticed that setting up meetings
and workshops is time consuming. Recruiting participants, planning and communi-
cating with other researchers, traveling, organizing meeting places, coffee, snacks and
helping participants in travel arrangement while at the same time developing the actual
target system took a tremendous amount of resources and time.

In order to avoid becoming too fascinated with the views of the involved users [20],
we decided to arrange an inspiration card workshop [19, 22] in PD3, so the end-user
representatives could discuss and justify their persuasive technology preferences. The
popularity of primary task support and dialogue support feature categories in this
workshop might be because they offer direct hands-on ways to persuade e.g. tools for
self-monitoring and rehearsal as well as reminders and suggestion. Some other PSD
principles are more abstract and perhaps more difficult to be understood by non-experts
during single short workshop. It might also be that the participants could have been
unsure about the differences between the concepts of social comparison, social
learning and social facilitation, since the concepts are so close to each other and had to
be explained more than once to the participants.

One could speculate that as system credibility support features are more or less
default in professional websites and applications, they might not stand out in this
setting. Nevertheless, absence of system credibility support features, such as surface
credibility, e.g. competent look and feel, might lead into situations where users might
be less willing to use such systems. Additionally, one of the expressed challenges
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regarding self-monitoring tools was that if the end-user representatives are shown
self-perceived input, they might not have interpreted their own situation properly when
they were inputting the feedback, e.g. self-perceived stress level could be either too low
or too high.

There are also limitations for this study. We advertised the meetings and workshops
for the local micro-entrepreneurs, but only those supposedly interested about health
topics and mobile application development joined the meetings and workshops. All the
end-user representatives also came from a relatively limited geographical area.

7 Conclusions

This paper offers insight into the views of micro-entrepreneurs for persuasive system
features in mobile health applications. Helping system developers to understand the
needs and preferences of end-users is important in order to make the system practical.
Exploratory focus group meetings and participatory design workshops help involving
the end-users into design processes and collecting data. Additionally, this paper dis-
cusses the methodology of how to carry out such processes. With good planning and
when in conjunction with a research project, valuable research data can be acquired. In
sum, participatory design is a fruitful approach albeit laborious approach for devel-
oping persuasive systems.
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Abstract. Theories on learning are vast, however constructivist learning in
particular holds potential to strengthen designer’s ability to tailor design solu-
tions, by directing specific attention towards the user’s ability to process the
persuasive intent as mediated through technology. In this paper, we provide a
brief introduction to Piaget’s learning theory, and argue towards the potential of
considering learning a theoretical benchmark for persuasive design practitioners.
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1 Introduction

For more than a decade, persuasive technologies have been widely applied in various
domains, out of which health and sustainability constitute the predominant application
areas referenced within the persuasive technology community. A distinct characteristic
of these domains, is that they require the attitude and behaviour change to be con-
tinuous rather than momentary. E.g. within health, patients must remember to take their
medicine or perform their exercises, even when technology fails to remind them, and
similarly, when striving to lead a more sustainable lifestyle, the desirable outcome is for
users to be able to sort their waste or save energy, even when there is no mobile app to
assist or remind them. In other words, as argued by Spahn; “Ideally, the aim of
persuasion is to end persuasion” [1].

Alongside developments in persuasive technology, the field of technology
enhanced learning has developed progressively, as digital solutions are being applied in
broad variety through all steps of educational systems. None the less, learning remains
a domain which has scarcely been explored or discussed within the persuasive tech-
nology field. In spite that a brief overlook indicates that learning and persuasion share
many fundamental perspectives in the sense that both fields strive to intentionally
influence the user. None the less, within the first decade of persuasive technology
conferences, only 3 full papers discussing persuasive technology in learning, have been
presented. [2–4], and the main focus of the papers have been in the potential of
applying persuasive principles in learning technologies, rather than on the potential of
considering theories and methods from learning in the development of persuasive
technology and persuasive design.

Persuasive technologies were initially defined by Fogg, as interactive technologies
designed with the intent to change user’s attitudes, behaviours or both (without using
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coercion or deception) [5]. While remaining the most often referenced definition of
persuasive technology, the notion of persuasion is generally understood to hold far
more complexity.

In an attempt to broaden the perspective on “being persuaded”, reference is often
made to Miller state of the art of persuasion in a social psychological perspective [6].
Persuasion is described as a more ethical approach to influencing others, and extended
from to include not only behaviour change, but also shape and reinforcement. It is
furthermore specified that persuasion is a process, and that it requires a deeper
understanding of the given situation and the active decision [6].

In this paper, some overall perspectives from learning, and particularly construc-
tivist learning, are introduced, and suggested to hold potential in relation to a further
development of the persuasive technology field.

2 On the Concept of Learning

The term learning is generally broad, and often used with different meaning. However,
according to Illeris, the most often applied perceptions of the word refers to outcomes
of a learning process, mental processes within an individual, and interaction processes
between individuals, their material and their social environment [7]. The particular
importance of these distinctions is that learning is something which takes place within
the individual, and that the overall intention of any learning design is to facilitate the
learning process. As such, it must also be acknowledged that learning does not nec-
essarily take place during the interaction with a learning technology, but that the
technology may be one of several factors facilitating the learning process.

By reference to Miller [6], persuasion shares similarity with learning in the sense
that persuasion also constitutes a process during which a person is influenced by one or
more persuasive initiatives. Moreover, when also considering persuasion in a rhetorical
perspective, persuasive design may be seen as highly context dependent, in the sense
that persuasive technologies only meet their full potential if applied within the intended
use context [8]. This particular distinction is often explained by reference to the
rhetorical notion of Kairos, which constitutes the opportune moment when a persuasive
initiative may be successful [9]. Kairos is general understood as three dimensional,
combining the opportune time, place and manner. However, whilst a designer may be
able to explore and identify the opportune time and place for a persuasive initiative to
be executed, the appropriate manner is to some extent dependant on the user’s per-
ception of the situation and the context.

Consequently, persuasive design also calls for careful reflections regarding the
user’s ability to process whatever persuasive initiative is being mediated. It is with this
in mind that theories of learning and knowledge processing, such as Piaget’s con-
ceptualisation of assimilation and accommodation holds much potential with regards to
strengthening the theoretical foundation of persuasive design.

Piaget’s theory of learning may be considered centred on the process of equili-
bration, by which the learning individual strives to maintain a balanced perception of
the surrounding worlds, through continuously adapting to the surroundings and making
the surroundings adapt to the needs of the individual [7]. This adaptation process is
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suggested to take place by continuously adjusting the cognitive schemas of the indi-
vidual, referred to as the assimilative and accommodative processes. Assimilation
refers to including new input in already existing schemas, while accommodation refers
to adapting new input which does not comply with any existing schemas. Out of the
two, assimilation is considered the easiest way of learning, where accommodative
learning requires a higher cognitive effort by the learner [10]. In practice, it is not
untypical for education professionals to develop learning designs that enable the stu-
dents to build new knowledge on existing understandings, in order to ease the learning
process, however, occasionally new schemas must be created, for instance when taking
on an entirely new topic. Piaget’s approach to learning is known as constructivist, thus
excluding any forms of waterfall approaches to learning, where knowledge is simply
transferred from the teacher to the student. In contrast, learning is constructed through
interaction with the learning material and with the surrounding world [7]. As such, the
constructivist approach to learning shares a fundamental commonality not only with
Miller’s understanding of persuasion as a process [6], but also with Fogg’s claim that
computer mediated persuasion occurs during the interaction between the computer and
the user [5].

The relevance of considering Piaget becomes even more accentuated when con-
sidering similar perspectives already touched upon within behaviour design. Within the
social psychological approach to persuasion, The Elaboration Likelihood Model refers
to a “dual process” approach to information processing [11], and also in Nudging, Dual
Process Theory argues that users process input either reflectively or automatically [12].
As such, Piaget’s theory on learning and knowledge processing appears to be some-
what in line with already applied perspectives on persuasion and behaviour design. We
find this as an indication that besides from considering the potential of applying per-
suasive principles in learning designs, there may also be a significant potential in
considering learning theories when designing persuasive technologies.

3 What We Might Learn from Learning

Although developed in relation to behaviour design, the relationship between
ability and motivation may be considered by reference to Fogg’s behaviour model
(Figs. 1 and 2):

According to Fogg’s behaviour model, difficult tasks, such as processing complex
information, requires a high level of motivation. When complexity is high and moti-
vation is low, behaviour change, or in this case knowledge processing, is likely to fail
[13]. While the behaviour model may lead to the understanding that a primary feature
of persuasive design is to increase ability by making things easier to do, Piaget’s
concepts of assimilation and accommodation provide an important gradation to this
approach. Processing of knowledge which does not fit into existing schemas require
more cognitive effort and are as such not easy. Nor is breaking habits in order to
establish a continuous change in behaviour. As such, the role of a persuasive tech-
nology, may be seen as a facilitator of knowledge processing, rather than simply a tool
which makes a task easier to do. Consequently, theories on learning (in term of
knowledge processing) plausibly holds much potential in relation to persuasive design,
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however not as a comparable approach to behaviour design but as a theoretical
foundation for the persuasion process.

In order for a person to change attitude towards a given subject, he or she must
obtain and process new information. Either by experience, by knowledge being pro-
vided and processed, or preferably by a combination of the two. Therefore, as theories
of learning, such as Piaget’s constructivist approach, provide insights regarding this
process, learning may be seen as a fundamental step towards continuous behaviour
change. Once having processed new input, the user may change attitude towards a
subject, and subsequently become endogenously motivated to change behaviour [4].

4 Summing Up

In Fogg’s original definition of persuasive technologies, he presented Captology as the
cross-field between interactive technologies and social psychology [5]. Fogg did ref-
erence classical rhetoric, and with the establishment of an international research field,

Fig. 1. Fogg’s behaviour model

Learning
Attitude 
change

Behaviour 
change

Fig. 2. Steps towards continuous behaviour change [4]
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several researchers have argued that this classic humanistic field holds much potential
in relation to persuasive technologies [8, 14–17].

This paper suggests that learning as a research field may contribute as yet another
theoretical benchmark for the successful development of persuasive designs and per-
suasive technologies. Providing theories and methods to investigate and consider how
users process the persuasive intent mediated to them through design, thereby facili-
tating a more substantial consideration of Kairos and the dimension of appropriate
manner. If the intent of a persuasive design is to facilitate a continuous behaviour
change, such change must inevitably be based on an attitude change within the user. In
order for a user to change attitude towards a given subject, he or she must process new
insights and thus learning may be argued to be a requisite for transparent and ethical
persuasion.
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Abstract. Shock tactics in the form of controversial messages are used
in advertising to solicit viewer attention and as a persuasive tactic. Per-
suasive games are becoming increasingly popular, however the use of
shock tactics in games have not been explored in much detail. This paper
discusses how three Molleindustria games use potentially controversial
mechanics and messages for persuasion. In a user study, we explored how
the perceived controversy of these games influenced their efficacy. Over-
all, the results show that perceived controversy correlates significantly
with the percentage of their study compensation participants were will-
ing to donate. The findings point towards shock tactics as a potential
tool for the design and evaluation of persuasive games.

Keywords: Persuasive games · Molleindustria · Attitude change
Controversy · Donation

1 Introduction and Background

In marketing, the use of shock tactics has a long history in commercial adver-
tising, with the goal of catching viewers’ attention, increasing brand recall, and
influencing purchase decisions [1]. It has also been used in the context of social
non-profit advertising, for example to raise public awareness for topics such as
safe sex, health screenings, and fair and sustainable labour practices [2]. Many
persuasive games have similar goals of increasing awareness and influencing
behaviour. Research on persuasive games has long pointed to their potential
for changing players’ attitudes and behaviour compared to more passive media
(such as videos or flyers), as interactivity has a significant effect on effectiveness
of communicating messages and influencing behaviour [3]. This could poten-
tially also increase the effects of shock advertising through controversial content
or game mechanics (we use the term shock tactics to describe a game design
approach, and controversy for players’ perception thereof). Results from explor-
ing this research question could lead to both an improved understanding of how
shocking content is processed in the context of player-game interaction, and
guidelines on how to use shock tactics for more effective persuasive games. To
our knowledge, the use of shock tactics has not yet been explored in the context
of persuasive games.
c© Springer International Publishing AG, part of Springer Nature 2018
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Shock advertising is said to work through distinctive or ambiguous content,
and transgression of social or moral norms, although its efficacy differs based on
demographic and cultural factors [4]. Some research has declared it obsolete [5],
pointed out potential fatigue effects [1], adverse effects (e.g., defensive reactions,
avoidance) [2], and ethical issues [6]. Nevertheless it has been and continues to be
used extensively, and often yields results [6]. Further, there is a difference between
the effects of shock in commercial and social advertising [2]: viewers tolerate
shock advertising more from social non-profit organizations than commercial
companies. Controversy does not lead to brand fallout, but rather increases
public awareness even through negative discussion [6]. There is however a danger
of compassion fatigue [7].

Dahl et al. [8] explained the cognitive response in viewers as shock working
to increase attention, thus leading to additional cognitive processing. This in
turn facilitates message comprehension and retention, and can yield behavioural
effects. Notably, Dahl et al. showed that shocking advertisements increase atten-
tion, memory, and positive behaviour, while a more recent study has showed
that shock advertising has a significantly greater emotional impact than positive
or neutral content [7].

This paper explores the use of controversial messages in three existing games
by Molleindustria. In a user study, we investigate the link between perceived
controversy surrounding persuasive games, and their efficacy. The results show
that perceived controversy correlates with increased donating behaviour. Finally,
we discuss these findings in relation to guidelines for the design and evaluation
of persuasive games.

(a) Unmanned [9]. (b) McDonald’s Video Game [10].

Fig. 1: Players in these Molleindustria games (a) pilot an unmanned military
drone or (b) can corrupt a politician.

2 Molleindustria Games

Since 2003, games by developer Molleindustria have been attracting attention for
their satirical and often provocative underlying messages and presentation [11].
The games criticize subjects such as non-sustainable and non-ethical business
practises in various industries, abuse cases in the Catholic church, trademark
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abuse, or gun laws. The games employ simple graphics and controversial game-
play mechanisms to provoke players and convey a message. Due to their contro-
versial and sometimes crass game mechanics (e.g. requiring the player to cover
up sexual abuse in Operation: Pedopriest), they have received notable media
attention [11].

The McDonald’s Video Game [10] was discussed regarding its imple-
mentation of procedural rhetoric by Bogost [12], and has been called an anti-
advergame. The game consists of a simulation targeting sustainable development
in the fast food industry; players have to control agriculture, operate a feedlot,
manage a fast food restaurant, and choose marketing strategies. In the name
of avoiding bankruptcy, the game drives players to chop down the rain forest
for more farmland, inject harmful substances into livestock fodder, and bribe
politicians (see Fig. 1b); “ethical” gameplay leads to failure.

Phone Story [13] is a mobile application consisting of four mini-games,
each focusing on a different stage of smartphone manufacture. It received media
attention when it was banned from the Apple App Store in the wake of the Fox-
conn suicide scandal [14]. Player are tasked with enforcing child labour, catching
suicidal factory workers, throwing phones at consumers so intent on rushing the
store that they would otherwise smash into the store’s doors, and recycling
unused phones in environmentally harmful ways (see Fig. 2). Its use of satirical
and persuasive rhetoric is discussed in detail by Ferri [15].

The winner of multiple awards, Unmanned [9] is stylistically different to
the two previous games, showing the everyday life of an unmanned drone pilot.
Players have to complete mundane tasks such as shaving or driving to work, but
also choose dialogue options that drive the narrative development of the main
character’s relationships with his son, wife, and potential workplace romance.
The game features a scene wherein players take over the character’s remote
drone piloting job (Fig. 1a), or participate in a shooter game with his son. The
drone piloting allows for the player to launch a missile, to the shock of his
partner—who then merely complains about the forms they will have to fill in.
The game is nonlinear; each play-through differs based on player choices.

3 Exploratory Study

We conducted an exploratory within-subjects user study to explore potential
links between how persuasive a game is, and how controversial it is perceived
to be. The three Molleindustria games McDonald’s Video Game (MCD), Phone
Story (PS ), and Unmanned1 (UNM ) were used as the stimuli of this study.

We formulated two research questions (RQs) for this study: RQ1: Can game-
play of the Molleindustria persuasive games cause a difference in player attitude
towards the underlying messages (i.e., criticism of the fast food industry, phone
manufacture, and military unmanned drone piloting)? Further, what is the role
of perceived controversy in these effects: RQ2: Does perceived controversy of the
game and/or message correlate with the games’ efficacy?
1 http://unmanned.molleindustria.org/.

http://unmanned.molleindustria.org/
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We used questionnaires to investigate the efficacy of the Molleindustria
games: custom-designed as there are no standardized scales for these topics.
Due to space limits and the Cronbach’s alpha of the attitude survey, we only
discuss two of the used measures, both of which were administered at the end
of the session: self-reported game influence, and their donating behaviour at the
end of the study.

To measure participants’ self-reported influence of each game, we asked them
about their perception of the game influence (“The game influenced me in my
opinion of the game’s topic” rated on a 5-point Likert scale from strongly agree
to strongly disagree), and how it influenced them (single choice question “How
did the game influence your opinion of the underlying topic? with the choices
of “changed my opinion”, “did not influence my opinion” and “strengthened my
opinion”). At the end of the study, their donating behaviour was measured in
a final question on how much of their compensation they wanted to donate to
three different non-profit organizations engaged in causes relating to the games,
and how much they wanted to keep. The organizations’ names were faked to
avoid bias through pre-existing impressions, and accompanied by descriptions of
the corresponding cause. Perceived controversy was also measured via 5-point
Likert scales, and divided insofar as it related to the game itself, or the game’s
message.

Fig. 2: The four Phone Story [13] mini-games in sequence: (1) child labour, (2)
factory worker suicides, (3) consumer injuries, and (4) environmentally harmful
substances.

3.1 Participants

We recruited 20 participants (15 male) with a mean age of 26.9 (SD = 2.53) via
mailing lists and word of mouth in a university setting. Most participants (80%)
had a gaming background in the form of playing at least once a month. The
final questionnaire asked participants if they were familiar with the games prior
to the study; 4 had heard of one of them before (2 for PS and MCD each), but
only one had previously played one (MCD).

3.2 Study Procedure

Participants were given a consent form followed by a brief questionnaire on demo-
graphics and a pre-test survey on their beliefs about various topics, including
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the games’ themes (not reported here, see above). They then played the three
Molleindustria games (in counterbalanced order) and filled out a questionnaire
on the game experience (also not reported here). Based on preliminary gameplay
tests by the authors and colleagues, gameplay durations were set for each game
to allow for complete game experiences while keeping the overall study duration
at a total of approximately one hour. This led to 14 (UNM ), 10 (MCD), and
6 m (PS ) of gameplay, respectively. As test sessions with MCD often resulted in
early bankruptcy, participants were allowed to restart this game; the other game
sessions finished after a single play-through.

After all three gameplay sessions, participants were asked to complete a final
questionnaire that included the measure of perceived controversy of each game
and its message. Finally, they were asked how much of their reward they wanted
to donate to three different (non-existent) charities corresponding to each game’s
topic. Afterwards, the participants were informed that the charities did not exist,
and were handed their full compensation of 5 e.

3.3 Results

For this paper, we discuss only findings regarding participants’ donating
behaviour and the perceived controversy.

Donation Behaviour. Participants kept a total of 2000 cents (20%) on aver-
age, and donated the rest. Three participants did not donate; of the remainder,
ten participants distributed their donation across all three organizations. MCD
amassed 3110 cents, followed by PS with 2710 and UNM with 2180 cents. A
Friedman’s ANOVA showed that this difference in amounts donated to each
cause was not significant, χ2 = 6.43, p = .09.

Effect of Perceived Controversy. Overall, the MCD game was perceived as
slightly controversial (M = 3.1, SD = 1.29), as was its message (M = 3.45,
SD = 1.15). We used proportional odds logistic regression (polr from the MASS
R package) to explore whether the Likert responses for perceived controversy
were able to predict percentage donated. A likelihood ratio test showed that a
model using the perceived controversy of MCD and its message was a significant
predictor of the percentage donated compared to the null model, X2(2) = 6.82,
p < 0.05.

The PS game (M = 3.35, SD = 1.23) and its message (M = 3.35, SD = 1.09)
were also perceived as somewhat controversial. Here too, a likelihood ratio
test showed that a model using perceived controversy of game and message
was a significant predictor of percentage donated compared to the null model,
X2(1) = 9.47, p < 0.01.

Similarly, UNMwas perceived as slightly controversial on average (M = 3.15,
SD = 1.18), as was its message (M = 3.00, SD = 1.08). In this case, the likelihood
ratio test also yielded a significant result for the perceived controversy of game
and message as a predictor of percentage donated compared to the null model,
X2(1) = 20.84, p < 0.001.
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4 Discussion and Conclusion

The study has some limitations that should be noted, particularly the sample size
and homogeneous sample background, given that previous research has indicated
differences in learning effects through games based on socio-economic status [16].
Further, as with many studies on persuasive games, participants tended to have
a positive view of the topics a priori ; strengthening an existing attitude is likely
much easier than eliciting or changing one [17]. It also remains to be seen whether
the effect translates to behaviour change.

Nevertheless, we have demonstrated that perceived controversy surrounding
a game influences players’ subsequent donation behaviour. This raises questions
on how this effect can be leveraged in the design of persuasive games. Can per-
suasive effects be leveraged more effectively by adding or increasing content that
is perceived controversially? In this study, perceived controversy of content and
message correlated, but effects may differ if only one of these is perceived as
controversial. Further, we point towards research opportunities on whether the
use of shock tactics may be more acceptable for some kinds of topics than others.
Banyte et al. [2] have described different types of emotional appeals that can be
used in shock advertising; a comparison of these tactics in the context of a persua-
sive game would be highly valuable for game designers and researchers. Finally,
much like shock advertising raises ethical issues, so the use of shock tactics in
games should also be used with caution. Game designers and researchers should
consider their ethical responsibilities towards players carefully before using shock
tactics, to decide whether benefits outweigh potential harm.

In summary, as in advertising, shock tactics and controversy may also be an
effective strategy in persuasive game design. As such, it should be considered
as a tool by designers and researchers designing games for social change. Fur-
ther explorations are needed to study how efficient this tool can be in creating
optimally persuasive games.
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Abstract. Reflection is generally considered an effective means of achieving
behavior change. A gamified approach to promoting rehearsal and reflection in a
healthy eating context was studied. The game was based on the principles of the
Implicit Attitude Test: by categorizing food items under positive or negative
associations the players would gain points according to how fast they catego-
rized foods under positive or negative associations. Game scores constituted
feedback for reflection, and repeated playing constituted rehearsal of target
responses. Experiment participants (N = 58) played the game over a five-day
period. Constructs of Rehearsal (REH), self-reported questionnaire responses on
Reflection (REFL) and Perceived Persuasiveness (PEPE), and self-reported
Perceived Health Behavior Change (PHBC) were analyzed using PLS-SEM.
The results show that PLAY moderates the REFL-PEPE relationship, and there
are also significant relationships between REH and PEPE, PEPE and PHBC, and
REFL and PHBC.

Keywords: Persuasive technology � Behavior change � Gamification
Self-reflection � Perceived Persuasiveness � PSD � PLS-SEM

1 Introduction

The role of reflection in behavior change is well established [1–3] and typically the
approach is to allow system users to monitor their own behavior – a common device for
such self-monitoring being activity bracelets or smart watches. A plethora of sensors
carried by modern information technology products ensures that there is no shortage of
means for monitoring what people do physically, but how can technology support
turning that monitoring into actual reflection and, in turn, potential for behavior
change? What mechanisms are required in order to help turn reflection into action?

In health behavior, monitoring behavior provides a good view of whether a person
is doing what he or she is meant to do: a food diary (provided it is accurate) will reveal
if the diet is what it should be, or an activity record from a bracelet will show if there
has been enough activity and exercise in a day. It is also known that the attrition rates
with systems for behavior change is rather high [4]. To even start using such a system a
person first needs to become aware of a problem. Further to that, acknowledging a
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problem is only the first step, while learning and developing ways of addressing it is
quite another. Activity monitoring or food diaries are good methods for tracking
behavior and a source for feedback, which a person can use as the basis for reflection.
They can be, however, overwhelming in the active effort required.

In the present study we wanted to explore the potential of gamifying a method of
feedback provision on decision-making and even implicit attitudes as means of sup-
porting a change in existing thinking. Gaming has been associated with rehearsal [5, 6]
and combining a rehearsal with an immediate feedback through the engagement in a
game offers an appealing environment for learning and reinforcing target behaviors.
We developed a mobile game ‘Implicity’ based on the principles of the Implicit
Association Test (IAT) [7] where the prevailing implicit associations and attitudes are
presumed to be automatic and reactions to relevant stimuli are faster than to stimuli
opposite to the automatic attitudes. We hypothesized that by playing a game where the
player has to quickly categorize food items into positive and negative categories would
(a) expose the player to a possible attitude bias in their thinking, and (b) through
repetition the player would be rehearsing responses to types of food as if learning by
rote. For example, when the player is consistently slower in placing vegetables into the
positive category than placing bacon in the negative category, the message to the player
would be that they need to be aware of their automatic choices and preferences, and by
playing the game more the player can rehearse and learn the target response. The
reflection that takes place can teach the player to observe his or her own thinking as
regards target behavior. Health behavior in the present study is vegetable and fruit
consumption.

In the present study we then ask (1) does a gamified process of drawing attention to
implicit attitudes evoke self-reflection, (2) does gamification of response rehearsal
contribute positively to behavior change?

2 Background

The theoretical cornerstones for the present study are found in the Behavior Change
Support System (BCSS) framework and the Persuasive Systems Design (PSD) model
[8, 9]. Building on this base we used gamification principles [10] and the Implicit
Association Test (IAT) [7] to create a game mechanism, feedback provisioning (for
reflection) and engagement elements in the form of a highly gamified BCSS.

2.1 Persuasive Systems Design and Behavior Change Support Systems

A system that from the onset aims at behavioral and psychological outcomes, but does
this openly and without coercion or deception is, by definition, a Behavior Change
Support System (BCSS) [8]. The aims and goals to be defined when developing a
behavior change support system involve the type and expected outcome of the system:
should the system form, reinforce or change a user’s compliance, behavior or attitude?
Further to that, the Persuasive Systems Design (PSD) model is a tool for analyzing and
implementing those goals through system features [9].

Reflection Through Gaming: Reinforcing Health Message Response 201



The development of the game and the selection of persuasive system features was
guided by a PSD analysis of the goals, intentions and persuasion context. The main
goals of the system were identified as changing behavior and/or attitude, or reinforcing
behavior and/or attitude where change was not necessary. Gamification aspects of the
system used Dialogue Support features praise and rewards. More at the core of the
persuasiveness were Primary Task Support features of rehearsal, self-monitoring and
reduction. System credibility support features included reliable sources for health
information, transparency in sources, and use of authorities. Of the core persuasive
features the role of rehearsal should be highlighted: playing a game can involve
numerous repetitions of the set tasks, which in the present case means numerous
repetitions of quick decision-making as regards food items. Such repetition means that
the target response is rehearsed at a quick pace in volumes that a person would not
readily encounter in real life. A player of such a game also rehearses the target
response.

Many persuasive systems are built to encourage reflection (cf. especially
self-monitoring in the PSD model) that is expected to lead to change in behaviors while
others engage in a more prescriptive approach [1]. Open-ended reflection can, perhaps,
be seen as a less obtrusive means to an end than a purposefully prescriptive one.
The PSD model [9] postulates that one of the key elements of a persuasive system is
that it is unobtrusive: it does not get in the way of a system user’s primary task.
Reflection, when a by-product of an activity, can be seen as a subtle approach to paying
attention to behaviors and to changing them. The feedback from the game allows the
player to observe his or her own thinking in a game context.

2.2 Gamification

Using core characteristics of gaming (self-purposefulness and hedonistic use) with an
ultimately utilitarian goal such as behavior change or learning is the essence of gam-
ification [10]. Gamification repurposes the intrinsic motivation that goes with game
play as a tool for utilitarian use by using typical game elements of points, badges,
leaderboards, goals, narratives, feedback and achievements in the system design [10,
11]. At the highly gamified end the utilitarian benefits come almost as a side product of
a pleasurable activity. Just as in BCSS development, gamifying a system or a service
involves definitions of goals [12]. Target behavior is analyzed and the system is set to
monitor the defined performance, then features supporting engagement and fun (a key
part of any game) are developed [12]. On the one hand, gamification of behavior
change could be seen as a form of “sugaring the pill”, but on the other hand the appeal
of the gamification approach may be more closely related to the pursuit of unobtru-
siveness. Using gamification as an element of a BCSS is not unheard of, and it can be
done successfully [13–17]. Further to that, cognitive tests have also been used before as
the basis of a gamified system [18].

2.3 Implicit Association Test

The IAT [7] was developed to test implicit attitudes by revealing automatic associa-
tions. In the test subjects’ response times to test objects are used to determine automatic
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associations. While in the present study the developed game does not follow the IAT
concept fully so that it could be used to determine a player’s implicit associations as
such, the concept of reaction times as an indicator of automatic associations is used as
the basic mechanism for scoring and game progression. In research IAT has been used
also in healthy eating and diet related studies. For example, people who actively
avoided high-calorie foods also showed an implicit association with low-calorie foods
[19], and obese people showed stronger negative implicit associations towards high-fat
foods than a control group [20]. In the present paper the focus is on the effect of
rehearsal, and the IAT scores over the test period are not included. This selection was
necessary in order to limit the scope of the present paper.

3 Method

3.1 Model, Hypotheses, and Measurement Instruments

The research model (Fig. 1) illustrates the constructs of Reflection (REFL), Rehearsal
(REH), Perceived Persuasiveness (PEPE), and Perceived Health Behavior Change
(PHBC) and their relationships, as hypothesized. In addition, a further hypothesis (H8)
is presented regarding the effect of the study on reported fruit and vegetable con-
sumption. Measurement instruments used in the study are described in Table 5.

Rehearsal (REH) is the number of game sets played by each participant. The PSD
model [9] presents rehearsal as a means in a system for a user to rehearse a behavior.
Participants were asked to play a minimum of three sets per day on five consecutive
days, and they were told that they were free to play as much as they wished. The more
an individual plays the game the more he or she is exposed to the underlying health
message and the feedback (score) on his or her (implicit) associations. We hypothesize
that the exposure will lead to reflection, higher perceived persuasiveness of the system,
as well as have a positive effect on post-experiment health behavior. We also
hypothesize that REH has a moderating effect on the relationship between REFL and
PEPE (Table 1).

Reflection (REFL) construct indicates engagement in reflection [21], how individuals
inspect and evaluate their own thoughts, feelings and behaviors [22]. While H1 sup-
poses that playing a game would trigger users to think about their thinking more, it is

PLAY

REFL

PEPE

PHBC

H1

H2

H3

H4

H5

H6

H7

Fig. 1. Research model and hypotheses.
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likely this tendency is already present in some degree in the participants. However,
regardless of its origin, reflection is a component in measuring an individual’s readiness
for purposeful behavior change [21] (Table 2).

Perceived Persuasiveness (PEPE) is a construct combining system user’s perception
of the system itself and its message into an attitude item that consists of cognitions and
affect [23, 24]. A favorable attitude and a person’s assessment of the system and its
effect on his or her own behavior or thinking is a factor in a system’s ability to support
behavior change [24, 25] (Table 3).

Perceived Health Behavior Change (PHBC) is a construct made of open-ended
evaluations by participants on the actual changes they may have noticed after the
experiment. The construct is close to PEPE in that it is based on an individual’s
perception of behavior change impact as regards the system. However, PHBC assesses

Table 1. Hypotheses regarding REH construct.

H1 Higher number of game sets played means a higher level of exposure to the health
message, leading to a positive effect on Reflection

H2 Higher number of game sets played offers a higher level of repetition of the target
response and it directs a player to associate healthier foods with positive words (or vice
versa). Such exposure will have a positive effect of Rehearsal on Perceived
Persuasiveness of the system

H3 Higher number of game sets will directly enforce the concept of healthier food choices
in a repeated way as the player is expected to categorize foods and words. The volume
of game play will thus have a positive effect on the Perceived Health Behavior Change

H4 The higher exposure to the health message and reinforced target response (correct
choices) will have a moderating effect on the relationship between Reflection and
Perceived Persuasiveness

Table 2. Hypotheses regarding REFL construct.

H5 Reflection on one’s behavior and choices in the game is directly connected to
evaluating the qualities of various foods, and high engagement (more games played) in
the game will lead to higher reflection and thus have a positive effect on Perceived
Health Behavior Change

H6 Reflection on one’s own behavior and choices in the game is directly connected to
evaluating one’s own responses to an openly influencing system and will have a
positive effect on Perceived Persuasiveness

Table 3. Hypotheses regarding Perceived Persuasiveness construct.

H7 Perceived Persuasiveness of a system has a positive effect on the readiness of an
individual to immediately evaluate the direct impact of the system on his or her
behavior, and supports system users in engaging in target behavior
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the direct result of system use, in the present case increased use of fruit and vegetables
or contemplation of existing dietary habits with a view to engage in behavior change.
Where PEPE as an instrument focuses on evaluating how the user relates to the system
and on the respondent’s view of the role of the system in any change and personal
relevance, the PHBC instrument asks the participants in an open-ended question to
describe the exact and actual change (or lack of it). In addition to the PHBC as a
measure of behavioral outcome, we collect a one-day food diary at the start and finish
of the study period (Table 4).

Table 4. Hypothesis regarding Perceived Health Behavior Change construct.

H8 The gameplay and the increased reflection triggered by gameplay will result in an
increase in actual fruit and vegetable intake after the study period

Table 5. Measurement instruments in the study.

Measurement Instruments

Reflection (REFL) The experiment used a previously validated and published
self-assessment scale [21], which was further studied by [22].
The original scale included three components: need for
reflection, engagement in reflection, and insight. Relevant
questions from the scale on engagement in reflection were
included in the post-test questionnaire

Perceived persuasiveness
(PEPE)

The perceived persuasiveness scale used in this experiment
has been developed specifically for assessing BCSSs [24] and
as such is a validated scale. I is a self-assessment scale for
assessing the impact a persuasive system

Perceived Health Behavior
Change (PHBC)

The instrument is based on an open-ended question presented
at the end of the experiment asking participants what (if any)
changes they have noticed in their food choices. The scale is
then formed by two researchers individually categorizing all
the statements into five categories based on the strength and
type of effect from no impact to raised awareness,
contemplation of change and actual behavioral impact. The
ground-up approach of the scale allows users to freely
describe their experience rather than having to evaluate their
responses against a ready-set frame. The scale has been used
earlier in [27]

Rehearsal (REH) Collected from the game
Food intake (1-day food
diary)

The present study used a self-administered fruit and vegetable
portion estimation form [26] The questionnaire instruction
included guidance for estimating a portion of vegetables and
fruit. After guidance, portion-based estimations have been
found to be realistic and reliable [26]. The guidance given in
this study is not directly comparable to [26], but it provides a
basis for comparable variables for pre- and post-test
assessments
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3.2 Sample Selection and Study Procedure

Sample selection. The sample, N = 58, is one of opportunity, largely made up of
university students. The participants were recruited by distributing fliers at university
campus and in two shopping centers. In addition, the researchers distributed a simple
advert for the experiment online in social media platforms Facebook and Twitter.
Participants were offered a cinema ticket for completing the full experiment. To take
part in this study participants had to be over 18 years old.

Procedure. The study consisted of starting questionnaires (background, one-day food
diary), gameplay period (5 days) and final questionnaires (Reflection, Perceived Per-
suasiveness, Perceived Health Behavior Change and another one-day food diary).
Upon sign-up participants were informed about the test setup and asked to indicate they
agreed to participate. They were also informed that they could stop at any point and ask
for their data to be removed. The experiment information also explained data and
information security and protection of identity. A unique user ID, obtained from the
mobile game, was used in all the forms in order to maintain anonymity.

The participants were instructed to play the game on five consecutive days, a
minimum three sets per day, and then finally send their gaming data to the researchers
by using a send button in the application. 2–3 days after sending the data, participants
received the post-test questionnaire. The flexibility in sending the instruction for the
final questionnaire aimed at allowing the users at least one full day after completing the
game period before filling in the food diary but also at avoiding the reporting landing
on weekend days. By encouraging working days for reporting the intention was to
collect the food diaries under as similar conditions as possible.

3.3 Materials: The Game

The game (example screens in Fig. 2) in the present study was developed from the start
as a highly gamified BCSS with persuasive features selected based on a Persuasive
Systems Design (PSD) analysis [9]. As a means of producing the selected PSD features
the game adapted the Implicit Association Test (IAT) [7] as a mechanism for (a) pro-
ducing feedback for the users and (b) as the basis for scoring logic. The game is not
intended to be an IAT in itself, but rather uses the mechanism as a means of providing
instant feedback that is entirely based on the player’s own reactions and responses. In
other words, the score is not based on any game-originating random factors, surprises
or obstacles that are not under a player’s control.

The game contains two categorization tasks. In the first task, the user has to
associate healthy foods with a positive word and unhealthy foods with negative words.
In the second task, positive words are associated with a healthy food and negative
words with an unhealthy food. Reaction times from the point of presenting the
food/word are measured. After each set of ten items a score screen is shown. Scoring
was based on reaction thresholds described in [7, 28]. Gamification elements included
points, levels, and content unlocking [10].
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4 Data Analysis and Results

4.1 Sample Characteristics

Of the total sample of 58 participants 33 were female, 25 male. Average age for the
whole sample was 24 years (median 23), average for females being 24 (18–35 min/max,
median 22) and for males 23 (18–33 min/max, median 23). Eight participants reported
that they do not usually play any computerized games, 19 used a computer as their main
gaming platform, 20 used a gaming console, and 11 reported a mobile device as their
primary gaming platform. The sample size satisfies the general rule of thumb of ten
times the largest number of paths directed at a particular construct [29].

4.2 Measurement Model

Using PLS-SEM analysis the relationships between latent variables were examined.
The analysis demonstrates the explained variance (R2 values) in the latent variables,
and indicates the strength (b-values) and their statistical significance of the relation-
ships in the model [29, 30]. See Fig. 3 for the R2-values and b-values.

Fig. 2. ‘Implicity the Food Game’ start screen (left), categorization task item (center) where left
and right margins are the touch target, and score screen (right).

Table 6. Internal consistency and indicator reliability assessment.

CA CR AVE 1 2 3 4 5

1. REH 1.000 1.000 1.000 1.000
2. Moderator (REH on
REFL > PEPE)

1.000 1.000 1.000 −0.272 1.000

3. PEPE 0.692 0.868 0.692 0.179 0.325 0.832
4. PHBC 1.000 1.000 1.000 −0.009 0.080 0.835 1.000
5. REFL 0.668 0.923 0.668 −0.161 0.191 0.281 0.338 0.817

Convergent reliability is indicated with average variance extracted (AVE) and Fornell-Larcker
analysis.
Square root of AVE and inner-construct correlations are shown in italics.
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In terms of internal consistency, the reliability of the indicators, the convergent
validity of the indicators, and the discriminant validity the measurement model adheres
to recommended guidelines [29, 31, 32] (see Table 6). REH and PHBC were single
indicator constructs, and while generally speaking single item constructs are not
encouraged with PLS-SEM practical considerations are acceptable for example when
the single items measure an observable characteristic [29].

4.3 Structural Model

The research model (Fig. 1) presented the hypotheses regarding the relationships in the
model. The results of the PLS analysis are illustrated in Fig. 3.

The path coefficients for the research model were obtained using parametric
bootstrapping with 5000 subsamples (parallel processing, no sign changes). The con-
structs in the model were reflective. In the complete model we see that 21% of the
variance in PHBC was explained by REFL and PEPE (supporting H5 and H7), and
25% of the variance in PEPE was explained by REH (supporting H2 and H4); REH
was a significant moderator in the relationship between REFL and PEPE. Hypotheses
H1, H3 and H6 were not supported.

4.4 Total Effects and Effect Sizes, and Predictive Validity of the Model

Practical relevance of the model was determined by assessing the total effects and effect
sizes (Cohen f2), assessing an exogenous construct’s contribution to the R2 value of an
endogenous latent variable (Table 7). Assessment guide values were 0.02 (small), 0.15

PLAY

REFL

PEPE

PHBC

-0.161 n.s.
0.328**

-0.320*

-0.027 n.s.

0.264 n.s. 

-0.243* 0.322*

R2=0,026

R2=0,206

R2=0,249

Fig. 3. Structural model. ***p < .01; **p < .02; *p < .05, n.s. for non-significant paths.

Table 7. Total effects and effect sizes (non-significant not reported).

PEPE PHBC REFL

REH −0.320 (0.125) n.s. n.s.
Moderator (REH on REFL > PEPE) 0.328 (0.157)
PEPE 0.322 (0.113)
PHBC
REFL n.s. 0.243 (0.065)
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(medium), and 0.35 (large). In the present model there were five small, one
non-relevant and one medium f2, indicating that on the whole there is some practical
relevance in the model. The non-relevant f2 was REH to PHBC, and the medium f2 was
REH as a moderator for REFL and PEPE.

A blindfolding procedure was used to observe the predictive validity of the model
(Table 8). The Stone-Geisser cross-validated redundancy value (Q2) above 0 is con-
sidered to indicate predictive validity of endogenous constructs. All endogenous
constructs (PEPE, PHBC and REFL) demonstrate Q2 > 0, and thus indicate the path
model’s predictive relevance to each of the constructs [29].

4.5 Fruit and Vegetable Consumption Before and After the Study Period

A one-way repeated measures ANOVA was conducted to compare the effect of timing
of self-reported fruit and vegetable consumption before the game play period and
immediately after it (Table 9). At a-level of .05 there was a significant effect of timing,
Wilks’ Lambda = .860, F(1,57) = 9.316, p = .003. The result provides indirect support
for the use of PEPE and PHBC constructs in assessing the effect of system use on
behavior through showing that the self-reported behavior observations are in line with
the food diaries. The result supports H8.

5 Discussion and Conclusions

Successful design of Behavior Change Support Systems involves selecting the right
persuasive tools for the purpose [9, 34]. The forms of BCSSs are various from simple
information sharing websites to interactive mobile applications to, as in the present
paper, gamified systems. Whatever the format, the basic persuasive design principles
can be applied. In the game presented in this paper the selected persuasive design
principles [9] were built on top of a cognitive test concept and they were implemented
as gaming features, following game development principles [10].

In our study the game provided the users with an opportunity to rehearse a target
behavior and also to reflect upon the rehearsal results with the help of immediate

Table 8. Predictive validity of the model: Q2 values for endogenous constructs.

Construct Q2

PEPE 0.108
PHBC 0.122
REFL 0.011

Table 9. Descriptive statistics for one-way repeated measures ANOVA.

N Mean Std.Dev.

Pre-study vegetable consumption 58 4.06 3.182
Post-study vegetable consumption 58 5.10 2.732
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feedback. The main interest in the paper was in the effect of rehearsal on reflection
leading on to perceived persuasiveness and health behavior change. Research into
reflection suggests that unless the reflection leads to insight, behavior change is less
likely to take place [34–36], and dysfunctional attitudes can hinder the path from
insight to personal well-being [37]. A review into use of digital games in cancer
management found potential (and also challenges) in both treatment training but more
notably for example when active participation or behavioral rehearsal for physical and
psychosocial activity are needed [6]. The moderating role of rehearsal on the rela-
tionship between reflection and perceived persuasiveness would appear to be an ele-
ment persuasive systems should consider utilizing when intending to facilitate behavior
change through reflection.

What we can learn from the results is that rehearsal can amplify the effect of
reflection as regards a user’s perception of the persuasiveness of a system. We can also
see that rehearsal alone may not be enough to result in positive behavioral outcomes:
volume of game play did not affect the immediate health behavior directly in the way it
did Perceived Persuasiveness. In turn, Perceived Persuasiveness had an impact on the
immediate health behavior, as did Reflection. In other words, for a change to take
place, both reflection and perceived persuasiveness are necessary and they can be made
more effective through rehearsal. The perceived outcomes were supported in the study
with the actual fruit and vegetable consumption estimates, as seen in the ANOVA on
the consumption of vegetable and fruit before and after the test period.

The study naturally does not provide insights into long-term effects. The gameplay
period was also relatively short (5 days) and game content was limited (only 34 levels).
Further insights into the direct role of various persuasive features (such as rewards and
praise) would have made for an even richer study set-up, but owing to the necessity to
have participants commit to play the game for five days it was necessary to be par-
simonious as regards the extent of the questionnaire batteries and demands on par-
ticipant time. As existing research shows, for example [20], we can see that the
relationship between implicit attitudes and behavior can be complicated. Therefore,
future research directions leading on from the present study should involve the actual
implicit association directions and strengths and their development after reflection.
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Abstract. This paper describes a game directed to young adults and aimed at
sensitizing them about potential risks of psychoactive substance abuse during
nightlife events. Of interest here is that this game targets a domain in which the
credibility of a persuasive intervention is particularly fragile. The design deci-
sions and the recommendations inspiring them are described first, characterized
by an effort to fit the context in which the game was going to be used. In
addition, a field study with real users during nightlife events is reported
(N = 136), in which several dimensions of the game credibility are evaluated
and compared with the credibility of a serious information tool (leaflets) in a
between-participant design. By describing this case, the opportunity is taken to
emphasize the importance of serious games credibility, and to enumerate some
of the occasions to improve its strength that can be found during its design to
evaluation.

Keywords: Short intervention � Serious games � Nightlife well-being
Credibility

1 Introduction

Clubs, festivals, and parties represent recreational scenarios for thousands of young
adults in Europe. Popular music festivals such as Tomorrowland in Belgium or the
Outlook festival in Croatia have attracted audiences of 180,000 and 15,000 attendees,
respectively. Within these contexts, the use legal and illegal psychoactive substances,
such as alcohol, ecstasy, cocaine, amphetamines (‘speed’), and ketamine is very fre-
quent [6]. The possible health, legal and safety risks connected to recreational drug
consumption and abuse motivates campaigns and interventions addressing young
adults to increase their awareness. Frequently found in this context are ‘short inter-
ventions’, which take place during nightlife events and aim at sensitizing potential
users about the need for acquiring more information [20]. The advantage of these
interventions is that they take place where and when risky behaviours are likely to
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occur; the main problem instead resides in the very environment in which they take
place, whose mood and noise prevent any serious information exchange to occur.

For this reason we thought of designing a game to accompany field interventions to
and convey information about risks and precautions in a format more consistent with
the nature of the context. Existing games that target substance consumption are mostly
gamified programs for prevention [34] or for identifying craving triggers [21]; our
game instead aims to provide information in clubs and festivals, where recreational
drug consumption occurs [6, 7]. While doing so we had to take into account the
peculiarity of the target users. Differently from drug addicts, nightlife consumers of
recreational drugs see psychoactive substances as just one part of their repertoire of life
experiences and can rely on meaningful social roles that grant them a positive identity
outside nightlife ‘transgression’ [5, 14]. Moreover, they are likely not to be considered
as deviants by their peers [24], with whom the use of recreational drugs is shared in
stories that become a sort of “epic genre” [33], often constructing the narrator as a
responsible drug user [4, 25]. Finally, in nightlife events music, space, and outfits
follow some specific aesthetics (e.g., [22]), establishing what (and who) is appropriate
or not and helping the transition inside the recreations dimension [13]. Specific music
events and types fit specific drugs and viceversa [17, 36]. The result of all these
peculiarities expose persuasion attempts to the risk of looking patently inappropriate if
based on mainstream notions of what would be safe, health and correct nightlife
behaviour. Target users are sceptical of persuaders with different cultural background
holding “an anti-drug agenda” and “likely to focus on the adverse effects of the drug”
[10] [30]. They trust expert peers [8] who are seen as unbiased by moral prejudice, and
knowledgeable.

We could summarize all these issues by saying that nightlife interventions risk of
appearing poorly credible, if by credibility we mean not only the extent to which the
source of the intervention is perceived as a well-informed, trustworthy and consistent
[12, 15, 16, 18] but also the extent to which the content, format, and protocol of the
intervention fit the target’s culture, environment, and expectations. The role of credi-
bility as a key factor in persuasion is well known in social psychology [15] and has
been also acknowledged very early in the field of persuasive technology [31, 32].
However, empirical research and design have mostly focused on improving the per-
ceived credibility of the source in itself (e.g. [3, 32]), and not the appropriateness of the
persuasive intervention to the context in which it is received, despite some explicit
solicitations [19, 28]. Trying to be credible also represents an effort to carefully
comprehend and sympathize with the context targeted by a persuasive intervention
thereby avoiding the risk of patronizing the user, which has been one point of criticism
towards persuasive technologies [29].

In this paper we would like to take the opportunity of this nightlife game to
emphasize the importance of credibility in serious games and persuasive technology,
and to offer at the same time some examples of the ways in which it can be improved.
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We will describe first how we tried to achieve credibility in designing our serious game
and then how we evaluated the success of our effort in a field study with target users.
We will discuss about the relevance of credibility to serious games in the last section.

2 Designing the Serious Game

The game we designed to provide information during nightlife interventions was a quiz
(a screenshot is visible in Fig. 1). Questions covered several types of drugs1 and
addressed the possible aftermaths and complications deriving from consumption2. The
full version of the game contained 4,032 questions (of which 1,193 were multiple
choice, and 2,839 were true/false questions) in five different languages (English, Italian,
German, French, and Spanish). Each question included explanations based on psy-
chological, physical, or legal information. Each individual player received scores based
on the correctness of his/her answers and was ranked in a leader-board.

Fig. 1. A screenshot from the game to show its graphics and aesthetics. The highest portion of
the screen shows each player’s score. Difficulty level of the last quiz question, substance it relates
to and correctness of each players’ answer (a green/red circle close to each avatar). (Color figure
online)

1 Alcohol, cannabis, ecstasy and methamphetamine, hallucinogenic substances, amphetamines and
other stimulants, ketamine, GHB/GBL, poppers and other solvents, cocaine, heroin, mix of drugs.

2 Desired effects; undesirable acute psychological effects; undesirable long-term psychological effects;
undesirable physical/medical effects; legal issues, history, politics, and geography; curiosities, myths,
and urban legends; gender specificities and pregnancy; driving; sexually transmitted diseases;
violence, bullying and micro-interethnic conflicts; first aid, precautions, and context; other).
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Table 1. Credibility recommendations from literature and stakeholders and related design
decisions for the field intervention.

Recommendations Our intervention

GETTING FAMILIAR WITH THE
TARGET’s
… habits

A participatory, user-centered approach was
adopted to design the game

… values and language Graphics and music reflect those used in
nightlife parties and advertising. Narrative
storyboards and pictures were developed by
target users during dedicated workshops

… profiles and information needs The difficulty of the questions and the type of
risky behaviors can be selected in advance to
fit each specific event

… relevant others, who influence the targeted
habits

Group sessions were created to imagine
scenarios. A category on the quiz was devoted
to friendship and relationships

… view of the benefits and the risks associated
with the target behavior

Implications of a risky behavior are spelled
out in a number of domains (legal, physical,
social)

CONTEXTUALIZING TO…
… a family of communication media; avoid
conceiving the interventions as a stand-alone
event: It is more effective if it allows
opportunities for integration with other
intervention modalities (e.g., leaflets, websites,
and workshops)

A peer-operator supervised the game session
and was available to complement the game
with other information material (e.g., leaflets)

… stakeholders’, to facilitate the access to
certain events and advise about possible
obstacles to implementing the intervention

Access to summer events was negotiated with
the event organizers in order to have an
official space for the intervention

… physical setting in which the intervention
will take place and its constraints; this will
also allow for the selection of the right area to
carry out the intervention (e.g., chill-out zones
in a more relaxed area, closeness to a site
where other safe nightlife interventions are
carried out, and areas where water and food
are available)

Questions are short, contextualized by visual
narratives, and followed by short explanations
facilitating comprehension. Players interested
in deeper information can collect leaflets and
talk to peer-operators. The location of the
gazebo should be central enough to reach as
many players as possible, but it should also be
quiet and away from crowded areas to allow
gameplay and some verbal exchanges

… the social interaction between players, and
between players and bystanders

Multi-player game, large screen,
high-resolution graphics. All players solve the
same quiz in parallel and their scores are
displayed. The game is projected on a wall to
attract bystanders who can learn passively

INFORMING ABOUT …
… healthier/safer alternatives to the target
behaviors

Questions and related explanations include
practical advice about safer alternatives to
risky substance consumption practices

(continued)
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We included experts and target users in the design process since its early stage.
Initiallywe had a brainstorming sessionwith 21European peer operators and experienced
nightlife operators to collect recommendations about nightlife interventions [1]; we also
interviewed about 60 young adults (20 women and 46 men, aged 25.5 on average,
SD = 3.6) during festivals to collect their opinion about credibility of drug prevention
campaigns in general. The credibility recommendations we collected from the literature
and from stakeholders and the related design decisions are listed in Table 1.

3 Field Evaluation

3.1 Evaluation Rationale and Material

Design efforts are obviously not a sufficient warrant that the wanted effects are
achieved. Their achievement needs to be evaluated with users. The game described
here underwent several tests that evaluated its effectiveness from several points of view,
including usability and increase of players’ knowledge and awareness of risks, as
reported in another paper [11]. In the present paper, we report the evaluation of its
credibility to the target users.

The evaluation rationale adopted here consisted not only of collecting credibility
rates at the end of a game session played in the field during night events by real target

Table 1. (continued)

Recommendations Our intervention

… resistance skills necessary to recognize and
face risky situations and social pressure

Narratives highlight choices that might have
undesirable effects. Questions and related
explanations include information about how to
face risky situations while they are at their
incipit

… scientific results, presented neutrally in
terms of value judgment

Scientific material and prevention material
(e.g., flyers, Web portals) from reliable
sources were collected and examined to
extract the quiz content and its related
explanations; all content was then
double-checked for correctness by experts.
Urban legends and myths are addressed and
unveiled (e.g., “Alcohol always has inhibitory
effects.”)

… short-term consequences of the target
behavior that are immediately relevant for the
night out (and its preparation and aftermaths)

Questions about short-term effects were
included in the quiz database (e.g., “One of
the effects of inhalers is that it increases one’s
aggressiveness, and consequently the
probability of violent behaviors.”)
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users, in order to see whether the evaluations were positive or negative. We wanted to
ground the evaluations by comparing them with an established, serious tool that has the
qualities of a trusted information source in the target context, since it is non-
judgmental, practical and peer-based. This term of comparison was for us represented
by safety leaflets, i.e., information brochures produced and printed by peer associations
providing practical advice. Leaflets provide our validation criterion within a validation
rationale according to which the new tool (the game) must perform as the one already
accepted (peer-produced leaflets). The hypotheses can be expressed as follows: the
credibility scores received by the game were positive (H1) and they did not differ from
those obtained by leaflets (H2).

We used leaflets (10 cm � 15 cm) produced by a department of the municipality in
which the study took place related to one of six psychoactive substances: cannabis, speed,
ecstasy, LSD, ketamine, and cocaine. The leaflets adopted the graphics of nightlife events
cards and provided information about the substance appearance, its active principle, its
consumption modality and effects, the physical and legal consequences of the con-
sumption; some advice to avoid health risks and first aid notions; and contact information.
An example is provided in Fig. 2, translated in the footnote3.

The design of the study was between-participants: participants either played the
game or read the leaflets. A subset of the game database was activated for the study,
only using 321 questions covering the same information as the leaflets. One game
session offered 9 subsequent quiz questions that were randomly selected from that
database. Thirty seconds were allocated to answer each question.

3 DEFINITION. Cocaine is a stimulant alkaloid extracted and refined from the coca plant, typically
appearing as a white, odorless powder, with a bitter, numbing taste. It is also possible to find freebase
crystals or crack obtained by chemically manipulating the power, which can resist the decomposition
caused by heat and allow users to inhale the active compound through glass or plastic pipes. Given
its high price, cocaine is often mixed with amphetamines, anesthetics, or laxatives. TIME TO TAKE
EFFECT. A line of cocaine can contains 10 to 40 mgs of coke, depending on the amount and purity
of the powder. The strongest effects of blowing it last 20 to 40 min. Crack smoke has its highest
effects in about 10 s and lasting 3 to 4 min. EFFECTS. Coke results in tachycardia and increases
blood pressure, temperature, and breathing. It acts upon the brain, increasing the production of
dopamine, a pleasure neurotransmitter. It improves mood, increases self-confidence, and boosts
egocentrism. Physical and sexual performance is perceived as better and more satisfying; hunger and
fatigue are not perceived. It is also a local anesthetic and restricts the blood vessels.
PRECAUTIONS. If you blow or inject cocaine, use clean tools; do not trade them or reuse them.
Banknotes are frequently responsible for conveying diseases such as hepatitis. Washing teeth and
nostrils after a line can reduce the damage to mucosa. If your mouth numbs too much, it might be
because coke is mixed with lidocaine, an anesthetic that can be dangerous to your heart. Mixing
cocaine and alcohol produces cocaethylene in the blood, which engenders a high dependence (the
need for continuously using the substance to prevent abstinence crisis) and can lead to problems.
LAW. It is an illegal substance. Administrative penalties are foreseen in the case of personal use
(suspension of driving license, passport, or other documents). In addition, a socio-rehabilitation
program is proposed at the local social service for drug addiction. For distribution, criminal penalties
are foreseen (imprisonment). In case of sickness, call 118. It is important to avoid driving or activities
requiring attention.
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3.2 Method

Procedure. The data collection took place during music events hosted in two clubs in
northeast Italy; the clubs made us available a large room, separated from the main
dancing room and divided into two areas, one for the game and one for the leaflets. Club
guests were asked for their availability to participate in a study to evaluate our infor-
mation material about the risks of drug abuse. Game and leaflet participants were
recruited separately, and signed an informed consent. Then they either choose one of the
6 leaflets on display, if recruited for the leaflet condition, or participated in a game
session, if they were recruited for the game condition. Given that it was a field study, the
individual game session could include any number of players ready to start, up to six.
The two conditions varied between participants. Immediately after the leaflet was read or
the game session completed, each participant filled in the questionnaire individually.

Participants and design. Participants were 136 young adults (aged 23.53 on average;
DS = 4.17, 85 men and 51 women); between them, 67 participants used the game
(M = 24.34, DS = 4.96, 47 men and 20 women) and 69 read the leaflets (M = 22.74
DS = 3.06, 38 men and 31 women).

Questionnaire. The comparative evaluation of the perceived credibility was assessed
via a paper and pencil questionnaire. During a field study taking place in a club,

Fig. 2. A picture of one of the leaflets used in the study (courtesy of U.O.C. Riduzione del
Danno della Direzione Politiche Sociali, Partecipative e dell’Accoglienza del Comune di Venezia
e dall’Associazione Tipsina di venezia).
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participants cannot be expected to respond to long and articulated questionnaires; thus
our questionnaire consisted of 12 statements with which participants were asked to
express their agreement on a Likert scale ranging from 1 to 5, where 1 meant total
disagreement. The questionnaire also collected information about the respondents’ age,
gender, education, and game expertise (in the game condition).
Item 1.1 (“The information provided by the game/leaflet is the same that I could get from
an experienced friend”) measured the perceived expertise of the source [15, 16], com-
pared with what is the usual source of information for recreational matters, namely
friends [8, 10, 27]. Items 1.2 (“I think that the goal of the game/leaflets can be agreed
upon”), 1.3 (“The game/leaflet deals with the matter objectively”), and 1.4 (“I trust the
information provided by the game/leaflet”) measured source trustworthiness [12, 16, 18,
23], namely whether the game goal was acceptable to them, and its information unbiased
and trustworthy. Items 1.5 and 1.6 measured the extent to which users found the
intervention format appropriate to the context (1.6, “I believe that a game/leaflet is a
good method to provide this information during a night out”) and the content as relevant
(1.5, “People attending events such as this can find in the game/leaflet some relevant
content”). The perceived accuracy of the information30 was investigated by Item 1.7
(“Although brief, explanations are accurate”). Finally, five items measured the perceived
effectiveness of the intervention: items 1.8 (“By reading the leaflet/playing with the
game I learnt something new about the substances”), 1.9 (“By reading the leaflet/playing
with the game I felt the wish to get better informed about substances”), 1.10 (“I’d like to
read the information in a quieter moment”), 1.11 (“I appreciated the presence of an
operator to clarify some doubts”) and 1.12 (“The advice in the leaflet/game can be put
into practice”). The overall Cronbach alpha of the items was 0.74.

Data analysis. An exploratory factor analysis with oblique rotation (oblimin) was
conducted on the questionnaire items to reduce redundancy in the evaluation dimen-
sions. One Sample Wilcoxon Signed-Rank tests were run to compare each measure-
ment dimension with the central value of the scale and then define whether the
evaluation was significantly positive or negative (H1). Mann–Whitney U tests for
Independent Samples were then run to compare the two conditions, game and leaflet,
on each evaluation dimension (H2). We also controlled the effect of conditions, gender,
education, and expertise with a Mann–Whitney U test for Independent Samples and
Kruskal-Wallis test. The statistic analysis was performed with R software (version i386
3.4.3) and an SPSS package (IBM SPSS Statistics 20).4

4 In the analysis, the scores of each player - even though part of a multiplayer session - was considered
individually. There are no reasons to believe that co-players might have affected each other’
evaluation of game credibility. The scores gained in the game were gained on an individual basis, so
the individual performance was difference than the performance of other group members. Credibility
scores were collected individually immediately after the end of the game session, with paper and
pencil questionnaires. During the game, players were focused on responding quickly to the quiz than
by sharing comments on the game.
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Ethics. The study followed the declaration of Helsinki. All participants were of age,
and volunteered to take part in the study, which provided trusted information for their
wellbeing (as described above) and was then beneficial to them in both study condi-
tions. Nothing in the research instruments was invasive or inductive of any kind of
harm, and no sensitive data about individuals’ behaviour was collected. All data was
collected anonymously. Permission to carry out the intervention was obtained from the
venue manager. Informed consents (including study goal, contact information, data
collected, funding institution) were collected as printed forms including both the
information and the declaration part, before starting the data collection.

3.3 Results

Before testing the hypotheses, an exploratory factor analysis with oblique rotation
(oblimin) was conducted in order to identify the dimensions underlying the 12 items of
the questionnaire and to facilitate the interpretation of the subsequent analyses by
working on fewer dimensions. Based on the saturation values (Table 2), the items
meant to measure effectiveness were split into effectiveness and informativeness and
the items measuring expertise and trustworthiness were grouped into one dimension
named ‘reliability’. The remaining items kept their original interpretation (accuracy and
appropriateness). These five evaluation dimensions were considered in the subsequent
analyses.

To address the first hypothesis, the participants’ evaluations of the game were
considered in order to determine if they were positive or negative. The results are

Table 2. Summary of exploratory factor analysis loadings (N = 136). Factor loadings grouped
in dimensions appear in bold.

Item Effectiveness Accuracy Appropriateness Informativeness Reliability

1.1 −0.02 −0.04 0.05 0.19 0.25
1.2 −0.05 0.24 0.41 0.04 0.35
1.3 −0.19 0.21 0.17 0.06 0.32
1.4 −0.11 0.27 0.27 −0.08 0.34
1.5 0.13 −0.08 0.70 0.10 −0.03
1.6 0.22 0.06 0.41 −0.05 0.03
1.7 0.04 0.97 −0.03 0.01 −0.01
1.8 0.55 0.11 0.13 −0.02 −0.07
1.9 0.73 0.08 0.11 −0.01 0.01
1.10 0.38 −0.20 −0.06 −0.08 0.39
1.11 0.36 0.08 −0.16 0.36 0.30
1.12 −0.05 0.01 0.06 0.78 −0.04
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displayed in Table 3 below. Overall, the evaluations of the game credibility and
effectiveness were positive in each evaluation dimension, their score significantly
differing from the central value of the response scale (“3”).

To address the second hypothesis, the evaluations of the game were compared with
the evaluations of the leaflets. Figure 3 below shows the results on each evaluation
dimension and overall. No significant difference was found between game and leaflets,
except for informativeness, on which leaflets performed better than the game (Fig. 3).

Fig. 3. Frequencies and results of the Mann–Whitney U test for independent samples in the two
conditions (red = game, blue = leaflet) in each five dimensions and overall. (Color figure online)

Table 3. Frequencies distribution in the game condition for each evaluation dimension and results
of the One Sample Wilcoxon Signed-Rank test for difference from the central value of the scale

Dimension Scores Wilcoxon signed
rank test

1 2 3 4 5 V P

Effectiveness 33 24 47 51 46 7228 0.02
Reliability 15 25 71 77 80 15965.5 p < .001
Appropriateness 11 10 23 53 37 4933.5 p < .001
Accuracy 3 2 12 28 22 1380 p < .001
Informativeness 9 9 40 33 43 3655 p < .001
General score 71 70 193 242 228 143209 p < .001
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4 Discussion and Conclusions

The results of the field study reported above suggest that participants’ evaluations were
mostly positive (H1) and did not significantly differ from those obtained by the
leaflet-based intervention used as a comparative criterion (H2). The hypotheses are then
confirmed, suggesting not only that the credibility evaluation from target users was
positive but also that it was in line with the credibility attributed to a serious infor-
mation tool well-established as fitting these kinds of events. We can then conclude that
a game such as ours can be adopted in support of nightlife interventions without any
risk of being inconsistent or detrimental to the serious purpose of the intervention itself.
The only weakness of the game was its informativeness, probably because the game is
designed to provide piecemeal information to players and passers-by. This is actually
the reason that our intervention foresees to use the game side by side to a peer-managed
booth where more information can be provided to interesting partygoers. Wellbeing
interventions during nightlife events commonly include such information booths,
sometimes close to first-aid stations.

To the community of researchers and practitioners interested in designing well-
being interventions, this paper describes the case of an intervention domain much at
risk of provoking users’ sarcastic dismissal as untrustworthy or inappropriate because
of a friction between the values conveyed by the intervention and those cherished by
the targeted subculture. The case described here adopts a user-centred design approach
that is sensitive to the context of use and is corroborated by a field test with target users
as a strategy to maximize the credibility of the game. It contributes an articulated set of
recommendations to improve credibility in a broad sense, including a sense of
appropriateness to the context of use, which can easily be generalized to other domains
than nightlife. It also provides a possible a rationale for the field test, which grounds the
users’ evaluation to a criterion that is already deemed reliable in the context targeted by
the intervention. This is applicable to several domains, if the persuasive system or
serious game derives from the addition of game elements to a pre-existing task, pro-
cedure, or activity that has a serious goal and is often well established, as is the case
with treatment protocols [21] or with training protocols [35]. The purpose of the
comparison might be to show that the performance of the serious game matches the
performance of the criterion.

Via the case described in this paper, we also hoped to emphasize to the persuasive
technology community the importance of covering credibility during the design and
evaluation process of a serious game or persuasive intervention mediated by a tech-
nology. Although credibility is present in the most popular persuasive technology
models, empirical research seldom recognize how crucial yet fragile credibility is. In a
game, credibility is fragile because players might respond only to the entertaining
aspects of the game and prove less committed than to a serious program, as was already
highlighted in the educational domain [26]. In a persuasive technology in general,
credibility is particularly fragile when the game addresses behaviour that is regulated
by very specific, peculiar subcultures. When the target context is unfamiliar and when
recipients have peculiar views of the target behaviour, proposing a solution that is
perceived as inappropriate to the target context would make the intervention look
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ridiculous. This was the risk for recreational drugs consumption in our study but could
be the case in health interventions targeting other conducts, such as eating disorders,
where the view of health and control cultivated in the targeted community can be at
odds with the values defended by the treatment attempts [2, 9]. Our approach to design
was to get familiar with the target users, to take into account the physical and social
context in which the persuasive technology is used, and to provide information that is
unbiased by moral judgment and authoritative. We think that in addition of strength-
ening credibility, the genuine attentiveness to the target users’ values leads to a more
respectful persuasion attempt.
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Abstract. Sustainable mobility has received significant attention over the
recent years due to the negative impact of peoples’ transportation habits on the
environment and the society, especially in congested urban areas. In this paper,
we present our approach for personalized persuasion aiming to nudge travelers
to opt for sustainable mode choices. Our approach leverages persuadability
profiles comprising of users’ personality and mobility type in order to identify
the persuasive strategy that fits best to the user’s profile, and supports trans-
portation decisions towards more environmental friendly routes, by providing
targeted interventions in the form of persuasive messages integrated in a route
planning application. A pilot study in the city of Vienna showed evidence that
the application affects users’ mobility choices.

Keywords: Persuasion � Mobility � Behavioural change � Personalization

1 Introduction

The impact of transport systems on the environment is becoming increasingly higher,
accounting for between 20% and 25% of world energy consumption and carbon-
dioxide emissions [1] while transport related greenhouse gas emissions are increasing
faster than other energy sectors. A major contributor to the above situation is road
transport, resulting to high local air pollution and smog, especially in urban areas.
Thus, it is crucial for people to consider the impact of their mobility choices on the
environment and change unsustainable transportation habits and choices.

The available strategies for improving the sustainability of mobility vary. One way
that does not require significant infrastructure investments is nudging travellers to shift
to greener transportation modes. To achieve this, it is important to design and imple-
ment approaches that increase travellers’ awareness of the environmental impact of
their travel mode choices, and provide persuasive interventions that support green
travel choices and eventually lead to transportation habits that rely more on the use of
public transportation, bicycles and walking and less on private cars.

© Springer International Publishing AG, part of Springer Nature 2018
J. Ham et al. (Eds.): PERSUASIVE 2018, LNCS 10809, pp. 229–241, 2018.
https://doi.org/10.1007/978-3-319-78978-1_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78978-1_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78978-1_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78978-1_19&amp;domain=pdf


Past research has shown that people differ in their susceptibility to different per-
suasive strategies [2] which means that personalized persuasive approaches can be
more successful than “one size fits all” approaches. The majority of persuasive
applications for transport sustainability have been implemented for a general audience
using persuasive strategies such as self-monitoring or rewards. Thus, it is necessary to
create services that address the specific needs of individual users. Some first results are
encouraging, e.g. Jylhä et al. [3] reached better results by personalizing persuasive
challenges, however further exploration of personalized persuasive strategies for
behavioural change towards sustainable modes of transportation is required.

In this paper, we present a personalized persuasive approach which aims to moti-
vate users on a personal level to change their mobility behavior and make more
sustainable choices. To achieve this, we leverage user persuadability profiles com-
prising of user personality and mobility type in order to select the persuasive strategy
that best fits to the individual user [10]. A set of selected persuasive strategies (sug-
gestion, self-monitoring and comparison) are implemented in persuasive messages
which are displayed to users, aiming to nudge them to adopt sustainable transportation
habits. More specifically, we have implemented our personalized persuasion approach
as a set of services integrated into a mobile route planning application. The services
receive as input a list of alternative routes for travelling from A to B provided by a
routing engine, combine the personality and mobility type of users in order to select the
most appropriate persuasive strategy and generates persuasive messages which are
displayed in the route selection screen of the application. The routing engine generates
a variety of multimodal (i.e. routes which involve the use of more than one trans-
portation means such as combinations of private car and public transportation or
bicycle and public transportation) and unimodal routes. The displayed message aims to
affect user choices towards selecting environmentally friendly routes. A pilot study has
been conducted in order to evaluate the effectiveness of our approach.

The rest of this paper is organized as follows. Section 2 presents related work for
sustainable mobility and message based persuasion; Sect. 3 describes our approach for
personalized selection of persuasive strategies, while Sect. 4 presents the evaluation
results of a pilot study; Finally, Sect. 5 concludes the paper with our final remarks and
plan for the next steps.

2 Related Work

Persuasive systems addressing behaviour change in the context of personal mobility in
urban environments is an active area of research, and numerous systems and imple-
mentations exist, aiming to motivate users towards making more eco-friendly choices;
e.g. adopting transportation habits that rely more on the use of public transportation,
bicycles and walking and less on private cars. Some of the existing applications display
personalized information, such as the decrease in emissions, saved money and burnt
calories, to persuade users to make more sustainable choices [3, 4]. Another way that
existing systems use to nudge users is by providing visual feedback in the form of
adapting the background graphics of the smartphone when making sustainable
choices [5].
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Message based persuasive technologies have been implemented in various domains
with promising results. Indicative application includes motivating adherence to insulin
therapy in adolescent diabetics [6], smoking cessation [7], increasing physical activity
[8] and nudging users to shift to less polluting transportation modes [9]. A main
drawback of existing applications is the limited use or lack of personalization aspects
that consider differences in users’ susceptibility to persuasive strategies. Moreover,
none of the existing applications for sustainable mobility take into account the per-
sonality and the mobility type of users.

3 Our Approach for Sustainable Travel Choices

In our previous study [10], we explored two user traits that can be used for person-
alizing the selection of persuasive strategies applied to end users: personality and
mobility type. Using the results of that study, in this paper we implemented a per-
sonalized persuasive approach aiming to motivate users to make more environmentally
friendly choices considering their preferences, personality and mobility type. Figure 1
provides an overview of our approach, which is based on two complementary services:
the route recommendation service, and the personalized persuasion service.

The route recommendation service receives as input a list of alternative routes for
travelling from origin A to destination B. The list is generated by a routing engine and
contains an extended set of unimodal (e.g. taking a car or a bus) and multimodal (e.g.
park and ride) options for reaching the destination. The service integrates functional-
ities for filtering and structuring the available routes, and returns a personalized list of
recommended routes. Filtering concerns the exclusion of routes based on preferences
set by the user in her profile and other pre-defined restrictions. More specifically users
set if they own a car or bicycle and the maximum walking and biking distance they are
willing to travel. System defined restrictions include the filtering of routes that com-
monly do not make sense (e.g. taking a car for 100 m).

Fig. 1. Architecture of personalized persuasive framework.
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Structuring involves ranking of the filtered routes in a personalized manner, and
highlighting one route that is environmentally friendly and adheres to user preferences
as well as the current context. A utility function has been defined for ranking the routes.
It captures the effect of psychometric and demographic parameters on travel time and
cost, user stated preferences, past user behaviour, active context variables and the
environmental friendliness of the routes in terms of the emissions caused. The high-
lighted route is selected based on the mobility type of the user, trying to nudge him/her
towards more environmentally modes of transportation than the one s/he is currently
using the most. The highlighted route is displayed in a prominent position in the route
planning application and is considered as the target for the persuasive attempts (see part
1 of Fig. 2 for an indicative capture of the routes presentation screen of the
application).

Given a route with a transportation mode as the target for user persuasion, the role
of the personalized persuasion service is to provide personalized persuasive features
that aim to persuade the user to take that particular route. The personalized persuasion
service is called by the route recommendation service with the aim to attach a per-
sonalized persuasive message to the route selected by the former as the target for user
persuasion, as shown in see part 1 of Fig. 2.

The personalized persuasion service specifically addresses different users and tai-
lors the persuasive messages to the individual, with the aim to maximize the impact of
the persuasive attempts. The service selects from a set of persuasive messages corre-
sponding to different persuasive strategies, the message that each individual user is

Fig. 2. Example of route results in the route planning app (part 1). A “popup” asks users to
provide feedback (part 2).
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more susceptible to, by also considering the current user, trip and environmental
context. More specifically, the provision of the personalized persuasive messages is
enabled through a four-step methodology as shown in Fig. 3. In the following we
describe each step of the methodology.

1. Selection of persuasive strategies: The persuasive strategies of self-monitoring,
comparison and suggestion were selected among the 10 persuasive strategies sug-
gested by [11], by taking into account strategy appropriateness for message-based
persuasion and the suitability of the strategy to the overall scope of our approach.

2. Identification of user persuadability. The user persuadability, i.e. the user suscep-
tibility to the persuasive strategies of self-monitoring, comparison and suggestion is
identified implicitly, i.e. without the need of explicit user involvement, and
dynamically, i.e. after some attempts to persuade the user with the same strategy.
The approach is based on previous successful persuasive interactions of that par-
ticular user and other similar users and builds upon the work proposed by [12].
More specifically, the effectiveness of a message implementing a single persuasive
strategy for a particular user is estimated by considering the specific user’s previous
responses to that same message and the known effectiveness of the message for
other users. Note that a persuasive interaction is considered to be successful when
the user declares that the message affects her/his route choice through a small
“popup” that is presented in the application under the message as shown in part 2 of
Fig. 2.

The probability of a user selecting the recommended route on multiple occasions is
regarded as a binomial random variable B(n, p) where n denotes the number of attempts
to persuade the user using a specific strategy and p denotes the probability of success
i.e. the probability of taking the route on which the message it attached to. Given S
different strategies, we compute for each individual and each strategy, the probability
p = k/n where k is the number of observed successes after presenting the message
implementing this strategy n times to a specific user. Every time the system displays a
message to an individual, the probabilities of success of each strategy are updated and
the user is considered more susceptible to the strategy that has the highest p value for
her. The higher the number of users receiving persuasive interventions and the number
of persuasive attempts per user, the faster this approach converges.

Fig. 3. Methodological steps enabling the provision of personalized persuasive messages.

Persuasive Interventions for Sustainable Travel Choices Leveraging Users’ 233



However, this approach suffers from the so-called cold start problem, according to
which the system cannot draw any inferences for users until it has gathered sufficient
information for them. To address this problem and enable faster convergence of the
algorithm, we have implemented a persuadability model that is used to explicitly
identify user susceptibility to the different persuasive strategies on the basis of user
personality and mobility type. Data from this model are used as prior information in the
aforementioned binomial random process to kick start the calculation of probabilities of
success for all the strategies. The persuadability model has been developed as part of
our previous work [10] and is applied during user registration in the application. The
personality of each user is identified with ten relevant questions as shown in Fig. 4.
User responses are used to estimate her/his five personality traits (i.e. openness, con-
scientiousness, extraversion, agreeableness and neuroticism - often listed under the
acronym OCEAN). The calculations are based on the Big Five personality traits model
defined in [13] and provide a score per personality trait. The trait with the highest score
is the one that characterizes the user the most. The mobility type of a user is determined
by explicitly asking which transport modes he/she uses the most. That personality trait
characterizing the user the most, along with the user mobility type, in turn feed our
persuadability model with the aim to derive the individual user’s persuadability.

Fig. 4. The ten questions which are used to identify users’ personality. The questions are
answered upon user registration and are based on the Big Five inventory proposed in [13]. Their
analysis provides a measure of the user’s personality over five dimensions: Openness,
Conscientiousness, Extroversion, Agreeableness and Neuroticism (OCEAN).

234 E. Anagnostopoulou et al.



3. Design of persuasive messages. We have defined ninety-eight (98) persuasive
messages with each one implementing a single persuasive strategy. Multiple mes-
sages have been designed per persuasive strategy, while all of them are
context-aware, in the sense that they are valid for specific contexts. The contextual
elements used in our pool of messages capture the context in which the travel
behaviour takes place. We have defined seven binary contextual variables (i.e. their
value can be true or false) as follows: (i) three variables based on personal travel
behaviour characteristics (increased car usage in terms of distance travelled over the
previous period, increased public transportation usage in terms of distance travelled
over the previous period, caused emissions increasing compared to other users);
(ii) three variables based on trip-related characteristics (the destination is in a biking
or walking distance, the duration of the route is similar to driving); (iii) one variable
based on weather status (nice or bad weather). Note that for the calculation of trip
related context variables, users provide their preferences, including the maximum
walking and bike distance with which they feel comfortable as well the ownership
of a bicycle, during registration.

Making the messages context-aware enhances the ability of the personalized
message generation service to provide tailored messages. Only messages with a context
that is valid for a particular user with a particular profile, who is planning for a
particular trip made under specific environmental conditions, are selected. Each
context-aware persuasive message is associated to one or more transportation modes
which the particular message tries to persuade the user to follow. Table 1 provides
indicative examples of defined persuasive messages.

Table 1. Indicative persuasive messages. The associated transportation modes that each
message tries to persuade the user to follow is shown in brackets.

Context Persuasive strategy
Suggestion Comparison Self-monitoring

Walking
distance

You are near to
your destination.
It’s an opportunity
to walk. [Walk]

PWalkSD % of users
walked for similar
distances [Walk]

Last week you caused
C02Em g of CO2
emissions. Try to reduce it
by walking [Walk]

Too
many car
routes

If you can drive
less, you’ll be
doing a lot to help
save the planet.
[Public Transport],
[Bike&ride], [Bike],
[Walk]

Take public transport.
PReduceDriving % of
users have already
reduced driving [Public
Transport]

You have been using a car
a lot the past days. Take
public transportation
[Public Transport]

Nice
weather

Nice weather for
bike&ride
[Bike&ride]

PPtGW % of users used
public transport when the
weather was as good as
today! [Public Transport]

When the weather was
good you used bike
sharing MinBikeSharing
minutes per day on
average [Bike Sharing]
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The messages may contain percentages or numbers as placeholders in the text of
the message (bolded in Table 1). The actual values of the placeholders are calculated in
the runtime through a number of functions that have been developed for that purpose.
Examples of functions include PWalkSD that calculates the percentage of other users
that walked for similar distances and PReduceDriving that calculates the percentage of
users who have already reduced driving. The calculation is based on the detection of
user activities through GPS monitoring. A specific module embedded in the applica-
tion, tracks user activities and infers their mode, duration and length.

4. Selection of a persuasive messages. Given a pair of user and route as the target for
user persuasion, one persuasive message is selected among those designed in the
previous step. The persuasive message selection method, which is outlined in
Fig. 5, takes into account the user susceptibility to the different persuasive strategies
and the current context. User persuadability defines the selection space, since the
message to be selected belongs to the set of messages that implement the persuasive
strategy that works best with the particular user.

To select among the messages corresponding to a specific persuasive strategy, we
consider the current status of the various binary contextual variables for which
context-aware messages have been defined, along with the primary transportation mode
of the route that each message tries to persuade the user to follow. Since some primary
transportation modes are only targeted by messages in particular contexts but not in
others, some contextual variables may be irrelevant for a given primary mode (e.g.
‘walking distance’ context variable is irrelevant for all primary modes but walking).

The message selection method identifies the relevant contextual variables for a
given primary mode (see also Fig. 5). There are two possibilities depending on the

Fig. 5. Overview of the message selection method
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number of the relevant contextual variables that are active (i.e. their status is true): a) if
only one contextual variable is true, a message targeting the given transportation mode
is randomly selected among the one(s) defined for that context variable; b) if more than
one contextual variables are true at the same time, there is a need to select a message
defined for the context variable that is considered more influential.

In order to rank context variables according to their potential for influencing users,
we developed a model based on the Analytic Hierarchy Process (AHP), multi criteria
decision making method [14]. More specifically, we asked three domain experts in
Intelligent Transportation Systems to evaluate by pairwise comparisons the relative
influence that the contextual variables have on the user choice of the corresponding
mode. Experts were asked to rate the relative influence of each contextual variable
compared to its pair on a nine-point Likert scale, while their responses were used to
derive the context weights for the seven conflicting cases identified (i.e. for cases where
two or more context variables can be active at the same time).

4 Evaluation

To evaluate our approach, identify the user acceptance of the messages and it’s
effectiveness, we setup a pilot study. During the pilot study, users from the city of
Vienna in Austria installed and used the route planning application for their everyday
urban trips. Vienna offers a variety of mode choices including advanced public
transportation networks as well as bike and car sharing options. The duration of the
pilot study was 6 weeks, beginning on April 2017 and ending on May 2017. In total 27
participants took part in the pilot study, 13 female, 14 male, between 21 and 70 years
(mean = 39.5; SD = 12.04). Mean age of female users were 35.73 years (SD = 9.40)
and of male users 43.27 (SD = 13.17).

The participants filled in a set of questionnaires before and after the study and were
interviewed at the end. The pre-trial questionnaire asked for participants’ travel pref-
erences and past travel behaviour. The post-trial questionnaire contained questions
regarding the usefulness of the persuasive interventions as well as their influence on
participants’ actual travel behaviour and environmental awareness. Finally, four
semi-structured interviews were carried via telephone after 7 weeks and lasted for about
30 min each. Topics covered during the interviews include the user opinions about
persuasive messages and their influence on travel mode choices and personal envi-
ronmental awareness.

Both quantitative and qualitative data were collected to gather as much insight as
possible. For the data analysis, we took into account logged interactions of users using
the app, the mobility and the personality type of participants and responses to the
questionnaires.

During the pilot study, 142 routing requests were sent by the users and 105 mes-
sages were displayed (matching corresponding context activations). The effectiveness
of the messages was measured by considering two cases as having a positive effect:
(i) “popup only”: the user provided a positive reply in the related “popup” displayed in
the route selection screen (see part 2 of Fig. 2) and (ii) “popup and viewed routes”: the
user provided a positive reply in the “popup” as in case (i) or the user checked the
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details screen of the recommended route to which the message referred (the route
details appear when the users selects a route and provides details regarding the itin-
erary). Note that we report case (ii) because there were cases where users skipped the
“popup” and didn’t provide any feedback (by e.g. pressing the “home” button of their
smartphone).

In more details, we received feedback from the “popup” for 51 requests. The
positive feedback was for 15 messages or 30% of the total messages for which we
received feedback. When considering also the viewed routes (as described in case
(ii) above) the positive feedback was 34%. These results are “inline” with previous
studies (see e.g. [15, 16]), although we cannot be certain that users who provided
positive feedback actually followed the more environmentally friendly route.

Moreover, we analysed the collected questionnaire responses and interview data in
order to identify the effect of the persuasive interventions on user mobility choices.
Subjects stated that they found the messages useful. Most of them reported that the
ranking of routes influences their decision regarding the transport choice (see part 1 of
Fig. 6). Participants reported that the messages are easy to understand and clear (see
part 2 of Fig. 6). Moreover, the willingness to see persuasive messages in their daily
mobile applications was high as participants stated that they would like to receive
persuasive messages in route planning applications (see part 3 of Fig. 6), while the
persuasiveness of the personalized messages was perceived as somewhat convincing as
shown in part 4 of Fig. 6.

The perceived quality and ease of understanding of interventions followed the same
patterns in the interviews. Two participants recalled an example of transport modes that
they were persuaded by the app to follow “Received the better option to take the bus
instead of the tramway” - “Received better route to go the doctor”. Moreover, a
participant stated “I received the message: Nice weather, others have been walking. At
that moment, I changed my mind and walked down the Mariahiflerstraße instead of
taking the underground (U3) to the station Volkstheater”. In the phone interview, one
participant shared her thoughts that she personally had become more aware of the
possibility to use the bike (although preferably not in city traffic). As a consequence,
she used the bike two times to reach the train station instead of using public transport.

Fig. 6. Questionnaire responses.
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Another interesting finding came out of users who stated that the suitability of a
suggested mode would strongly depend on the given situation such as trip purpose and
social context of the trip. Accordingly, the assumption holds that individual trip pur-
pose has a strong influence on transport mode choice. This means that the personal-
ization of messages can be improved by taking into account the trip purpose.

5 Conclusions

In this paper, we presented our personalized persuasive approach for sustainable urban
mobility. Our approach identifies user persuadability profiles based on users’ person-
ality and mobility type, and selects the persuasive strategy that fits best to the specific
user. This information is used to personalize persuasive interventions in the form of
messages in a route planning application. A pilot study involving users from Vienna
provided evaluation results which show that users perceived the messages as useful and
we encountered cases of behavioural change. One limitation of our evaluation is the
fact that a high number of users were already following environmentally friendly
modes. Due to this, there was a bias in the results. We plan to extend our evaluation
with more users who use their car a lot but recognize that it would be good if they
reduced car use. Another limitation of our work is making people aware of persuasive
attempts may increase the bias. This may affect their behavior in positive or negative
manner. Either they might do their best while they feel they are tracked or they might
not want to admit that they were persuaded by a message. This may influence the
persuasiveness of the system.

Currently, we are examining ways which could extend the proposed persuasive
services. These include the implementation of visual (in addition to verbal) presentation
of persuasive strategies (e.g. through graphs), that will allow us to examine the com-
bined effect of visual and verbal presentations on users’ behaviour and compare it to
that of solely visual or verbal presentations. Examples include graphs that provide
visual cues of the CO2 emissions caused by a user’s activities compared to those of the
other users (comparison strategy) and graphs that show the CO2 emissions caused by
the user in different time periods (self-monitoring strategy). Furthermore, we are
looking into ways of extending the contextual variables and integrate knowledge that
concerns users’ trip purpose. Towards this direction, a mode detection module is being
extended with a set of rules, to derive the trip purpose from Foursquare categories
classifications (e.g. shopping mall, restaurant) and frequently visited locations (e.g.
work, home). For example, if destination is a shopping mall there is a high probability
that the user is travelling for leisure, information that can be used in order to intensify
the persuasive attempts.
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Abstract. Expert security users make safer online decisions. However, average
users do not have mental models for browser security and web certificates. Thus,
they may make unsafe decisions online, putting their sensitive information at
risk. Users can learn about browser security and their mental models can be
developed using information visualization. We introduce an interactive interface
designed for building mental models of web certificates for the average user,
through visualization and interaction. This model was implemented to facilitate
learning with a Mental Model Builder (MMB). The interface underwent a
cognitive walkthrough usability inspection to evaluate the learnability and
efficacy of the program. We found that there were unique and useful elements to
our visualization of browser certificates. Thus, a 2nd generation interface was
created and user-tested. Results show that it was successful in building mental
models, and users made safer decisions about trusting websites.

Keywords: Online security � Website identity � Mental model builder
Persuasive interaction � Usable security

1 Introduction

Users that are unaware of dangerous online situations can find themselves victim of
identity theft, phishing scams, and other spoofing related network attacks [2]. To help
users make better online decisions, this paper focuses on the design and implemen-
tation of an interface to educate a non-expert computer user of basic browser security
concepts related to certificates.

A web certificate is a cryptographic data structure that can provide website identity
information. Such certificates establish an encrypted link between a client (e.g. your
computer) and server (e.g. a powerful computer holding all information from the
website you are interacting with), and can provide information on website identity.
However, not many people know about them. Advanced users are more likely to make
safer decisions online since developed mental models are positively correlated with
expertise in computer security [1]. Developing mental models allowing users to make
safer online decisions, and helps avoid danger online [2].

Our research question was: Can we persuade users to use web certificates when
making online decisions, by building their mental models? Fogg suggests that media
can be used to educate and persuade user behaviour, by simulating cause-and-effect
relationships, providing people with experiences and motivations, and helping people
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rehearse behaviours [4]. Thus, we speculate that people can understand certificates. It
has been proposed that information visualizations can help users construct mental
models [7]. This approach has been used for other issues in computer security [14].

Moreover, persuasive authentication techniques encourage users to make more
secure passwords [5]. However, there are very few papers on the influence of per-
suasive technology in instructional web security [14]. Thus, we developed a teaching
aid to explore this issue.

Our interface aims to build mental models for online certificate security, using
persuasive technology principles. In particular, our goal was to educate users and assist
in the building of mental models of network security, including the explanation of
website identity through browser certificates, in an easy and persuasive way. The
interface aims to influence users to avoid sharing their personal information online with
unknown/unidentifiable websites, by teaching basic computer security concepts
including encryption and identity, through persuasive interaction.

This paper is structured as follows. The next section defines certificates and pre-
sents a summary of work done in the area. The following section illustrates a certificate
mental model that we suggest and encourage. Next, we discuss the 1st Generation
Interface we created based on our mental model, and tested with Human-Computer
Interaction (HCI) experts. This is followed by a description of the testing of the 2nd

Generation Interface. We conclude with an interface results and implications
discussion.

2 Certificates

Encryption is the encoding of data before sending it to the intended recipient, so that
only they have the key to decrypt it. There are two types of encryption: symmetric and
asymmetric. In symmetric encryption, the same key encrypts and decrypts the data. In
asymmetric, one key encrypts and another decrypts (i.e. private and public keys). The
underlying principle of asymmetric encryption is mathematical factoring using large
prime numbers. Certificate Authorities (CAs) create and issue website certificates,
which use asymmetric cryptography to support both in-transit encryption and some
assurance of identity using X.509 certificates. The CA confirms the identity of the
organization requesting the certificate.

Domain Validation (DV) certificates offer an encrypted connection, assuring users
that an eavesdropper will not intercept the information they are sending. The lock
symbol and the green colour are current browser indicators of DVs. The website of
CIBC, a bank, was chosen as an example of a DV indicator (Fig. 1). DVs are free and
issued very quickly, allowing an encrypted connection between the browser and the
domain.

Fig. 1. Example of a DV on Google’s Chrome: green padlock and “https” (Color figure online)
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While an encrypted connection means that data sent is inaccessible to eavesdrop-
pers, it offers no assurances that the destination is the expected one. A trustworthy
destination is one with a verified identity. An Organization Validation (OV) certificate
provides encryption and also has a field in the certificate about the organization behind
the website (identity). In Google’s Chrome, OV and DV appear the same (Fig. 1). OVs
are not examined in this study.

The highest level of identity verification available is an Extended Validation
(EV) certificate. EV secures the connection with encryption but includes a thorough
background check done by a CA (more rigorous than for an OV), to ensure the
website’s identity. Once the check is passed, the EV is granted and browsers portray
them by adding the organization name before the URL, seen in Fig. 2. In the browser,
the name of the organization and its country of origin appear in green text next to the
encryption lock. Twitter was chosen as an example of a website with an EV.

Certificate interfaces differ between browsers and operating systems. The wording
in the interfaces is usually very brief, often with technical details, making it hard for the
user to understand. Moreover, there are constant updates to the interfaces. This leads to
user confusion and out-of-date help guides. Our goal is to aid the typical user to
distinguish between different certificate verification levels by displaying information in
a meaningful way.

2.1 Previous Work on Certificate User Studies

An influential early study [9] showed that most users do not notice or interact with
certificate indicators on the browser. More recently, a study at Google [8] investigated
how to improve the indicators, and then implemented the findings in Google’s Chrome
browser. An important aspect of these studies is that there was no specific focus on
identity. In particular, the recent study emphasized the importance of having some
certificate, thereby offering an encrypted connection, but there was little mention of
identity to help users avoid fraudulent sites.

There have been studies that did address identity, especially since the introduction
of EV certificates. One study [10] compared the security indicators of certificate
interfaces used by Mozilla Firefox with their own proposed redesign with users. The
results showed that the then current indicator was too subtle: none of the participants
noticed it. Only fifteen (out of 28) participants did claim to notice the indicator on the
proposed redesign and three included the indicator in their decision making. No par-
ticipants attempted to interact with the indicator and thus did not see the explanatory
popup. Twenty-two participants preferred the redesign since it was more noticeable and
provided information without interaction. Those that preferred the existing design liked
that it took up less space in the browser, but needed a prompt to see it in the first place.

Fig. 2. EV in Chrome: green padlock, company name, country of origin, and “https,” (Color
figure online)
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Another study [3] compared the usability of the authors’ proposed new interface for
the EV certificate interface to the existing one. The purpose of the study was to
discover which features of the certificate interface the users could understand: whether
the different levels of authentication were clear and if the users could distinguish
between website identity and encryption. They found that the existing interface used
technical terms, unfamiliar to the typical user. Technical information should be
available through deeper levels for advanced users but hidden at the first level from the
typical user, to avoid confusion. Moreover, the statement “this website is secure” for
DV did not accurately portray that encryption is not enough to determine that a website
is really secure: it may simply support an encrypted connection for a fraudulent site.

Their proposed certificate interface separated identity from privacy protection. The
identity confidence was provided by the presence and authentication level of the cer-
tificate, where low confidence meant no certificate was provided, medium confidence
meant a DV, and high confidence was achieved through an EV. Privacy protection was
determined by whether encryption was used by the website, and the researchers
employed an eavesdropping metaphor instead of using the term ‘encrypted’. The
results showed that participants made safer decisions using the alternative design. They
correctly determined the ownership of the website and the privacy of transmitted data.
Participants were also more certain about their decisions using the alternative design.

One limitation with these studies is that none of them examined participants’ prior
knowledge and understanding of certificates and of CAs. Are users aware that CAs
exist and that their purpose is to regulate website certificates? Can a new interface be
developed to help deliver the certificate information? The next section outlines the
different theoretical frameworks used in our paper.

The most relevant paper to our work is one on the use of persuasive images and
software updates in antivirus software. Zhang-Kennedy et al. [14] created and tested
infographics that persuaded users update their computer antivirus software. Their
results showed that their persuasive visualizations were more successful in influencing
users to update their antivirus software than mainstream textual security advice.

Since visualizations were found to be influential with antivirus software updates
[14], our work focused on creating interactive software to build mental models of web
certificates. The aim was to persuade users to actively check for web identity in an
effort to reduce the risk of sharing personal details with fraudulent websites.

3 Mental Models

Mental Models are a combination of our perceptions and ideas [11]. They are used to
help us understand an individual’s comprehension of concepts in the environment.

We suggest and encourage the use of the mental model for certificates shown in
Fig. 3. Users interact with the Internet through the browser of their choice. They load a
website that appears to belong to the intended organization – but how can they be sure?
The certificate, issued by trusted CAs and shown by browsers, can confirm this.

When a user accesses a website with a certificate, the browser retrieves it and
determines if it was issued by a recognized CA (itself a cryptographic process). If not,
the browser will disallow access or require the user to confirm an exception. If the CA
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is recognized, the browser then uses the certificate to establish encrypted access to the
website, and if the certificate has identity information, then it is presented to the user.

Most participants fail to notice the existence of the security indicator, or deem it
unimportant in decision making [12]. If users had stronger mental models of EV
certificates, they would more readily notice and properly interpret security indicators to
make safer online decisions [12]. To encourage users to seek out browser cues, we aim
to show them the various levels of certification and how the information is displayed in
browsers. By developing their understanding of web certificates, we can increase the
ability to determine website identity, and have a greater understanding of its impor-
tance. This mental model was used as a theoretical framework to structure our work.

4 1stGenerationMentalModelBuilder (MMB):PipelineModel

Our 1st Generation Interface was meant to encourage interaction and exploration of the
interface in order for the user to understand the grouping of images. The first interface
we created is shown in Fig. 4. The numbers correspond to the following sections:

1. Houses the textual descriptions of the security aspects
2. The network box: shows if encrypted or not
3. Describes what the level of encryption means
4. Displays identity information: Not validated (criminal) or validated (police)
5. Displays identity information
6. Encryption/identity summary
7. Displays information when elements are hovered over

As users clicked on security levels in (2), field (3) updated. Selecting identity in
(4) populated the relevant information in (5). The combination of security and identity
auto-populated (6). More information showed in (7) when elements were hovered over.

Fig. 3. Key players and process of website identity determination.
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4.1 Cognitive Walkthrough

We tested the interface with a cognitive walkthrough [6, 12], while a facilitator and two
usability experts inspected the program’s learnability and efficacy. The tasks were: to
create a secure connection, create an insecure connection, reset the interface, display
the information regarding http, and display the unverified destination information.

For each task, the evaluators asked themselves: (1) Will users attempt to achieve the
correct outcome? (2) Will they be aware that the correct action is available? (3) Will
they be able to connect the correct action with their expected outcome? (4) Will they
recognize that they have made progress towards their intended outcome when they
perform a correct action?

Cognitive Walkthrough Result Summary. For the first task, a potential problem was
that ‘https’ was mentioned twice in the interface: under security and again in the
identity box. To create a secure connection, one needed to select the Police Officer,
which was unclear since it was not labeled. The “[US]” label also did not intuitively
stand for country code, according to the evaluators. The company name was never
mentioned and is the main component in the identity verification process associated
with EV.

The next task was to create an insecure connection. These components were also
unlabeled so the next step was not intuitive for the evaluators. Thus, the interface
should have used labels. For example, ‘browser security status’ should be used,
because a ‘status’ implies more than one level. Evaluators were unable to answer all
four sub questions positively and they were unable to reset the interface.

To display information about http and unknown identity, the user needed to hover
over the appropriate areas. These were not clear interactions since none of the options
seemed clickable, thus uninviting for a hover. One evaluator did notice ‘https’ and
proceeded to click on it. This resulted in failure to notice that hovering was available.
This is a result of icon and images used, as they do not suggest possible interactions.

Fig. 4. Browser certificate learning: interface upon opening up the screen.
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Adding an option to reset, cancel or undo changes may encourage users to play with
the interface without fear of making mistakes. Also, it may not be obvious to the user that
this interface is designed to be a learning tool. Userswould benefit from an introduction or
instruction screen, ensuring that they would know the interface options. Users may be
goal-oriented and providing scenarios may encourage directed interactions.

Summary. To our knowledge we were the first to create an interactive interface to
build mental models that assist in understanding browser security concepts, to persuade
users to make safer online decisions. Educating users would effectively improve their
mental model and improve their ability to make safe online decisions [2]. We found
that the interface could develop mental models and would help users obtain a better
understanding of browser certificates, but improvements were necessary and were
addressed by the 2nd Generation MMB, below.

5 2nd Generation Interface: Cyclic Model

The 2nd Generation web certificate MMB (Fig. 5) corrected all of the issues found in
the previous interface. In addition, the first interface was linear, where the interaction
seemed to stop after the user interpreted the certificate security level. For the second
generation, we redesigned it to include a more cyclical model, starting with the user’s

Fig. 5. 2nd generation certificate MMB; tutorial above, EV connection below.
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interaction with the web browser, and ending with the user’s decision on whether or not
to proceed interacting with a website, depending on the certificate. The MMB showed
the user interaction with the web browser, the browser’s role in checking the certifi-
cates, and how the certificate indicators are portrayed in the Chrome browser.

At first, the MMB displayed a tutorial, illustrating the cyclical model of the website
identification process. This simulated the relationship between users, websites, and
browsers. Users were then directed to an interactive mode in which they navigated
through the MMB at their own pace. This interaction simulated the cause-and-effect
relationships between browser indicators and web security and identity levels. TheMMB
also provided users with examples of each certificate indicator in Chrome. Summaries of
what each security and identity level meant were shown to users, with more detailed
information available when hovering over the identity and encryption boxes.

5.1 Method: User Testing the MMB

Our research question was: Can we persuade users to use web certificates when making
online decisions, by building their mental models? To test this, we designed a
within-group study that asked users to judge the identity and safety of websites, before
and after using our 2nd Generation MMB.

Participants. There were 21 participants (9 male, 12 female). Of these, 16 were aged
18–19, four 20–19, and one 30–39. Twenty were undergraduates and one was a
master’s student. Four studied computer science, three studied psychology, three
engineering, two studied biology, one HCI, two studied business/commerce, two
political science, one environmental science, and one undeclared. All participants were
daily mobile, internet, and computer/laptop users. None had taken a course in computer
security. Each participant did the study separately and each session lasted about
30 min. Our research studies were cleared by our Research Ethics Board.

Materials. A sample of 20 website login/home pages was collected for this study.
Eight of these were modified in Photoshop to alter the website’s URL (henceforth
referred to as ‘fake’). This was done in an effort to simulate phishing attacks. Ten were
shown to participants pre-MMB, and the other half was shown after.

Pre-MMB, the websites and their certificates were: Toronto-Dominion Bank (EV),
Amazon (OV), Carleton University (OV), Twitter (EV), Banana Republic (OV), Best
Buy (EV), The Source (real has OV, ours had a fake URL and DV), Fido (real has OV,
ours had a fake DV), Rogers (real has OV, ours had a fake DV), and Royal Bank of
Canada RBC (real has OV, ours had a fake DV). Post-MMB, the ten websites were:
Gmail (OV), Canadian Imperial Bank of Commerce (OV), Facebook (OV), Yahoo mail
(OV), Paypal (EV), Scotiabank (EV on login page), Instagram (real has OV, ours had
fake DV), Cineplex (real has OV, ours is a fake DV), Bank of Montreal (fake, no cert),
and Bell (real has OV, ours had a fake DV). These were well known in our environment.

After seeing each website, participants were asked to rate ten website homepage
screenshots, based on identity, using 5-point Likert scale questions. The identity
questions were: “the website in the image is the real one”, “hackers can intercept the
information I send to this website”, and “I’m willing to enter my personal information
(e.g. phone number, address, credit card number, etc.) on this website”.
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Procedure. After the consent form was signed, the online study began with the par-
ticipants reading the welcome screen. They proceeded to fill in the online demographic
questionnaires. Then, they were asked to rate ten website homepage screenshots, based
on authenticity. Four (/10) websites had fake URLs (Photoshopped), the rest were real.

This was followed by the interaction with our MMB. The interaction started with a
tutorial mode to allow participants the opportunity to learn how to use the interface.
Next, the interaction included exploring different security.

After the interaction with the MMB, the participants filled in the post-tutorial
questionnaire. They then repeated the rating of ten different website homepage
screenshots on visual appeal and identity. Finally, they filled out an online post-task
questionnaire.

Fig. 6. Perceived web identity and trust result summary.
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5.2 Results

When participants were asked if they knew what a web certificate was, most, 61.90%,
said that they did not, while the rest said that they did. Those who stated that they knew
what certificates were, were asked four more questions. Of these, 12.5% agreed that
they looked at them when interacting with a website, while 62.5% said that they did
not, and the rest did not know. When asked if they find the web certificate indicators
easy to understand, 25% agreed, 62.5% disagreed, and the remaining 12.5% did not
know. When asked if they felt that learning how to use web certificates is relatively
easy, 12.5% agreed, 50% disagreed, and 37.5% remained neutral. 87.5% of the par-
ticipants who stated that they knew what certificates were also stated that they were
confident in their ability to distinguish real websites from fake websites, and 12.5%
disagreed. In sum, most people were unfamiliar with certificates.

They proceeded to rate the first ten website screenshots, interact with the MMB and
then rated a different set of ten website screenshots. The average MMB use was
2.4 min, with interactions ranging between 1–4.5 min.

In Fig. 6, the bars represent the answers to the website identity questions: ‘Real’
refers to the ‘is it the real website’ question, ‘Hack’ summarizes the ‘can hackers
intercept the information’ question, and ‘Trust’ refers to the ‘willingness to enter
personal information into the website’ question. The answers were aggregated across
certificate types, pre and post-MMB use. ‘None’ refers to websites that had no cer-
tificates, ‘EV’ refers to the aggregated websites with EV certificates, and ‘DV’ refers to
the set of websites with DV or OV certificates. Only the DV category had fake and
websites because they are free and more likely to be used for fraud.

In Table 1, ‘Cert’ stands for web certificate type. ‘None’ refers to websites that had
no certificates, ‘EV’ refers to the aggregated websites with EV certificates, and
‘DV-real’ refers to the set of websites with real DV or OV certificates. ‘DV-fake’ is

Table 1. Result summary and Wilcoxon test results

Cert Scale Pre Post Pre vs Post
M0 Md0 SD0 M1 Md1 SD1 W p

EV Real 3.9 4 0.8 4.5 4.5 0.6 18 0.00599
EV Hack 3.1 3.3 0.7 2.7 2.5 1.4 142.5 0.16611
EV Trust 3.5 3.7 0.6 4.3 4.5 0.6 15 0.00049
None Real 3.5 4 1.2 3.1 3 1.6 83.5 0.18902
None Hack 3.4 3.5 1.1 3.4 4 1.3 67 0.97923
None Trust 3.3 3.5 1.2 2.2 2 1.1 157.5 0.00175
DV-Real Real 4.2 4.3 0.7 4.5 4.8 0.7 32.5 0.06976
DV-Real Hack 2.9 2.7 0.9 2.7 2.8 1.1 128.5 0.39033
DV-Real Trust 3.8 4 0.7 3.8 4 0.9 101 0.62622
DV-Fake Real 4 4 0.7 4.3 4.3 0.7 35 0.02892
DV-Fake Hack 2.9 3 0.8 2.9 3 1.1 89 0.8245
DV-Fake Trust 3.7 4 0.8 3.7 4 0.9 97 0.77918
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made up of websites with URLs that we altered in Photoshop. ‘DV-both’ refers to the
aggregation of both real and fake DV/OV websites, since the browser indicator is the
same for these certificate types. ‘Real’ refers to the ‘is it the real website’ question,
‘Hack’ summarizes the ‘can hackers intercept the information’ question (so lower is
better), and ‘Trust’ refers to the ‘willingness to enter personal information into the
website’ question. ‘M’ is the mean, ‘Md’ is the median, and ‘SD’ is the standard
deviation. The ‘0’ and ‘1’ are the pre and post-MMB data. The ‘W’ is the Wilcoxon
paired test statistic for non-parametric data (the three questions participants filled in for
10 websites pre- and 10 websites post-MMB). The ‘p’ represents the p-value from the
Wilcoxon tests.

Results show that after a very brief exposure to the persuasive MMB (i.e. just over
two minutes, on average), participant sentiment changed towards web certificates.
Specifically, as seen in Table 1, willingness to enter personal information into the
website went down 2 points on the Likert scale after the MMB, for websites without
certificates. For EV, the answers for both the authenticity and willingness to enter per-
sonal information into the website questions were more favourable after the MMB (i.e.
participants went from ‘agreeing’ to ‘strongly agreeing’ to trust EV certificates). The fake
DV websites saw a 0.3 increase in the authenticity rating, discussed in the next section.

6 Discussion and Conclusion

The 2nd Generation MMB was successful in persuading users to trust EV certificates
more, and websites without certificates less. For no certificate, this was expected since
participants previously may not have known how vulnerable an unencrypted connec-
tion was. Their post-MMB responses show that they would avoid sharing their details
with websites without certificates.

For EV, the answers for both the authenticity and willingness to enter personal
information into the website questions were more favourable after the MMB. This was
expected since EV certificates are the highest level of online security available for
users. EVs provide evidence of identity and confirm encryption. The brief exposure to
the MMB was enough for participants to recognize and understand EV. This confirms
that participants did understand the MMB, and that after only a brief interaction with it
(i.e. on average 2.4 min), it worked in developing their mental models for EV and no
certificates. Participants made safer online decisions. Therefore, we conclude that for
both websites without certificates and for websites with EV, our intervention led to
safer results. Based on the results, we can also propose that their understanding of web
certificates was improved, thus developing relevant mental models. However, given
that mental models are not tangible, we cannot be certain without a longitudinal study.

For DV, the message is mixed since it signifies safe communication but the desti-
nation of the commutation is not verified. While this offers more security than an
unencrypted website, it is not as safe as a website with an EV certificate where the website
owners have been verified by the Certificate Authorities. The confusion becomes even
greater when OV is taken into consideration, since the browser indicator is the same for
OV and DV, yet OV does offer a hint about the website owners. Thus, perceived and
actual safety of DVs may need to be examined in more detail in a future study.
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6.1 Future Work

Future work could extend the work done in this paper to evaluate the impact of visual
appeal on trustworthiness and understandability of browser indicators of web certifi-
cates. It can also include the creation, evaluation of a video version of the MMB. It may
also examine the perceived difference in DV and OV certs with users, where their
expectations of the appearance and purpose of each is examined more thoroughly.

Current browser interfaces provide terse indicators or complex technical details:
neither is well understood by users. Future work could focus on creating standardized
browser indicators to help users more readily recognize and understand web security.

One limitation in this study is that we asked for their subjective opinions on
identity, hackability, and willingness to share personal information with the websites.
A future study could examine the actual behaviour of users, and not just their
intentions.

The results in this paper show that even a brief interaction with a persuasive Mental
Model Builder was successful in improving safe behaviour online. Users with these
mental models were then correctly persuaded in being more cautious when interacting
with websites without certificates. Participants were also more trusting of websites with
EV certificates, where the identity of website owners and encrypted communication
offered the highest security online to users.
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Abstract. Persuasive technology can support persons with chronic conditions
to comply with their treatment plan. For persons with chronic obstructive pul-
monary disease (COPD), staying physically active is crucial to prevent deteri-
orations of their health status. However, most persons with COPD do not reach
and maintain recommended levels of physical activity goals. Although COPD is
expected to become the third most common cause of death worldwide, research
on how to design persuasive systems for motivating specifically persons with
COPD to engage in regular physical activity is still scarce. To bridge this gap,
we conducted a study involving persons with COPD (n = 115) to investigate the
perceived persuasiveness of 17 strategies (i.e., ratings of their concrete imple-
mentation) and individual susceptibility to persuasion (i.e., an underlying dis-
position to be more receptive to certain persuasive strategies). Based on our
analysis, the following strategies were perceived as most persuasive: person-
alization, reminder, commitment, self-monitoring, rewards, customization, au-
thority, and scarcity. Interestingly, the data revealed differences between
perceived persuasiveness and individual susceptibility to persuasion, indicating
that both constructs measure distinct aspects of persuasiveness. Our results are
relevant to designers and developers of persuasive systems by providing valu-
able insights about the most promising persuasive strategies and their practical
implementation when designing for persons with COPD.

Keywords: Chronic obstructive pulmonary disease (COPD)
Persuasive strategies � Perceived persuasiveness
Individual susceptibility to persuasion

1 Introduction

Chronic obstructive pulmonary disease (COPD) is a chronic progressive lung disease
with symptoms like breathlessness, muscle weakness, and chronic cough that leads (in
severe stages) to the dependence on external oxygen supply. About 10% of adults
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above the age of 40 are affected [1] and COPD is expected to become the third most
common cause of death worldwide in 2030 [2]. Within the European Union, health care
costs of COPD are estimated to be about 23.3 billion Euro [3]. COPD is not curable,
thus, patients have to deal with it throughout their lifetime and there is no getting
around without a successful self-management process. Mitigating the disease pro-
gression significantly is possible through lifestyle changes [4, 5]. In particular, frequent
physical activity is considered to be one of the most effective measures to prevent
decline [6]. However, many patients lack motivation and do not reach the recom-
mended physical activity level leading to increased hospitalizations, mortality, reduced
quality of life and loss of productivity [6, 7]. Thus, a solution is required that motivates
persons with COPD (PwCOPD) to engage in frequent physical activity as a preventive
measure. While the use of persuasive technology has been broadly investigated in
training applications for the general population [8], little work has been done regarding
the use of persuasive technology to motivate PwCOPD to exercise more [9].

The aim of our research is to investigate how persuasive systems should be
designed for PwCOPD. In this paper, we contribute to the existing research by
answering the following research question: Which persuasive strategies (PS) are most
effective in motivating PwCOPD to engage in more physical activity?

Findings of this research allow for a more effective design and adaptation of
persuasive systems for PwCOPD. The paper is structured as follows: we start with
reviewing the related work, followed by a description of the methods, the analysis of
the results, their discussion including implications and conclusions for designers and
developers of persuasive systems for PwCOPD.

2 Related Work

Persuasive technologies have been successfully applied in a wide range of contexts to
trigger behavior change, such as increased physical activity [10]. However, the
applications focus mainly on the general population without considering
disease-related circumstances of PwCOPD. In those few applications that focus on
motivating PwCOPD for physical activities, only little work has been done to inves-
tigate the use of persuasive design strategies and principles for this target group [9].
Thus, the scientific literature in the context of PS in COPD treatment reveals knowl-
edge gaps. Behavioral interventions that aim at increasing physical activity in
PwCOPD mainly use conventional approaches such as counselling and education [11].
However, the effectiveness of individual PS has not been evaluated specifically for
PwCOPD.

Voncken-Brewster et al. [12] evaluated the usability of an online self-management
intervention for COPD patients in a lab setting that included eight behavioural change
techniques (based on the I-Change Model [13]). However, they provide few insights on
how PwCOPD experience behavioral change strategies. Instead, the paper focuses
chiefly on usability aspects of the overall intervention and does not investigate the
effectiveness of the strategies. Similarly, other studies include various PS in their
interventions but do not evaluate the comparative effectiveness of the individual
strategies per se (e.g. [14]).
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Bartlett et al. [9] investigated the acceptance of different persuasive design prin-
ciples for technologies that aim at encouraging physical activity among PwCOPD.
They investigated three different prototypes using the three design principles dialogue
support, primary task support, and social support and investigated acceptance and
persuasiveness of the technologies. Although the authors account for design principles,
each of them incorporating several PS, their work does not assess the persuasiveness of
the individual strategies.

It is essential to evaluate the effectiveness of various PS before implementing them
in an intervention. In a review involving 17 randomized controlled trials, four tech-
niques were associated with significantly larger effect sizes related to smoking cessa-
tion in COPD patients: facilitate action planning/develop treatment plan, prompt self-
recording, advise on methods of weight control, and advise on/facilitate use of social
support [15]. This review also points out that the most frequently used strategy (boost
motivation and self-efficacy; used in 70.6% of interventions) was associated with very
low effectiveness.

To develop suitable persuasive systems for PwCOPD, our paper investigates which
of the PS are perceived as most persuasive by PwCOPD to increase their physical
activity.

3 Method

To answer the research question, we conducted an online survey involving 118
PwCOPD. The goals of the survey were to assess whether the participants differed in
their perceived persuasiveness towards the 17 implemented strategies and in their
individual susceptibility to persuasion as measured by the STPS scale [16]. The
detailed methodology is described in this chapter.

3.1 Persuasive Strategies and Storyboards

We chose to employ ten widely-used strategies by Oinas-Kukkonen and Fogg in
our study, which have been used in the health context earlier [17–19]: comparison,
competition, cooperation, customization, personalization, punishment, rewards, self-
monitoring, simulation, and suggestion. In addition, we employed the strategy
reminder, which is an important strategy in fitness applications to increase physical
activity [10].

To allow for a comparison with the STPS scale, we employed the six
well-established strategies by Cialdini: reciprocity, scarcity, authority, commitment,
consensus, and liking [20].

To communicate the PS in a visually appealing way, we created storyboards for all
17 PS, each consisting of three individual illustrations that represent the strategy as a
scripted interaction between the user and the smartphone application (see Fig. 1 as an
example of the storyboard representing the competition strategy). The storyboards were
based on those used in the work of Orji et al. [17, 19].
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We validated our storyboards prior to the main study to make sure that the visu-
alizations accurately represented each of the PS as intended. We first made two internal
rounds of evaluation and adaptation of the storyboards. After that we sent out the
storyboards to seven researchers in the field of human–computer interaction familiar
with persuasive technology and asked them to allocate the correct storyboard to the 17
strategies. Additionally, we asked the experts to provide further feedback about the
storyboards. Following this procedure, the storyboards were further refined and
finalized.

3.2 Questionnaire Measures

Perceived Persuasiveness. To measure the perceived persuasiveness of the 17
strategies, each storyboard was followed by four questions of the perceived persua-
siveness scale by Drozd et al. [21], as also used in the work of Orji et al. [19]. The
participants were asked to indicate on a 7-point Likert scale to which degree the
strategy (a) would influence them, (b) would be convincing, (c) would be personally
relevant for them, and (d) would make them reconsider their physical activity habits.

Individual Susceptibility to Persuasion. In addition to perceived persuasiveness,
which represents the participants’ ratings of external stimuli (i.e., the storyboards), we
assessed also their individual susceptibility to persuasion. The key distinction between
the two constructs is that the former is a person’s evaluation of external stimuli,
whereas the latter can be understood as a trait that resides within the person. In other
words, individual susceptibility to persuasion describes a person’s underlying dispo-
sition to be more or less receptive to certain PS. To measure the individual suscepti-
bility of participants, we included the Susceptibility to Persuasion Scale (STPS) [16].
The scale measures the participant’s susceptibility towards Cialdini’s six strategies
[20]: reciprocity, scarcity, authority, commitment, consensus and liking.

Fig. 1. Example storyboard of the PS competition translated to English.
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3.3 Procedure of the Online Survey

Recruitment of potential participants in Austria and Germany was first done through
asking COPD self-support groups to distribute the survey in their network of PwCOPD.
As an incentive, participants who finalized the survey could win an Amazon voucher.
The survey was additionally distributed via a recruiting panel based in Austria. Par-
ticipants who completed the survey received credit points via the panel that could be
exchanged for money or vouchers. After the potential participants opened the survey
link that they received either via mail or the recruiting panel, they first read a short
introduction about the aims of the study. Two screening questions assessed the presence
or absence of COPD and the age of the person. Each of the subsequent pages showed in
randomized order one of the 17 PS, presented as storyboards, followed by four questions
assessing the participant’s perceived persuasiveness of the respective strategies [21].
The next part of the survey contained the STPS items in randomized order followed by
sociodemographic questions such as gender, education, height, weight, the presence of
other diseases, their physical activity level as well as their stage of change towards doing
more physical activity. The entire survey was conducted in German.

3.4 Participants

Given that PwCOPD are typically older, the majority of participants recruited for the
study were above the age of 40 (97%). The survey was completed by a total of 118
participants. Three participants were excluded from the analysis because they com-
pleted the survey in a time that we deemed unrealistic (i.e., below 5 min); for com-
parison, participants took 18.77 min on average (SD = 12.99). The remaining 115
participants included 30 women and 85 men. More details on sociodemographic data is
shown in Table 1.

3.5 Data Analysis

The data analysis was conducted with SPSS version 22. Boxplot figures were created
with the statistics software Wessa.net (Wessa, 2017). To assess which of the 17 PS are
most effective for PwCOPD, we first calculated an average score per participant across
the four items measuring the perceived persuasiveness for each strategy. Similarly, we
calculated an average score per participant for the items measuring individual suscep-
tibility to persuasion, separately for Cialidini’s six strategies: five items were averaged
for the strategy of reciprocity, another five for scarcity, four items for authority, another

Table 1. Sociodemographic data of participants

Sample size 115

Gender 30 women/85 men (26%/74%)
Age <40 (3%), 40–49 (11%), 55–59 (28%), 60–69 (36%), >69 (23%)
Education Compulsory school (3%), Professional school (16%), Vocational training

(24%), High school (36%), University (or similar) (21%)
Other diseases no other (35%), 1 other (37%), 2 other (18%), 3–5 other diseases (10%)
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five for commitment, another four for consensus, and three items for liking. We con-
ducted altogether two repeated-measures ANOVAs (analysis of variance), separately for
the two within-subject factors perceived persuasiveness (i.e., the 17 strategies imple-
mented as storyboards) and individual susceptibility to persuasion (i.e., an underlying
disposition to be more receptive to certain PS). Comparing the average values of the
study sample per strategy allows gaining insights specifically for the target group of
PwCOPD in terms of their underlying dispositions (individual susceptibility to per-
suasion) and their perceptions of implemented strategies (perceived persuasiveness).
Moreover, we generated notched boxplots that depict the data descriptively and provide
a visual gauge of potentially significant differences for each of the 17 strategies with the
neutral mid-point of the perceived persuasiveness scale [18].

4 Results

4.1 Perceived Persuasiveness of the 17 Strategies

In order to identify the most suitable PS for PwCOPD, we compared the means of the
perceived persuasiveness scores of the 17 strategies. Results from the repeated-
measures ANOVA revealed a significant effect for the within-subjects factor PS, (F(16,
1824) = 16.15, p < .001, partial eta squared = .124). This indicates that there is a
significant difference in the perceived persuasiveness between the PS. Figure 2 below
shows notched boxplots of the perceived persuasiveness for all 17 strategies. Notches
indicate the 95% confidence interval of the median and allow estimating significant
differences between the strategy and the neutral mid-point of the persuasiveness scale
[18]. The neutral mid-point for perceived persuasiveness (i.e., the value ‘4’ on the
7-point Likert scale) indicates that a strategy is perceived as rather neutral (i.e., neither
persuasive nor unpersuasive). Out of the 17 strategies, PwCOPD perceived eight
strategies as significantly more persuasive than the neutral mid-point—in the following
listed from highest (most persuasive) to lowest (least persuasive): personalization,
reminder, commitment, self-monitoring, rewards, customization, authority, and scar-
city (see Fig. 2 and Table 2). Interestingly, two PS were perceived as significantly less
persuasive than the neutral mid-point, namely liking and reciprocity.

Fig. 2. Perceived persuasiveness (y-axis) of the 17 PS (x-axis) on a Likert-type scale ranging
from 1 to 7 (higher scores indicate a higher persuasiveness; the horizontal line at 4 indicates the
neutral mid-point, the eight underlined strategies are perceived as significantly more persuasive
than the neutral mid-point).
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4.2 Individual Susceptibility to Persuasion

In order to examine the individual susceptibility to persuasion of PwCOPD to different
strategies, we compared the mean scores for each of the strategies that we calculated
from the Susceptibility to Persuasion Scale (STPS).

Results from the repeated-measures ANOVA revealed a significant effect for the
within-subjects factor individual susceptibility to persuasion, (F(5, 545) = 89.00,
p < .001, partial eta squared = .449), indicating that people’s self-assessment of indi-
vidual susceptibility differed for Cialidini’s six PS.

As illustrated in Fig. 3 and Table 3 below, PwCOPD had a significantly higher
individual susceptibility towards reciprocity, commitment and liking, than to scarcity,
authority and consensus.

Table 2. Means and standard deviations of perceived persuasiveness towards the 17 strategies

Strategy M(SD) Strategy M(SD) Strategy M(SD)

Authority 4.3 (±1.9) Customization 4.3 (±1.9) Rewards 4.4 (±2.0)
Commitment 4.4 (±1.9) Liking 3.2 (±2.0) Scarcity 4.1 (±1.9)
Comparison 3.6 (±2.1) Personalization 4.6 (±1.9) Self-monitoring 4.4 (±1.8)
Competition 3.7 (±2.1) Punishment 3.7 (±2.1) Simulation 3.8 (±1.9)
Consensus 3.7 (±2.0) Reciprocity 3.3 (±2.0) Suggestion 4.1 (±1.9)
Cooperation 3.7 (±2.0) Reminder 4.4 (±2.0)

Note. M = mean, SD = standard deviation.

Fig. 3. Individual susceptibility (y-axis) towards Cialdini’s six strategies (x-axis) on a
Likert-type scale ranging from 1 to 7 (higher scores indicate a higher susceptibility; the
horizontal line at 4 indicates the neutral mid-point).

Table 3. Means and standard deviation of individual susceptibility to persuasion

Strategy M(SD) Strategy M(SD) Strategy M(SD)

Reciprocity 5.4(±1.3) Authority 3.6 (±1.5) Consensus 4.2 (±1.3)
Scarcity 3.9 (±1.5) Commitment 5.6 (±1.1) Liking 5.4 (±1.2)

Note. M = mean, SD = standard deviation.
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5 Discussion

In the following section, we first discuss the perceived persuasiveness of the 17
strategies by elaborating on the most interesting strategies (i.e., the most and least PS as
well as a group of strategies that rely on social interaction). We follow up by addressing
individual susceptibility to persuasion and how it differs from participants’ perceived
persuasiveness.

Perceived persuasiveness of the 17 strategies. The analysis of our online survey data
revealed a significant difference in the perceived persuasiveness of the 17 PS. Per-
sonalization was perceived as the most PS for PwCOPD. This could suggest a need to
account for individual requirements due to individual-specific disease conditions. This
highlights the need to establish an appropriate activity plan in line with each person’s
physical abilities. Liking, on the other hand, was perceived as the least PS for
PwCOPD. This strategy rests on the principle that people like people, who are familiar
and similar to them [22]. Therefore, the strategy might work only for PwCOPD when
the other person understands what it means to be living with this disease and be
physically active (e.g., when the other person is also affected by the disease or familiar
with COPD). Hence, further investigations are required to see if the social context
might have an influence on the PS liking. Moreover, a worsening of the disease can
make it difficult to maintain, let alone surpass past activity levels for which they might
have previously received acknowledgement in the form of likes from others. Getting
likes for underperforming could be perceived as demotivating for them. Thus, relying
on ‘social gratification’ might put them on the spot what they rather like to avoid.
Those PS that rely on some kind of interaction with other persons (i.e., comparison,
competition or cooperation) showed to be averagely persuasive for PwCOPD. Bartlett
et al. [9] found in their qualitative interviews, that PwCOPD had very diverse opinions
about those social strategies with, for example, some people liking the idea of com-
petitive activities and others not. Similarly, as can be seen from our own data (Fig. 2),
the ratings of perceived persuasiveness varied greatly for the social strategies, resulting
in an overall persuasiveness score close to the neutral mid-point of the scale. Inter-
estingly, competition and comparison are increasingly used and widely appreciated in
persuasive systems for the general population [17]. PwCOPD, who feel stressed by
their symptoms, may disfavor the two strategies, giving them the feeling of losing
control and drawing them out of the comfort zone [17].

Individual susceptibility to persuasion and how it differs from perceived persua-
siveness. We found significant differences in participants’ individual susceptibility to
persuasion. PwCOPD showed high susceptibility to reciprocity (M = 5.4) and liking
(M = 5.4). These two strategies, however, were the least persuasive ones when eval-
uating the respective storyboard implementations in terms of their perceived persua-
siveness (M = 3.3 and M = 3.2, for reciprocity and liking respectively). Similarly,
authority had the lowest susceptibility score (M = 3.6) but was perceived as slightly
above average persuasive in the storyboard implementation (M = 4.3). It appears that
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the perceived persuasiveness, as measured by the scale of Drozd et al. [21], and
individual susceptibility to persuasion, as measured by the STPS [16], both assess
distinct aspects of persuasiveness and are more diverse as expected.

5.1 Implications for Designing Persuasive Systems for PwCOPD

Based on the results from our study in which we investigated the perceived persua-
siveness and individual susceptibility to persuasion of PwCOPD, we can derive several
implications for the future development of persuasive systems targeting specifically
PwCOPD. In the following we provide examples of how the strategies could be
implemented. These are based on our experiences from working with PwCOPD. Our
analysis shows which PS were perceived as significantly above (below) average with
respect to their persuasiveness by PwCOPD and are thus most (least) suitable in the
design of persuasive systems targeting the group. Based on the experience from run-
ning the study and the evaluation results, we provide the following suggestions:

(1) A physical activity plan and suggestions for physical activity that are personalized
to the individual needs of PwCOPD are more effective than generic recommen-
dations. Physical activity recommendations should especially account for each
person’s health status as this hugely affects their motivation to engage in physical
activity (personalization).

(2) In addition, the persuasive technology should be designed to allow the PwCOPD
to adapt the suggested physical activity plan to her/his individual needs (cus-
tomization). A defined daily or weekly physical activity goal could be presented
as a virtual contract by the persuasive system. Our findings reveal that there is a
higher motivation to comply to the plan when the person committed
herself/himself to a goal (commitment). However, additional reminders to meet
their physical activity goals are useful (reminder). Ideally, those reminders should
account for the person’s current symptoms, which could vary on a day-to-day
basis. Specifically, exacerbations, which are acute deteriorations of the disease,
have to be considered when giving recommendations or reminders. The detection
of an exacerbation in clinical practice relies on the patient’s self-reporting of
symptoms, such as dyspnea, cough and increased sputum. Assessing those indi-
cators allows a technology to recognize upcoming exacerbations, thus, give rec-
ommendations and reminders accordingly [23].

(3) Setting time limits to achieve goals is further motivating for PwCOPD. This could
be implemented by informing them about how much time they have left to
achieve this goal (scarcity). This strategy is suited to be combined with reminders
or rewards, which both showed to motivate PwCOPD (reminder, reward).

(4) A persuasive system that provides the person’s activity data and feedback in a
visually appealing and understandable way is further motivating. For PwCOPD,
not only their activity data but also their subjectively indicated symptoms and
physiological data (e.g., oxygen saturation, pulse) could be presented. Overviews
and retrospectives as well as correlations of data (e.g., the more you walk, the
better you feel) could help them to understand the importance of regular physical
activity (self-monitoring).
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(5) Information and suggestions coming from an authority figure are more persuasive
for PwCOPD (compared to information that is not provided by an authority figure).
In case of COPD, recommendations could be presented in a persuasive system not
only from physicians but also from acknowledged COPD institutions such as the
Global Initiative for Chronic Obstructive Pulmonary Disease (GOLD) [24], the
European Respiratory Society or the American Thoracic Society [25] (authority).

(6) Two of the 17 PS were perceived as below average in persuasiveness by
PwCOPD and are thus not suitable for this target group: liking and reciprocity.
Thus, we would recommend avoiding these two strategies when designing per-
suasive systems for PwCOPD.

6 Conclusions

With this research, we extend the existing literature of persuasive technology in
healthcare by presenting findings from an online study that investigated perceived
persuasiveness of widely-used PS for PwCOPD (who have been majorly neglected by
researchers), with the goal of increasing their physical activity level. To the best of our
knowledge, this study is the first research in the domain of persuasion that is focused on
PwCOPD.

Our results have several implications for the future development of persuasive
systems for PwCOPD. Our research shows that PwCOPD perceive the individual
strategies to be significantly different in their persuasiveness. Thus, it is beneficial to
employ only those strategies that were rated above average in perceived persuasive-
ness. Based on our findings, we offer some suggestions on how the strategies can be
implemented to motivate PwCOPD.

Further research is necessary to see if those findings apply only to the target
behavior of increasing physical activity or if the outcomes can be generalized to other
target behaviors. Our findings additionally need to be verified in the real-life context of
PwCOPD to investigate their validity and reliability and to gather more details on the
impact of persuasive systems for PwCOPD. Further research should investigate if the
ascertained differences in perceived persuasiveness and individual susceptibility to
persuasion pertain also to people without COPD. A limitation is that the results are
based on implementations of PS in the form of storyboards, which differ from
real-world implementations in the form of applications for mobile devices.
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Abstract. To optimize effectiveness of persuasive technology, understanding
also psychophysiological processes of persuasion is crucial. The current
research explored cardiovascular reactions to persuasive messages using four
persuasion principles proposed by Cialdini (authority, scarcity, consensus, and
commitment) in a laboratory experiment. The study had a randomized
within-subject design. Participants (N = 56) were presented with 4 � 14 per-
suasive messages while cardiovascular reactions were measured with electro-
cardiography. Findings showed significantly different cardiovascular arousal
regarding inter-beat interval and standard deviations of normal-to-normal heart
rate peaks during persuasive principles compared to baseline or startle reflex.
Results show no relation between cardiovascular arousal and self-reported
susceptibility to persuasion. However, during the presentation of authority-based
persuasion messages, data of the first stimulus condition showed a negative
correlation between self-reported susceptibility and inter-beat interval reactivity.
This explorative study advances our knowledge of psychophysiological pro-
cesses underlying persuasion and suggested that at least certain persuasive
principles may relate to physiological changes.

Keywords: Psychophysiology � Persuasion profiling � Cardiovascular arousal

1 Introduction

Behavior change interventions are frequently used to influence various kinds of
behavior, as for example unhealthy lifestyles [1]. Because many generic interventions
have failed to accomplish effective and sustainable change [1], tailored interventions
have received considerable attention in recent years. Understanding the psychological
processes underlying persuasion is a key factor in the successful use of tailored
interventions [2].

To investigate the effects of persuasion on human experience and behavior,
self-report measures are commonly used. An additional way of gaining insight into the
effects of persuasion is studying the relation between psychological and physiological
events, because psychological events have a physiological substrate [3]. As self-report
measures, psychophysiological measures also aim at explaining human experience and
behavior, but are less subject to introspection and have a bigger focus on visceral
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reactions as a function of the nervous system. Therefore, a psychophysiological
approach could provide objective information on the extent to which persuasion
principles impact human experience and behavior. This could prove to be useful in
various ways, including physiology-contingent selection and tailoring of persuasive
content, or unobtrusive optimization of persuasive interfaces. However, the link
between persuasion and psychophysiological events is not sufficiently established, with
only a few papers in the domain [4–6].

This paper contributes to current knowledge by giving an overview of the psy-
chophysiology of persuasion and explores cardiac arousal during persuasion and its link
to self-reported susceptibility to persuasion. In the pages that follow, we argue why
exploring peripheral psychophysiology might create insight in persuasion. Doing so, we
first outline the psychological processes of persuasion. Then we elaborate why we
expect a psychophysiological relation in persuasion based on current literature. Next, we
present a study exploring cardiovascular reactions to persuasive messages using four
persuasion principles. The paper concludes with possible directions for future research.

2 Background

2.1 Psychological Processes of Persuasion

A long-established, process-based model of persuasion is the elaboration likelihood
model (ELM). It questions how likely it is that the individual thinks about the com-
municated arguments [7]. The model specifies two routes that people use to process
communications: the central route provides conscious evaluations of the messages,
whereas in the peripheral route individuals quickly scan the messages and let peripheral
cues help them decide whether to be persuaded [7]. Although both routes are active
during information processing, the prevailing route depends upon the motivation and
ability of the individual to process the information. If both are high, the central route is
more likely than the peripheral route [7]. Which route predominates can be manipulated
by realizing situations that lower the individuals’ motivation and/or ability and thus
increase the likelihood of the peripheral route. There is a risk in using peripheral cues
for a decision, as essential contradictory information could be missed and lead to wrong
decisions. Professional persuaders use this to their advantage, as described by the
persuasion principles proposed by Cialdini [8].

Cialdini [8] stipulates six different strategies with average positive effects on
compliance with persuasive requests. Reciprocity describes how everyone has the norm
to repay the favor he or she has received, also known as tit-for-tat. Authority reveals
that people tend to follow the lead of perceived experts. For likeability, people react
more positively to what they know and/or like. Scarcity describes the fear of losing out,
making products more valuable. According to the commitment and consistency prin-
ciple, people tend to follow their pre-existing attitudes, values and actions explained by
the cognitive dissonance theory [9]. If people are uncertain they tend to do as everyone
else is doing, also known as the social proof or consensus principle [8]. As provided,
none of these principles highlight argument quality or information; they merely focus
on peripheral cues.
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Although Cialdini’s principles generally provide the desired effects, not every
principle is equally effective for everyone. Presumably, these principles are subject to
interpersonal diversity, such as involvement and need for cognition [2, 7]. For indi-
viduals high in involvement the arguments are consciously processed and argument
quality is more decisive, whereas for individuals low in involvement peripheral cues
become dominant [10]. Need for cognition is the tendency for an individual to engage
in and enjoy thinking. People who score high in need for cognition are more likely to
be persuaded by the central route rather than the peripheral route [10].

Besides differences in overall responses to persuasion, scholars have been interested
in deviations in response to specific persuasion principles. Tailoring health interventions
is receiving increasing attention since it enhances the chance of desired results, primarily
by using the individual differences as an advantage instead of a liability. Kaptein et al.
[13] developed the susceptibility to persuasion scale (STPS). This scale explicitly
profiles the tendencies of individuals to adhere to specific influence principles. The
questionnaire enables a priori measurements on susceptibility to different persuasion
principles and can be used to individualize the content of an intervention, thereby
increasing effectiveness. Nevertheless, other, and specifically implicit, means of
establishing the impact of various types of persuasion might be a welcome addition, and
deploying psychophysiological measurements is one of the options.

In other words, previous research focused on how to use and understand the dif-
ferent psychological aspects of persuasion. However, to date, the connection between
mental states related to persuasion and their physiological underpinnings has remained
largely unexplored. An investigation is needed into whether distinct psychophysio-
logical profiles can be identified that are reliably related to susceptibility to persuasion.
Such profiles, in turn, will extend our understanding of the psychological processes
underlying various persuasive interventions, and may enable more effective persuasive
interventions, e.g., in the area of personal health and wellbeing.

2.2 Psychophysiological Approach to Persuasion

Psychophysiological research can complement the psychological discipline in research
to persuasion. Both disciplines aim at understanding and explaining human experience
and behavior, but differ in their measurement methods. Where psychology uses
observations and self-report measures, psychophysiology focusses on changes in
bodily events. Doing so, psychophysiology is less subject to introspection and has a
bigger focus on visceral reactions as a function of the nervous system.

Psychophysiological research builds upon the idea that physiological reactions are
an integral part of our experiences and that people exhibit detectable physiological
signs associated with emotion, experiences, or psychological states [3]. Thus, it is
possible that a change in a psychological state due to persuasion relates to a change in
physiological arousal. Perhaps an individual feels heavily impressed or guilty with a
certain argument evoking emotions. Emotions are acute, intentional states, which exist
in a relatively short period of time and are related to a particular event, object, or action
and can be categorized by valence and arousal. The generation of short, intense
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emotions is often uncontrollable, fast and unconscious. This unconscious fast part of
emotions is reflected in certain physiological responses [3]. To date, a few studies have
indeed investigated the relationship between physiology and persuasion. Previous
research indicates adherence to persuasive messages correlates with increased heart rate
variability [4] and higher brain activity in the medial prefrontal cortex (mPFC) [5, 6].
Furthermore, persuasion induced behavior change is better predicted from brain
activity than self-report [5, 6]. These findings illustrate it is possible to measure
real-time physiological responses to persuasion.

In particular for the cardiovascular system (CVS), previous research has established
a correlation between activity in the persuasion-related mPFC and cardiovascular
arousal [11]. The CVS has a rich structure with several subsystems. These subsystems
are subject to both central and pheripheral autonomic control as well as hormonal
influences. Therefore, the CVS is highly sensitive to neurobehavioral processes and
reflects arousal, i.e. state of activity and energization [3]. Important parameters of the
CVS are heart rate (HR) and heart rate variability (HRV), reflecting the variation in
time interval between successive heart beats. Arousal is positively correlated with HR
and negatively with HRV. There are a few time-domain tools used to asses HRV.

In sum, previous research established a link between persuasion and brain activity,
and between brain activity and cardiovascular arousal. Therefore, studying the link
between persuasion and cardiovascular arousal is a research direction worth exploring.

2.3 Rationale

This study intends to advance our knowledge of psychological processes related to
persuasion. By measuring parameters of the cardiovascular system, this study tries to
find a coherent relationship between psychological and physiological aspects of per-
suasion. Parameters of the CVS are unobtrusively measurable with wearables. If it is
clear how the body responds to different persuasion principles and what this means in
terms of persuasion susceptibility, this information can be used to implicitly profile and
personalize future persuasion interactions. Based on previous literature establishing a
link between cardiovascular and mPFC activity [11] and between mPFC activity and
persuasion [5, 6], we expect to find a relation between the cardiovascular arousal and
susceptibility to different persuasion principles. Since physiological measurements are
heavily subject to movement and dependent on timing, a non-interactive lab setting
with pre-programmed manipulations is most suitable for a first exploration. In our
study, we use four (out of six) of the principles of persuasion, as formulated by Cialdini
[8]: authority, scarcity, commitment and social proof. The other two principles, liking
and reciprocity, proved difficult to implement in our non-interactive setting, as they
both evolved from and heavily depend on human social interaction. We measured
participants’ individual susceptibility to each of these persuasive strategies using the
scale developed by Kaptein [4]. The target behavior we aimed to change was tooth
brushing – an important factor in dental hygiene and associated with a number of
general health indices, including cardiovascular health.
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3 Method

3.1 Participants and Design

Participants. Sixty particpants were recruited through a recruitement agency (average
age 48 years; 30 women). Exclusion criteria included a history of cardiovascular dis-
eases and current pregnancy, as cardiovascular data might deviate from normal subjects.
Participants were selected to participate in the study only if they indicated they normally
brushed their teeth less than 2 min (per session). To enhance motivation for the study,
participants were led to believe that they would participate in a 1-week behavior
monitoring test to improve their oral care, starting with a lab study. Prior to participation,
all participants were informed about the experiment and signed an informed consent.
Participants received a participation fee if the experiment was successfully completed.

Design. This experiment has a within-subject design with six conditions: one baseline
of physiological state, four randomized persuasion conditions each followed by a short
resting period, and an acoustic startle. This design was chosen to be sure that the
changes in physiology are due to the persuasion-principle manipulation rather than to
individual differences between subjects. One complication might be carryover effects or
temporal dependencies between conditions [3]. Hence, short resting periods after
stimuli act as fade-out and recovery time. Dependent measures are self-reported sus-
ceptibility to persuasion and cardiovascular arousal during the experimental procedure.
The study aims at finding a relation between scores on self-report susceptibility to
persuasion and cardiovascular arousal during different persuasion strategies.

3.2 Materials

Self-report measures. Questions regarding demographics, past behavior and attitude
provided insight into participants’ relation to oral healthcare. To determine participants’
attitude towards brushing two minutes per session, 5 items reflecting the instrumental
nature and the experiential quality of the behavior were composed based on the theory
of planned behavior [12]. The susceptibility to persuasion scale (STPS) was admin-
istered to measure susceptibility to the different persuasion principles authority, com-
mitment, social proof, scarcity, reciprocity and liking [13]. The STPS characterized
susceptibility to distinct influence strategies, via six subscales, and overall suscepti-
bility to persuasion, by averaging scores on the subscales. The scale has 26 items fitting
the underlying latent variables (7-pointscale ranging from “completely disagree” to
“completely agree”).

Physiological measures. Physiological arousal was measured using a Nexus-10, i.e. a
channel ambulatory and stationary system with bipolar electrophysiological inputs and
a maximum sample rate of 2048 Hz. Three Kendall H124SG ECG electrodes measured
electrocardiography (ECG)1, one electrode on the right side below the collarbone, a

1 Other physiological recordings were done as well, and will be reported on elsewhere.
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ground electrode on the left side below the collarbone, and one electrode on the left
side of the torso underneath the ribs.

Persuasive messages. Based on four persuasion principles (authority, scarcity, com-
mitment and social proof, see [8]), we constructed 14 arguments per principle (both
equally action-oriented and passive), summing up to a total of 56messages (for examples,
see Table 1).Messages were based on previous research employing persuasion principles
[2, 13]. Important parts of the sentences appeared in bold.Messages were presented in the
native language of the participants (Dutch) to control for language biases.

3.3 Procedure

Prior to visiting the laboratory, participants were instructed to refrain from drinking
caffeinated beverages in the 2 h preceding the experiments. To increase their engage-
ment in the experiments, they were led to believe that their oral health care would be
monitored in the successive week, and that the lab tasks would prepare them for this.

Table 1. Subset of the persuasive messages based on persuasion principles, translated from
Dutch.

Principle Message Words

Authority Try brushing your teeth good. According to the College of Dental
care, this is an easy way to lead a healthy life

22

Authority Doctors say that dental health is related strongly to your overall
health. Therefore, participate in this experiment

17

Authority Experts in this area advise the habit of brushing your teeth for
two minutes twice a day. Seriously participating in this experiment
is a way to achieve that

28

Scarcity Changing your oral care habits in the future will not reverse teeth
decay. Now is your chance to work on healthy teeth

22

Scarcity This experiment is here only now. You have the unique
opportunity to receive our help and improve your oral care

20

Scarcity Your dentures gives you a unique appearance. Do not ruin this
and brush your teeth twice a day for two minutes. Starting now

23

Commitment Try to achieve your goal to live a healthier lifestyle by brushing
your teeth twice a day for two minutes. Stay committed!

22

Commitment You participated in this study to improve your oral care. Finish
what you started and give your teeth the care they need

22

Commitment You have done a lot of effort to maintain your dentures. Do not
throw this effort away and keep taking care by improving your
oral health

26

Social proof Everyone agrees: Brushing your teeth twice a day for two minutes
improves multiple aspects of your life in terms of health and
appearance

23

Social proof You are not on your own: 95% of the preceding participants of
this study have already increased their healthy brushing behavior

21

Social proof 100 s of others have already changed their oral care habits. Be
like them and start brushing at least two minutes per session

22
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After arriving in the laboratory and signing the informed consent, they were seated in
front of a computer screen and attached to the Nexus physiological recording device.
The experiments were run using custom OpenSesame software with a Legacy-backend
[14]. The experiment started with the administration of questionnaires, excluding the
STPS. Prior to the series of persuasive messages, a 5-min recording of their cardio-
vascular arousal in baseline was performed, during which the participants watched a
neutral sea life video with classical music. Next, the computer display showed to par-
ticipants the series of persuasive messages clustered in 4 conditions. One condition for
each persuasion principle (authority, scarcity, social proof, commitment). Each condi-
tion contains 14 persuasive arguments framed according to the corresponding principles.
Exposure to a single message lasted 8 s. Messages were alternated with fixation points
lasting 3 s. Each condition lasted approximately 3 min, which is required for HRV
analysis. The order of the conditions was randomized over participants. After each
condition, different neutral sea life videos with classical music were shown to measure
physiological state in rest. After the last condition participants heard a loud brown noise
to evoke a startle response. The STPS was intentionally administered after the stimuli, to
rule out the possibility that some questions influenced the participants’ perception of the
stimuli. Finally, participants were debriefed and thanked for their participation.

3.4 Analysis

All questionnaires in this study were validated in previous research and were analyzed
as instructed [12, 13]. Cardiovascular arousal is obtained during baseline, stimulus
exposure, rest between stimuli, and acoustic startle. To calculate HRV parameters, R
onsets and inter-beat intervals (IBIs) in the ECG data were identified. After manual
check of the R-peaks, an absolute and relative criterion filtered the IBIs: (1) IBI’s
smaller than 0.4 s and bigger than 1.4 s were inspected and treated as missing values if
necessary. (2) Normality of IBI’s was checked by plotting the first derivative of the
IBI’s on the first derivative of the normal distribution. Deviations between distributions
were treated as outliers. This leads to relative cut-off points −0.6 and 0.6. In this study
the Root Mean Square of the Successive Differences (RMSSD) and the Standard
Deviation of Normal-to-Normal peaks (SDNN) were used as parameters of HRV.
From IBI data RMSSD and SDNN – as well as the mean IBI - were calculated for each
experimental condition. To quantify reactivity in mean IBI, RMSSD, and SDNN, we
calculated the difference between the value during stimulus presentation and that in the
preceding rest phase. The arousal difference between baseline and startle response
provided the possible range of each participants. Multiple repeated measures ANOVA’s
were used to find differences in arousal between experimental parts. STPS scores and
reactivity during stimuli were correlated to examine their relation. All analyses were be
carried out using R [15] and SPSS [16].

4 Results

Self-report data. Data of four participants was discarded due to experiment error,
leaving a dataset of 56 participants of which only the STPS scarcity subscale was not
normally distributed. Participants appeared to have a relatively positive attitude towards
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brushing (M ¼ 5:11; SD ¼ 1:21) and reported normally brushing at home between 1
and 1.5 min per session. Since this research area is still in early phase [17] and the
scales have proven to be internally consistent in previous research [13], the items are
viewed to have sufficient internal consistency, with exception of likability (a ¼ :32).
For each subject, the mean per subscale and a total score of the STPS were calculated.
See group-level Descriptive Statistics in Table 2.

Cardiac data. A repeated measures ANOVA with a Greenhouse-Geisser correction on
the absolute data determined that mean IBI (F 2:87; 155:10ð Þ ¼ 4:88, p ¼ 0:003) and
SDNN (F 3:31; 178:47ð Þ ¼ 5:19, p\ :001) values differed statistically significantly
between conditions. Mean IBI during baseline gave the highest values, and post-hoc
tests using the Bonferroni correction revealed significant differences with authority,
scarcity, and startle response. Average SDNN values were highest for startle response,
and post-hoc tests using the Bonferroni correction revealed significant differences with
commitment and social proof (Fig. 1). For RMSSD, no significant effects were found.

Shapiro-Wilk normality tests proved cardiac reactivity data was not normally dis-
tributed and sphericity was violated. Nevertheless, since the 56 participants constitute a
reasonable sample size [18], a repeated measures ANOVA with a Greenhouse-Geisser

Table 2. Descriptive statistics susceptibility to persuasion scale

Authority Scarcity Commitment Liking Reciprocity Consensus Overall STPS

Mean 3.82 3.91 5.49 5.17 4.90 4.21 4.58
SD 1.10 1.10 0.86 0.84 0.99 1.03 0.61
Alpha 0.76 0.67 0.74 0.32 0.77 0.61 0.82
# items 4 5 5 3 5 4 26

Fig. 1. Absolute mean inter-beat interval and standard deviation of the normal-to-normal
intervals in milliseconds per condition with error bars representing standard errors
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correction determined that reactivity in IBI (F 2:58; 139:07ð Þ ¼ 2:82, p ¼ 0:049) and
SDNN (F 2:57; 138:51ð Þ ¼ 7:16, p\ 0:001) differed statistically significantly among
persuasion principles and startle response. IBI reactivity during startle response gave
the lowest values, and post-hoc tests using the Bonferroni correction revealed signif-
icant differences with authority and scarcity. Average SDNN reactivity was highest for
startle, and post-hoc tests using the Bonferroni correction revealed significant differ-
ences with commitment, scarcity, and social proof. There were no significant differ-
ences in reactivity for RMSSD among persuasion principles and startle response.

Relation between self-report and cardiac data. Multiple Spearman’s correlations
were run to determine the relationship between the self-report data, i.e. the different
subscales and total score on the STPS, and cardiac arousal, i.e. absolute and reactivity
data for mean IBI, SDNN and RMSSD, during presentation of the (corresponding)
persuasive messages. There were no significant results. In addition, two Spearman’s
correlations were run to assess the relationship between cardiovascular arousal, i.e.
absolute and reactivity data, and persuasion in only the first block of stimuli. There was
a significant, negative correlation between reactivity in mean IBI and STPS subscale
authority (rs ¼ �:547; p ¼ 0:043), but not for other subscales or cardiovascular
measures.

5 Discussion

This study explored the relation between psychological state of persuasion and car-
diovascular arousal. Thereby, this work added to the growing literature on brain
activity and persuasion. The results focus on cardiac responses gathered during per-
suasive messages deploying authority, commitment, scarcity and social proof persua-
sion principles. In addition to physiological data, we assessed each participants’
persuasion profile (using the susceptibility to persuasion scale, STPS). It was expected
that participants who are susceptible to a specific persuasion principle would show an
increase in cardiovascular arousal when subjected to a message containing that prin-
ciple. However, the results of this study provided no evidence for such a relationship,
since the correlations of both components were not significant. The results do show that
when exposed to persuasion, participants’ cardiovascular arousal in inter-beat interval
(IBI) and standard deviation of normal-to-normal intervals (SDNN) differ significantly
compared to baseline and startle response. The study did not detect any differences in
the other cardiac parameters during different persuasion principles.

Exploring the cardiac data, results indicate a difference in arousal during baseline
and persuasive messages. This finding appears to support the hypothesis that persua-
sion has a psychophysiological nature. However, the change in heart beat pattern
during persuasion might just as well be due to a more general orienting response [3] to
the messages themselves. The fact that we did not find an association between a
participant’s average reactivity and his overall STPS susceptibility suggests that the
latter of these two explanations is more likely.

Furthermore, results showed no significant differences in participants’ cardiovas-
cular arousal during different persuasion principles. This could mean that indeed on
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average there is no difference in cardiovascular arousal in exposure to different per-
suasion principles. An alternative explanation is that the strength of our persuasive
manipulation might be relatively weak. Although message framing was inspired on and
very similar to previous research with successful persuasion [2], the stimuli were not
identical, especially since this study targets different health prevention behaviors.
Another reason for lower manipulation strength could come from the constraints
accompanying physiological measurement: Participants sat perfectly still and the
computer timed the experiment precisely. Although this improved quality of the
physiological data, it might have decreased the credibility of the persuasion stimuli, as
persuasion depends on human social interaction [8].

Another explanation for similar cardiovascular arousal during different persuasion
principles could be carryover effects between stimuli. Accordingly, there was a resting
period in between the conditions, and the order of stimuli and conditions was ran-
domized. To check, the first manipulation received was analyzed as a between-subject
comparison: Results indicated no differences in cardiac data between different
manipulations, with exception of mean IBI values appearing to be lower during scarcity
than authority. Since these findings are comparable to our results, we discard the
possibility of carryover effects [3].

We did not find a relationship between self-reported and physiological measures for
specific persuasion principles, nor between total self-reported susceptibility to per-
suasion and average arousal during persuasion. One explanation for this finding might
be the above-mentioned passive set-up, potentially leading to participants’ indifference
after a while. Therefore, an additional test analyzed the relationship between psycho-
logical and physiological events for only the first stimulus condition. In other words,
we transformed the experiment design to a between-subject design with four groups
defined by the persuasion principle they experienced first in the condition. Indeed, data
retrieved during the first authority condition show a negative correlation between
self-reported susceptibility to persuasion and inter-beat interval reactivity. This sug-
gests that persuasion via the authority principle reflects in cardiovascular arousal.
However, the result of this last test should be interpreted with caution due to a small
number of participants in each group. Potentially though, individual differences in
susceptibility to the various persuasion principles would reflect in cardiovascular
arousal in a more active setting, since the ELM [7] contends that persuasion principles
operate at least partly via the peripheral route, which is especially relevant when people
are more engaged in active experiments.

Interestingly, the correlation direction between susceptibility for authority and IBI
reactivity was opposite of what we expected: Instead of being more aroused when more
susceptible, our participants were more aroused when they were less susceptible to
authority, as indicated by higher inter-beat intervals. This increase in heart rate might
suggest other psychological processes that become active when presented with
authority-based persuasion. Authority is often characterized by high controlling lan-
guage and compelling wording, this could potentially lead to psychological reactance
[19]. Psychological reactance occurs when persuasion backfires and is best described
by an uncontrollable backlash when you are pushed too hard. Although reactance is
difficult to measure, perceived threat to autonomy, feelings of anger and restoration
intentions are often used [19]. These are components linked to authority. Therefore, it
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might be a plausible idea that reactance is more likely to occur in people less sus-
ceptible to authority-based persuasion. In sum, further work is required to establish the
link between low susceptibility to authority and psychological reactance, as well as the
psychophysiology of reactance.

The lack of a correlation of cardiovascular arousal and self-reported susceptibility
to persuasion principles in this non-interactive setting suggests that heart beat patterns
cannot be used for profiling susceptibility to persuasion. This is underlined by the fact
that no differences in participants’ cardiovascular arousal between the different per-
suasion principles were found. However, the subject of psychophysiology in persua-
sion remains important for future development of persuasive technology, because of its
potential to personalize the persuasive strategy in behavior change applications, and
thus to enhance effectiveness. Future studies would benefit from a more active
experiment setting, in which psychophysiological reactions to individual Cialdini
principles remain worthy of exploring, especially for authority, as well as other,
conflicting psychological processes such as reactance. In addition, alternative persua-
sion strategies as well as other physiological measures can be explored.

6 Conclusion

We investigated cardiovascular arousal during persuasive messages, and found it was
higher than during baseline. However, results showed no differences in arousal between
different persuasion principles, nor did we find a relation with susceptibly to persuasion
principles. Thus, we have found no proof that cardiovascular arousal during persuasion
can be used for profiling their susceptibility to persuasion principles. However, results
did show that susceptibility to authority-based persuasion is correlated with cardio-
vascular arousal at first exposure, suggesting that psychophysiology of persuasion is
worthy of further exploration. In sum, this explorative study advances our knowledge
of psychophysiological processes underlying persuasion and suggested that at least
certain persuasive principles may relate to physiological change.
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Abstract. We explore the use of persuasion and need for uniqueness in the
continuance intention of e-commerce shoppers. In particular, we examine if
Cialdini’s six influence strategies have an effect on the three dimensions of need
for uniqueness and if need for uniqueness further influences continuance
intention of e-commerce shoppers. To achieve this, we carried out a study of 183
e-commerce shoppers. Using Partial Least Squares Structural Equation Mod-
elling (PLS-SEM), we developed a hypothetical path model using the data from
the study. Our results show that the three dimensions of need for uniqueness
explain about 22% of the variance in continuance intention of e-commerce
shoppers. In addition, scarcity had the highest influence on the three dimensions
of need for uniqueness. We further carried out a multi group analysis based on
gender. Our results suggest that scarcity influences the decision of females to
buy products that are not only unique, but also socially acceptable, while
commitment influences males to buy unique and socially acceptable products.

Keywords: Persuasive strategies � Need for uniqueness � E-commerce

1 Introduction

To contribute to the area of personalization in e-commerce, we explore the use of per-
suasive strategies and consumers’ need for uniqueness in e-commerce. Persuasive
strategies influence people to carry out a target behavior without the use of coercion [1].
Examples include Cialdini’s six principles: Authority, commitment, reciprocation, con-
sensus, liking and scarcity [1]. A consumer’s need for uniqueness is the person’s need to
be different from others in terms of their purchase, use and disposition of consumer goods
in order to boost their social or personal identity [2]. Need for uniqueness is commonly
defined in three behavioral dimensions: creative choice counter-conformity, unpopular
choice counter-conformity and avoidance of similarity counter-conformity. Consumers
buy goods that make them feel different from others, thus, making them targets of various
marketing ads that seek to increase their self-perception of uniqueness [2]. These ads
could be personalized to the user by identifying which of the three behavioral dimensions
the consumer is mostly influenced by and matching that dimension to an influence
strategy that has the most effect on the behavioral dimension. For example, if a consumer
ismostly influenced by the avoidance of similarity counter-conformity dimension of need
for uniqueness, identifying what persuasive strategy has the most influence on avoidance
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of similarity counter-conformity could lead to a more personalized shopping experience
for the consumer if the e-commerce system adopts that persuasive strategy in presenting,
adverts, products and in communicating with the user.

To identify what persuasive strategies have the greatest influence on the three
dimensions of need for uniqueness, we develop a hypothetical path model using partial
least squares structural equation modeling (PLS-SEM) and a sample size of 183
e-commerce shoppers. Our results show that scarcity has the greatest influence on the
three dimensions: creative choice counter-conformity, unpopular choice counter-
conformity and avoidance of similarity counter-conformity with almost equal magni-
tude. In addition, consensus has a positive influence on all three dimensions, with the
strongest effect on avoidance of similarity counter-conformity. Reciprocity on the other
hand has significant inverse effect on creative choice counter-conformity, unpopular
choice counter-conformity but significant positive influence on avoidance of similarity
counter-conformity. Furthermore, the three dimensions of need for uniqueness explain
about 23% of the variance in the continuance intention of online shoppers with
avoidance of similarity counter-conformity having the greatest influence.

To explore the difference in these results based on gender, we carried out multi-
group analysis between females and males. The result of our analysis shows significant
differences in the influence of the persuasive strategies on the dimensions of need for
uniqueness between the genders.

This study is still work in progress. These findings suggest possible design guide-
lines in developing personalized e-commerce shopping experience for consumers using
persuasive strategies and the consumers’ need for uniqueness.

2 Related Work

2.1 Need for Uniqueness

A consumer’s need for uniqueness is the person’s need to be different from others in
terms of their purchase, use and disposition of consumer goods in order to boost their
social or personal identity [2]. Research shows that a high level of similarity with
others is seen by individuals as unpleasant and could lead to a lower self-esteem in the
individual [3]. This need to be different from others is tagged “counter-conformity
motivation” [2]. Counter-conformity motivation improves people’s self and social
image [4] and is conceptualized by three behavioral dimensions: creative choice
counter-conformity, unpopular choice counter-conformity and avoidance of similarity
counter-conformity. Creative choice counter-conformity indicates that the consumer
seeks social differentness from others through their choice of products. However, the
products selected are likely to be approved by others. Unpopular choice counter-
conformity indicates that the consumer seeks products that are not only unique but are
not accepted by others and deviate from group norms. People in this category risk
social disapproval. Avoidance of similarity counter-conformity models consumers who
have lost interest in and have stopped using particular products or brands (to
re-establish their uniqueness) because these products are perceived to have become
common. These dimensions of need for uniqueness have been used extensively in
consumer studies, [4–6], thus, we adopted them in this study.
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2.2 Persuasive Strategies

Persuasive strategies change peoples’ attitude or behavior without coercion or decep-
tion [1]. Several persuasive principles exist such as Cialdini’s six influence principles:
reciprocation, commitment, consensus, liking, authority and scarcity [1]. The principle
of reciprocation suggests that human societies subscribe to the rule of reciprocity,
hence, humans feel obligated to return a favor they have received in the past. The
principle of commitment suggests that humans tend to be consistent, therefore, it is
likely people honor things they have committed to. Consensus principle proposes that
people tend to manifest the same behavior and beliefs as others after observing several
people behaving in a similar manner. Authority principle suggests that because humans
are trained to believe in obedience of authority figures, hence in deciding what action to
take in any situation, information from people in authority could help humans make
decisions. Liking principle posits that people are more persuaded by something/
someone they like. Scarcity strategy suggest that, humans seemingly desire for things
that are scare, less readily available or limited in number.

These strategies have been used extensively in consumer studies and other
domains, thus, we adopted them in this study to measure persuasive strategies.

3 Research Design and Methodology

We developed a path model using PLS-SEM to measure the influence of persuasive
strategies on the dimensions of consumer need for uniqueness. Figure 1 describes this
model. Our model is made of six constructs that measure persuasion and three constructs
that measure need for uniqueness’ three dimensions and one construct that measures
continuance intention. All constructs were measured with previously validated scales.

Fig. 1. Research model. All paths assumed positive. RECI = Reciprocity, SCAR = Scarcity,
AUTH = Authority, COMM = Commitment, LIKE = Liking, CONS = Consensus, CREAT =
creative choice counter-conformity, UNPOP = Unpopular choice counter-conformity, AVOID =
Avoidance of similarity counter-conformity, USEC = Continuance intention
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We recruited 183 e-commerce shoppers for this study through Amazon’s
Mechanical Turk, online social media and news boards. This study was approved by
the ethics board of our university. Our participants include 64% females and 36%
males. In addition, 60% were less than 30 years old, 32% were between 30 and 50
years old, while 8% were over 50 years old.

4 Data Analysis and Results

We carried out Partial Least Squares Structural Equation Modelling (PLS-SEM) using
SmartPLS. We determined the reliability and validity of our constructs and the rela-
tionships between the indicators and constructs as recommended in structural equation
modelling [7]. Indicator reliability, composite reliability, convergent validity (using
Average Variance Extracted - AVE) and discriminant validity were all met as required
for structural equation modelling [7].

After establishing the reliability and validity of the constructs in our model, we
examined the structural model. We computed the coefficients of determination (R2

values) and the level and significance of the path coefficients. Table 1 shows the path
coefficients between constructs. The number of asteriks represents the significance of
each direct effect. The number of asteriks ranges from 1 to 4 which corresponds with
the p-value of <0.05, <0.01, <0.001 and <0.0001 respectively.

The result of our analysis shows that the three dimensions of need for uniqueness
explain about 22% of the variance in continuance intention, which means that need for
uniqueness is a good predictor of the continuance intention of e-commerce shoppers. In
addition, the persuasive strategies explain 26% of the variance in creative choice
counter-conformity dimension of the need for uniqueness. Scarcity had the highest
influence on the three dimensions of need for uniqueness with a path coefficient of
0.272****, 0.289****, 0.332**** for creative choice counter-conformity, unpopular

Table 1. Path coefficient between constructs and their significance. * = P < 0.05,
** = p < 0.01, *** = p < 0.001 and **** = p < 0.0001

Creative
choice

Unpopular
choice

Avoidance of
similarity

Continuance
intention

Reciprocity −0.152 n.s. −0.273* −0.197 n.s.
Scarcity 0.272**** 0.289**** 0.332****
Authority −0.030 n.s. −0.016 n.s. −0.080 n.s.
Commitment 0.197* 0.061 n.s. 0.065 n.s.
Like 0.004 n.s. −0.008 n.s. 0.046 n.s.
Consensus 0.158 n.s. 0.180 n.s. 0.267*
Creative choice 0.106 n.s.
Unpopular choice 0.126 n.s.
Avoidance of
similarity

0.308**
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choice counter-conformity and avoidance of similarity counter-conformity respectively.
This suggests that scarce products are seen as being unique. This is line with other
studies on scarcity and need for uniqueness [8].

To determine if there is any difference in our result between females and males, we
carried out a multi-group analysis between both groups. The significant differences in
our result is shown in Table 2.

The result of the multi group analysis showed interesting findings. One of such is
that scarcity influences the creative choice of females significantly while it is
insignificant for males. This suggests that scarcity informs the decision of females to
buy products that are not only unique but also socially acceptable. Another significant
finding is that commitment significantly influences creative choice and unpopular
choice for males and this influence is not significant for females. This suggests that
males seek social approval in their choices of unique products and this need is influ-
enced by their desire for commitment. Similarly, consensus influences avoidance of
similarity in males with insignificant influence in females. This led us to conclude that
men are more influenced by the need for uniqueness compared to females. Therefore,
when shoppers are identified by their need for uniqueness, the influence strategies
commitment and consensus could likely have more effect on males than females.

Our study has some limitations. The sample size is small compared to the number
of e-commerce shoppers. We are still collecting data and we plan to repeat the study on
a larger scale. In addition, the ratio of females to males is not equal. In the future, we
plan to have a more equal number of males and females. Finally, the answer to the
survey questions are self-reported by the participants and not based on observation.
This is however common practice in the research community [9, 10].

This research is still work in progress and we are still collecting data. In the future,
we plan to repeat the study on a larger scale with equal number of female and male
participants. We also plan to test our results on an e-commerce platform to see what
impact our result will have on the behavior of e-commerce shoppers.

Table 2. Path coefficients between constructs and their significance. RECI = Reciprocity,
SCAR = Scarcity, AUTH = Authority, COMM = Commitment, LIKE = Liking, CONS = Con-
sensus, CREAT = creative choice counter-conformity, UNPOP = Unpopular choice counter-
conformity, AVOID = Avoidance of similarity counter-conformity, USEC = Continuance
intention

CREAT UNPOP AVOID USEC
Female Male Female Male Female Male Female Male

RECI
SCAR 0.476**** 0.091
AUTH
COMM −0.155 0.376* −0.118 0.539*
LIKE
CONS 0.152 0.561*
CREAT −0.289 0.379*
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5 Conclusion

We explored the influence of persuasive strategies on the need for uniqueness and the
continuance intention of e-commerce shoppers. In particular, we examined if Cialdini’s
six influence strategies influence the three dimensions of need for uniqueness and if the
need for uniqueness further influences continuance intention of e-commerce shoppers.
We developed a hypothetical path model using Partial Least Squares Structural
Equation Modelling (PLS-SEM) and data from a study of 183 e-commerce shoppers.
Our results show that the three dimensions of need for uniqueness explain about 22%
of the variance in continuance intention of e-commerce shoppers. In addition, scarcity
had the highest influence on the three dimensions of need for uniqueness. We also
carried out a multi group analysis based on gender. Our results suggest that scarcity
influences the decision of females to buy products that are not only unique but also
socially acceptable, while commitment influences males to buy unique and socially
acceptable products. These findings suggest possible design guidelines in developing
personalized e-commerce shopping experience for consumers using persuasive strate-
gies and the consumers’ need for uniqueness.
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Abstract. Despite technological advancements in assistive technologies,
studies show high rates of non-use. Because of the rising numbers of people
with disabilities, it is important to develop strategies to increase assistive
technology acceptance. The current research investigated the use of an artificial
agent (embedded into a system) as a persuasive behavior model to influence
individuals’ technology acceptance beliefs. Specifically, we examined the effect
of agent-delivered behavior modeling vs. two non-modeling instructional
methods (agent-delivered instructional narration and no agent, text-only
instruction) on individuals’ computer self-efficacy and perceived ease of use
of an assistive technology. Overall, the results of the study confirmed our
hypotheses, showing that the use of an artificial agent as a behavioral model
leads to increased computer self-efficacy and perceived ease of use of a system.
The implications for the inclusion of an artificial agent as a model in promoting
technology acceptance are discussed.

Keywords: Persuasive technology � Artificial agents � Behavior modeling
Assistive technology acceptance

1 Introduction

Today’s world runs on computers. It is difficult to imagine life without access to the
internet or being able to communicate and share experiences with other people in
electronic social media. However, individuals with physical disabilities face serious
challenges in operating computers, which negatively affect their opportunities for
employment, social inclusion, and independence. Although various Assistive Tech-
nologies (ATs) exist and are becoming more and more technologically advanced, the
literature still warns about high rates of AT non-use [1]. Since the number of potential
AT users is currently very high and is expected to continue growing during the years to
come [2], strategies that aim at increasing AT acceptance are required.

Earlier research has shown that technology acceptance is dependent to a large
extent on factors related to individual beliefs and attitudes towards a system [3, 4].
Persuasive Technologies (for an overview, see [5]) could be a key solution to AT
acceptance. Though persuasive technology can take on many roles, findings suggest
that it can be more persuasive when it takes on the form of a social agent [6]. This is,
artificial agents (on-screen animated characters) might be very powerful technological
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persuaders, due to their ability to simulate social interaction [7]. In the current study,
we argue that an artificial agent, embedded into an AT, could promote AT acceptance
by influencing its underlying constructs.

The identification of the constructs associated with technology acceptance has
received much attention. A major construct that is linked to AT adoption, is computer
self-efficacy (one’s belief about his/her ability to perform a specific computer activity)
[8]. This construct has its origins in Bandura’s social cognitive theory [9], where
self-efficacy is defined as “people’s judgments of their capabilities to organize and
execute courses of action required to attain designated types of performances” (p. 391).
Due to the idiosyncratic nature of self-efficacy judgments to particular domains, a
distinction has been drawn between general computer self-efficacy (one’s judgments of
efficacy across multiple computer application domains), and, specific computer
self-efficacy (one’s perceptions of ability to perform specific computer-related tasks)
[10, 11]. Overall, the basic principle behind self-efficacy theory is that individuals are
more likely to engage in activities for which they have high self-efficacy and less likely
to engage in those they do not. Similarly, those with higher levels of computer
self-efficacy would believe themselves capable of taking on a wide range of chal-
lenging computer tasks and successfully complete them.

Besides individuals’ beliefs of their own abilities, an AT itself has unique features
that could encourage or impede its acceptance. Indeed, it has been acknowledged that
an AT could be fully used only if an easy and intuitive way of using is secured.
However, technological advancements alone do not increase the easiness of AT usage.
The Technology Acceptance Model (TAM), a widely used theoretical model exam-
ining individual reactions towards computing technology, recognized users’ perceived
ease of use of a specific system as one of the two beliefs (together with perceived
usefulness) that drive individuals’ intention to use a system [12]. Specifically, per-
ceived ease of use has been defined as the degree to which the prospective user expects
the target system to be free of effort. Computer self-efficacy has been found to be a
major determinant of perceived ease of use (with specific computer self-efficacy to be a
more proximal predictor [13]), especially in the absence of any direct experience with a
system [12].

Training has been suggested as one of the most important interventions to enhance
constructs of AT acceptance, during the early stage of an AT use (see e.g. [14, 15]).
Behavior modeling has been found to be a very powerful instructional method across a
diverse range of behavioral domains, including the adoption of technological innova-
tions. This concept, originated from Bandura’s social-cognitive theory, posits that
much of our learning derives from vicarious experience and advocates the concept of
modeling in which a person (the so‐called ‘model’) demonstrates and explains how to
solve a given problem [9, 10]. One of the principal mechanisms by which behavior
modeling operates is self-efficacy. Research on behavior modeling in computer training
indicated that behavior modeling yields higher scores of computer self-efficacy and
subsequently better task performance, compared to other non-modeling instructional
methods, such as a lecture-based instruction and self-manual [14, 16]. Though it is
suggested that behavior modeling would be an effective method to influence perceived
of ease of use (due to its impact on individuals’ self-efficacy), this has not been
empirically tested.
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Despite the fact that human models have been found to strongly influence people’s
beliefs, human instructors are not always available [17]. In this study, we argue that
artificial behavior models could be as effective as persuasive human models in
enhancing individuals’ computer self-efficacy and (subsequently) perceived ease of use
of an AT, due to their ability to simulate human-human interaction [7]. The potential of
replacing human models with artificial ones has received some attention [i.e., 18, 19].
Nonetheless, to our knowledge, earlier literature provides no direct evidence that
behavior modeling by an artificial agent can enhance beliefs, such as computer
self-efficacy and perceived ease of use.

1.1 Current Work

In the current study, we investigated whether an agent that models an AT-related
behavior (i.e., demonstration and verbal instruction) can enhance individuals’ computer
self-efficacy and perceived ease of use of this AT, as compared to other non-modeling
instructional methods. We further tested whether computer self-efficacy mediates the
effect (if any) of the type of instructional method on perceived ease of use, as suggested
by earlier literature [e.g., 12].

The test our hypotheses, we compare the agent-delivered behavior modeling con-
dition to two, frequently used, non-modeling instructional methods: an agent-delivered
instructional narration (behavior modeling absent) and a no-agent, text-only instruction
(i.e., both behavior modeling and agent being absent). Specifically, the agent-delivered
instructional narration condition (i.e., lecturing) contains an agent that only provides
verbal instructions on how to use an AT, while the AT-related features are presented in
a slideshow. The no-agent, text-only instruction condition (i.e., user manual) does not
contain an on-screen agent. Instead, it includes the AT instructions in a written form,
accompanied by a slideshow of the AT-related features.

We predicted that an agent-delivered behavior modeling will be more effective in
enhancing individuals’ computer self-efficacy beliefs (H1), and, perceptions of ease of
use (H2), as compared to the non-modeling methods. Moreover, we expected computer
self-efficacy to mediate the effect of the type of instructional method on perceived ease
of use (H3).

In line with recommendations of earlier studies about self-efficacy beliefs being
situation-specific, we examined the impact of agent-delivered behavior modeling on
specific computer-self efficacy. Nonetheless, due to the fact that general computer
self-efficacy has been found to impact specific computer self-efficacy, we examined our
hypotheses, controlling for the effect of the general computer self-efficacy on both
dependent variables.

2 Method

2.1 Participants and Design

A total of 197 individuals participated in the study. The participants were recruited
using a local participant database, and most of them were students from Eindhoven
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University of Technology. Of these participants, 122 (61.9%) were males and 74
(37.6%) were females (one person did not answer the question about gender). The age
of the sample ranged from 19 to 29, with a mean age of 23 (SD = 2.4). One-hundred
fifteen participants were educated to undergraduate level or higher, and 77 had com-
pleted high school (5 persons did not state their educational background). The vast
majority of the participants (95.5%), reported using computers on a daily basis, with a
computer use frequency for more than 12 h per week (82.5%). The average general
computer self-efficacy of the population was high (M = 5.5, SD = 0.7), which is in line
with the participants’ stated extensive computer use. Nevertheless, more than half of
the participants (63.5%) reported no previous experience with using assistive computer
technologies (i.e., software and/or hardware).

The study employed a between-subjects design, with the participants being ran-
domly assigned to one of the three experimental conditions: an agent-delivered mod-
eling, an agent-delivered instructional narration and a no-agent, text-only instruction.
We interviewed the first 10 participants after the debriefing to evaluate the success of
our experimental manipulation, and we found support that the three instructional
methods were successfully recognized as they were intended. The study’s dependent
variables were specific computer self-efficacy and perceived ease of use. Inclusion
criteria were participants’ fluency in English. Overall, the duration of the study was
approximately 20 min, for which participants received 5€, as compensation for their
participation.

2.2 Apparatus

The content of the instruction in the current study pertained to an eye-tracking software,
called GazeTheWeb (GTW). GTW is a web-browser, developed to be controlled solely
with the eyes, using an eye-tracking hardware (see [20]).

The 3D animated artificial agent, implemented in this study, was created using the
CrazyTalk 8 software (https://www.reallusion.com/crazytalk/).

2.3 Artificial Agent

The agent was designed to resemble participants’ characteristics in terms of appear-
ance, according to the guidelines derived from earlier literature [18, 19]. Since the
majority of the participants were young Dutch students, the agent was designed to be
young (*25 years), attractive (as manipulated by the agent’s facial features) and
“cool” (as manipulated by the agent’s clothing and hairstyle).

2.4 Materials

The main dependent variable for the first hypothesis was specific computer self-
efficacy. Specific computer self-efficacy was assessed by asking participants to answer
5 self-constructed questions regarding their perceived ability to perform the necessary
steps of the instructed computer task, using GTW. Specifically, to develop measures for
the specific computer self-efficacy construct, the recommendations provided by past
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work were closely followed1 [11, 13]. Participants could answer these 5 questions, by
choosing an option on a 7-point rating scale, ranging from 1 (strongly disagree) to 7
(strongly agree). We constructed a reliable measure (Cronbach’s a = 0.80) of specific
computer self-efficacy by averaging participants’ answers to this set of questions.

General computer self-efficacy was assessed by asking participants to answer 8
questions regarding their perceived ability to use unfamiliar computer technologies in
general. This 8-item scale was originally created by [11]. Participants could answer
these questions by choosing an option on a 7-point rating scale, ranging from 1
(strongly disagree) to 7 (strongly agree). We constructed a reliable measure of general
computer self-efficacy (Cronbach’s a = 0.75) by averaging participants’ answers to this
set of questions.

The main dependent variable for the second hypothesis was system-specific per-
ceived ease of use. Perceived ease of use was assessed by asking participants to answer
4 questions regarding their personal evaluation of the mental effort that is needed to use
GTW. This 4-item scale was originally created by [21, 22]. Participants could answer
these questions by choosing an option on a 7-point rating scale, ranging from 1
(strongly disagree) to 7 (strongly agree). We constructed a reliable measure of per-
ceived ease of use (Cronbach’s a = .81) by averaging participants’ answers to this set
of questions.

For exploratory reasons we also assessed whether there was any effect of the two
agent-delivered instructions methods on participants’ judgments about qualities of the
artificial agent. The “Godspeed” questionnaire [23] was used to measure three key
concepts of Human-Computer interaction, namely, anthropomorphism, animacy, and
likability. This questionnaire was administered in a 7-point semantic differential, scale.
We constructed reliable measures of anthropomorphism (Cronbach’s a = .81), animacy
(Cronbach’s a = .91) and likeability (Cronbach’s a = .82) by averaging participants’
answers to each set of questions.

Lastly, demographic questions of age, gender, education, and level of computer use
were asked.

2.5 Procedure

Participants were welcomed in the central hall of the lab building. Each participant was
asked to read and sign an informed consent form, stating the general purpose of the
research and their willingness to participate in this study. Then, participants were
randomly assigned to one of the 3 outlined experimental conditions and they were
asked to watch an instructional video (split into two screens) on how to perform a web
search using GTW. It was while the participants watched the video that the manipu-
lation of the agent-delivered modeling took place.

In more detail, the video in the agent-delivered modeling condition was split into
the following two screens: on the right-hand side, an artificial agent appeared to use the
GTW system to demonstrate a computer task (e.g. web search) by moving the head and
eyes, while verbally explaining the system features involved in such a task; the

1 The measure for specific computer self-efficacy can be requested from the first author.
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left-hand side of the screen contained a display of the system, exposing participants to
the progressive effects of the agent’s web search actions in real time (see a, Fig. 1).

The video in the agent-delivered instructional narration condition was split into the
following two screens: on the right-hand side, the (same) artificial agent appeared to be
motionless, with his main function being the provision of (the same) verbal instructions
on how to conduct a web search using GTW (i.e., explaining the task-related features of
the system); the left-hand side of the screen contained a display of the system, exposing
participants to progressive screenshots of the system with labels highlighting the
commands the verbal explanation was referring at every time (see b, Fig. 1).

a 

b 

c 

Fig. 1. Different types of instructional methods: (a) Agent-delivered behavior modeling; the
agent tilts the head to focus its gaze to the system feature, which, as a result of this action,
becomes activated (blue button on the left-hand side) (b) Agent-delivered instructional narration;
the agent is motionless while explaining the system feature, which is highlighted in the left-hand
side screenshot (c) No-agent, text-only instruction; the agent has been substituted by a text-box,
which provides instructions of the function of the system feature, highlighted in the left-hand side
screenshot. (Color figure online)
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Finally, the no-agent text-only instruction was identical to the agent-delivered
instructional narration, with the only difference being that the left-hand side of the
screen contained a text-box, with written instructions. Thus, participants in this con-
dition were provided with the same system instructions, but they could not see or listen
to the agent. The left side of the screen was identical to the agent-delivered instructional
narration condition (i.e. labels highlighting the system’s commands) (see c, Fig. 1).

After the end of the instructional videos, participants were requested to answer an
online questionnaire. Lastly, they were debriefed, paid and thanked for their
contribution.

3 Results

Specific computer self-efficacy: A one-way analysis of covariance (ANCOVA) was
conducted to determine the effect of the type of instructional method on participants’
specific computer self-efficacy, after controlling for their general computer
self-efficacy2. Results showed that the covariate general computer self-efficacy was
significantly related to the specific computer self-efficacy, F(1, 193) = 38.68, p < .001,
g2
p = .16. After controlling for general computer self-efficacy, the significant main

effect of the type of instruction on specific computer self-efficacy remained, F(2,
193) = 6.83, p < .01, g2

p = .06. Planned contrasts revealed that specific computer
self-efficacy was significantly higher for the participants in the agent-delivered mod-
eling condition (N = 66, M = 6.1, SD = .8), as compared to the participants in the
agent-delivered instructional narration condition (N = 66, M = 5.6, SD = .9),
t(193) = −3.48, p < .01, and as compared to participants in the text-only instruction
condition (N = 65, M = 5.7, SD = .9), t(193) = −2.82, p < .01. No significant differ-
ence was found between participants in the two non-modeling conditions after con-
trolling for general self-efficacy.

Perceived ease of use: A one-way ANCOVA was conducted to determine the effect of
the type of instructional method on participants’ perceived ease of use, after controlling
for their general computer self-efficacy3. Results demonstrated that the covariate
general computer self-efficacy was significantly related to perceived ease of use F(1,
193) = 27.20, p < .01, g2

p = .12. The findings revealed a marginally significant main
effect of the type of instruction on perceived ease of use after controlling for the general
computer self-efficacy, F(2, 193) = 2.88, p = .058, g2

p = .029. Planned contrasts
revealed that perceived ease of use was significantly higher for participants in the
agent-delivered modeling condition (N = 66, M = 4.7, SE = .12), as compared to
participants in the agent-delivered instructional narration condition (N = 66, M = 4.3,
SE = .12), t(193) = −2.3, p < .05. Nonetheless, results showed no evidence for a

2 When we did not include the general self-efficacy covariate in the analysis (i.e., ANOVA), the results
were comparable and in line with our first hypothesis, F (2, 194) = 5.10, p = .007, η² = .05.

3 When we did not include the general self-efficacy covariate in the analysis (i.e., ANOVA), the results
were comparable and partially supported our second hypothesis, F(2,194) = 2.23, p = .11.
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significant difference in perceived ease of use, between participants in the
agent-delivered modeling condition and participants in the text-only instruction con-
dition (N = 65, M = 4.5, SE = .12), t(193) = −1.34, p > .05. Similarly, no significant
difference was found between participants in the two non-modeling conditions after
controlling for general self-efficacy.
Judgments of the agent’s qualities: For exploratory purposes, a one-way multivariate
analysis of variance (MANOVA) was conducted to examine whether the agent func-
tioning as a behavior model while providing more social cues, would affect individuals’
judgments about the agent’s qualities of likeability, animacy, and anthropomorphism,
as compared to the agent functioning as a verbal instructor only. The results revealed a
statistically significant MANOVA effect of the type of agents’ instructional method on
the three dependent variables combined, Wilk’s K = .926, F (3, 128) = 3.401,
p = 0.02, g2

p = .074. A series of one-way ANOVA’s on each of the three dependent
variables was conducted as follow-up tests to the MANOVA. We found a significant
difference between participants in the two conditions on their agent’s likability judg-
ments, F(1,130) = 5.50, p = .02, g2

p = .041, with participants’ liking of the agent to be
higher in the agent-delivered behavior modeling condition (N = 66, M = 3.8, SD =
1.1), as compared to the agent-delivered instructional narration condition (N = 66,
M = 3.3, SD = 1.0). Findings showed no evidence for a significant difference between
participants in the two conditions on agent’s animacy judgments, F(1,130) = .08,
p = .77, g2

p = .001, as also, on agent’s anthropomorphism judgments, F(1,130) = 2.32,

p = .13, g2
p = .018.

Mediation effects on perceived ease of use: Our aim was to test whether specific
computer self-efficacy could explain part of the anticipated effect of the type of
instructional method on perceived ease of use. Since we found differences in perceived
ease of use only between the two agent conditions, the mediation analysis compared
these conditions. In addition, we also included the agent likeability judgment as a
potential mediator. That is, we could not ignore that the difference found in partici-
pants’ affective state towards the agent (likeability judgments) might have influenced
their perceptions of the system’s ease of use.

A regression analysis was conducted, using dummy coding-behavior modeling and
instructional narration. The analysis was performed using the PROCESS custom dialog
for SPSS, as developed by [24]. The results are reported in Fig. 2. Below we provide a
summary of the main findings.

The analysis showed the type of the agent instructional method was a significant
predictor of perceived ease of use, R2 = 3.6% (i.e., the c path in Fig. 2), as well as of,
both, specific computer self-efficacy, R2 = 6.9%, and agent’s likeability judgments,
R2 = 4.1% (i.e., a paths in Fig. 2). In turn, participants’ stronger specific computer
self-efficacy beliefs and agent likeability judgments were found to associate with
stronger perceptions of ease of use of the system (i.e., b paths in Fig. 2). After the
inclusion of the mediators, the effect of the type of agent instructional method on
perceived ease of use became non-significant (i.e., c’ path in Fig. 2), indicating full
mediation. Together the b paths and the c’ path explained R2 = 31.5% of the variance
in perceived ease of use.
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4 Discussion

The current study investigated the influence of an artificial agent as a behavior model,
as compared to two non-modeling instructional methods (with and without an
on-screen agent), on users’ computer self-efficacy and perceived ease of use of a
system, in the context of a novel AT training.

The results of the current study supported our first hypothesis, showing that par-
ticipants in the agent-delivered modeling condition reported higher computer
self-efficacy, as compared to participants in the two non-modeling conditions. This
effect remained even when controlling for participants’ general computer self-efficacy.
We found no difference between participants’ scores of self-efficacy in the two
non-modeling conditions. This finding is in line with earlier research that showed the
effect of behavior modeling (conducted by a human agent) on users’ computer
self-efficacy, as compared to other non-modeling methods (i.e., lecture training and
self-manual) [14, 16]. These findings indicate that an agent that models an observed
behavior (rather than when merely explains such a behavior) can increase participants’
beliefs about their own capabilities to use an AT.

Furthermore, we found that participants in the agent-delivered modeling condition
had higher scores of perceived ease of use compared to participants in the

Fig. 2. Mediation analyses of the difference in people’s perceived ease of use towards the
agent’s type of instructional method (behavior modeling and instructional narration). All
estimates are in unstandardized units (7-point scale, ranging from 1 to 7). 1Based on 1000
bootstrap samples (bias corrected). Grey lines indicate statistically non-significant paths,
*p < .05. **p < .01.
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agent-delivered instructional narration condition, both before and after controlling for
their general computer self-efficacy. However, contrary to our hypothesis, no differ-
ences in perceived ease of use were found between participants in the agent-delivered
modeling and the no-agent, text-only condition. Therefore, our second hypothesis was
only partially supported. We argue that a possible explanation is that participants in the
text-only instruction condition (as opposed to the two agent conditions) did not gather
sufficient system-specific experience, because they were required to split their attention
between the mutually referring written text and pictures, in order mentally integrate
them (e.g., split attention effect) [25]. Thus, in accordance with the rationale of the
TAM model, due to the lack of system-specific experience, these participants could
have relied on their general positive beliefs about technologies when assessing the ease
of use of the specific AT [26]. Future research could examine the general factors, other
than general computer self-efficacy that could be used as anchoring beliefs in the
absence of a system-specific experience.

In line with past literature [12], our mediation analysis showed that the difference
we found in perceived ease of use between participants in the two agent conditions was
explained by the differences in their specific computer self-efficacy. Additionally, we
found agent likeability judgments to explain part of the difference in ease of use
between participants in the two the agent conditions. Lastly, we found no difference in
perceived ease of use between participants in the two non-modeling conditions.
Overall, the results suggest that an agent that models an observed behavior (rather than
when merely explains such a behavior) can enhance participants’ beliefs about the
easiness of an AT.

Although the effectiveness of the agent-delivered behavior modeling was not
tested with physically disabled individuals for reasons related to practicality (i.e.,
transportation-related issues) and convenience (i.e., statistical power), we are convinced
that the findings can also be generalized to this population. The study’s results provide
evidence that agent-delivered modeling can enhance individuals’ computer self-efficacy
and perceived ease of use of the system, as compared to other non-modeling methods,
even after controlling for their general computer self-efficacy. Modeling has been shown
to be a more effective instructional method for people with minimal prior system
experience [16]. The fact that the study’s participants had high general computer
self-efficacy and extensive computer experience is an indicator that modeling could
likewise be effective (if not more effective) for those with low general computer
self-efficacy and/or minimal general computer experience.

Lastly, although the study’s findings provide evidence that an artificial agent can be
an effective behavioral model, the study’s design does not allow to make inferences
about the mere influence of the agent on individuals’ beliefs. However, the fact that
participants in the agent-delivered modeling condition perceived the agent as more
likable than those in the agent-delivered instructional narration, provides some evi-
dence that they agent modeling manipulation was both successful and effective. Future
research should examine the mere effect of an artificial model on people’s beliefs and
other learning gains (i.e., performance), as also conditions of their use as models.

Overall, the current research revealed that an artificial agent, embedded in an AT,
can serve as an effective behavior model, increasing individuals’ computer self-
efficacy, which also leads to higher perceptions of ease of use of this AT. Thus, this
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study adds to earlier work by providing evidence for the use of an artificial behavior
modeling as a strategy to maximize AT adoption. Such findings are important for AT
acceptance, as well as technology acceptance in general.
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Abstract. Energy recommender systems attempt to help users attain
energy saving goals at home, however previous systems fall short of tai-
loring these recommendations to users’ devices and behaviors. In this
paper we explore the foundations of a user-centered home energy recom-
mendation system. We first conduct a study on a set of recommendations
published by utility companies and government agencies to determine the
types of recommendations may be popular among typical users. We then
design micro-models to estimate energy savings for popular recommen-
dations and conduct a followup study to see if users are likely to carry
out these recommendations to achieve estimated savings. We found that
users prefer low-cost but potentially tedious recommendations to those
that are expensive, however users are unwilling to adopt recommenda-
tions that will require long-term lifestyle changes. We also determine
that a subset of popular recommendations can lead to substantial energy
savings.

1 Introduction

Recommendation-based approaches for saving energy in the home have histor-
ically been, and continue to be, widely used. Though automated solutions, for
example the Nest thermostat, are becoming more common, utility companies and
governmental agencies such as the U.S. Department of Energy still aggressively
encourage individual energy saving through a wide variety of behavioral recom-
mendations. Additionally, the research community has advocated technology-
enhanced systems to persuade users to adopt energy-saving recommendations,
for example by making it easy to set goals, providing timely nudges, or offer-
ing feedback on progress. Some popular recommendations, for example Consider
installing a solar water heater are expensive home upgrades while others,
such as Clean the lint screen in the dryer after every load are small
behavioral changes that may or may not be adopted by users.

For energy-saving recommendations and recommendation-based systems to
effectively influence user behavior it is necessary to understand which recom-
mendations users prefer and are likely to adopt; how best to communicate rec-
ommendations and feedback to the user; and whether the recommendations a
c© Springer International Publishing AG, part of Springer Nature 2018
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user is willing to implement are likely to have an impact on energy usage. Unfor-
tunately, these areas are not well understood. Utility companies offer banks of
static recommendations, some of which may be generally unpopular and some
of which may only apply to some users, for instance home owners rather than
renters. Moreover, some recommendations may be popular, but have little poten-
tial for energy savings in all or some homes.

In this work, we conduct a three-pronged study that (1) identifies user per-
ceptions and barriers to adoption of common energy-saving recommendations;
(2) proposes personalized models to quantify savings of popular recommenda-
tions; and (3) applies the models to understand potential energy savings in typ-
ical homes. Our initial study, a survey completed by approximately 650 partic-
ipants on Amazon Mechanical Turk, asked users to provide feedback about 181
common energy-saving recommendations. The survey found that users prefer low-
cost but potentially tedious recommendations to those that are more expensive,
however users are unwilling to adopt recommendations that will require long-term
lifestyle changes. From the study, we identified 13 of the most popular recommen-
dations pertaining to the refrigerator, computer, lighting, and heating and cooling,
and designed a set of micro-models that accept user-specific input and calculate
personalized potential savings of each recommendation. Finally, we conducted a
follow-up survey that used our models to determine potential savings for each par-
ticipant. The study asked participants to provide energy usage profile and rate
his/her willingness to adopt popular recommendations. We found that a small
subset of popular recommendations can lead to substantial energy savings.

2 Understanding User Preference for Energy-Saving
Recommendations

Energy-saving recommendations, for example those offered by utilities com-
panies, span a wide spectrum. Expensive recommendations, such as replace
windows, may have a significant potential for savings but are relevant only
to home owners and not renters. Similarly, minor behavioral changes such as
wash full loads of clothes when possible, may be broadly applicable but
unpopular or unlikely to be adopted.

The goal of our initial study is twofold. First, we explore the kinds of recom-
mendations users prefer and would be likely to adopt. Second, we explore how
users would prefer to receive recommendations and feedback in order to encour-
age energy savings. This section describes the setup and results of a survey
completed by 650 Amazon Mechanical Turk (AMT) participants.

Setup: The recommendation survey consists of four components. The back-
ground and goals portion of the survey asks users general questions about
their awareness of energy usage in their homes; their goals for saving energy;
and how they would prefer to receive recommendations and feedback regarding
their goals. Next, we ask users to choose which general category of recom-
mendation would be most useful from the options Specific Appliances, Activi-
ties, Rooms in the Home, and Seasons. Based on the category selected, we then
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Fig. 1. Participants were asked whether they would like to receive a particular recom-
mendation as well as how likely they would be to carry out the recommendation.

present the user with a set of five specific recommendations taken from exist-
ing sources including the U.S Department of Energy website and several utility
company sites. Our bank of recommendations, which is an aggregate of all of the
resources we were able to identify, includes a total of 181 recommendations. As
shown in Fig. 1, for each recommendation, we ask the user (1) whether he/she
would like to receive such a recommendation and (2) to rate the likelihood of
carrying out the recommendation on a scale of 1 (Very Unlikely) to 5 (Very
Likely). Finally, we collect demographics including age, education, and house-
hold income.

The survey was available on AMT from August 3 through September 6,
2015. Though a total of 748 people started the study, some questions were not
answered by all participants—a total of 650 participants completed the sur-
vey. Most general questions received between 700 and 705 responses, and since
each user only saw five of 181 recommendations, each specific recommendation
received an average of 18.5 responses.

To better understand the general types of recommendation that were popular
or unpopular, we manually tagged each of the 181 recommendations in three
categories. Category 1 identified recommendations as behavioral, infrastructural,
or both; Category 2 identified easy, medium, or hard recommendations; and
Category 3 identified low, medium, high, or no cost recommendations.

2.1 Findings

The results of our survey provide insight into the types of recommendations
participants find most useful as well as how they would prefer to set goals and
receive feedback. Users were optimistic about goal-setting with the majority
preferring a goal of reducing energy usage by 20% or more. We hypothesized
that frequent feedback via smart phone application would be popular, however
our results indicated otherwise. When asked how often they would like feedback
on their progress, most users preferred monthly or weekly feedback. When asked
about the medium for feedback, users strongly preferred email or a website.
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Only 12% of participants preferred daily feedback and less than 25% preferred
feedback via a phone app. Finally, the most popular recommendations pertained
to lighting, heating, computer usage, and kitchen appliances.

Insight 1: Users prefer low-cost to low-effort recommendations
Financial cost, not surprisingly, was reported as the main motivation for reducing
energy use. We asked users to select one or more of the following in response
to the I would like to reduce: financial cost, environmental impact, energy usage
relative to neighbors, or other cost. A large majority, 83.86% of users, reported
that they were interested in reducing the financial cost of their home’s energy
usage with 47.57% caring about environmental impact. Moreover, with p <
0.001, users are more aware of how much money they spend on energy bills
each month than either how much energy their home uses each month or the
environmental impact of their home’s energy usage.

When asked whether they would like to receive specific recommendations,
users preferred inexpensive or free recommendations over expensive recommen-
dations even though many low-cost recommendations require significant effort.
Many highly rated recommendations included tedious tasks, such as weather-
stripping or caulking gaps around doors. Similarly, recommendations such as
install ENERGY STAR-rated routers and modems, which are cheap invest-
ments, were more popular than more expensive upgrades, such as replacing
windows.

Fig. 2. Percentage of Yes responses in reply to the question Would you like to receive
this recommendation? broken down by cost category.

Figure 2 shows the distribution of acceptance rate for recommendations in
each of the categories: no cost, low cost, medium cost, and high cost. The accep-
tance rate is defined as the percentage of responses indicating Yes in reply to the
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Table 1. Popular recommendations and mean expected savings for the follow-up study
participants.

Appliance Popular recommendations Expected
savings kWh

Expected
savings $

Lighting Use natural light during the day 40.14 4.81

Decrease the light to a desired level by installing
and using dimmer switches

93.98 11.28

Computer Use the power management features of your
operating system to put your computer to sleep

1.08 0.13

Turn off the computer/laptop/monitor when idle 0.52 0.06

Turn off your screen saver 0.10 0.01

Close applications not in use while using your
computer

1.24 0.15

Refrigerator Increase the temperature of your fridge to 40◦ 9.27 1.11

Cover your food before putting it in the fridge 0.12 0.01

Reduce the number of times you open the door 3.61 0.43

Reduce the length of time you prop your door
open

0.07 0.01

HVAC Adjust the thermostat down in the winter and
up in the summer when you go to sleep

9.42 1.13

Caulk or weatherstrip gaps and seams around
windows, doors, vents, etc. to reduce air leakage

166.01 19.92

Turn off your fans when you physically leave the
room

37.68 4.52

question Would you like to receive this recommendation?. The median acceptance
rate for recommendations in the no-cost category was nearly 80%, in contrast to
a median acceptance rate of 67% for recommendations in the high-cost category.
Only 6.1% and 2.7% of recommendations classified as no and low cost, respec-
tively, had low acceptance rates at or below 50%, while a more significant 26.7%
of those recommendations classified as high cost were rejected by participants.

Insight 2: Users are unwilling to make lifestyle changes to save energy
Table 1 shows the most popular recommendations of the survey. Many pop-
ular recommendations were in the infrastructural category and have little or
no impact on a user’s lifestyle. In contrast, unpopular recommendations, for
example, Go to sleep earlier to require less lighting at night, often
require users to change the way they schedule or perform daily activities.
As another example, covering drafty windows with plastic was popular, while
repainting house walls to better reflect light was not; the latter affects the
user’s daily life much more than the former. We found that many of the least
popular recommendations were those that had an impact on entertainment
activities. Use a Wii instead of XBox One or PS4; Use a smaller TV; and
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Watch less TV all had an acceptance rate of of lower than 50%. The least pop-
ular recommendation was Consider spending more time with family and
friends in the same room when planning activities.

Discussion: This initial study demonstrates that while many common energy-
saving recommendations are popular, other recommendations commonly pro-
vided by utility companies and other energy-focused websites are unlikely to be
adopted. Some popular recommendations have a large potential for energy sav-
ings, though the potential savings for several other popular recommendations,
for example Cover liquids and foods you put in the fridge is less clear.
In the next sections, we design a set of models and carry out a follow-up user
study to quantify the likely energy savings of a user who applies the popular
recommendations identified in Table 1.

3 Modeling Consumption

Based on the responses to the initial study, popular recommendations most fre-
quently pertained to refrigerators, home lighting, computer usage, and heating
and cooling. To understand the impact of these recommendations on typical
users’ energy consumption, we built micro-models of energy consumption for
each of these appliances using a combination of prior work and experimentation.
Each micro-model was dependent on a set of appliance-level and behavioral
parameters. Appliance-level parameters were used to characterize the device
while behavioral parameters described its usage. These parameters were used
in combination to estimate the current consumption of the device as well as
the potential savings achievable using each of the popular recommendations.
To make the models more applicable to typical users, parameters were chosen
in such a way that ordinary homeowners would be able to estimate them with
minimal effort.

Refrigerator: The device parameters for the refrigerator model included refrig-
erator age, size, and configuration, which were used as inputs to an Energy-Star
model to estimate an average baseline energy consumption. Further, experi-
mentation was done on a single refrigerator to determine a linear relationship
between temperature settings and energy consumption, a curve which was shifted
based on the output from the Energy-Star model. Based on recommendations
regarding internal temperature, door-opening, and covering liquids and foods,
the behavioral parameters included temperature setting; door opening frequency
and the duration of door-propping; and whether the user tended to cover food
before storing it. Potential savings were calculated by determining the baseline
consumption and then subtracting the estimated consumption using the recom-
mendations.

Home Lighting: Assuming it would be difficult to recall the number and
wattages of every light bulb in a user’s house, the lighting model takes as device
parameters the number of rooms that are typically lit and an average size for
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each room. It then uses a well-known rule of thumb to calculate the lux level
that would typically be used to light that amount of space in a residential set-
ting by multiplying the number of square feet by 1.5 [1]. Savings are calculated
for two recommendations, one regarding natural light, and one involving dim-
mer switches. The natural light savings are calculated by simply restricting the
baseline calculation to the number of rooms that are both occupied during the
day and receive natural light. The dimmer savings are calculated by determining
the number of Watts necessary to light the occupied square footage to several
different light levels recommended for different tasks.

Computer Usage: To calculate the usage of a computer we parameterize the
model using the following inputs: (1) whether the system was used as a desktop
or a laptop; (2) whether the computer was an Energy-Star system; (3) whether
the monitor used is LCD or not; (4) whether the user uses multiple applications
simultaneously; and (5) whether the computer is kept in sleep mode when not
used. Based on these inputs, a baseline power consumption of the computer (200
W for a desktop and 40 W for a laptop) is multiplied by a preset factor. These
factors are based on measurements performed on a computer as part of prior
work [2]. For example, if a computer is Energy-Star the power consumption is
assumed to be 50% of the baseline [3].

Heating and Cooling: We have developed simple models to calculate the
energy savings for recommendations involving the heating and cooling system.
For instance, to quantify the energy savings when adjusting the indoor home
temperature at night, we first calculate a coarse estimate of the external wall
area of the house by dividing the total square footage by the number of floors
and taking the square root. Our model then calculates the ideal temperature
differentials for the winter and summer using indoor, outdoor, and the minimum
and maximum temperature in a user’s comfort zone. We then use the model
described in [4] to calculate the difference in heat loss rate in BTU/hr between
boundary and current temperature. Consequently, we multiply the heat loss rate
by the number of hours the user is asleep in a month and convert that value to
Kilo-Watt-Hours. In our model, we perform the calculations for summer and
winter seasons and provide an average of the two.

For the second recommendation (sealing air leakages) the energy savings are
calculated using the following equation: Savings = ΔT · ACHact · Volume · 0.018
where ACHact is air changes per hour and is dominated by ACHnat, the natural
air changes per hour, when ACH50, a measurement of air changes induced during a
standard blower test at 50 Pascals, is greater than 1 [5,6]. Further, ACHnat can
be calculated using a conversion factor, lblfactor, as ACH50

lblfactor , so savings can
be described by: ΔT · ACH50

lblfactor · V olume · 0.018 where 0.018 is the heat capac-
ity of air at sea level on average and ΔT is the temperature differential between
indoors and outdoors. We estimate the volume of the house, and ACH50 for leaky,
moderate and tight houses using the estimates provided in [7] and a combina-
tion of the age and the amount of effort the user has put into sealing leaks in
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the house. As a rule of thumb, we use 20 for lblfactor. For the third recom-
mendation (Turning of fans when not in the room) the savings are calculated
as numfans · numhours fans run unattended · fan powerusage · dayspermonth
where fan powerusage is set to 75 W [8].

4 Quantifying Potential Savings

We conducted a follow-up study that uses our models to quantify the potential
savings of the popular recommendations identified by our initial study.

Setup: The follow-up study focused on four areas: refrigerator, lighting, com-
puter usage, and HVAC. For each appliance, the study asked users to provide
a usage profile then to rate how likely they would be to modify their usage
according to the recommendations. In the case of the refrigerator, for instance,
we asked the participants several questions about their fridge itself (e.g., its age),
then several questions about its use (e.g., how cold is it?). We then applied our
micro-model to generate and display potential energy savings per recommenda-
tion. Finally, we asked users to indicate if they would be willing to apply any of
the recommendations that would lead to savings and to provide an explanation
if not.

The survey was available on AMT from March 19, 2016 to March 24, 2016.
We collected a total of 110 complete responses. Some users started the survey
but did not complete it and their results were not included in our analysis.

4.1 Findings

Insight 1: Applying a few popular recommendations can lead to sub-
stantial energy savings.

Our results indicate that an average user could expect to save up to 27.9% on
a monthly bill, based on the 2014 US average monthly energy cost of $114.09 [9].
Since some of the recommendations for each appliance could lead to overlapping
savings, this is a conservative estimate that first averages the savings for each
recommendation, then takes the maximum average for each appliance group,
and sums the four results.

Figure 3 shows, from left to right, the total number of users, the number
of users who saw at least one recommendation in each appliance category, the
number of users who saw each specific recommendation, and percentage of users
who indicated they were willing to adopt the recommendation. For instance, 110
users received at least one recommendation related to the refrigerator, however
only eight saw the recommendation to cover food and, of those eight, 87.5% said
they would be willing to adopt this recommendation.

The acceptance rate of all recommendations was very high, with most users
indicating they would adopt a recommendation if they were given that recom-
mendation. The recommendation to put a computer to sleep when not in use
had the lowest acceptance rate—one user indicated he runs a twitterbot on his
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Fig. 3. This figure illustrates how many users saw each recommendation for each appli-
ance and the percentage of users willing to adopt the recommendation.

computer and therefore cannot put it into a sleep state. Note that users were
only asked to evaluate a recommendation if it offered potential savings based
on their profile. Several recommendations were seen by a small number of users
because the users already performed the recommended behavior. For example,
102 users indicated that they already cover their food before putting it in the
refrigerator, 74 users said they already use natural light during the day, and
58 users said they already adjust their thermostat when they go to sleep. Less
than 25% of users’ profiles offered potential savings through at least one of the
computer-related recommendations.

As illustrated in Table 1, the expected savings calculated by our models falls
into four clusters. Expected savings per user were calculated as the mean savings
across all 110 users for each recommendation, including those users who rejected
the recommendation or whose profiles offered no potential savings. Infrastruc-
tural changes including sealing air leaks and using dimmer switches yield the
greatest savings of more than 90 kWh. Using natural lighting and turning off
fans fall into the next cluster at savings in the high-30 kWh range. Increasing
the refrigerator temperature and adjusting thermostats had a low, 9–10 kWh
average savings, and savings of less than 4 kWh was estimated for keeping the
fridge door closed, covering food, turning of screensavers, minimizing applica-
tions running on a computer, and using computer power management and sleep
features.



306 M. Law et al.

Fig. 4. For users who accepted the recommendation, the figure shows the distribution
of potential savings for the recommendations seal air leaks and adjust thermostat at
night.

Figure 4 illustrates the distribution of savings for a recommendation with
the highest overall savings (seal air leaks) and one in the third tier of savings
(adjust thermostat). The figure excludes the zero-savings cases where a user did
not accept the recommendation or did not see the recommendation based on
profile responses. This figure illustrates the wide variance of savings, with many
users seeing savings significantly higher than the average. Even in cases where
average savings is small, some users may see significant benefit. Other appliances
showed similar distributions.

Insight 2: Reasons for rejecting recommendations were consistent with
the initial study findings and insufficient savings discouraged some
recommendation acceptance.
Users who rejected recommendations were asked to explain their reasoning and
most comments were consistent with the findings identified in our initial study.
Several users demurred from installing dimmer switches or sealing air leaks in
their homes for the sake of cost, supporting our finding that users prefer low-cost
to low-effort recommendations. Some users also expressed concern about effort
required, for example I have no idea how to install that in my house and I don’t
have the time or upfront money. Investment was also, understandably, a concern
for users in rental properties—67% of users who rejected the recommendation to
seal air leaks cited the fact that they are renters or do not own the house that
they live in. Many comments also reinforced the finding that users are unwilling
to make lifestyle changes to save energy. Multiple users rejected the idea of
installing dimmer switches because they liked brightly lit rooms. Similarly, when
declining a recommendation to reduce fridge door openings one user wrote, That
will be a hard habit to break and I often need to open in quite often.

In some cases, users found the predicted savings to be too low to justify the
cost or effort involved in carrying them out. One user worried that increasing
refrigerator temperature would cause food spoilage losses that would not offset
the savings. Similarly, a user who had very low savings for reducing the amount
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the refrigerator is propped open responded, a penny a month is not enough
for me to change. Another user made a similar comment about the fridge door
recommendation, Because we open it when we want something. It’s hardly worth
55 cents a month to try to coordinate family members’ thirst or hunger. Overall,
the implication in these cases was that higher savings would have made the
recommendation more appealing.

Discussion: Our findings demonstrate that there is ample opportunity to design
persuasive systems to encourage users to apply unsurprisingly. Users are, unsur-
prisingly, interested in saving money, and our findings suggest they are willing
to put in effort to do so. Though our study identified many recommendations
that are unlikely to be adopted, many of the the most popular recommendations,
for example dimming lights and turning off fans when leaving a room, require
behavioral change. We acknowledge that this work does not consider whether
users follow through on the recommendations they report to be appealing, but
suggest that our results offer insight into the design of systems to encourage user
adoption.

5 Related Work

In this section, we compare our work with relevant literature in home energy
recommendation systems and modeling energy consumption of home appliances.

Persuasion and Home Energy Recommendation Systems: Home energy
and resource consumption has received focus as a natural behavioral target for
persuasive technologies. Midden et al. suggested that technology could take on
the important role of promoter to affect change in home energy consumption
behavior through feedback [10]. Some have argued that behavioral change is nec-
essary to achieve consumption reductions beyond what technological advances
alone can provide [11]. Others have explored the potential of persuasive feedback
through embodied agents to affect home energy usage [12].

Prior art suggests that technological interventions like in situ energy saving
recommendations may be worth exploring as persuasive. Shih and Jheng iden-
tify both the breaking down of desired behaviors into simple tasks and offering
fitting suggestions as effective persuasive strategies for affecting energy consump-
tion behaviors [13]. But timing and matching relevant context may also be crit-
ical. Immediacy, for example, has been cited as a critical affordance of product-
integrated interactive feedback [11]. The Fogg Behavioral Model (FBM) posits
three drivers of human behavior: motivation, ability, and triggers [14]. Even with
sufficient motivation and ability, a timely trigger is needed for a desired behavior
to occur.

Several papers study what recommendation attributes are effective for long
term adoption. For instance, in [15], the authors study several types of interven-
tions: goal-setting, information tailoring, modeling, and feedback. In [16], the
authors study personalized recommendations based on historical usage patterns
and demographics. Pisharoty et al. investigate the effect of personalized rec-
ommendations on more efficient thermostat scheduling [17]. In [18] the authors
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prototype a context-based recommendation system on a smartphone while [19]
and [20] discuss the effectiveness of nudging and social cognition and persuasion
in increasing the effectiveness of recommendation systems. Our work takes a
more fundamental look at which recommendations users are likely to follow and
how much savings they may yield.

Modeling Appliance Energy Consumption: These are several tools avail-
able for predicting appliance energy consumption and usage [5,21–27]. These
tools take usage patterns as input and estimate the energy consumption of the
appliance. In this work we utilize these tools to estimate the energy savings of
popular recommendations.

6 Conclusion

In this paper, we perform a three step study to understand the feasibility of home
energy saving recommendations. First, we use survey results from approximately
650 AMT users to determine the most popular recommendations from a set of
181 popular recommendations published by utility companies and government
agencies. Secondly, we design micro-models to estimate the energy savings of
these recommendations. Finally, we perform a followup study to determine the
actual energy savings for these popular recommendations based on typical usage
patterns. We show through our study that a few of the popular recommendations
can lead to significant energy savings. Our insights into which recommendations
are popular and useful in terms of energy savings can form the basis of home
energy recommendation systems.
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