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Acronyms

GLMMs Generalized linear mixed models
HSROC Hierarchical summary receiver operating characteristic
IPD Individual patient-level data
MRI Magnetic resonance imaging
NPV Negative predictive value
PPV Positive predictive value
ROP Retinopathy of prematurity
SROC Summary receiver operating characteristic

20.1  Review of Existing Statistical Work on Diagnostic 
Meta-analysis

Systematic review of test performance is a rigorous approach for synthesizing evi-
dence in the evaluation of diagnostic/screening tests performance. Previous chap-
ters have been focusing on guiding the progress of diagnostic test assessments and 
discussing the major challenges during systematic reviews, such as small study 
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effects, appraising inconsistency, and moderators. When the included studies meet 
the prespecified quality criteria, the results can be quantitatively summarized by a 
meta-analysis, providing the estimates for quantities of key interest while account-
ing for the possible heterogeneity.

To date, a variety of statistical methods for diagnostic meta-analysis have been 
developed in the presence and absence of a gold standard. Assume that the perfor-
mance of a candidate test has been measured against a gold standard. The simplest 
method is to apply univariate fixed-effect or random-effects meta-analysis to esti-
mate sensitivity and specificity separately, ignoring any correlations that may exist 
between the two measures. However, sensitivity and specificity are often negatively 
correlated across studies [1] due to the fact that different thresholds may have been 
used to define positive and negative test results. The current methods essentially can 
be classified into two categories. The first category includes the summary receiver 
operating characteristic (SROC) curve approach (or Moses-Littenberg model) [2, 3] 
and a hierarchical summary receiver operating characteristic (HSROC) model [2–
5], which were based on modeling of accuracy and scale parameters while account-
ing for between-study heterogeneity. The second category includes models based on 
sensitivity and specificity, including the bivariate general mixed-effects models and 
bivariate generalized linear mixed models (GLMMs) [1, 5–9]. Interestingly, Harbord 
et al. [10] found that the bivariate GLMMs and HSROC models are closely related 
and even equivalent in the absence of covariates.

Despite that various statistical methods have been developed and available as 
guidance for investigators, it is time to consider future directions of diagnostic tests 
in meta-analysis. In fact, there remain many interesting and important topics in 
diagnostic meta-analysis that need to be investigated.

20.2  Advanced Methods of Diagnostic Meta-analysis

This subsection is an incomplete collection of topics that we believe are important 
for future research on meta-analysis of diagnostic test accuracy studies. These 
include (a) the robustness of model misspecifications and (b) the identifiability of 
models and the assumption of conditional independence for multiple diagnostic 
tests in the absence of a gold standard.

20.2.1  Model Robustness

Although the bivariate GLMMs and HSROC models take into consideration the 
correlation between sensitivity and specificity across studies, the standard likelihood- 
based inference sometimes suffers from computational issues, such as non- 
convergence or sensitivity to the choice of initial values due to the complexity of 
likelihood and the small number of studies; see Chen et  al. [11]. To circumvent 
these difficulties, composite likelihood [12]-based inference of meta-analysis of 
diagnostic tests has been developed [13]. Such a procedure not only avoids the 
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computational issues but also offers robustness to misspecification of joint distribu-
tions of sensitivity and specificity. In practice, many of diagnostic test accuracy 
studies involve not only case-control studies but also cohort studies. The bivariate 
GLMMs and HSROC models focus only on sensitivity and specificity and ignore 
the information on disease prevalence that is contained in cohort studies. As a con-
sequence, such methods cannot provide estimates of measures related to disease 
prevalence, including positive and negative predictive values (PPV and NPV), 
which reflect the clinical utility of a diagnostic test. Additionally, due to possible 
clinical variability or artifactual variation, sensitivity and specificity may vary with 
disease prevalence [14, 15]. Chu et al. [16] proposed a trivariate model to jointly 
analyze sensitivity, specificity, and disease prevalence. Chen et al. [11] proposed a 
general framework of jointly analyzing case-control and cohort studies while pro-
ducing robust inference on positive and negative predictive values. They also applied 
their method to the surveillance of melanoma patients where the goal was to detect 
the recurrence of melanoma in regional lymph nodes and/or distant sites at a point 
when it remains treatable. This method not only provided robust estimates of diag-
nostic accuracy for the four modern diagnostic imaging modalities but also pro-
duced patient-specific estimates of positive/negative predictive value of the 
recurrence of melanoma under various clinical settings, which directly supports 
clinical decision-making [11]. Ma et al. [17] developed Bayesian inference of this 
model. Although the composite likelihood-based inference can address the compu-
tational issues in standard likelihood-based inference and is robust to the misspecifi-
cations of correlations among sensitivity, specificity, and disease prevalence, more 
robust models are still warranted. For example, van Houwelingen et al. [6, 7] have 
relaxed the normality assumption of random effects to mixture distributions. Chen 
et  al. [18] have developed beta-binomial distributions as an alternative to allow 
heavy-tailed distributions. More work along this line toward robust inference is 
needed.

20.2.2  Absence of Gold Standard Test: Identifiability 
and Conditional Dependence

In diagnostic meta-analysis, a common problem occurs when the selected reference 
test may not be a gold standard due to measurement error, high cost, or nonexistence 
[19]. Failure to account for the errors in reference test can lead to substantial bias in 
the evaluation of candidate test accuracy [20]. Several statistical methods have been 
proposed for dealing with such a situation in the literature. Among them, two mod-
els have been developed to account for an imperfect reference test, namely, a multi-
variate generalized linear mixed model [21] and a hierarchical summary receiver 
operating characteristic model [22]. In practice, investigators may have to choose 
between one of these two models. In order to provide a useful guideline for model-
ing with diagnostic meta-analysis, Liu et  al. [23] provided a unification of these 
models and showed that these two models, although with very different formula-
tions, are closely related and are mathematically equivalent in the absence of 
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study-level covariates. Moreover, they have provided the exact relations between 
the parameters of these two models and assumptions under which two models can 
be reduced to equivalent sub-models. In other settings, studies may rely on two or 
more imperfect reference tests to verify the results of a candidate test, or studies 
may have multiple candidate tests with an imperfect reference. In the former case, 
the composite reference standard was developed by Alonzo and Pepe [24]; this 
method combines information from several imperfect reference tests to obtain a 
“pseudo-gold standard.” Such a method is appealing because it provides a simple 
fixed rule to assign a final diagnosis to each subject in a study population, reducing 
the effect of misclassification of disease status [25]. For the latter case, the latent 
class models have been developed for estimating diagnostic accuracy [26, 27], 
among others. Nevertheless, some possible limitations of latent class approach have 
been discussed in the literature [28, 29].

It is worth noting that two important issues need to be carefully considered during 
the evaluating the accuracy of multiple candidate tests in the absence of a gold stan-
dard, namely, model identifiability and dependence of diagnostic tests. First, when 
two or more candidate tests in the absence of a gold standard are simultaneously 
applied to each subject of a population, the lack of identifiability may occur. For 
example, if two imperfect diagnostic tests are considered and the data is summarized 
as a 2 × 2 table with at most three degrees of freedom; yet, in fact, there are five 
unknown parameters (one disease prevalence, two sensitivities, and two specificities) 
in the probability distribution that characterizes these data. To overcome such non-
identifiability, the Bayesian approach was conducted through the knowledge of 
unknown test characteristics as prior information [19]. Gustafson et al. [30] proposed 
to use nested models, i.e., model expansion and model contraction, to alleviate the 
identifiable issue, and concluded that non-identifiable models with moderate amount 
of prior information often outperform simpler but identifiable models. The second 
issue is the assumption of conditional independence. Some models and inferences 
for multiple tests rely critically on the assumption that the tests are independent con-
ditional on disease status; see Hui and Walter [31], Pepe and Janes [32], and Chu 
et al. [21]. However, it is not always satisfied in practice. Dendukuri and Joseph [33] 
considered the conditional dependence between two tests by allowing pairwise cor-
relation between two tests and random-effects model for correlation between more 
than two tests. In summary, the issue of model identifiability and conditional inde-
pendence remains challenging, and further work in this direction is in great need.

20.3  Future Work and Direction

Traditional meta-analyses provide the results based on aggregated data (or study- 
level data) from published studies. Over the past few decades, although statistical 
methods relying on aggregated data have been well-studied, these procedures may 
be highly susceptible to ecological fallacy bias in the literature [34–37]. In contrast, 
individual patient-level data (IPD) meta-analysis, which synthesizes the evidence 
from patient-level data, is regarded as a gold standard. IPD meta-analysis offers 
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several advantages compared with the traditional meta-analysis, including bias 
reduction, the ability to undertake updated analyses (e.g., follow-up data), and sub-
group analyses [38]. More specifically, since IPD meta-analysis allows the results 
that are derived directly from each study, it has potential to substantially reduce the 
effects of publication and reporting biases [38]. Moreover, IPD meta-analysis col-
lects more detailed information on individual-level characteristics/covariates; it 
therefore can increase statistical power to carry out subgroup analyses through 
meta-regression [34]. In particular, when the heterogeneity is present, the interpre-
tation of overall summary results (e.g., study-level covariates) can be misleading, 
whereas IPD meta-analysis allows investigation on individual characteristic as 
potential sources of heterogeneity between studies [39]. Despite these benefits, 
however, IPD may not be always available from all relevant studies due to high cost 
or logistic reasons [38]. Additionally, in some situations, those studies with avail-
ability of IPD may represent a biased subset of the available studies [38, 40, 41].

Recently, incorporating IPD, if available, into aggregated data has received 
increasing attention, which offers opportunities to inform personalized medical 
decisions based on patient-level characteristics and produces results tailored to the 
individual patients or clinically relevant subgroups [42, 43]. In the following two 
subsections, we will discuss the future work efforts needed to address a set of statis-
tical challenges in combining both IPD and aggregated data, development of diag-
nostic prediction research, and assessment of prediction models for further aiding of 
clinical decision-making. In addition, we will also discuss the opportunities and 
potential challenges when IPD is used alone.

20.3.1  Combination of Aggregated Data and Individual  
Patient- Level Data

IPD may be unavailable for all studies; the circumstance arises when IPD are acces-
sible for a subset of studies and aggregated data alone are available for the remain-
ing studies. To utilize all available data, several methods have been proposed to 
combine both IPD and aggregated data using treatment interventions or diagnostic 
studies [43–45]. Among them, only few published work focuses on how to synthe-
size both data from diagnostic tests, as well as to evaluate accuracy-by-covariate 
interactions; for example, see Riley et al. [45], where they have extended the stan-
dard bivariate random-effects meta-analysis.

When there is more than one diagnostic test simultaneously used to evaluate their 
accuracy, it is essential for patients and clinicians to select the most effective diag-
nostic test. In such case, the network meta-analysis, which is an extension of tradi-
tional pairwise meta-analysis, has been applied to compare multiple interventions 
for a combination of IPD and aggregated data. To our best knowledge, very few 
statistical methods on the synthesis of IPD and aggregated data for multiple diag-
nostic accuracy studies have been developed. Further research is needed on this 
topic. Additionally, for either pairwise meta-analyses or network meta-analyses, it 
is important to consider the case when there is no gold standard.
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In clinical practice, patients and care providers often face decisional dilemmas 
when multiple diagnostic tests are available, and therefore, prediction models are 
essential tools in aiding decision-making. The diagnostic prediction model is useful 
to convert combinations of multiple predictors, such as individual characteristics 
(e.g., age and smoking status), test results, and biomarkers, with preassigned 
weights to an estimated absolute risk or probability of disease [46, 47]. By modeling 
these predictors, a commonly used statistical method is through the multivariable 
regression framework, such as logistic or Cox regression [48]. In fact, many predic-
tion models are constructed from a single dataset. However, with the availability of 
IPD, the prediction models based on IPD has become increasingly appealing for 
improving the development and validation of prediction models [49]. For example, 
several authors [50–52] incorporated previously published univariable predictor- 
outcome association to construct a novel prediction model through univariate meta- 
analysis. When the multivariable associations are available from the literature, it 
will be difficult to incorporate them due to inclusion of different predictors, model 
overfitting, and other practical factors. These potential challenges have been dis-
cussed in Debray et al. [53]. Before implementing a diagnostic prediction model in 
clinical practice, model validation is also required, particularly for two major fac-
tors—discrimination and calibration [54, 55]. Debray et al. [56] focused on investi-
gating the generalizability of prediction model through the internal-external cross 
validation to combine model development with validation. A principle on IPD meta- 
analysis for prediction modeling can be found in Debray et al. [57]. Riley et al. [48] 
highlighted the importance of external validation of prediction modeling (e.g., dis-
crimination and calibration) on IPD meta-analysis. Nevertheless, several important 
issues remain open, including novel methods of model development and validation, 
particularly for the case in the absence of a gold standard, combination of tests, 
missing predictors, and between-studies heterogeneity in predictor effects.

20.3.2  Partial Verification Bias/No Gold Standard for Individual 
Patient-Level Data

Despite IPD method offers many opportunities, it still poses many methodological 
challenges, such as partial verification bias and no gold standard. Next we give two 
case studies to illustrate the potential challenges using IPD alone.

Case study 1: An example on the issue of verification bias is the study of endome-
trial carcinoma reported by Rockall et al. [58]. The histology test is considered as a 
gold standard, but an invasive method, for the diagnosis of the myometrial and 
cervical invasion in endometrial carcinoma. As an alternative, the magnetic reso-
nance imaging (MRI) with gadolinium enhancement has been used as a surrogate; 
it is a noninvasive, highly accurate, and less expensive diagnostic test for detecting 
lymph node metastases [59, 60]. This study includes 96 patients with endometrial 
carcinoma who had a MRI test performed between May 1995 and November 2004. 
Out of 96 patients, 68 had a negative MRI test and 28 had positive MRI. For those 
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patients with positive results, 18% of them have been evaluated by the gold standard 
test of the endometrial carcinoma. For those patients with negative results, 66% of 
them have been evaluated by the gold standard test following the MRI testing. This 
design, only partially verifies the subjects with gold standard, is more cost-effective 
compared to the standard design where all subjects are evaluated by both tests.

Case study 2: An example on the imperfect reference test is the study of retinopa-
thy of prematurity (ROP), which is an eye disease that occurs in premature infants. 
It is a leading cause of avoidable blindness in children worldwide [61]. When infants 
with ROP are diagnosed in early stage, they can often be effectively treated with 
laser retinal ablative surgery or other treatments [62, 63]. In this ROP study, the 
enrolled infants have undergone a sequential screening examinations on their paired 
eyes by study-certified ophthalmologists (hereafter referred as the ophthalmology 
test), which is often treated as a gold standard. Such screening process essentially 
tends to be time-intensive for the ophthalmologists, stressful for the infants, and 
related to medicolegal liability concerns [64–66]. The telemedicine-based digital 
retinal imaging test (hereafter referred as the imaging test) has been widely used in 
practice. In this ROP study, the preliminary findings suggest that the prevalence 
rates of ROP significantly differ among subpopulations; specifically, the prevalence 
rates of female and male groups are 21% and 31%, respectively. The sensitivity and 
specificity of both diagnostic tests (i.e., the ophthalmology test and the imaging 
tests) are approximately the same across subpopulations.

In case study 1, since the subjects were evaluated by the gold standard selec-
tively, i.e., subjects with positive results from the candidate test were less likely to 
be evaluated by the gold standard compared to the subject with negative result from 
the candidate test, ignoring such selective verification can lead to bias in the esti-
mate of diagnostic accuracy. Such a problem has been recognized by researchers 
[67, 68], and this type of bias is known as the partial verification bias. Statistical 
methods have been proposed to correct for the potential partial verification bias 
when using IPD data alone [68–72]. For multiple studies, Ma et al. [17] recently 
proposed a hybrid GLMM to correct bias in diagnostic meta-analyses. However, 
little work has been done in the setting of correlated data or longitudinal studies.

In case study 2, the evaluation from study-certified ophthalmologists is also 
error-prone. In fact, previous studies have suggested that the agreement between 
two independent ophthalmologists is poor, suggesting that the reference test is not 
a gold standard. This problem is related to the Hui-Walter framework [31]. 
Specifically, Hui and Walter proposed the model to estimate the accuracy of diag-
nostic tests when the accuracy of the gold standard is unknown [31]. In particular, 
their proposed approach requires that (1) two diagnostic tests are both applied to 
two populations with different disease prevalence rates and (2) the results of one 
diagnostic test are assumed to be independent of the other ones within the disease 
subpopulation and the disease-free subpopulation. Additionally, the accuracy of 
both diagnostic tests is assumed to be consistent among two different 
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subpopulations. Compared to the Hui-Walter framework, the key difference is that 
the ROP study involves the correlated and clustered data. Such correlated or clus-
tered data are common collected in medical research. Further work is required to 
deal with such problem.

In conclusion, significant efforts are underway to enhance statistical methods for 
diagnostic test accuracy studies. This chapter aims to provide an overview of the 
recent statistical advances on meta-analysis of diagnostic tests and suggest a few 
directions for future research. We believe that more advances in this important topic 
will have direct impacts to better clinical decision-making and more effective 
screening of diseases.
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