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Preface

Accelerated development of theoretical, experimental, and computational methods,
intended for researching and designing various technologies for obtaining
promising materials, composites, and structures, determines modern trends in
materials science and related scientific and technical fields. Modern requirements
bring to the fore huge attention to the development of environmentally friendly
materials. Industrial technologies need the creation of devices and goods, with very
high measurement accuracy, reliability, durability, which are able to function under
conditions of temperature and pressure that vary widely, as well as in the aggressive
environment. At the same time, the high characteristics of the developed devices
and technologies directly depend on the properties of the materials used. The study
of modern physical processes and technologies is also impossible to imagine
without creating materials and devices with optimal and outstanding properties.

This collection of 50 papers presents selected reports of the 2017 International
Conference on “Physics, Mechanics of New Materials and Their Applications”
(PHENMA 2017), which has been taken place in Jabalpur, India, October 14–16,
2017 (http://phenma2017.math.sfedu.ru). The conference was sponsored by the
Council of Scientific and Industrial Research (India), Ministry of Education and
Science of the Russian Federation, South Scientific Center of the RussianAcademy of
Science, Russian Foundation for Basic Research, Ministry of Science and
Technology of Taiwan, New Century Education Foundation (Taiwan), Ocean &
Underwater Technology Association (Taiwan), Unity Opto Technology Co., Ltd.
(Taiwan), Fair Well Fishery Co., Ltd. (Taiwan), Woen Jinn Harbor Engineering Co.,
Ltd. (Taiwan), Lorom Group (Taiwan), Longwell Co., (Taiwan), University of 17
Agustus 1945 Surabaya (Indonesia), University of 45, Surabaya (Indonesia),
University of Islam Kadiri (Indonesia), Khon Kaen University (Thailand), Don State
Technical University (Russia), South Russian Regional Centre for Preparation and
Implementation of International Projects.

The thematic of the PHENMA 2017 continued ideas of previous international
symposia and conferences: PMNM 2012 (http://pmnm.math.rsu.ru), PHENMA
2013 (http://phenma.math.sfedu.ru), PHENMA 2014 (http://phenma2014.math.
sfedu.ru), PHENMA 2015 (http://phenma2015.math.sfedu.ru), and PHENMA
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2016 (http://phenma2016.math.sfedu.ru), whose results have been published in the
following edited books “Physics and Mechanics of New Materials and Their
Applications”, Ivan A. Parinov, Shun Hsyung-Chang (Eds.), Nova Science
Publishers, New York, 2013, 444 p. ISBN: 978-1-62618-535-7; “Advanced
Materials—Physics, Mechanics and Applications”, Springer Proceedings in Physics.
Vol. 152. Shun-Hsyung Chang, Ivan A. Parinov, Vitaly Yu. Topolov (Eds.),
Springer, Heidelberg, New York, Dordrecht, London, 2014, 380 p. ISBN:
978-3319037486; “Advanced Materials—Studies and Applications”, Ivan A.
Parinov, Shun-Hsyung Chang, Somnuk Theerakulpisut (Eds.), Nova Science
Publishers, New York, 2015, 527 p. ISBN: 978-1-63463-749-7; “Advanced
Materials—Manufacturing, Physics, Mechanics and Applications”, Springer
Proceedings in Physics, Vol. 175, Ivan A. Parinov, Shun-Hsyung Chang, Vitaly Yu.
Topolov (Eds.). Heidelberg, New York, Dordrecht, London: Springer Cham.
2016, 707 p. ISBN: 978-3319263229 and Advanced Materials—Techniques,
Physics, Mechanics and Applications, Springer Proceedings in Physics, Vol. 193,
Ivan A. Parinov, Shun-Hsyung Chang, Muaffaq A. Jani (Eds.). Heidelberg, New
York, Dordrecht, London: Springer Cham. 2017, 627 p. ISBN: 978-3-319-56062-5,
respectively.

The papers of the PHENMA 2017 are divided into four scientific directions:
(i) processing techniques of advanced materials, (ii) physics of advanced materials,
(iii) mechanics of advanced materials, and (iv) applications of advanced materials.

Into framework of the first topic are considered, in particular, binary-, ternary-,
and four-component systems on the base of sodium niobate, porous, and composite
materials based on lead-free ferroelectric ceramics. Then there are present the
techniques of the growth of zinc oxide nanorod arrays on piezoelectric substrates
and the synthesis of titanate nanotubes. Moreover, the evolution of structure and its
activity at the distribution of metals in nanoparticles are studied. The first section is
finished by considering the goods, fabricated by 3D printing process, and designing
novel solvents for deep desulfurization using methods of molecular dynamics.

The physical direction is opened by the investigations of the surface structures
and properties of oxygen-adsorbed TiC(111) surface and also the presentation of
density matrix method in atom theory. Novel results are present for electric
response to bending vibrations and pyroelectric effect in unpolarized ferroelectric
ceramics. Then new data on a broad set of structural, dielectric, magnetic, and
elastic properties and also effects of doping are discussed for solid solutions of
different ferroelectrics and multiferroics. Other papers are devoted to investigations
of photoelectrical and optoacoustic properties of ZnO–ferroelectric structure and
lithium niobate crystals. The study of interfacial microstructures and characteriza-
tion of the titanium–stainless steel friction welds finishes this section.

In the section of mechanics are present new mathematical and finite element
models with dissipations for multiferroic media with voids, and nonlocal nonlinear
analysis of composites is performed. Then studies of carbon nanotube systems and
applied theory of the vibration of inhomogeneously polarized piezo elements are
discussed. Elastic-guided waves in laminate fiber-reinforced composite plates, in
particular, at wave propagation through damaged interface and estimation of wave
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energy are studied, which are continued by 3D boundary-element modeling of
transversal vibrations of poroelastic plates. This section also includes damage
models for composites and crack initiation in surface-hardened titanium alloys.
Moreover, contact interactions for bodies of complex shape taking into account
wear are treated as well as physical, mechanical, and tribological properties of
nanocomposites. Finally, mechanical properties of two-layer coating using
nanoindentation are discussed.

The presented applications are touched to set of modern devices, manufactured
on the base of novel approaches and reprocessing of slag and wastes for the
development of environmentally friendly materials and goods. First, it is analyzed
Helmholtz resonator for estimating acoustic metamaterial properties. Then new
thermoelectric converter based on “metal—dielectric—semiconductor—metal”
structures is discussed. Finite element analysis is applied to development of cymbal
transducer from porous piezoceramics, and mathematical modeling of stepped
beam energy harvesting is performed on the base of Euler–Bernoulli’s theory.
Moreover, there are evaluated performance of piezoelectric micropump and treated
coded control of piezo actuator nano- and microdisplacements for mechatronics
systems. Detailed consideration is devoted to mineral additives from technogenic
raw materials and treatment of dioxin-contaminated soil by organic waste
co-composting system. Biocomposites are characterized as suitable materials for
human and bottom ash-reinforced aluminum metal matrix composite is proposed
for motorcycle detail manufacture.

The book will be very useful for students, graduate students, scientists, and
engineers who research and develop nanomaterials and structures, ferro–piezo-
electrics, pyroelectrics, magnetic and environmentally friendly materials and
composites. The book also discusses theoretical and experimental problems, related
to research and mathematical modeling of modern devices using new promising
materials that are suitable for wide application in various scientific, technological,
and technical fields. The book includes new research results in the field of materials
science, condensed matter physics, physicalmechanical theory, modeling and
experiment, methods of processing and developing advanced materials and com-
posites, numerical methods, and different applications.

Rostov-on-Don, Russia Ivan A. Parinov
Kaohsiung, Taiwan Shun-Hsyung Chang
Jabalpur, India Vijay K. Gupta
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Chapter 1
Binary, Ternary and Four-Component
Systems Based on Sodium Niobate:
Phase Diagrams of States, the Role
of the Number of Components
and Defectiveness in the Formation
of the Properties

L. A. Reznichenko, I. A. Verbenko, L. A. Shilkina, A. V. Pavlenko,
S. I. Dudkina, I. N. Andryushina, K. P. Andryushin,
A. G. Abubakarov and T. V. Krasnyakova

Complex systems are a challenge to the art of a researcher.
Haken [1]

Abstract According to the results of the analysis of the solid solutions in the
multicomponent systems, based on lead titanate zirconate (PZT), there have been
defined the search stages for the new functional materials for various purposes. The
role of the number of components in the formation of the electrophysical properties
has been shown. It has been defined that the 5-component systems, based on the
PZT, provide the optimal combinations of basic electrical parameters. The phase
diagrams of the two-, three- and four-component systems, based on sodium niobate,
have been considered. The complexity of phase diagrams has been shown, which
are distinguished by a large number of structural transitions, and by a variety of
phase transformations in comparison with the systems, based on the PZT. It has
been defined that in niobate systems, a considerable growth of electrophysical
parameters during the transition to the four-component system was observed. The

L. A. Reznichenko � I. A. Verbenko � L. A. Shilkina � A. V. Pavlenko � S. I. Dudkina �
I. N. Andryushina (&) � K. P. Andryushin � A. G. Abubakarov
Research Institute of Physics, Southern Federal University, Rostov-on-Don, Russia
e-mail: futur6@mail.ru

A. V. Pavlenko
Southern Scientific Centre of Russian Academy of Science, Rostov-on-Don, Russia

T. V. Krasnyakova
Lugansk Taras Shevchenko National University, Lugansk, Ukraine

T. V. Krasnyakova
Institute of Physical Organic and Coal Chemistry, Donetsk, Ukraine

© Springer International Publishing AG, part of Springer Nature 2018
I. A. Parinov et al. (eds.), Advanced Materials, Springer Proceedings
in Physics 207, https://doi.org/10.1007/978-3-319-78919-4_1

3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78919-4_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78919-4_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78919-4_1&amp;domain=pdf


influence of the defectiveness of solid solutions on the formation of their macro-
properties has been revealed. It has been defined that in one multicomponent
system, the materials with different totality of the parameters can be obtained on the
base of the compounds with fundamentally different macro-responses, which will
allow using them in the combined equipment complexes, functioning in a suffi-
ciently wide operating frequency range.

1.1 Introduction

The creation of functional ferroelectric materials (FFEMs) with optimal properties
for various applications remains an important material science task, and unless it
has been solved it is impossible to satisfy the growing demands of electronics, the
space industry, nuclear power engineering, and medical equipment.

Since the beginning of the FFEMs study (1940–50s), four main groups of the
materials can be distinguished: those based (i) on barium titanate, (ii) on lead
titanate zirconate (PZT), (iii) on lead niobate, (iv) on potassium niobate. Among
them, the most widely used materials are based on the PZT [2–4], which can be
explained by the existence of the morphotropic region (MR) in this system. It is a
region of a structural phase transition, accompanied by extremes of electrophysical
parameters, in particular, by high piezoelectric parameters, and it is also accom-
panied by the possibility of changing them in wide limits. The latter is substantially
determined by the broad isomorphism inherent to the solid solutions (SSs) of PZT.
The attempts to find the groups of highly effective materials with the perovskite
structure in the study of other two-component systems did not yield the desired
results. The components of these two-component systems with the ABO3 compo-
sition have Pb2+, Bi2+, Cd2+ in the A positions, and Ti4+, Zr4+, Sn4+, Hf4+ in the
B positions, i.e. the cations providing ferroelectric properties and an increase in the
Curie temperature. Among the studied systems, it has not been found any system
equivalent to PZT, which, apart from the high piezoelectric characteristics, is dis-
tinguished by a broad isomorphism.

During the first period of the industrial materials creation on the base of PZT in
the 1950–60s, the PZT system was modified with mono-oxides of various metals.
Among them, the best materials for various purposes are those of the PZT type of
the company “Vernitron” USA [5].

In the late sixties and early seventies of the last century, Japanese researchers
performed the transition from the PZT system to three-component systems based on
it, which made it possible to increase the piezoelectric parameters of ferroelectric
SSs and improve their sinterability [6]. Subsequent modification of SSs of the
PbTiO3–PbZrO3–PbNb2/3Mg1/3O3 system with various oxides led to a significant
improvement in their characteristics and to the creation of industrial materials such
as of the PCM type of the company Matsushita Electric, Japan [7].
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During the same years (at the end of the 1960s and at the beginning of the
1970s) the researches on three-component systems, based on the PZT [8], was
started in the Research Institute of Physics of the Rostov State University (RSU).
Almost immediately, it led to the intensive study of four-, five-component SSs, and
at the end 1990s to the study of the based on PZT six-component systems of the
type: PbTiO3�PbZrO3 �

Pn
1 PbB

0
1�aB

00
aO3ðn ¼ 2; 3; 4Þ. Here there are 5-,

6-valence cations; 1-, 2-, 3-valence cations; a = 1/2, 1/3, 1/4 depending on the
valence. The results of these studies are present in papers [9–25] and are gener-
alized in monographs [26–28].

It should be noted that with the increase in the number of the components, the
regions of compositions with the optimal combinations of parameters for various
fields expand, a variety of properties grows, the most important electrophysical
parameters [9, 10, 16, 17] increase. These results witness on the significant
advantages of multicomponent systems over the simpler systems, which serves the
base for them. These advantages will be reflected in detail below.

In the above-mentioned periods of time, studies of another group of materials
were carried out, namely, SSs, based on alkali metal niobates (AMN). The latter
possess unique combinations of parameters (low specific gravity, high sound
velocity, wide range of permittivity and mechanical Q values at sufficiently high
values of piezoelectric parameters) that cannot be implemented in SSs, based on PZT
[4, 29–44]. However, they have not been widely used in technology for a long time
because of the difficulties in obtaining them by traditional methods, which is due to
the complexity of their crystal structure, the presence of a large number of phase
transitions and due to the strong dependence of the properties on the conditions of
structure formation. Intensive research of these SSs has been carried out after the
European Union adopted the Legislative Initiative [45], limiting the use of lead
containing materials in electronic and electrical equipment, which, being a toxic and
volatile element, poses a threat to the environment and to human health [46–54].

In Russia, the ecological situation is characterized by both a high level of current
anthropogenic impact on the environment and a significant amount of accumulated
environmental damage. In this regard, the adoption of a number of laws in Russia,
based on the paradigm of the best available technologies [55] and a genuine
breakthrough on the environmental legislative front, make it necessary to perform
the transition in all electrotechnical sectors to non-toxic (first of all, lead-free)
intellectual materials. The only alternative to already existing materials science
brands are ferroactive compositions and their solid solutions (SSs), based on alkali
and alkaline earth metal niobates (NAM, NAEM).

In the result of researches, about 200 types of functional materials and methods
for their production were created in the Research Institute of Physics of the SFedU
(RSU), protected by more than 250 security documents: author’s certificates,
Russian and foreign patents, and know-how. These materials belong to the fol-
lowing 10 groups, which differ in the totality of their electrophysical parameters
and, as consequence, in the fields of application that “cover” practically all known
piezo-technical areas:
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(1) materials with high dielectric permittivity for low-frequency converters in
systems of microspaces;

(2) materials with high anisotropy of piezoelectric parameters, intended for
ultrasonic flaw detection, thickness measurement and other devices for non-
destructive testing;

(3) materials with high stability of resonance frequency, used in
frequency-selective filter devices;

(4) highly-sensitive materials for work in accelerometers, in devices for ultrasonic
testing of products and equipment;

(5) high-temperature materials for transducers that keep working capacity at
elevated temperatures;

(6) materials with low dielectric permittivity, high pyrocoefficient, high speed of
sound, intended for use in high-frequency acoustoelectric transducers on
surface and bulk waves, as well as in pyroelectric receivers;

(7) materials resistant to electrical and mechanical influences, promising for
ultrasonic radiators, piezoelectric motors, reducing piezotransformers, gener-
ators of high voltage, etc.;

(8) materials with low coercive force for use in memory devices;
(9) pistol materials for working as temperature sensors, auto-heat stabilizing

heaters;
(10) electrostrictive materials, fixing the change in the linear dimensions of the

objects.

The material parameters of some groups are presented in Table 1.1.

Table 1.1 Basic electro-physical parameters of the materials, developed in the Research Institute
of Physics

Materials Parameters

eT33=e0 tgd� 102 Kp d31j j; pC/N QM

With high dielectric
permittivity (group 1)

2800–6000 1.2–2.9 0.68-0.71 245–380 35–80

With high anisotropy of
the piezoelectric
parameters (group 2)

120–180 1.0–2.2 0–0.10 0–5 8–2000

With high resonance
frequency stability
(group 3)

180–1400 0.2–2.0 0.10–0.53 6–100 300–12000

High-sensitive (group 4) 650–1400 1.6–2.0 0.62–0.68 95–170 90–105

High-temperature
(group 5)

48–455 0.1–1.9 0.015–0.32 0.5–35 100–4000

With low dielectric
permittivity (group 6)

120–510 0.3–1.0 0.20–0.54 12–70 150–4500

Resistant to electrical
and mechanical
influences (group 7)

900–2300 0.30–0.85 0.57–0.66 85–195 1000–2000
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The aspiration to the universality of science-intensive products leads to the need
of combining several different options in one chemical composition, the diversity of
which cannot be achieved within monobjects. In piezomaterial science, this leads to
the transition to multifunctional compositions, in particular, to multicomponent
systems, based on the compounds with fundamentally different macro responses.

Our purpose was to establish the general nature of the change of electrical
properties due to the change of the number of SSs components in the systems,
based on PZT and NAM. Moreover, we studied transition from solid solutions
(SSs), which are the base of one group of materials (alkali metal niobates) to the
SSs, which are the base of another group of materials (with the participation of the
Pb(Ti, Zr)O3 system). On the base of the formation of a new set of parameters,
combining the advantages of both groups of ferroelectric piezoceramics, we studied
two-, three-component systems, based on AMN, as well as a four-component
system (1 − x)(Na, Li)NbO3–xPb(Ti, Zr)O3.

1.2 Objects: Methods of Their Obtaining and Research

The objects of the study were SSs of multicomponent systems, based on PZT: Pb
(Zr, Ti)O3–Pb(B′, B″)nO3 (where B′ = Nb, W, B″ = Zn, Mg, Cd, Bi, Co, Ni, n = 2,
3, 4); SSs of binary, ternary and four-component systems, based on sodium niobate:
(Na1−xLix)NbO3 (0 � x � 0.145), (Na1−xKx)NbO3 (0 � x � 1.0), (Na1−xPbx)
(Nb1−xTix)O3 (0 � x � 1.0), (Na, Li, Pb)(Nb, Ti)O3, (1 − x)(Na0.875Li0.125)
NbO3–xPb(Ti0.5Zr0.5)O3 (quasi-binary section of the four-component system
NaNbO3–LiNbO3–PbTiO3–PbZrO3 with a step Dx = 0.05 in the range 0 < x
0.20 and 0.90 < x � 1.00, Dx = 0.10 in the range 0.20 < x � 0.70, Dx = 0.025
in the range 0.70 < x � 0.90). SSs were obtained by double solid-phase synthesis
at T1 = 800 °C, T2 = 850 °C, s1 = s2 = 5 h followed by sintering with the use of
hot pressing (HP) method [56] at TC = 950–1250 °C (depending on composition),
under pressure P = 19.6 MPa, ssin = 40 min. We used monoxides and carbonates
of the qualifications: PbO, TiO2–“ec”, Li2(Na, K)2CO3–“cc”, Nb2O5–“Nbo-Pt”.

X-ray diffraction studies of the objects were carried out by the method of powder
diffraction on a DRON-3 diffractometer using CoKa radiation (Bragg-Brentano
focusing scheme). We investigated the crushed objects, which made it possible to
exclude the influence of surface effects, stresses and textures, appearing during the
preparation of ceramics. The cell parameters were calculated using the standard
procedure [57], the measurement error was Da = Db = Dc = ±0.003 Å, DV =
±0.05 Å3, where a, b, c are the parameters, V is the volume of the perovskite cell.
The homogeneous deformation parameter d, characterizing the spontaneous
deformation as the relative elongation of the reduced perovskite cell along the polar
axis, was calculated by the formulae: dT = 2/3 (c/a − 1), for the tetragonal
(T) phase and dRh = cos a, for the rhombohedral (Rh) phase [57].
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The relative permittivity after the polarization of the samples eT33=e0
� �

, the
dielectric loss tangent (tan d), the piezomodule jd31jð Þ, the electromechanical
coupling coefficient of the planar vibration mode (Kp), the mechanical quality factor
ðQMÞ, the sound velocity were determined at room temperature in according to [58].
Relative errors in determining the parameters of solid solutions were for
eT33=e0
� ���1:5%; tan d��5:0%; Kp ��2:0%; d31j j ��4:0%;QM ¼ ��12%;

VE
1 ��0:3%.

1.3 Advantages of Multicomponent Systems and the Role
of the Number of Components in the Formation
of the Macroproperties of Solid Solutions on the Base
of PZT

Above, we mentioned the significant advantages of multicomponent systems over
the simpler systems, which serve their base. These advantages of the SSs systems,
based on PZT, are considered in detail in [10, 13, 26]:

(i) with the increasing number of the system components, MR dimensionality
increases (the isothermal section of the phase diagram of the k-component
system has (k − 1)-dimensional MR in the case of a two-phase transition),
and it also increases in adjacent phase diagrams (PDs) regions, which greatly
extends the choice of SSs with a given combination of parameters;

(ii) the introduction of new components, forming SSs with the components of
the initial system, allows one to change widely the composition of SSs and,
consequently, their parameters and to obtain a wide variety of materials
properties;

(iii) with the increasing number of components of the system, the effectiveness of
SSs increases;

(iv) with the increase in the number of components up to 4, 5, as a rule, the
manufacturability of the systems is improving. This is probably due to the
heterovalent substitutions with an increase in the number of ions, entering
into the SSs, lead to the formation of an additional concentration of point
defects, ensuring intensive diffusion processes, and consequently, the sin-
tering process, the formation of an optimal microstructure and physical
properties of the ceramic.

The authors, adopted the method [26] of creating new materials, based on the
study of phase diagrams of multicomponent systems, which, unlike the modifica-
tion, greatly facilitates the search and prediction of SSs with given properties, since
it allows establishing a direct connection between the structure of SSs, their
properties and application areas [11, 15, 19, 21]. There are three stages of search:

8 L. A. Reznichenko et al.



(i) the choice of cationic composition of the components;
(ii) the definition of the MR and its position on the PDs;
(iii) the determination of the number of the components.

The choice of the cation composition is based on the stated direct dependence of
the ferroelectricity degree of SSs on the electronegativity (EN) of the B″ elements in
the corresponding oxidation degree and, consequently, on the degree of covalence
of the B″–O bond. As a measure of the ferroelectricity of SSs, there can be used a
homogeneous strain parameter d [57], since the magnitude of the stresses that arise
when domain reorientation depends on it (the ferroelectricity is understood as the
stability of the domain structure to external influences).

The determination of the MR and its position on the PDs are performed by
studying the concentration dependences of the most important electrophysical
parameters of SSs, which allow us to distinguish the regions of their extreme values
or favorable combinations for various applications on the PDs.

The choice of the number of the components is based on the analysis of the
change in the electrophysical and structural parameters of SSs during the transition
from the two-component system of the PZT to three- and four-component systems,
based on it [10] (Fig. 1.1), and from the three-component system
Pb Ti; Zrð ÞO3�PbNb2=3Zn1=3O3 to four-and five-component on its base [13]
(Fig. 1.2). Figure 1.1 shows the dependence of the structural and electrical param-
eters on the number of the components (N). For comparison, there were chosen SSs
with a close content of the corresponding components, located near the tetragonal
boundary of the MR. It is seen that with increasing of N (Fig. 1.1) the permittivity
eT33=e0
� �

increases. A particularly noticeable increase of eT33=e0 occurs, when there
are introduced PbNb2/3Co1/3O3 и PbW1/2Co1/2O3 ferroelectric oxides as fourth
components and to a lesser extent, when there are introduced PbNb2/3Co1/3O3 и
PbW1/2Co1/2O3 ferroelectric oxides. The change of the piezomodule d31 is similar to
the change of eT33=e0, and the coefficient of electromechanical coupling Кp increases
with growth of N to a lesser extent than eT33=e0 and d31. In the transition from
three-component system Pb(Ti, Zr)O3–PbNb2/3Zn1/3O3 to four- and five-component
systems on its base, changes of its electrophysical and structural parameters are
similar to those described above (Fig. 1.2).

In all cases with an increase of N, there is observed a noticeable decrease of the
parameter c of the perovskite cell due to an insignificant decrease or constancy of
the parameter a. This reduces the spontaneous deformation, characterized by a
homogeneous parameter of deformation d [57], which may be due to the disor-
dering of the structure during the introduction of the foreign ions into the crystal
lattice.

The determination of the MR and its position on the PDs is performed by
studying the concentration dependences of the most important electrophysical
parameters of SSs, which allows us to distinguish the regions of their extreme
values or favorable combinations for various applications on the PDs.

The choice of the number of the components is based on the analysis of the
change in the electrophysical and structural parameters of SSs during the transition
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from the two-component system of PZT to three- and four-component systems,
based on it [10] (Fig. 1.1) and from the three-component system Pb(Ti, Zr)O3–

PbNb2/3Zn1/3O3 to four- and five-component on its base [13] (Fig. 1.2). Figure 1.1
shows the dependences of the structural and electrical parameters on the number of
the components N. For comparison, there were chosen SSs with a close content of
the corresponding components, located near the tetragonal boundary of the MR. It
is seen that with increasing of N (Fig. 1.1) the permittivity eT33=e0 increases.

Fig. 1.1 Dependences of the electrophysical parameters eT33=e0 (I), d31 (II), Kp (III) (a–d), as well
as parameters of the perovskite unit cell a (I), c (II) and homogeneous deformation parameter
d (III) (e–h) from the number of components N in the samples, based on the double system
PbTiO3–PbZrO3, in which the third component is PbNb2/3Zn1/3O3 (a, e); PbNb2/3Mg1/3O3 (b, f);
PbW1/2Cd1/2O3 (c, g); PbW1/3Bi2/3O3 (d, h); and the fourth is PbNb2/3Co1/3O3 (1), PbW1/2Co1/2O3

(2), PbW1/2Ni1/2O3 (3), PbW1/2Mg1/2O3 (4), PbNb2/3Mg1/3O3 (5), PbNb2/3Zn1/3O3 (6); samples of
the binary system were prepared according to conventional technology, triple and quadruple,
according to ceramic technology (a, b, e, f) and hot pressing method (c, d, g, h) [10]
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This suggestion was confirmed in the paper [18], in which we studied a number
of SSs of the four-component system (Pb, Sr)NiO3–PbZrO3–PbW1/2Mg1/2O3–

PbNb2/3Zn1/3O3 and two 5-component systems based on it. The content of the first
three components of the 4-component system remained unchanged during the
transition to 5-component systems, while the fourth part of the PbNb2/3Zn1/3O3

component was substituted by the complex oxide PbNb2/3B″1/3O3 (B″ = Mg2+,
Ni2+) (there were substituted the ions of approximately one ionic radius). It follows
from general statements [59] that the higher translational parameter a corresponds
to higher degrees of the short-range order in the arrangement of different atoms
along the sites of the sublattice.

The introduction of disorder into such an arrangement (alongside with different
disordered displacements of the atoms) should lead to the increase of a.

The results of the precision X-ray diffraction studies have shown that during the
transition from 4-component system to 5-component systems, parameter a increases
due to the simultaneous decrease in the homogeneous strain parameter in the
tetragonal phase of dT (Fig. 1.3). This agrees with the data of the papers [10, 13].

The transition to 6-component systems, as shown by the results of the analysis
[28] (Fig. 1.4), leads to the decrease of d, but Kp also decreases, and the growth of
eT33=e0 and d31 slows down. Thus, it can be concluded that the 5-component sys-
tems, based on the PZT, provide the optimal combinations of the electrophysical
parameters of SSs.

Fig. 1.2 The electrophysical
parameters eT33=e0 (I), d31(II),
Kp(III) and the structural
parameters a (I), c(II), d(III)
as functions of the number
N of components in
solid-solution systems based
on PbTiO3–PbZrO3–

PbNb2/3Zn1/3O3; data points
1, 2, 3 refer to three distinct
five-component systems [13]
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1.4 Multicomponent Systems and the Role of the Number
of Components in the Formation of Macroproperties
of Solid Solutions, Based on NAM

1.4.1 PDs of Two and Three-Component Systems, Based
on Niobate

The information, accumulated to the present time, indicates that the only real
alternative to the PZT-composition are niobium-containing systems. Moreover,
they are the most complex, and among them, there are those, based on the com-
pounds involving alkali metals.

On the one hand, the discrepancy between the radii of alkali cations and the
parameters of the inter-octahedral voids, which they occupy in the perovskite
structure, determines its “looseness”. As a result, there is ease of stability loss,

Fig. 1.3 Dependence of the
homogeneous strain
parameter d on the parameter
a for the systems of solid
solutions (Pb,Sr)TiO3–

PbZrO3–PbW1/2Mg1/2O3–

PbNb2/3Zn1/3O3–PbNb2/3
B″1/3O3 [18]

Fig. 1.4 Dependence of the
parameters on the number of
components N in solid
solutions of three-, four-, five-
and six-component systems
on the same basis PbTiO3–

PbZrO3–PbNb2/3Zn1/3O3–

PbW1/2Mg1/2O3: 1—d;
2—eT33=e0; 3—d31; 4—Kp

[28]
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which leads to the appearance of a series of successive phase transformations and
the formation of the states, which “respond” differently on the external impact. It is,
to a certain extent, the reason of the manifestation of three qualities of complex
niobium oxides: (i) polymorphism of compounds, (ii) morphotropy and
(iii) non-stoichiometry of the composition [60].

On the other hand, crystal-chemical structural features contribute to the
hydrolysis of the initial niobium substances during the synthesis and to narrowing
of the interval of its optimum temperatures. They also contribute to increased
reactivity of the reagents and high volatility of alkali metals at relatively low
temperatures, excessive anisotropic growth of giant ideomorphic grains during
recrystallization, self-destruction of ceramics and their polarization electrolysis. All
these causes (and many other things) lead to the critical dependences of the
properties of niobate materials on the thermodynamic background (the conditions
of obtaining).

Finally, the known determining influence on the macroproperties of niobate
media of the phase, granulometric, defective, and rheological state of niobium
pentoxide, the main initial reagent, involved in the synthesis of alkali niobates, and
the problems, associated with the variable valence of niobium, make the interpre-
tation of many scientific results ambiguous. Moreover, there are grounds to con-
sider the formation kinetics of this class of substances from the standpoint of
self-organization effects, which we noted earlier in [39].

The illustrations of the above-mentioned features are the PDs of two- and
three-component systems, based on sodium niobate (Figs. 1.5 and 1.6), which are
distinguished by a great variety of phase transformations in comparison with sys-
tems, based on PZT. In the system (Na1−xLix)NbO3 (Fig. 1.5a), 13 states are
observed at room temperature, in the solubility range of the components
(*14.5 mol% LiNbO3), including 7 areas of coexistence of the phases of different
nature. X-ray methods established the location of 3 MRs, in which the symmetry of
the cell and regions with a change in the isomorphic type of SSs vary in different
ways. The resulting Rh-phase in the interval 0.1075 � x � 0.1310 is similar to
the phase of N sodium niobate at T < 170 K [61]. This is supported by the same
type of crystal structure of SSs and NaNbO3 data (perovskite type), by the presence
in both cases of a superstructure, associated with doubling of the axial vectors of the
perovskite cell (in NaNbO3 at T < 170 K). Due to the “crushing” of oxygen
octahedral, it is supported by the closeness of the parameters of the perovskite
Rh-cell of SSs with 0.1075 � x � 0.1310 (at T = Troom) and NaNbO3 (at
T < 170 K): a = 3.902 Å, a = 89° 6′ and a = 3.908 Å, a = 89° 13′, respectively.

In the system (Na, Pb)(Nb, Ti)O3 (Fig. 1.5b), SSs with a perovskite-type
structure are formed throughout the concentration range of the components
(0 � x � 1.0). The presence of 19 phase states, including 9 MRs, separates the
phases with different symmetry and multiplicity of the perovskite subcell, with the
different electrical, isomorphic type of SSs. In the (Na, K)NbO3 system (Fig. 1.5c),
a continuous series of SS is formed. Radiographic and dielectric methods revealed
13 phase states, including 7 MRs, separating regions with different types of SSs,
electrical ordering, superstructure. The appearance of phase transition in these
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systems is connected with a change in the type of dipole ordering (ASE, SE, PT),
the multiplicity of the perovskite subcell (multiplicative phase transition), isomor-
phic SSs species (configurational phase transitions).

In the PZT system (Fig. 1.5d), a continuous series of SS is formed in the entire
concentration range (0 � x � 1.0). X-ray diffraction revealed 5 phase states,
including 2 MRs separating regions with different types of SSs and 3 phases:
rhombic, rhombohedral, and tetragonal [62]. In [63] the authors established the

Fig. 1.5 a Phase diagram of the SSs system (Na, Li)NbO3. b Phase diagram of the SSs system
(Na, Pb)(Nb, Ti)O3. c Phase diagram of the SSs system (Na, K)NbO3. d Phase diagram of the SSs
system PbZr1−xTixO3 [62]
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presence of a monoclinic phase in the concentration range 0.453 � x � 0.477 at
room temperature. Unlike the above-mentioned two-component systems, based on
sodium niobate, PD of the PZT system is much simpler.

In Fig. 1.6 for comparison, there are given PDs of two three-component systems:
based on PZT (PbTiO3–PbZrO3–PbNb2/3Zn1/3O3) and on the base of sodium nio-
bate (NaNbO3–LiNbO3–PbTiO3). If the diagram of the first system is divided into
two regions: tetragonal and rhombohedral with the MR between them (T + Rh),
then on the second PD there is a whole set of MRs between the tetragonal,
rhombohedral and rhombic (monoclinic) phases (for example, M2 + T, M2 + R).

The dependencies between the structural and electrophysical parameters,
established for the systems, based on the PZT [28], can be also distributed to a
certain extent of the niobate systems. The main structural SSs characteristics of the
considered type are the homogeneous strain parameter d [57] and the associated
degree of domain reorientations made during the η [64] polarization. However, it is
necessary to take into account the “collapse of the structure” in niobate systems. For
example, in the system (Na, Pb)(Nb, Ti)O3 in a wide concentration range
(*23 mol% PbTiO3), superstructural lines are observed due to the “structure
collapse”, and their intensity decreases with increasing of PbTiO3 concentration.
The measured values of d can be represented as a sum: dmeas = d + dcrump, where d
is the homogeneous strain parameter associated with spontaneous polarization,
dcrump is the deformation parameter due to “crumpling”. To establish the correct
relationship between structural and electrophysical parameters in niobate systems, it
is necessary to isolate the true value of d from the total by comparing the residual
macroscopic deformation of the samples (DL/L0) with the degree of domain
reorientations η.

Fig. 1.6 Phase diagrams of three-component systems
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1.4.2 Four-Component System (1 − x)(Na, Li)NbO3–

xPb(Ti, Zr)O3 and the Role of the Number
of Components in the Formation of Macroproperty
of SSs

In the general case, in the study of four-component systems, the main problem (as in
the case of triple and double systems) is reduced to the search for MR, the, com-
positions of which have extreme properties. The method of searching for the MR in
the four-component system consists of preliminary approximation of its boundary
surfaces by planes, further refinement of the shape and extent, and the identification
of the optimum composition zone inside it [28]. In this case, the approximation
reflects the position of the MR in the system more accurately and the more infor-
mative data on the components (compounds) exist, as well as the double and triple
systems that make up the four-component system.

There has been considered the system (1 − x)(Na0.875Li0.125)NbO3–xPb
(Ti0.5Zr0.5)O3 (quasi-binary section of the four-component system NaNbO3–

LiNbO3–PbTiO3–PbZrO3 with a step Dx = 0.05 in the range 0 < x � 0.20 and
0.90 < x � 1.00, Dx = 0.10 in the range 0.20 < x � 0.70, Dx = 0.025 in the
range 0.70 < x � 0.90).

We performed the analysis of the properties of components and the nature of the
phase transformations in the double (Fig. 1.5a, b, d) and ternary (Fig. 1.6) SSs
systems, forming the investigated system. The results lead to the conclusion that
PDs of the latter must be very complex, with a large number of structural transi-
tions, “crumpling” of the structure, defect in both cation sublattices, etc. This makes
it extremely difficult to obtain both the samples of the given composition and the
subsequent interpretation of the obtained data. Take into account the presence of the
information about MR in only two binary systems (Na, Li)NbO3 and (Na, Pb)(Nb,
Ti)O3 with the common component of NaNbO3, as well as the different character of
the symmetry change in MR in (Na, Li)NbO3–Pb(Ti, Zr)O3 and Pb(Ti, Zr)O3. Then
the uncertainty of MR position (and the planes approximating it) becomes obvious
in the studied system.

Due to this, we have obtained and investigated the samples of SSs of only one
line, connecting the compositions of SSs with extremal properties, belonging to the
(Na, Li)NbO3 and Pb(Ti, Zr)O3 systems, in the tetrahedron. This way of investi-
gating the four-component system in this case seems to be the most rational, since it
makes it possible to obtain a general characterization of the system by a minimum
number of experiments.

Figure 1.7 shows a tetrahedron of compositions with isolated sections of the
system (dot-dash line) and experimental points. The choice of the extreme com-
ponents of the quasibinary section of the investigated four-component system is
caused by the extreme nature of the electrophysical parameters in them [65–68].
The analysis of the obtained X-ray diffraction data make it possible to establish the
formation of a continuous series of SS, crystallizing (i) in the Rh modification at
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0.00 < x < 0.05, (ii) with a mixture of Rh- and R-phases (MR) at 0.05 � x
0.10, (iii) in R-modifications at 0.10 < x < 0.25, (iv) with a tetragonal (T) distorted
perovskite cell at 0.70 < x � 1.00. The parameters of latter vary non-
monotonously, experiencing anomalies at x = 0.80–0.90. The small values of the
SS cell deformations with 0.25 < x � 0.70 do not make it possible to clearly
determine the type of symmetry in this region (presented as the pseudocubic (Psc))
and to establish the position of the second morphotropic transition into the T-phase.
Presumably, a series of rhombic phases with close structural parameters form here.

Examination of the relationships “composition—structure—properties” in nio-
bate systems shows that, due to the variety of combinations of parameters, they are
significantly inferior to the systems, based on PZT [26]. This is facilitated, in
particular, by a smaller difference in spontaneous deformation in different phases, a
change in one direction of the dielectric constant during the polarization of the
ceramic and structural features of the systems, based on sodium niobate [69–71].

Figure 1.8 shows the dependence of structural (d) and electrophysical parame-
ters (e33

T /e0, Kp, d31) on the number of components (N) in SSs of two-, three-,
four-component systems, based on sodium niobate.

For comparison, we selected SSs with a close content of the corresponding
components, located near the rhombohedral (or tetragonal) boundary of the MR. It
is seen that with increasing N, eT33=e0 increases. A particularly noticeable increase of
eT33=e0 occurs with the transition to the four-component system. The piezomodule
d31 also increases, practically repeating the course of eT33=e0. The coefficient of
electromechanical coupling Kp in the transition to the three-component system
varies insignificantly, and it increases sharply at N = 4. The homogeneous defor-
mation parameter d, like multicomponent systems, based on PZT, decreases during
the transition from two-component system to three-component one. This parameter
increases slightly with the increasing of N when the transition to the 4-component
system increases. It is apparently due to the large content of PbTiO3 in SSs of the
4-component system. The analysis of the dependencies of the electrophysical

Fig. 1.7 Tetrahedron of the
compositions of the (Na, Li)
NbO3–Pb(Ti, Zr)O3 system
with the allotted cut (dash-dot
line) and experimental points
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characteristics on N in both cases (systems, based on PZT and sodium niobate)
testifies the effectiveness of the multicomponent systems building.

It should be noted that, materials in the systems, based on PZT, can be obtained
within a single system by changing the concentration of the components (due to the
sharp difference in the characteristics of the structure) [28]. At the same time, the
selection of the materials within a separate niobate of the system is very limited (in
particular, it is connected with the low Kp values outside its maximum). Here
properties change mainly due to the transition from one system to another, that is,
by replacing or introducing new components [72]. The study of the present mul-
ticomponent system on the base of the compounds with fundamentally different
macro-responses makes it possible to obtain materials with a different set of
parameters in one system. It allows one to use them in combined instrumentation
complexes working in a fairly wide operating frequency range. Thus, SSs of the
system with a low content of x is characterized by a combination of the charac-
teristic parameters of niobate materials. So they demonstrate relatively low values
of eT33=e0 with sufficiently high values of VE

1 , which allows their using as the base
materials of microwave devices. Compositions with 0.70 < x < 0.85, which have
high values of eT33=e0 = (2000–2300), Kp = (0.550–0.569) and |d31| = (85.6–170.0)
pC/N can be effectively used in LF-electromechanical converters.

Taking into account the obtained results, we plan further investigation of the
multicomponent systems, based on the binary system xNaNbO3–yKNbO3:
xNaNbO3–yKNbO3–zPbTiO3; xNaNbO3–yKNbO3–zPbTiO3–mPbZrO3; xNaNb
O3–yKNbO3–zLiNbO3; xNaNbO3–yKNbO3–zLiNbO3–mPbTiO3; xNaNbO3–yKNb
O3–zLiNbO3–mPbTiO3–nPbZrO3.

Fig. 1.8 Dependences on the
number of components of the
electrophysical parameters:
eT33=e0, Kp, d31j j, d in the SS
(1 − x)NaNbO3–xLiNbO3

(2); xNaNbO3–yLiNbO3–

zPbTiO3 (3); (1 – x)
[0.875NaNbO3–

0.125LiNbO3]–xPb
(Ti0.5Zr0.5)O3 (4)
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1.4.3 The Role of Defectiveness in the Frmation
of the Properties of Alkali Metal Niobates

We have revealed the role of the intrinsic (determined by the cation–anionic
composition and the structure of SSs), the biographical (related to the thermody-
namic prehistory of the objects), and the deformation (generated by external con-
ditions) defects and their interactions in the appearance of new phase states,
determining the features of the electrophysical properties of AM.

We have shown the possibility of inhibition of the interruption processes of the
“polarization chains” by the vacancies populating them with superionic stochio-
metric ions. In this case, spontaneous deformation increases substantially and
eT33=e0. decreases. The simultaneous increase in Кp of such SSs is a consequence of
their shift in the phase diagram towards the MR. Based on these results, we have
proposed the method for crystal-chemical modeling of Nb-containing ferroelectric
piezoceramics with a low dielectric constant.

We have shown that in the systems with morphotropic phase transitions,
non-monotonous changes are observed in their vicinity, namely: changes of Tsin t,
qv, the activation energies of the formation reactions Ea, the width of the forbidden
band Ed, and the degrees of reproducibility of the electrophysical properties. All
SSs, which locate in the neighborhood or inside the MR have minimal Tsin t. The
pressing rate of powder samples is determined by diffusion processes and depends
on the degree of perfection of the crystal structure of the powder particles. Then the
decrease of Tsin t can take place due to the increased defectiveness of the MR
compositions, in particular, with an increased concentration of lattice vacancies, the
motion of which is facilitated along the extended defects (interphase boundaries).
Because of the given value of the vacancy diffusion coefficient, the diffusion
coefficient of atoms is proportional to the concentration of vacancies, and the
diffusion processes in the MR are substantially activated. This is the reason for the
intensification of sintering of the corresponding SSs. The high values of v and the
light color of the SSs samples from the MR confirm absence of significant defect in
oxygen, owing to which departure from the lattice of volatile ions (VA) is assumed.
The increase of VA, which are acceptors in the NN-based SSs with the n-type
conductivity, should lead to the increase of qv. It is confirmed experimentally (we
observed minimum in the qv − x dependence in PZT with the p-type conductivity
in SSs from the MR).

A decrease of Ea in the region of the morphotropic phase transition indicates an
increased reactivity of the initial mixtures of corresponding SSs. It is also a con-
sequence of the non-phase MR and the resulting increased defectiveness of the SSs.
The characteristic changes of Ea in the systems indicate that the composition
peculiarities, associated with their belonging to MR, are already manifested at low
calcination temperatures (670–970 K), when in the mixtures of the initial reagents,
instead of SSs with a given composition, the clusters mainly formed, corresponding
to all intermediate and final states of the mixtures.
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It has been stated that the greatest dispersion of dielectric and piezoelectric
parameters exists in the MR (eT33=e0, Кp, d31, QM, etc.). This is explained by the
following. In the MR, there is a rapid change in parameters with insignificant
variations in the composition. Due to this any violation of the prescribed stoi-
chiometry (facilitated by the solid-phase synthesis) leads to significant change in the
phase state, the structure, and, as a consequence, in the electrophysical properties of
the SSs.

We have studied the processes of formation and development of bulk crystal-
lochemical defects of the mesoscopic scale (clusters), presenting themselves the
embryos of new phases in the systems with concentration PT. It is shown that their
stepwise evolution in the process of approaching by SSs to MR passes through
several stages, which find a response in the change in the macroscopic properties.
An assumption has been made about the role of clusters in the formation of extreme
electrophysical parameters of the objects.

Thus, the role of defectiveness in the formation of the properties of alkali metal
niobates is manifested in the following: (i) stabilization of the ASE state; (ii) an
anomalous change in the dielectric properties with the frequency of the measuring
field at low concentrations of the secondary components in binary SS; (iii) the
elimination of anion deficiency by crystallographic shear; (iv) the relationship
between the “hard work” phase and the change in the type of isomorphic solid
solution; (v) the non-monotonous behavior in the vicinity of the morphotropic
region of the sintering temperature of SS, their specific electric resistance, the
activation energy of the solid-state interaction, the width of the forbidden band,
the magnitude of the Curie temperature shift due to the pressure at hot pressing, the
degree of “dispersion” of the electrophysical properties; (vi) clustering of the
structure, preceding the concentration PT.

1.5 Conclusion

We have performed the analysis of the SSs of multicomponent systems, based on
lead titanate zirconate (PZT) and established the stages of the search for new
functional materials for various applications. We have show the role of the number
of components in the formation of electrophysical properties of SSs on the example
of the study of 2-6-component systems, based on the PZT. It has been stated that
5-component systems provide optimal combinations of basic electrophysical
parameters for most fields of applications.

We have considered phase diagrams of two-, three- and four-component sys-
tems, based on sodium niobate. It has been shown the complexity of phase dia-
grams, which are distinguished by a large number of structural transitions, by a
variety of phase transformations in comparison with the systems, based on PZT. It
has been stated that a significant increase in the electrophysical parameters in
niobate systems is observed during the transition to 4-component system. We
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revealed the effect of the defectiveness of solid solutions on the formation of their
macroproperties. It is manifested, among other features, (i) in an anomalous change
in the dielectric properties with the frequency of the measuring field at small
concentrations of the second components in binary SSs; (ii) in the non-monotonous
behavior near the MR of the sintering temperature of SSs, in their specific electric
resistance. It has been stated that in one multicomponent system, materials with
different sets of parameters can be obtained on the base of the compounds with
fundamentally different macro-responses, which will allow using them in combined
equipment complexes, working in a sufficiently wide operating frequency range.
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Chapter 2
Growth and Study of Zinc Oxide
Nanorods Arrays on Piezoelectric
Substrates

D. A. Zhilin, G. Y. Karapetyan, M. E. Kutepov, T. A. Minasyan,
V. I. Yatsenko and E. M. Kaidashev

Abstract Our studies have shown the possibility of using the thermal synthesis
method from Zn vapors to obtain ZnO nanorods arrays as a sensitive element for
UV radiation SAW sensors. The piezoelectric properties of the LiNbO3 substrate
typically degrade upon nanorods growth at elevated temperature. This limitation is
solved by using additional annealing of prepared structure at 550 °C in an oxygen
atmosphere. The obtained ZnO NRs were investigated by scanning electron
microscopy and photoluminescence.

2.1 Introduction

ZnO nanostructures have a wide range of applications in various devices. ZnO
nanorods (ZnO NRs) are interesting due to electronic and optoelectronic properties
[1, 2] and are often the functional elements of such devices as: ultraviolet
(UV) nanolasers [3], LED [4, 5], chemical sensors [6], solar elements [7], sensors of
UV radiation [8], nanogenerators [9]. The design of UV surface acoustic waves
(SAW), based on zinc oxide nanostructures [10–13] as sensitive elements, is highly
topical problem. SAW sensors are promising for cost effective wireless and
battery-free devices.

A highly efficient SAW oscillator based photodetector with UV light sensitive
ZnO film on the surface of a piezoelectric LiNbO3 substrate was designed recently
[14]. More specifically, the sensor is able to detect UV radiation with intensity as
low as 1.8 lW cm−2. UV SAW photodetector with ZnO NRs as light harvesting
element shows even greater sensitivity, due to much larger surface area and better
scattering properties of ZnO NRs, compared to ZnO film [15].
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LiNbO3 has a high electromechanical coupling coefficient. In contrast to other
piezoelectric materials, such as La3Ga5SiO14 (langasite) and GaPO4, LiNbO3 has a
wide range of acceptable frequencies, and low acoustic losses [16].

However, heat-treated LiNbO3 suffers from degradation due to the loss of
oxygen [17]. Therefore, the design of LiNbO3 based SAW devices, where
high-temperature synthesis of zinc oxide nanostructures is needed such as car-
bothermic synthesis (*950 °C) is limited [18]. ZnO nanostructures are also widely
designed by chemical methods, such as hydrothermal and electrochemical depo-
sition [16, 19]. However, ZnO nanorods, grown using such methods, often create
structural defects, which limit the performance of UV SAW photodetectors.

In our previous reports [20, 21], we designed arrays of ZnO NRs with great
optical quality by using lower-temperature thermal evaporation methods of growth
from Zn vapor at 550–600 °C. We also showed that, depending on the method of
synthesis, i.e. the thermal or carbothermal method, the designed ZnO nanostruc-
tures show different concentrations of oxygen vacancies related defects. In partic-
ular, the photoresponse of ZnO structures with high/low concentration of oxygen
vacancies reveal preferable green/UV spectral sensitivity [21].

In this chapter, we study the growth of ZnO NRs arrays on the piezoelectric
lithium niobate substrate at reduced temperature by the thermal evaporation method
and properties of designed UV SAW photodetector.

2.2 Experimental

A 128°-YX LiNbO3 substrate was chemically cleaned. Thin (*100 nm) buffer ZnO
layer was deposited on the LiNbO3 substrate to relax the surface strains, induced by
lattices parameters misfit and, thus, to reduce the ZnO nucleation barrier and
improve the vertical orientation of nanorods. ZnO layer was prepared using pulsed
laser deposition (PLD) method at 500 °C in oxygen ambient pressure of
2 � 10−2 mbar. Laser ablation was performed by focusing KrF (248 nm, 10 Hz)
laser beam on rotating ceramic ZnO target to give a fluence of *2 J/cm2. ZnO
layer was deposited on the central part (5 mm) of the 9 � 20 mm substrate using
shadow mask as shown in Fig. 2.1.

Vertically oriented ZnO nanorods were grown on the ZnO buffer layer by
thermal evaporation method from Zn vapor in reactor shown in Fig. 2.2. The
reactor consists of a pumped quartz tube, which temperature is maintained by

Fig. 2.1 a LiNbO3 substrate; b LiNbO3 substrate with the ZnO film; c final structure LiNbO3/
ZnO(film)/ZnO(NRs)
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horizontal furnace. Pressure and flow rate of Ar and oxygen gasses was controlled
by 647C (MKS Instruments) mass-flow controller.

In contrast to [13], our reactor was equipped by a small quartz tube (with a
length of 8.5 cm, an outer diameter of 1.3 cm, an inner diameter of 1.0 cm), open
on both sides. The precursor (99.9999% Zn metal granule) and the substrate were
placed in a small quartz tube, which was in a larger 32 mm tube of reactor, as
shown in Fig. 2.2. A small reactor volume enables localization of Zn vapor and
makes the optimization of synthesis parameters more flexible. The center of the
ZnO NRs growth region was 3.5 cm downstream from the Zn metal granule.
Reactor was evacuated to *1 mbar and filled with Ar gas to atmospheric pressure
and again pumped down to *1 mbar. This procedure was carried out twice to
remove the residual atmospheric oxygen from the volume. The gas mixture pressure
was maintained at 11 mbar during reactor heating and synthesis. The reactor
was heated to the working temperature for 20 min and continuous argon flow of
240 sccm was maintained at this stage. Upon reaching the working temperature of
550 °C an oxygen flow of 6 sccm was also introduced to reactor. The ZnO
nanorods were grown for 30 min.

The temperature of a substrate in thermal evaporation method is almost two
times lower, compared to 900–950 °C in carbothermal synthesis. However, the
piezoelectric properties of the LiNbO3 substrate also become slightly worse due to
the loss of oxygen. To compensate the lost oxygen, the sample was annealed during
30 min at 550 °C immediately after the synthesis. The Ar flow was stopped and
pure oxygen of 500 sccm was introduced to reactor. The oxygen pressure was
maintained at 400 mbar. The sample was cooled down in this oxygen flow. We
found that such annealing in oxygen flow nearly completely restores the piezo-
electric properties of a LiNbO3 substrate.

The surface morphology of obtained ZnO NRs is shown in Fig. 2.3.
The UV SAW photodetector was examined by using a made experimental setup

shown in Fig. 2.4 and used earlier elsewhere [22]. Briefly, the sample is positioned
on top of two perfectly aligned 128°-YX LiNbO3 polished substrates with unidi-
rectional interdigital transducer (IDT) with an internal reflectors on each piece. The
central frequency of the IDTs is equal to 120.7 MHz. The edges of the substrates
are rounded and covered with an SAW absorber to avoid reflection on the edges.
The acoustic wave may easily propagate back and forward in all three LiNbO3

pieces with minimal losses. The samples were illuminated by HeCd laser with

Fig. 2.2 Experimental setup, used for thermal evaporation method
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325 nm wavelength. The laser beam was focused by using a lens on the surface of a
sample with light emission power density of 3.2 mW cm−2.

Both passed and reflected SAWs were analyzed by using Network Analyzer
Obzor-304, Planar.

2.3 Results and Discussion

The photoluminescence spectra of ZnO NRs, shown in Fig. 2.5, reveal intense
exciton, related emission near 380 nm and a broad by *5 times lower emission
band, related to oxygen vacancies and other structural defects. The UV/green PL
emission ratio of nanorods, prepared by present thermal evaporation method, is
much higher, compared to those, observed for similar nanorods, obtained at ele-
vated temperature by carbothermal method. The ZnO nanorods, obtained by the
thermal evaporation method, have lower concentration of defects, associated with
an oxygen vacancies, compared to those, grown by carbothermal method. A more
detailed comparison of properties of ZnO NRs, obtained by these two methods, was
reported by us elsewhere [21]. In particular, it was concluded that ZnO NRs,
obtained by thermal evaporation method, have higher UV sensitivity than ZnO
NRs, obtained by carbothermal method.

Fig. 2.3 a, b SEM images of ZnO NRs arrays, obtained by thermal evaporation method

Fig. 2.4 Experimental setup for studying UV SAW detectors
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Extra charge carriers are generated in ZnO NRs upon the exposure by UV
radiation. Acoustic-electronic interaction results in attenuation of SAW and a
reduction of the surface wave velocity. Both effects can be used to detect UV
radiation.

The attenuation (C) and the velocity change (Dt) of SAW can be described as

Dt
t0

¼ K2

2
1

1þ r=rm

� �2 ; ð2:1Þ

C ¼ K2 p
k

r=rm

1þ r=rm

� �2 ð2:2Þ

where K2 ¼ e20=ec is the effective electromechanical coupling coefficient, r is the
conductivity of the ZnO film (film sheet conductivity), rm ¼ xmee0 is the material
constant, k is the wavelength of SAW.

SAW is found to be gradually attenuated/reflected by prepared ZnO(NRs)/ZnO
(film) structure and does not pass through it. The SAW, reflected from the pho-
tosensitive region, returns to ITD, which excites SAW. Therefore, we studied UV
sensitivity of ZnO NRs via SAW reflection.

The S11 frequency response of a SAW, reflected from ZnO (NRs)/ZnO (film)
structure is shown in Fig. 2.6. The reflected wave is time-shifted to the generated
wave, which causes an interference effect due to the superposition of the generated
and reflected SAW and leads to oscillations on the frequency response.

Under exposure by UV light, the oscillations on the S11 curve become much
lower evidencing that the reflected SAW is attenuated because of the
acoustic-electronic interaction of the electric field of the SAW with light generated
carriers (Fig. 2.6b).

The Fourier transforms of the S11 characteristics, which represent time SAW
response are shown in Fig. 2.7a, b for the cases with and without UV illumination,

Fig. 2.5 Photoluminescence
spectrum of ZnO NRs
obtained by thermal
evaporation method
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respectively. The amplitude of the reflected wave is decreased by *70% under
applied UV irradiation.

2.4 Conclusion

In this paper, we demonstrate a possibility to use the thermal evaporation method to
grow ZnO nanorod array from Zn at 550 °C to obtain a UV-sensitive element on
the LiNbO3 substrate without degrading the LiNbO3 piezoelectric properties. We
found that a relight SAW is gradually attenuated by ZnO nanorod array. However, a
SAW reflection from the photo-sensitive ZnO nanorod array can be used for UV
light detection. We believe that the concept to use SAW reflection from ZnO
nanorod array may be used for remote control of UV light sensitive SAW-based
RF-ID tags.

Fig. 2.6 Frequency characteristic of the sample ZnO (NRs)/ZnO (film)/LiNbO3: a without UV
radiation, b with UV radiation (325 nm)

Fig. 2.7 Fourier transformation of the amplitude-frequency characteristic: a without exposure,
b with exposure to UV light (325 nm)
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Chapter 3
Ferroelectrically Hard Porous
Ceramics: Fabrication, Properties
and Ultrasonic Transducer Applications

I. A. Shvetsov, E. I. Petrova, M. A. Lugovaya, N. A. Shvetsova,
S. A. Shcherbinin and A. N. Rybyanets

Abstract New family of porous ceramics, based on ferroelectrically hard PZT
compositions with properties, combining better parameters of PZT ceramics and
1–3 composites for high intensity ultrasonic applications, are developed. The fab-
rication methods, measurement techniques, and the results of experimental study of
ferroelectrically hard porous piezoceramics are described. The physical justification
of the applicability of porous ceramics for high intensity focused ultrasound
applications (HIFU), as well as HIFU transducers designs, the results of acoustics
field measurements, and the results of ex vivo experiments on biological tissues are
also presented. Developed ferroelectrically hard porous piezoceramics are charac-
terized by increased values of piezoelectric and electromechanical coupling factors,
reduced values of acoustic impedance and lateral parasitic modes of vibration, as
well as better resonance characteristics compared to dense piezoceramic elements.
Moreover, porous piezoceramics elements are easily processed, more stable against
thermal and mechanical influences and provide higher adhesion of electrodes in
comparison with standard dense piezoceramic and composite elements that makes it
prospective materials for high power ultrasonic applications. It was shown that the
use of ferroelectrically hard porous ceramics simplifies the manufacturing process,
allows one to increase the main operational characteristics of HIFU transducers and
makes them competitive in comparison with the standard ultrasonic transducers for
promising applications in the field of medical therapy.

3.1 Introduction

Limited piezoceramic materials are currently available for use in ultrasonic trans-
ducer designs for medical diagnostics equipment, non-destructive testing (NDT),
level-and flowmetry, and underwater acoustics [1], taking into account combina-
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tions of high efficiency (sensitivity), resolution (bandwidth) and operational
requirements (working pressure, temperature etc.). The market of piezoelectric
ceramics is currently characterized by a wide use of piezoceramic compositions,
based on lead zirconate titanate (PZT), lead magnesium niobate (PMN), lead
metaniobate (PN) and lead titanate (PT) [2, 3]. To date, practically all broadband
ultrasonic transducers were built using strongly externally damped PZT or PN
ceramics. Despite high Curie temperature, low mechanical quality factor, and low
acoustic impedance, PN ceramics demonstrate weak piezoelectric properties. In
addition, PN is very difficult in manufacture that is reflected in its high production
cost [4].

Therefore, efforts have been made to replace PN ceramics by piezocomposites
with 1–3 connectivity type [5, 6]. However, there are considerable operational
limitations with this type of material, in particular, with respect to the maximum
pressure and allowable working temperature [7]. Moreover, to date the production
costs of 1–3 composite elements well exceeds the price of standard ultrasonic
transducers.

Porous piezoelectric ceramics based on PZT compositions were proposed as a
promising candidate for the replacement of PN ceramics in wide-band ultrasonic
transducers for medical diagnostic and nondestructive testing equipment [8–11].
The use of piezoelectric porous ceramics simplifies the manufacturing process,
allows one to increase the main operational characteristics of ultrasonic transducers
and makes them competitive in comparison with the traditional designs. Intensive
technological and research works as well as improvement of manufacture methods
have allowed large-scale production of porous piezoelectric ceramics with con-
trollable and reproducible properties and porosity [12–16]. To date, ferroelectrically
soft PZT-type compositions were mainly used as initial materials for 1–3 com-
posites and porous piezoelectric ceramics fabrication [12].

Meanwhile, the requirements for the characteristics of medical ultrasonic trans-
ducers have changed drastically in recent years because of the emergence of new
fields of application, primarily, focusing ultrasound transducers of high intensity
(HIFU) for ultrasonic ablation and therapy systems [17–19]. The emergence of new
applications and meeting their specific demands stimulates the development and
improvement of piezoelectric materials and technologies for their manufacture. At
the same time, the main emphasis is shifted to improving the functional properties,
miniaturization, compatibility with modern microelectronic technologies, durability
and reliability of products, as well as reducing their costs [20].

With growing demand for piezoceramic properties for advanced piezoelectric
and ultrasonic applications alongside with increasing operational requirements [21],
porous piezoelectric ceramics based on ferroelectrically hard PZT compositions
with specific characteristics (high durability, resistance to mechanical shocks, low
acoustic impedance and high electromechanical characteristics) are of considerable
interest from both scientific and practical point of view [22].

This chapter describes the fabrication method, measurement technique, and
systematical experimental data for ferroelectrically hard porous piezoceramics.
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The physical justification of the use of porous ceramics in HIFU applications, as
well as HIFU transducers designs, results of acoustics field measurements, as well
as the results of ex vivo experiments on biological tissues are also presented.

3.2 Experimental Results

As the starting piezoceramic materials, standard powders of the ferroelectric PZT
compositions PCR-78, PCR-8, ZTSSt-3 were used [23]. Porous ceramics was
fabricated by modified method of burning out of porophore agents. Complexes of
organic compounds with various rheological (dispersity, particle shape and size)
and physical (decomposition temperature) characteristics were used as the por-
ophores. The use of special treatment regimes at the stages of powders grinding,
burning out of the porophores and sintering the ceramics ensured the fabrication of
a high-quality homogeneous porous ceramics with controlled parameters (porosity
up to 70% and an average pore size *25 lm).

Measurements of elastic, dielectric, and piezoelectric parameters of the porous
piezoceramic elements were performed on standard samples using the Agilent
4294A impedance analyzer according IEEE Standard [24] and the PRAP resonance
spectra analysis program [25]. The PRAP program [26] analyzes the impedance
spectra for determining the complex properties of the piezoelectric material and
taking into account the features of measuring low-quality inhomogeneous materials.
The character of porosity dependencies of elastic, dielectric, and piezoelectric
parameters for all studied ferroeletrically hard porous PZT piezoceramics was
practically similar taking into account the measurements accuracy.

Figures 3.1, 3.2, 3.3, 3.4 and 3.5 show dependences of main parameters of
porous piezoceramics PCR-78 on relative porosity p, typical for ferroelectrically
hard PZT compositions.

Fig. 3.1 Dependences of
dielectric constant eT33=e

�
0 and

dielectric loss tangent tgd� on
relative porosity p for
ferroelectrically hard porous
piezoceramics PCR-78
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Fig. 3.2 Dependences of
density q� and sound velocity
of thickness V�

t and
longitudinal VE�

11 modes of
vibrations on relative porosity
p for ferroelectrically hard
porous piezoceramics PCR-78

Fig. 3.3 Dependences of the
piezoelectric moduli d�33 and
d�33 on relative porosity p for
ferroelectrically hard porous
piezoceramics PCR-78

Fig. 3.4 Dependences of
electromechanical coupling
coefficients k�33, k

�
31, k

�
t and k�p

on relative porosity p for
ferroelectrically hard porous
piezoceramics PCR-78
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The dielectric constant eT33=e
�
0 of ferroelectrically hard porous piezoceramics

decreases practically linearly with increase in the porosity p (Fig. 3.1), which is due
to a significant difference in dielectric permeabilities of piezoceramics and air. The
dielectric loss tangent tgd� of ferroelectrically hard porous ceramics decreases
insignificantly with p grows in the entire range of porosity values (Fig. 3.1) and
approaches the initial value only at p > 0.65. This is due to changes in the character
of the domain structure and the mobility of the domain walls of piezoelectric
ceramics. The more developed specific surface and the “defective” structure of
ferroelectrically hard porous piezoceramics contribute to the fixation of domain
walls and prevents different from the 180° rotations of the domains, which leads to
decrease in tgd�.

The density q� of the ferroelectrically hard porous piezoceramics decreases
linearly with increasing p (Fig. 3.2), in accordance with the expression q� ¼
qð1� qÞ; where q is the theoretical density of dense piezoceramics.

The behavior of the velocity VE�
11 ¼

ffiffiffiffiffiffiffiffiffi
1

q� SE�11

q
with increasing p (Fig. 3.2) is

determined by the competing effect of changes in density q� and elastic compliance
SE�11 , which increases rapidly due to the decrease in the elastic rigidity of the porous

ceramic frame. The velocity V�
t ¼

ffiffiffiffiffiffi
CD�
33
q�

q
decreases rapidly with increasing p

(Fig. 3.2), which is also due to a faster decrease in the elastic rigidity CD�
33

� �
of the

porous ceramic frame, as compared with the decrease in density q�.
The piezoelectric modulus d�33 of ferroelectrically hard porous piezoceramics

changes insignificantly in the range 0\p\0:6 (Fig. 3.3), which is due to the
continuity of the ceramic quasi-rod structure of the porous piezoceramics in the
direction of residual polarization (thickness of the element). Reduction in relative
area of piezoactive phase, as in the case of 1–3 composites, is compensated by an
increase in the specific pressure on the ceramic frame.

An increase in d�33 are due to the more complete polarization of porous ceramics
as compared to the dense material. Ferroelectrically hard porous piezoceramics are

Fig. 3.5 Experimental
dependences of mechanical
quality factors of radial Qr�

M
and thickness Qt�

M oscillation
modes on relative porosity p
for ferroelectrically hard
porous piezoceramics PCR-78
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capable of withstanding higher polarizing voltages without breakdown of the ele-
ment. In addition, more developed surface and defective structure of porous
ceramics contribute to the fixation of different from the 180° reversible rotations of
domains, realized under polarizing field.

The decrease of d�31
�� �� with increasing p for ferroelectrically hard porous piezo-

ceramics (Fig. 3.3) is obvious and is caused by violation of continuity of piezo-
ceramic frame in lateral direction.

The electromechanical coupling coefficient k�33 of ferroelectrically hard porous
piezoceramics decreases insignificantly with an increase in porosity p (Fig. 3.4),
which is due to the invariance of electro-mechanical coupling in the direction of
residual polarization of the quasi-rod structure and absence of mechanical clamping
in porous ceramic frame. A slight decrease in k�33 is connected with increase in
elastic compliance SE�33 of the porous ceramic frame k�233 ¼ d�233= eT�33S

E�
33

� �� �
. The

behavior of electromechanical coupling coefficients kp and k31 with increasing
porosity p (Fig. 3.4) is determined by the competing effect of decrease in piezo-
electric modulus d�31 and dielectric constant eT�33 and increase in elastic compliance
SE�11 and SE�12 in accordance with the relations k�2p ¼ 2d�231= eT�33 SE�11 þ SE�12

� �� �
and

k�231 ¼ d�231= eT�33S
E�
11

� �
. The main reason for the decrease in kp and k31 is the above

mentioned violation of the continuity of piezoceramics frame in lateral direction
and, as a consequence, corresponding growth in elastic compliance of ferroelec-
trically hard porous piezoceramics.

The electromechanical coupling coefficient k�t of the thickness mode of vibration
increases with increasing porosity, approaching the value of k�33 (Fig. 3.4). This is
due to the removal of the mechanical clamping of the porous piezoceramics frame
in the lateral direction typical for dense ceramics. At further increase in p, the
coefficient k�t decreases as a result of decrease in piezoconstant
e�33 k�2t ¼ e�233= eS�33C

D�
33

� �� �
. The relationship between the resulting values of the

considered electromechanical coupling coefficients for any porosity is described

quite well by an approximate relation: k�2t � k�233 þ k�2p
� �

= 1� k�2p
� �

.

The character of the Q�
M dependence on porosity p for ferroelectrically hard

piezoceramics with high initial Q�
M values differs significantly from the corre-

sponding dependences for ferroelectrically soft PZT type piezoceramics [3]. In the
low porosity region, the mechanical quality factors for thickness Qt�

M and radial Qr�
M

vibrational modes decrease with increasing porosity much more rapidly than in the
case of ferroelectrically soft PZT piezoceramics (Fig. 3.5). It occurs due to
the peculiarities of the frequency dependences of elastic waves attenuation [5]. In
the region of low porosity, pores are isolated, backscattering is absent and
mechanical quality factors decreases rapidly enough in proportion to the number of
pores. At further porosity increase, decrease in Q�

M slows down due to
backscattering.

It should be noted that the scattering losses that cause a reduction in mechanical
quality factors of porous ceramics are not true dissipative losses, that is, scattering
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losses do not lead to direct conversion of acoustic energy into thermal energy,
which is essential for applications in high power ultrasonic transducers.

Ferroelectrically hard porous piezoceramics, similarly to the 1–3 composites, are
characterized by the increased values of k�t and d�33, the lowered values of d�31, k

�
p ,

k�31, V
�
t , Q

t�
M , Z

�
A, as well as the better resonance characteristics of the porous

piezoelements, compared to dense ones. In addition, ferroelectrically hard porous
piezoceramics are easily processed, more resistant to thermal and mechanical
impacts and provide a higher adhesion of electrodes compared to standard dense
piezoceramics that makes these materials prospective for high power ultrasonic
applications. Table 3.1 shows elastic, dielectric, and piezoelectric parameters of the
developed ferroelectrically hard porous piezoceramics.

3.3 The Physical Justification of the Using of Porous
Ceramics in HIFU Applications

Let us consider ultrasonic transducer with acoustic impedance ZC loaded on a
medium with impedance ZW (for example, water). The transmission coefficients for
the displacement amplitude, pressure and power for a plane acoustic wave, prop-
agating along the interface between two media with different impedances, are
determined by the following expressions [27]:

KU ¼ 2ZC
ZW þ ZC

; KP ¼ 2ZW
ZW þ ZC

and KJ ¼ 1� ZW � ZC
ZW þ ZC

����
����
2

; ð3:1Þ

were ZC and ZW are the acoustic impedances of two media.
The approximate value of the acoustic quality factor of a loaded piezoceramic

resonator at a level of 3 dB is determined as [27]:

QA � p
2

ZC
ZD þ ZWð Þ ; ð3:2Þ

Table 3.1 Piezoelectric parameters of the developed ferroelectrically hard porous piezoceramics

Material/
parameter

eT33=e0 tgd
(%)

d33
(pC/N)

d31j j
(pC/N)

kt kp Vt
(m/s)

Qt
M ZA

(Mrayl)

PCR-78a 575 0.3 280 55 0.52 0.22 2385 25 12
PCR-78b 890 0.33 270 85 0.51 0.32 3340 42 21
ZTSSt-3a 650 0.6 300 50 0.53 0.2 2500 20 12
ZTSSt-3b 1015 0.7 290 75 0.52 0.3 3500 35 20
Note ais the relative content of the ceramic phase = 0.4; bis the relative content of the ceramic
phase = 0.2
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were ZC, ZD and ZW are the acoustic impedances of ceramics, damper and load,
respectively (in the continuous high-power mode, acoustic damping is impractical,
therefore usually ZD = 0).

It is obvious that for materials with high mechanical quality factor, the main
parameter, limiting the acoustic Q-factor of a loaded transducer, is the difference
between the acoustic impedances of piezoceramics and medium. The intrinsic
mechanical quality factor of piezoceramics determines only internal losses in the
material.

The amplitude of vibrations of working surface UC and acoustic pressure in
piezoelectric element PC in the resonance regime increase by a factor of QA,
compared with the static deformation, determined by the piezomodulus and the
applied voltage. Thus, for the amplitude of vibrations and pressure in water, we can
write the following expressions:

UW ¼ UCKU ¼ U0
CQAKU ; PW ¼ PCKP ¼ P0

CQAKP ð2:3Þ

At the same time, it is quite obvious that resonance increase in UC and PC,
especially, when focusing transducer work in high power mode, has some signif-
icant limitations, related both to internal losses in the material, bindings and leads,
and to the loading of the working surface by reflected waves, as well as tensile
strength of the ceramics. In real conditions, at excitation levels close to the limiting
ones, UC and PC exceed U0

C and P0
C not more than 3–5 times (an increase of 10

times can be considered as limiting).
Figures 3.6 and 3.7 show the qualitative dependences of UW=U0

C and PW=P0
C on

ZC, calculated from (2.3) for different maximum values of QA. It is obvious from
Fig. 3.6, that the decrease in the acoustic impedance of piezoceramics ZC, even at
inevitable for porous piezoceramics decrease in the acoustic quality factor, under
real operating conditions of the HIFU transducer (limitation of UC and PC i.e. QA)

Fig. 3.6 Dependences of the
normalized vibration
amplitude UW /U0

C in water on
the acoustic impedance of the
ceramics ZC , calculated from
(2.3) for different maximum
values of QA
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does not lead to any decrease in the radiation efficiency (sound pressure and the
sound intensity). The both sound parameters are related to the displacement
amplitude due to the relations: P ¼ ZxU and J ¼ 1=2ðZx2U2Þ, where Z is the
acoustic impedance of the medium, U is the displacement of the particles, and x is
the circular frequency.

The calculated dependences make it possible to choose the optimum porosity
(acoustical impedance) of porous ceramics for obtaining the maximum acoustic
output of HIFU transducer. The matching of the impedances of piezoceramics and
water can also be achieved with the help of intermediate quarter-wavelengths
layers, but in a continuous or quasi-continuous high power regime, this is very
difficult for technological reasons. In the impulse high power mode, where acoustic
matching is possible, porous piezoceramic is more easily matched with water or
tissue load and provide the necessary adhesion of the quarter wavelength layers.

Take into account the advantages of ferroelectrically hard porous piezoceramics,
mentioned in the previous section (high resistance to thermal and mechanical
shocks, high adhesion of electrodes, high values of k�t , reduced values of tgd�, Z�

A,
k�p , and k�31, and, as a consequence, the better resonance characteristics and surface
displacement profile). Then it can be concluded that the developed porous piezo-
ceramics are a promising material for high intensity ultrasonic applications.

The obtained results made it possible to realize the original concept of designing
high-intensity ultrasonic transducers, based on ferroelectrically hard porous
piezoceramics for promising applications in the field of medical therapy (lithotripsy.
liposuction, ablation systems etc.).

Fig. 3.7 Dependences of the
normalized pressure PW /P0

C in
water on acoustic impedance
of ceramics ZC , calculated
from (2.3) at various
maximum values QA
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3.4 HIFU Transducers, Based on Ferroelectrically Hard
Porous Piezoceramics, for Medical Applications

3.4.1 HIFU Transducers Design

On the base of developed ferroelectrically hard porous piezoceramics, HIFU
transducers with diameter up to 100 mm at frequencies of 200 kHz–2 MHz,
operating at electric input power up to 500 W in continuous and burst modes and
providing acoustic intensity in focus up to 20 kW/cm2, were developed and tested.
Some examples of developed HIFU transducers are described below.

Figure 3.8 show ferroelectrically hard porous piezoceramic elements on different
stages of fabrication process.

Figure 3.9 show the elements of HIFU transducer design and assembled HIFU
transducer, designed for medical ablation system [28].

HIFU transducer (Fig. 3.9), comprising 2 MHz spherical element, having radius
of curvature 65 mm, was made from ferroelectrically hard porous piezoceramics
with 85 mm aperture and 40 mm center hole. The piezoelement was sealed in
custom-designed cylindrical housing filled with the mineral oil providing acoustic
contact and cooling of the porous ceramic element. The housing had an acoustic
window made of very thin (0.15 mm) concave PVC membrane. Center opening
was intended for ultrasonic imaging transducer mounting (Fig. 3.8).

Figure 3.10 show spherical focusing element and assembled HIFU transducer,
designed for medical blood coagulation system [29].

Fig. 3.8 Porous piezoceramic elements on different stages of fabrication process: a piezoceramic
block, blank and grinded spherical element; b silvered spherical elements
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HIFU transducer (Fig. 3.10), comprising 1.6 MHz spherical element, having
radius of curvature 54 mm, was made from ferroelectrically hard porous piezoce-
ramics with 80 mm aperture and 40 mm center hole. The piezoelement was sealed
in custom-designed housing, filled with the mineral oil, providing acoustic contact
and cooling of the element. The front surface of the housing was covered by very
thin (0.1 mm) flexible latex membrane, providing acoustic contact with a tissue.
Ultrasonic imaging transducer was inserted and sealed in the center opening
(Fig. 3.10).

Fig. 3.9 HIFU transducer design on different stages of assembling: a elements of HIFU
transducer design; b assembled HIFU transducer

Fig. 3.10 Focusing piezoelement (a) and assembled HIFU ultrasonic transducer (b)
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3.4.2 Ex Vivo Experiments on Biological Tissues

Fresh muscle tissues, adipose and porcine liver were obtained from a butcher within
24 h of slaughter. HIFU transducer, made from ferroelectrically hard piezoceramics
and shown in Fig. 3.9 (with central frequency of 2 MHz, aperture 85 mm, focusing
distance 65, and 40 mm center hole) has been used for ex vivo experiments [28].

The acoustic intensity in the focus of HIFU transducer was kept equal to
750 W/cm2 (ISAL). The samples of biological tissues were placed in oil bath and
positioned under HIFU transducer so that acoustic focus was placed inside the
sample of tissue. The samples were sonicated by CW or burst mode focused
ultrasound with the frequency of 2 MHz during 3–60 s at different burst lengths
(from 10 to 200 cycles) and duty cycles (from 1/2 to 1/100). After ultrasound
exposure the tissues samples were sectioned along the ultrasound beam axis,
respectively to visualize and compare the dimensions of tissues lesions [29, 30].

The photographs of ultrasound (thermal and cavitational) lesions in the porcine,
muscle, and liver samples induced by HIFU are shown in Fig. 3.11.

It is obvious from Fig. 3.11 that developed HIFU transducer, based on ferro-
electrically hard porous piezoceramics, is characterized by high efficiency and
selectivity and can provide thermal and cavitational lesions in biological tissues.

3.4.3 In Vivo Experiments on Blood Vessels

The experiments were made on lamb’s femoral artery in vivo at a standard
hemostasis protocol. The main problem of HIFU application for hemostasis is low
ultrasound absorption ability of blood and, as a result, low coagulation rate and
heating at real arterial blood flow. For this reason, during ultrasound exposure,
arterial blood flow was stopped temporarily using intravascular balloon. HIFU

Fig. 3.11 Cavitational (a), and thermal (b, c) lesions in the porcine, muscle, and liver samples
induced by HIFU transducers, fabricated from ferroelectrically hard porous piezoceramics;
treatment protocols: a burst mode—burst length = 10 cycles, duty cycle = 1/20, exposure
time = 9 s; b CW mode—exposure time = 3 and 30 s; c CW mode—exposure time = 9 s
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transducer with 1.6 MHz frequency, described in previous sections (Fig. 3.10), was
used for experiments [31].

For the driving of HIFU transducer, linear RF amplifier E&I model 2400L RF
and function generator Agilent 33521B operating in CW mode were used. The
acoustic intensity in the focus, preliminary measured in water tank, was maintained
at 5000 W/cm2 (ISAL) for the lamb’s femoral artery treatment. To adjust the focus
of HIFU transducer on the target, an ultrasonic imaging system, combined with
HIFU transducer, was used [32].

After HIFU treatment and angiography study, the samples of lamb’s femoral
artery were extracted to disclose vessel clots and confirm hemostasis.

Figure 3.12 shows angiography image, obtained using contrast agents and
photograph of dissected femoral artery.

Figure 3.13 show lamb’s femoral artery in situ and dissected part of the artery
with vessel clot, formed as result of postponed hemostasis.

Fig. 3.12 X-ray image of blood vessels, showing ultrasound hemostasis and photograph of vessel
clots in dissected lamb’s femoral artery

Fig. 3.13 Photographs of lamb’s femoral artery in situ and dissected part of the artery with vessel
clot, formed as result of postponed hemostasis
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The results of in vivo experiments on blood vessels confirm the applicability of
HIFU therapy for hemostasis treatments and provide additional confirmation of
high efficiency and selectivity of developed HIFU transducers.

3.5 Conclusion

The results of systematic studies allowed us to develop a new family of porous
ceramics, based on ferroelectrically hard PZT compositions with properties, com-
bining better parameters of PZT ceramics and 1–3 composites for high intensity
ultrasonic applications.

Ferroelectrically hard porous piezoceramics are characterized by increased val-
ues of piezoelectric and electromechanical coupling factors, reduced values of
acoustic impedance and lateral parasitic modes of vibration, as well as better res-
onance characteristics, compared to dense piezoceramic elements. Moreover, the
porous piezoceramic elements are easily processed, more stable against thermal and
mechanical influences and provide higher adhesion of electrodes in comparison
with standard dense piezoceramic and composite elements that makes them
prospective materials for high power ultrasonic applications. It was shown that the
use of ferroelectrically hard porous ceramics simplifies the manufacturing process,
allows one to increase the main operational characteristics of HIFU transducers and
makes them competitive in comparison with the standard ultrasonic transducers for
promising applications in the field of medical therapy and surgery.

The obtained results made it possible to realize the original concept of designing
HIFU transducers on the base of ferroelectrically hard porous piezoceramics for
promising applications in the field of medical therapy (lithotripsy. liposuction,
ablation systems etc.).

The results of ex vivo experiments on tissues (fresh porcine adipose tissue,
bovine liver) and in vivo experiments on blood vessels confirm the applicability of
ferroelectrically hard porous piezoceramics for HIFU transducers design and prove
the efficacy, safety, and selectivity of the developed HIFU transducers.
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Chapter 4
Porous and Composite Materials Based
on Lead-Free Ferroelectric Ceramics
for Ultrasonic Transducers Applications

E. I. Petrova, M. A. Lugovaya, I. A. Shvetsov, N. A. Shvetsova,
A. N. Reznichenko and A. N. Rybyanets

Abstract This chapter describes the fabrication technology, as well as the results
of systematic studies of the properties of “ceramics-polymer” composites with 1-3
connectivity type, ceramic matrix composites “ceramics/crystal”, and porous
ceramics based on lead-free sodium-lithium niobates (Na, Li)NbO3 and
sodium-potassium niobates (Na, K)NbO3 compositions. Experimental samples of
lead-free porous piezoelectric ceramics and composites were fabricated, and mea-
surements of elastic, dielectric and piezoelectric parameters, as well as
microstructural studies of experimental samples were performed. It was shown that
the use of alkali metal niobates in the form of 1-3 composites, ceramic matrix
composites, and porous ceramics allows one to increase the main functional
parameters of these materials and makes them competitive with piezoceramics of
the PZT system. The developed lead-free porous and composite materials have a
unique combination of parameters and can be used in the manufacture of ultrasonic
transducers and devices for a wide range of applications, including medical and
nondestructive testing equipment.

4.1 Introduction

Piezocomposite materials are currently occupied a negligible on volume, but a very
important part of the piezoelectric materials market—materials for medical ultra-
sonic equipment, non-destructive testing and underwater acoustics. Composite and
porous systems have a smaller acoustic impedance than the original piezoelectric
ceramics, they are more plastic and are better adapted to mechanical impact loads,
have a lower mechanical quality factor, higher piezoelectric sensitivity ðg ¼ d=eÞ,
and electromechanical activity ðktÞ etc. Thus, composites and porous ceramics
expand the field of application of piezoelectrics and are often developed as an
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alternative to piezoceramics. A detailed description of the properties, application
fields and fabrication methods of various composite piezoelectrics and porous
ceramics can be found in the reviews and original articles [1–14].

Currently, piezoceramic materials of the PZT system are mainly used as raw
materials for the fabrication of composites with 1-3 connectivity type and porous
piezoceramics [8, 9]. This is due to the high piezoactivity and proven fabrication
technology of PZT materials. Other ceramic compositions in the form of 1-3
composites and porous ceramics have not been studied practically because of
inherent initial anisotropy, low piezoelectric activity, and technological difficulties.

Lead-free ferroelectric ceramics is of great interest mainly due to the growing
attention to environmental problems [15]. Studies on lead-free piezoelectrics [16,
17] made it possible to determine useful piezoelectric compositions in the system
(Na1−xBix)TiO3. Other candidates among the lead-free systems are perovskites
based on alkali metal niobates, layered bismuth-containing compounds Bi4Ti3O12,
SrBi2Nb2O9 and tungsten bronzes (Sr, Ba)Nb2O6 [18, 19]. Among the known
lead-free ceramics based on alkali metal niobates [20], ferroelectric ceramics based
on solid solutions (Na, Li)NbO3 and (Na, K)NbO3 are of greatest practical interest
[9, 15]. However, it seems very doubtful that any new lead-free piezoceramic
system with piezoelectric properties close to the properties of the PZT system will
be found in the nearest future. Therefore, the interest is currently concentrated on
the known lead-free compositions in attempts to improve their properties and adapt
to various applications. Thus, the study of composites and porous ceramics based
on lead-free compounds, is interesting both from scientific and practical points of
view. The use of alkali metal niobates in the form of 1-3 composites, ceramic
matrix composites, and porous ceramics allows one to increase the main functional
parameters of these materials and makes them competitive with piezoceramics of
the PZT system.

This chapter describes the fabrication technology, as well as the results of sys-
tematic studies of the properties of “ceramics-polymer” composites with 1-3 con-
nectivity type, ceramic matrix composites “ceramics/crystal” and porous ceramics
based on lead-free alkali metal niobates [9, 15]. Special attention is paid to an
accurate measurement of the parameters of porous piezoceramics and composites,
which is a difficult task for dissipative materials with low mechanical quality factor
an inhomogeneous structure.

4.2 Experimental Results

4.2.1 Lead-Free Piezoceramics Based on Alkali
Metal Niobates

Lead-free compositions based on solid solutions of the (Na, Li)NbO3 (PCR-35) and
(Na, K)NbO3 (PCR-34) systems [9] were chosen as the initial materials for fabri-
cation of porous ceramics and composites. Experimental samples of piezoceramics
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were fabricated by the hot-pressing method. Microstructural studies were carried
out on polished and etched surfaces of the samples using the NeoPhot-21 optical
microscope. Measurements of the complex elastic, dielectric, and piezoelectric
parameters of the piezoelectric elements were performed on standard samples using
an Agilent 4294A impedance analyzer and a PRAP resonance spectra analysis
program [21]. The PRAP program [21] analyzes the impedance spectra for deter-
mining the complex properties of the piezoelectric material. This program uses the
generalized form of the Smith method to determine the material properties for any
standard resonance mode and the generalized relation method for the radial mode,
valid for materials with an arbitrary Q-factor [22, 23]. To obtain a complete set of
complex constants, standard one-dimensional vibration modes, typical for the
symmetry class of 6 mm, and corresponding piezoceramic samples of various
shapes and sizes were used.

Figure 4.1 shows optical micrographs of polished and etched surfaces of
piezoceramic samples PCR-35. It is obvious from Fig. 4.1, that hot-pressed
piezoceramics PCR-35 have a low porosity P � 1%, a chaotic packing of crys-
tallites with straight and curved crystallite boundaries and an average grain size of
R � 7 lm.

The basic dielectric, piezoelectric and physical parameters for hot-pressed
lead-free piezoceramics are listed in Table 4.1.

Fig. 4.1 Polished surface of the piezoceramic element PCR-35 (a) and microstructure detected by
thermal etching (b)

Table 4.1 Parameters of lead-free hot-pressed piezoceramics

Material/
parameter

eT33
�
e0 tgd

(%)
d33
(pC/N)

d31j j
(pC/N)

kt kp Vt

(m/s)
Qp

M q
(g/cm3)

ZA
(Mrayl)

PCR-34 460 2.5 102 45 0.46 0.42 6100 150 4.1 25

PCR-35 120 1.6 40 12 0.4 0.2 6200 1000 4.45 20
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The complete set of complex constants of PCR-35 piezoceramics measured for
shear, longitudinal, radial and thickness modes of piezoceramic elements is shown
in Table 4.2.

4.2.2 Composites with 1-3 Connectivity Based on Lead-Free
Piezoceramics

For composites fabrication we used the standard method of “cutting and filling”.
Hot-pressed piezoceramics PCR-35 and PCR-34, possessing a unique combination
of parameters [9], were used as a ceramic base. Two different types of polymer
matrixes were used: plasticized epoxy resin ED-20 and polyurethane composition
PDI-3AK. To obtain a high-quality polymer phase, we used vacuum casting of
polymer compositions with the appropriate solvents. The best results were obtained
for the PCR-34 piezoceramic material. The lower piezoelectric activity and the
initial anisotropy of the PCR-35 composition did not allow us to obtain the desired
parameters.

Figures 4.2, 4.3, 4.4 and 4.5 show the dependences of the main elastic, dielectric
and piezoelectric parameters of PCR-34/polyurethane PDI-3AK composites with
1-3 connectivity type on the relative content of piezoceramics.

The dielectric constant of 1-3 composites eT33
�
e�0 decreases practically linearly

with a decrease in the content of the ceramic phase v (Fig. 4.2), which is due to a
significant difference in dielectric permittivities of piezoceramics and polymer.

The behavior of the sound velocity for a thickness mode of vibration V�
t ¼

ffiffiffiffiffiffi
CD�
33
q�

q

with a change in v is determined by the competing effect of changes in the modulus
of elasticity CD�

33 and density q� (Fig. 4.2). In the ranges 0:7\v\1 and 0\v\0:3,
the decrease in V�

t is determined by the rapid decrease of CD�
33 due to the

Table 4.2 Full set of
complex constants of
hot-pressed piezoceramics
PCR-35

Parameter Real part Imaginary part

SE11 (m2/N) 6.81 � 10−12 −1.34 � 10−14

SE12 (m2/N) −1.38 � 10−12 3.49 � 10−15

SE13 (m2/N) −1.04 � 10−12 –

SE33 (m2/N) 7.02 � 10−12 −9.73 � 10−14

SE55 (m2/N) 1.58 � 10−11 −6.56 � 10−14

SE66 (m2/N) 1.64 � 10−11 −3.37 � 10−14

d15 (C/N) 3.04 � 10−11 −1.98 � 10−12

d31 (C/N) −1.01 � 10−11 1.1 � 10−13

d33 (C/N) 3.19 � 10−11 −2.02 � 10−12

eT11 (F/m) 1.32 � 10−9 −1.18 � 10−10

eT33 (F/m) 1.12 � 10−9 −1.94 � 10−11
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contribution of the elastic moduli of the polymer phase. In the interval
0:3\v\0:7; V�

t practically does not change, which is caused by the predominant
contribution of the linear decrease in density q�.

The acoustic impedance Z�
A decreases with decreasing v practically linearly

(Fig. 4.2) in accordance with the expression: Z�
A ¼ q�V�

t .
The piezoelectric modulus d�33 for 1-3 composites in the interval of the ceramic

phase content 0:3\v\1 decreases insignificantly (Fig. 4.3), which is caused by the
continuity of the ceramic rods structure of 1-3 composites in the direction of
residual polarization. The decrease in the relative area of the piezoactive phase is

Fig. 4.2 Dependences of the permittivity eT33
�
e�0, the sound velocity for the thickness mode of

vibration V�
t and acoustic impedance Z�

A on the relative content of the ceramic phase v for 1-3
composites of PCR-34/polyurethane PDI-3AK. The values of the parameters are normalized to the
corresponding values of the hot-pressed ceramic PCR-34 (eT33

�
e0 = 460, Vt = 6100 м/c, ZA = 25

Mrayl)

Fig. 4.3 Dependences of
piezoelectric modulus d�33 and
d�31 on the relative content of
the ceramic phase v for 1-3
composites of PCR-34/
polyurethane PDI-3AK
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compensated by an increase in the specific pressure on the ceramic rods due to the
substantially lower elastic stiffness of the polymer as compared with the ceramic.
With further decrease in v, d�33 decreases rapidly due to a significant increase in the
relative area of the non-piezoactive polymer phase. Increasing the elastic stiffness of
the polymer leads to a decrease in d�33 for any v, since the non-piezoactive polymer
perceives a part of the load applied to the composite element.

The rapid decrease of d�31
�� �� with decreasing v (Fig. 4.3) is obvious and is caused

by a violation of the continuity of the ceramic phase in the lateral direction. Polymer
interlayer between the ceramic rods prevents mechanical deformation of the com-
posite element in the lateral direction.

The coefficient of electromechanical coupling k�33 for 1-3 composites in the
interval of the ceramic phase content 0:3\v\1 decreases insignificantly (Fig. 4.4),
which is due to the invariance of the electromechanical coupling in the direction of
residual polarization of the rod structure of 1-3 composites and an insignificant

Fig. 4.5 Dependences of the
electromechanical coupling
factor k�t on the relative
content of the ceramic phase
v for 1-3 composites with
different polymer phase:
RCP-34/polyurethane
PDI-3AK, PCR-34/plasticized
epoxy ED-20. The values of
k�t are normalized to the value
of kt for hot pressed ceramic
PCR-34

Fig. 4.4 Dependences of the
electromechanical coupling
coefficients k�33; k

�
t and k�p on

the relative content of the
ceramic phase v for 1-3
composites of PCR-34/
polyurethane PDI-3AK
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mechanical clamping of ceramic rods by a polymer matrix. At further decrease in v,
k�33 decreases sharply, because of the rapid growth of the elastic compliance of
SE�33 ; k

�2
33 ¼ d�233

�
eT�33S

E�
33

� �
due to the increase in the contribution of the elastic

compliance of the polymer Sp11 and the decrease of the piezoelectric modulus d�33.
The behavior of the planar coupling coefficient k�p (Fig. 4.4) with decreasing v is

determined by the competing effect of decreasing piezoelectric modulus d�31 and
dielectric constant eT�33 , and increasing the elastic compliances SE�11 and SE�12 in
accordance with the relation k�2p ¼ 2d�231

�
eT�33 SE�11 þ SE�12

� �� �
. The main reason for the

decrease in k�p is the violation of the continuity of the ceramic phase in the lateral
direction, caused by the presence of a polymer interlayer between the ceramic rods.

The coefficient of electromechanical coupling of the thickness mode of vibra-
tions k�t increases with decreasing the content of the ceramic phase in the interval
0:4\v\1, approaching the value k�33 (Fig. 4.4). This is due to the removal of the
mechanical clamping of the composite element in the lateral direction, typical for
dense ceramics (the coefficient of electromechanical coupling for the ceramic rod is
k33, and the mechanical clamping of the ceramic by the polymer is insignificant).
With further decrease in v, the coefficient k�t decreases rapidly due to the increasing
influence of the polymer phase and the rapid decay of the piezoelectric constant
e�33; k

�2
t ¼ e�233

�
eS33C

D
33

� �
. The relationship between the resultant values of the

considered electromechanical coupling coefficients for any m is described fairly well

by an approximate relation: k�2t � k�233 þ k�2p
	 
.

1� k�2p
	 


.

The elastic properties of the polymer phase significantly affect the piezoelectric
parameters of 1-3 composites. The “softer” the polymer (less degree of clamping of
the rods by the polymer matrix), the higher the values of k�t ; k

�
33 and d�33. Figure 4.5

illustrates the effect of the elastic properties of the polymer phase on the elec-
tromechanical coupling coefficient k�t . The use of softer polymers (polyurethane,
plasticized epoxy resin) can significantly increase k�t of the composite. The influ-
ence of the polymer phase significantly affects not only the piezoelectric parame-
ters, but also substantially determines acoustic impedance, dielectric and
mechanical losses, aging characteristics, and mechanical properties of 1-3
composites.

The structure of 1-3 composite materials not only leads to an increase in the
piezoelectric parameters, but also to a qualitative improvement in the resonance
characteristics of piezoelectric elements. The impedance and phase characteristics
of the composite elements are smoother and do not contain parasitic resonances, the
resonance gap ðfa � frÞ=fr is wider, and the characteristic impedance ratio Za=Zr is
smaller compared to a conventional ceramic element of comparable dimensions.

The obtained experimental dependences (Figs. 4.2, 4.3, 4.4 and 4.5) are in good
agreement with the literature data and the results of modeling for 1-3 composites
based on PZT ceramics [10, 11].

Table 4.3 shows the main parameters of the developed 1-3 composites based on
lead-free ceramics.
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4.2.3 Porous Lead-Free Piezoelectric Ceramics

For porous ceramics fabrication we used a modified method of burning out of
porophore agents. Complexes of organic compounds with various rheological
(dispersity, particle shape and size) and physical (decomposition temperature)
characteristics were used as the porophores. The main difference between this
method and those commonly used in the preparation of porous structures [12–14]
consists in the use of finely dispersed organic powders (10–20 lm) and special
processing regimes in grinding, porophore burning out, and sintering stages of the
ceramics fabrication. It provides obtaining a qualitative homogeneous ceramics
with controlled parameters (porosity up to 70% and average pore size � 20 lm).
The developed technology allows obtaining porous ceramics with anisotropic and
gradient porosity, as well as the fabrication of thick porous films using the tape
casting process [24, 25].

As raw ceramic materials, standard synthesized powders of piezoceramics
PCR-34 and PCR-35 were used [9]. The best results were obtained for the PCR-34
material. The lower piezoelectric activity and initial anisotropy, typical for the
composition of PCR-35, as in the case of 1-3 composites, did not allow obtaining
the desired parameters.

Table 4.3 Dielectric, piezoelectric and physical parameters of the developed 1-3 composites
based on lead-free ceramics

Material/
parameter

eT33
�
e0 tgd

(%)
d33
(pC/N)

d31j j
(pC/N)

kt kp Vt

(m/s)
Qp

M ZA
(Mrayl)

PCR-34/
PDI-3AKa

180 0.03 98 5 0.53 0.18 4880 16 11.2

PCR-34/
PDI-3AKb

100 0.03 95 3 0.51 0.15 4630 12 5.6

Note aIs the relative content of the ceramic phase = 0.4; bis the relative content of the ceramic
phase = 0.2

Fig. 4.6 Dependences of the
permittivity eT33

�
e0 and the

dielectric loss tangent on the
relative porosity p for porous
piezoceramics PCR-34
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Figures 4.6, 4.7, 4.8, 4.9 and 4.10 show the dependences of the main parameters
of the porous piezoceramics PCR-34 on the relative porosity, p.

The dielectric constant eT33
�
e0 of the lead-free porous ceramics decreases prac-

tically linearly with increase in the porosity, p (Fig. 4.6), which is due to a sig-
nificant difference in dielectric permeabilities of piezoceramics and air. The
dielectric loss tangent tgd decreases insignificantly with p grows in the entire range
of porosity values (Fig. 4.6) and approaches the initial value only at p > 0.65. This
is due to changes in the character of the domain structure and the mobility of the
domain walls of piezoelectric ceramics. The more developed specific surface and
the “defective” structure of the porous ceramics contribute to the fixation of domain
walls and prevents different from the 180° rotations of the domains, which leads to
decrease in tgd. It should be noted that highly porous piezoceramics are hygro-
scopic and the correct measurements of eT33

�
e0 and tgd can be obtained only at

controlled humidity of the atmosphere.

Fig. 4.7 Dependences of the
density q� and sound velocity
of thickness V�

t and
longitudinal VE�

11 modes of
vibrations on the relative
porosity p for porous
piezoceramics PCR-34

Fig. 4.8 Dependences of the
piezoelectric moduli
d�33 and d�31 on the relative
porosity p for porous
piezoceramics PCR-34
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The density q� of the lead-free porous ceramics decreases linearly with
increasing p (Fig. 4.7), in accordance with the expression: q� ¼ qð1� pÞ, where q
is the theoretical density of piezoceramics.

The behavior of the velocity VE�
11 ¼

ffiffiffiffiffiffiffiffi
1

q�SE�11

q
with increasing p (Fig. 4.7) is deter-

mined by the competing effect of changes in density q� and elastic compliance SE�11 ,
which increases rapidly due to the decrease in the elastic rigidity of the porous ceramic

frame. The velocity V�
t ¼

ffiffiffiffiffiffi
CD�
33
q�

q
decreases rapidly with an increase in p (Fig. 4.7),

which is also due to a faster decrease in the elastic rigidity CD�
33

� �
of the porous ceramic

frame, as compared with the decrease in density q�.
The piezoelectric modulus d33� of lead-free porous ceramics in the range

0\p\0:6 changes insignificantly (Fig. 4.8), which is due to the continuity of the
ceramic quasi-rod structure of the porous ceramics in the direction of residual
polarization (thickness of the element). Reduction of the relative area of the

Fig. 4.9 Dependences of the
electromechanical coupling
coefficients
k�33; k

�
31; k

�
t and k�p on the

relative porosity p for porous
piezoceramics PCR-34

Fig. 4.10 Experimental
dependences of the
mechanical quality factors of
the radial Qr�

M and thickness
Qt�

M vibrations modes on the
relative porosity p for porous
piezoceramics PCR-34
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piezoactive phase, as in the case of 1-3 composites, is compensated by an increase
in the specific pressure on the ceramic frame (the elastic stiffness of the air can be
neglected in comparison with ceramics).

At correctly performed measurements, an insignificant increase in d�33 can be
only due to the better polarization of porous ceramics as compared to the dense
material. The porous piezoceramics are capable of withstanding large polarizing
voltages without breakdown in the body of the element. In addition, the more
developed surface and the defective structure of porous ceramics contribute to the
fixation of different from the 180° reversible rotations of domains realized under the
action of the polarizing field. The results of the studies reporting a significant
increase or decrease in the piezoelectric modulus d�33 [14, 26, 27] appear to be
erroneous for the following reasons:

(i) different regimes of sintering and polarization of piezoceramic elements with
different porosity were used;

(ii) measurements of d�33 by quasi-static method were performed with a large error
(the measured value depends on the indenter size and location of the pressure
application).

The decrease of d�31
�� �� for lead-free porous ceramics with increasing p (Fig. 4.8) is

obvious and is caused by the violation of the continuity of the ceramic frame in the
lateral direction (the lateral dimensions of the element are an order of magnitude
greater than its thickness, which makes it unlikely to preserve a continuous
quasi-rod ceramic frame in this direction).

The coefficient of electromechanical coupling k�33 of lead-free porous ceramics
decreases insignificantly with the increase in the porosity p (Fig. 4.9), which is due
to the invariance of the electro-mechanical coupling in the direction of residual
polarization of the quasi-rod structure and the absence of mechanical clamping in
the porous ceramic frame. A slight decrease in k�33 is associated with an increase in
the elastic compliance SE�33 of the porous ceramic frame: k�233 ¼ d�233

�
eT�33S

E�
33

� �
.

The behavior of the electromechanical coupling coefficients kp and k31 with
increasing porosity p (Fig. 4.9) is determined by the competing effect of decreasing
piezoelectric modulus d�31 and dielectric constant eT�33 and increasing elastic
compliance SE�11 and SE�12 in accordance with the relations k�2p ¼ 2d�231

�

eT�33 SE�11 þ SE�12
� �� �

and k�231 ¼ d�231
�

eT�33S
E�
11

� �
. The main reason for the decrease in

kp and k31 is the above mentioned violation of the continuity of the ceramic frame
in the lateral direction and, as a consequence, the corresponding growth in the
elastic compliance of lead-free porous ceramics.

The electromechanical coupling coefficient for the thickness mode of vibration
k�t increases with increasing porosity, approaching the value of k�33 (Fig. 4.9). This
is due to the removal of the mechanical clamping of the porous frame in the lateral
direction typical for dense ceramics (the coefficient of electromechanical coupling
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for the ceramic rod is k�33, and there is no mechanical clamping of the ceramics
frame by air). With a further increase in p, the coefficient k�t decreases as a result of
the drop in the piezoconstant e�33 : k�2t ¼ e�233

�
eS�33C

D�
33

� �
The relationship between

the resulting values of the considered coefficients of the electromechanical coupling
for any porosity is described quite well by an approximate relation:

k�2t � k�233 þ k�2p
	 
.

1� k�2p
	 


.

The mechanical quality factor of the thickness mode vibrations Qt�
M decreases

with increasing porosity much faster than the mechanical quality factor of the radial
mode Qr�

M (Fig. 4.10), which is caused by the frequency dependence of the atten-
uation of elastic waves. The nature of the changes of mechanical quality factor of
lead-free porous ceramics is determined by the scattering of elastic wave at the
pores. The attenuation coefficient (reverse of QM) of an elastic wave depends on the
size and shape of the scattering centers, their number and the frequency of the wave.
The main mechanism determining the mechanical quality factor of dense piezo-
ceramics (internal friction caused by the interaction of an elastic wave with a
domain structure and defects [18]), in our case plays a secondary role. In the case of
spherical pores, the frequency dependence of the damping coefficient (Rayleigh
scattering, k � D) is determined by the approximate relation a � kD3f 4, where
D is the average pore diameter, and f is frequency. Respectively, the QM factor
decreases as 1=f 3. In the region of low porosity, the pores are isolated, backscat-
tering is absent and the mechanical quality factors decreases rapidly enough in
proportion to the number of pores. As the porosity increases, the decrease in Q�

M
slows down due to backscattering.

Porous lead-free piezoceramics similarly to the 1-3 composites are characterized
by the increased values of k�t and d�33, the lowered values of
d31; kp; k31; Vt; Qt

M ; ZA, as well as the better resonance characteristics of the
porous piezoelements. In addition, porous lead-free piezoceramic elements are
easily processed, resist to thermal and mechanical influences and provide a higher
adhesion of electrodes, compared to conventional piezoceramics. Table 4.4 shows
the main parameters of the developed lead-free porous piezoceramics.

Table 4.4 Dielectric, piezoelectric and physical parameters of lead-free porous ceramics PCR-34

Material/
parameter

eT33=e0 tgd
(%)

d33
(pC/N)

d31j j
(pC/N)

kt kp Vt

(m/s)
Qp

M q
(g/cm3)

ZA
(Mrayl)

PCR-34a 310 2.5 102 32 0.52 0.09 3250 20 2.75 8.93

PCR-34b 200 2.75 98 56 0.51 0.13 4500 35 3.5 15.75

Note aIs the relative content of the ceramic phase = 0.4; bis the relative content of the ceramic
phase = 0.2
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4.2.4 Lead-Free Ceramic Matrix Piezocomposites

Lead-free ceramic matrix piezocomposites, composed by the PCR-34 ceramics
matrix with randomly distributed LiNbO3 monocrystal particles were fabricated and
tested. Piezoceramic powders composed of synthesized (Na, K)NbO3 solid solu-
tions (PCR-34) and milled LiNbO3 monocrystal particles (20 lm average size)
were used as matrix and filling components, respectively. Sintering of the green
bodies was carried out at special thermal profiles to prevent cracking, caused by
difference in shrinkage and thermal expansion coefficients of the composite com-
ponents [28, 29]. Samples of ceramic matrix composites “ceramics/crystal” with the
volume fraction of crystalline filler 0–20% were fabricated and tested. Figure 4.11
shows an example of ceramic matrix piezocomposite microstructure.

It is readily seen in Fig. 4.11 that inclusion of the unshrinkable phase (LiNbO3

monocrystal particles) into ceramic matrix, prevents shrinkage of ceramic matrix
and leads to microporosity appearance. Dielectric, piezoelectric and physical
parameters of experimental samples of lead-free ceramic matrix composites are
listed in Table 4.5.

New lead-free ceramic matrix piezocomposites composed by LiNbO3

monocrystal particles, embedded in porous (Na, K)NbO3 piezoceramic matrix are
characterized by a unique spectrum of the electrophysical properties unachievable
for standard PZT ceramic compositions fabricated by standard methods and can be
useful for wide-band ultrasonic transducer applications [30–32].

Fig. 4.11 Optical
micrographs of polished
surfaces of PCR-34/20%
LiNbO3 ceramic/crystal
piezocomposite

Table 4.5 Parameters of PCR-34/20%LiNbO3 ceramic/crystal piezocomposite

Material/
parameter

eT33
�
e0 tgd

(%)
d33
(pC/N)

d31j j
(pC/N)

kt kp Vt

(m/s)
Qp

M q
(g/cm3)

ZA
(Mrayl)

PCR-34/
LiNbO3

120 2 100 22 0.58 0.2 5000 30 4.5 22.5
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4.3 Conclusion

The results of systematic studies allowed us to develop manufacture technology of
lead-free “ceramics-polymer” composites with 1-3 connectivity type, ceramic ma-
trix composites “ceramics/crystal”, and porous ceramics, based on lead-free
sodium-lithium niobates (Na, Li)NbO3 and sodium-potassium niobates (Na, K)
NbO3 compositions. The developed lead-free porous and composite materials have
a unique combination of parameters unachievable for standard PZT ceramic com-
positions, fabricated by standard methods. They can be used in the manufacture of
ultrasonic transducers and devices for a wide range of applications, including
medical diagnostic equipment, nondestructive testing, level and flow-metry,
underwater acoustics, as well as power ultrasonic systems for medical and tech-
nological purposes.
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Chapter 5
Post-treatment of Pt-M
(M = Cu, Co, Ni)/C Electrocatalysts
with Different Distribution of Metals
in Nanoparticles: Evolution
of Structure and Activity

Sergey V. Belenov, Vladislav S. Menshchikov, Alina K. Nevelskaya,
Vasiliy V. Pryadchenko, Daria B. Shemet, Vasiliy V. Srabionyan,
Anastasia A. Alekseenko, Sergey A. Kirakosyan and Vladimir
E. Guterman

Abstract The article discusses a wide range of issues related to the relationship
between the composition and fine structure (architecture) of bimetallic nanoparticles
and electrochemical performance of Pt-M/C (M = Cu, Co, Ni) electrocatalysts.
Among these questions are: evolution of nanoparticles during thermo-treatment,
catalytic activity in the oxygen reduction and methanol electro-oxidation reactions,
corrosion-morphological stability of the catalysts, selective dissolution of alloying
component.

5.1 Introduction

The problem of obtaining an efficient catalyst with low platinum content, high
specific activity and increased operating life is very important for the creation of
competitive electrochemical power sources [1–4]. The cost of the catalytic layer in
low-temperature fuel cells (FC) makes up a significant proportion (up to 40%) of
the membrane-electrode assembly cost, which, in combination with a short service
life of the fuel cells, determines the high cost of electricity produced. The reduction
in the cost of produced electricity and the fuel cells themselves can be achieved
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both by the reducing of platinum content in the catalytic layer (in the catalyst)
thanks to its high activity, and by increasing stability of the catalyst and entire
catalytic layer [1–4]. One of the possible solutions of this problem is the obtaining
of platinum-based electrocatalysts, which contain bimetallic nanoparticles with
predominant segregation of platinum atoms on the surface and, in the optimal case,
with “M-core—Pt-shell” architecture [4–8].

The results of theoretical calculations and experimental studies show that Pt-
M nanoparticles can be classified into several types according to the character of
components distribution: a uniform distribution of metals (solid solution), an
ordered distribution of metals (intermetallide), nanoparticles with “core-shell
structure”, where one of the metals is located in the center of the nanoparticle (the
core), and the other metal (shell) covers this core. Segregation of platinum atoms in
the surface layers of nanoparticles, as a rule, leads to the increase in the activity and,
sometimes, to the growth of electrocatalysts stability [9–11]. That is the reason why
the interest in bimetallic nanoparticles of core—shell architecture grows recently.

Thus, attention to such nanostructured objects is due to a complex of reasons, the
main of which are the desire to reduce the content of precious metal in the catalyst,
to increase stability of FC and catalytic activity of platinum in current-producing
electrochemical reactions due to the promoting effect of metal core on the shell [2,
4, 9, 12, 13].

The synthesis of such materials is a difficult problem because of the need to form
a solid shell of platinum, able to reliably protect the core from the effects of the
external environment. In according with the results of analysis of numerous pub-
lications devoted to methods for synthesizing catalysts containing nanoparticles
with a core-shell structure, these methods can be conditionally divided into two
types: (i) sequential formation of the core and shell of the nanoparticle [3] and
(ii) obtaining core-shell structure by the post-treatment of solid solution nanopar-
ticles [14, 15]. The use of the first approach, could produce nanoparticles with
different shell thicknesses, while using the second approach is better for obtaining a
thin platinum shell of 1–2 atomic layers in combination with a significant con-
centration of platinum atoms in the nanoparticle core.

Note that the mixture of nanoparticles of different sizes, some of which have a
defective shell, is obtained after the real synthesis. The presence of particles with a
non-uniform shell negatively affects on the functioning of FC, since the dissolution
of unprotected core metal results in membrane contamination and failure of the FC.
That is why various methods of catalysts post-treatment are widely used to increase
their stability and functional characteristics of FC.

A thermal treatment and treatment in various acids are the most widely used
among the methods of catalysts post-treatment [14, 16]. In the case of materials
containing nanoparticles with a non-uniform platinum shell, the treatment in acid
solutions leads to the selective dissolution of the core metal. On the one hand that
could increase stability of the material, but on the other hand it can lead to the
reduction in the specific characteristics, because of detaching of individual
nanoparticles from carbon surface. In addition, under certain conditions, a treatment
of such materials in the acids leads to the formation of so-called hollow
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nanoparticles, in which only the platinum shell remains due to the dissolution of the
core metal.

Typically, thermo-treatment is used to form bimetallic nanoparticles with high
degree of alloying, since the co-precipitation of platinum and a less noble metal
does not always lead to the formation of a uniform solid solution [16, 17]. Since an
atmosphere of inert gases with a small addition of hydrogen are used in the heat
treatment process, it leads to the reduction of the oxide of less noble metal, formed
at the stage of synthesis.

Thermo-treatment of materials containing nanoparticles with a core-shell
structure produces its own effects [10, 11]. A more perfect shell can be obtained
from the defective platinum shell, by filling defects in the shells due to the diffusion
of platinum atoms. On the other hand, during the thermo-treatment nanoparticles
could grow due to agglomeration and the core-shell structure may be destroyed due
to interdiffusion of the Pt and M atoms. Therefore, the optimization of
thermo-treatment conditions: temperature regime, duration, composition of the
atmosphere, etc. is an important issue.

In our opinion, despite a large number of articles devoted to the
thermo-treatment of bimetallic nanoparticles deposited on disperse carbon carrier,
the processes occurring during the treatment of bimetallic nanoparticles with a
core-shell structure, including a change in the architecture of nanoparticles upon
heating, are not sufficiently studied. At the same time, it is obvious that the
architecture of nanoparticles determines their functional characteristics, and it is
necessary to control the microstructure of the materials to obtain high-performance
catalysts.

The purpose of the research is to study the effect of thermo-treatment on the
structure of bimetallic nanoparticles of different architectures and catalytic activity
of Pt-M (M = Cu, Co, Ni)/C materials in the oxygen reduction and methanol oxi-
dation reactions.

5.2 Experimental

Carbon supported Pt-M (M = Cu, Co, Ni) nanoparticles were synthesized by
wet-synthesis using NaBH4 as a reducing agent, this technique is described in detail
in [13]. Briefly, in water—ethylene glycol suspension of carbon powder (Vulcan
XC72, Cabot) and metal precursors at pH = 10 (an excess of NH3) was added
excess a freshly prepared 0.5 M NaBH4. Synthesis was carried out in one and two
stages to obtain alloy materials [18] and materials with core-shell structure [13, 19],
respectively, Pt-M (M = Cu, Co, Ni)/C materials obtained by wet-synthesis in one
and two stages and marked, respectively, as Pt-M1 and Pt-M2.

The temperature treatment was carried out using a PTC-1.2-40 furnace (NPP
Teplopribor) in an argon atmosphere in the temperature range 250–350 °C
according to the following scheme: rapid (about 10 min) heating to the set tem-
perature, holding at the set temperature for 1 h, slow spontaneous cooling after
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switching off the heating for 4–5 h to room temperature. Materials after heat
treatment were marked by adding a numerical value of the treatment temperature as
an index to the name of the material, for example the material after treatment at
350 °C–Pt-Cu1_350.

The composition of the synthesized Pt-M/C nanocatalysts corresponds to mass
fraction of the metallic component of 35% by weight. The chemical composition of
prepared materials was determined by X-ray fluorescence analysis using the X-ray
spectrometer ARL OPTIM’X.

Synchrotron X-ray powder diffraction patterns were collected at μSpot beam-line
Synchrotron Radiation Facility (Berlin, Germany). The monochromatic beam with
the wavelength λ = 0.69489 Å was used. The sample-to-detector distance, the tilt
angles of the detector and the wavelength were calibrated using LaB6 NIST stan-
dard sample.

Pt L3- and Cu K-edge EXAFS spectra for the studied materials were measured at
the μSpot beam-line [20, 21], of the BESSY-II Synchrotron Radiation Facility
(Berlin, Germany). Mean electron current of a storage ring was maintained during
experiment at 250 mA in Top-Up mode. The measurements were performed in the
transmission mode utilizing a Si (111) channel-cut monochromator and two ion-
ization chambers and diode for reference channel.

The TEM analysis was performed using a JEM-2100 (JEOL, Japan) microscope.
Electrocatalyst powders (0.5 mg) were placed in 1 ml of heptane to prepare the
samples for the TEM analysis. The suspension was then ultrasonically dispersed,
and one drop of the suspension was deposited onto a copper grid sputter-coated
with carbon.

The electrochemical characteristic was measured at rotating disc electrode on
standard tree electrode cell [22]. As a reference electrode, a saturated silver chloride
electrode was used and as a counter electrode was used platinum wire. The values
of the potentials in the work are given relative to the reversible hydrogen electrode.

Catalysts dropped at electrode using prepared «catalytic inks», containing
0.006 g catalyst, 900 μl isopropanol and 100 μl 0.5% Nafion [23].

The 6 μl resulting suspension was dropped on the glass-graphite electrode (with
diameter of 5 mm) via pipette, then after the drying of the drop, 7 μl of a 0.05%
solution of Nafion were applied to fix the catalytic layer.

For the electrodes standardization before further measurements, 100 CV cycles
were recorded in the range from 0.03 to 1.26 V with a potential sweep rate of
200 mV/s. After standardization, 2 CVs were registered to determine the electro-
chemically active area (ESA) of the catalyst in the same potential range with a
sweep rate of 20 mV/s. The calculation of the ESA value was based on the amount
of electricity spent for adsorption/desorption of atomic hydrogen [22, 24].

To measure the activity of the catalysts, a series of potentio-dynamic curves were
recorded on a rotating disk electrode in the potential range 0.1–1.2 V with a
potential sweep rate of 20 mV/s at different electrode rotation speeds (400, 900,
1600, 2500 rpm). The measured curves were normalized to cell resistance (24 Ω)
and the background curve measured in the saturation with Arelectrolyte was sub-
tracted, as described in [25].
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5.3 Results and Discussion

5.3.1 Effect of Thermo-Treatment on Structure of Pt-M
(M = Cu, Co, Ni)/C Materials

Powder diffractograms of Pt-M (M = Cu, Co, Ni)/C materials, shown in Fig. 5.1,
are typical for platinum-containing catalysts on a carbon carrier and contain metal
phase reflections corresponding to a face-centered cubic lattice of the space group
Fm-3 m [26]. Note that on all presented powder diffractograms, there are not
reflections corresponding to the phases of pure metals or their oxides (Fig. 5.1).

The significant broadening of reflections on X-ray diffraction patterns is due to
the presence of the phase in the form of nanoscale crystallites whose size (Daver)
was estimated using the Scherrer equation [27–29] (Table 5.1). According to results
of XRD analysis (Fig. 5.1), average nanoparticles size increased during
thermo-treatment from 250 to 350 °C (Table 5.1). This fact agrees well with the
literature data [17, 30, 31]. Observed increase in the average size of nanoparticles is
most expressed for Pt-Cu/C materials: from 1.8–2.4 nm to 10.7–11.5 nm. For
Pt-Ni/C and Pt-Co/C materials the average particle size coarsening occurs to a
lesser extent, about 1.5–2 times.

Fig. 5.1 XDR patterns for a Pt-Ni1, b Pt-Ni2, c Pt-Co1, d Pt-Co2 catalysts as prepared (1) and
after thermal treatment at 250 °C (2), 300 °C (3), 350 °C (4)
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The chemical composition of the electrocatalysts, determined by the X-ray
fluorescent analysis (XFA), was somewhat different from the composition calcu-
lated by the precursors loading (Table 5.1): the relative content of copper atoms in
the Pt-Cu2 material was slightly higher than the calculated one, and Co and Ni
concentrations were higher than the calculated values for all materials.

It is known that high-resolution transmission electron microscopy (TEM) allows
one to determine the average size of nanoparticles, deposited on the carbon carrier
surface, and study a fine structure of the nanoparticles, to reveal the presence of
defects, etc. The TEM investigation of the Pt-Cu/C catalysts (Fig. 5.2a, c) con-
firmed the formation of bimetallic nanoparticles of size range of 2 ± 10 nm: dark
metallic nanoparticles, uniformly distributed over the surface of the carbon carrier,
are visible in photos. The results of TEM give a larger size of the nanoparticles in
comparison with the calculation using the Scherrer equation (Table 5.1). This fact
can be related both to the presence of X-ray amorphous shells on the surface of
nanoparticles and to the complex composition of bimetallic nanoparticles consisting
of 2–3 domains.

The results of the TEM for Pt-Cu/C materials after thermo-treatment at 300 °C
(Fig. 5.2b, d) indicate some enlargement of the nanoparticle size, which well agrees
with the XRD data. It is possible that during the thermo-treatment at these tem-
peratures both agglomeration of individual particles occurs, and a rearrangement of
the internal structure of nanoparticles [19], resulted to transformation of 2–3
domains in single crystallite of big size.

Table 5.1 Some characteristics of Pt-M (M = Cu, Co, Ni)/C materials prepared by the
wet-synthesis

Sample Composition ω Pt (%) ω M (%) Daver (XRD) (nm) S (Hads) (m
2/g)

Pt-Cu1 Pt1.1Cu 27 35 1.9 44 ± 4

Pt-Cu1_350 Pt1.1Cu 27 35 10.7 30 ± 3

Pt-Cu2 Pt0.8Cu 21 26 2.3 50 ± 5

Pt-Cu2_350 Pt0.8Cu 21 26 11.5 32 ± 3

Pt-Co1 Pt0.7Co 16.8 26.4 2.1 70 ± 7

Pt-Co1_350 Pt0.7Co 16.8 26.4 3.5 60 ± 6

Pt-Co2 Pt1.0Co 17.5 24.8 2.1 73 ± 7

Pt-Co2_350 Pt1.0Co 17.5 24.8 4.1 65 ± 6

Pt-Ni1 Pt2.7Ni 15.9 27.6 1.8 85 ± 9

Pt-Ni1_350 Pt2.7Ni 15.9 27.6 3.7 85 ± 8

Pt-Ni2 Pt3.7Ni 19.0 29.2 2.4 68 ± 7

Pt-Ni2_350 Pt3.7Ni 19.0 29.2 4.9 72 ± 7
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5.3.2 Effect of Thermo-Treatment on Atomic Structure
of Pt-M (M = Cu, Co, Ni) Nanoparticles

The magnitudes of the Fourier-transforms of experimental Pt L3-edge EXAFS of
Pt-M (M = Co, Ni) materials before and after thermo-treatment at different tem-
peratures are compared in Fig. 5.3a. Detailed analysis of the local atomic structure
of bimetallic particles by EXAFS-spectroscopy was not a purpose of this paper,
since this is the subject of a separate study. However, even a qualitative analysis of
the spectra obtained can provide useful information about changes in the structure
of bimetallic nanoparticles during thermo-treatment. For nickel-containing materi-
als Pt-Ni1 and Pt-Ni2 (Fig. 5.3a, b), the analysis shows a significant change in the
character of the spectrum during the transition from “as prepared” state to the

Fig. 5.2 TEM images of Pt-Cu1 before a and after b thermo-treatment at 300 °C; Pt-Cu2 before
c and after d thermo-treatment at 300 °C
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material after treatment at 250 °C. Further increase in the treatment temperature
practically does not affect the character of the spectrum. So, the change in the
structure of bimetallic Pt-Ni nanoparticles took place at 250 °C. In the case of Pt-Co
materials, the character of the changes in the spectra is much more complicated and
several temperature transitions were observed (Fig. 5.3c, d).

5.3.3 Effect of Thermo-Treatment on Electrochemical
Surface Area of Pt-M (M = Cu, Co, Ni)/C Materials

Figure 5.4 shows cyclic voltammograms (CVs) of studied Pt-M (M = Cu, Co, Ni)/C
materials before and after thermo-treatment in inert atmosphere. It can be seen from
CVs data that all characteristic regions (hydrogen, double layer, oxygen) are clearly
expressed for materials both before and after treatment. ESA values, determined for
different Pt-M (M = Cu, Co, Ni)/C materials, were in the range from 44 m2/g
(Pt) for Pt-Cu1 to 85 m2/g (Pt) for Pt-Ni1 (Table 5.1). According to obtained
results, an increase of the temperature of the treatment leads to the decrease in the
electrochemically active surface area for all samples. That is associated with an

Fig. 5.3 EXAFS for a Pt-Ni1, b Pt-Ni2, c Pt-Co1, d Pt-Co2 as prepared catalyst (solid line) and
after treatment at 250 °C (dashed line), 300 °C (cross-hatching line) and 350 °C (dotted line)
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increase in the particle size. This effect was most pronounced for two samples:
Pt0.7Co/C (Pt-Co1) [from 70 m2/g (Pt) to 60 m2/g (Pt)] and Pt0.8Cu (Pt-Cu2) [from
50 m2/g (Pt) to 32 m2/g (Pt)].

5.3.4 Effect of Thermo-Treatment on Catalytic Activity
of Pt-M (M = Cu, Co, Ni)/C Materials in Oxygen
Redaction Reaction

The activity of Pt-M (M = Cu, Co, Ni)/C catalysts in oxygen reduction reaction
(ORR) in acid media was investigated by the linear sweep voltammetry
(LSV) (Fig. 5.5). Pt-Cu1 material had demonstrated the greatest mass-activity
301 A/g (Pt) and half-wave potential value (E1/2) among all studied catalysts
(Table 5.2) in the “as prepared” state.

The mass-activity of catalysts after thermo-treatment at 350 °C increased from
168 A/g (Pt) to 344 A/g (Pt) for Pt1.0Co/C (Pt-Co2) and from 136 A/g(Pt) to 331
A/g(Pt) for Pt2.7Ni/C (Pt-Ni1) (Table 5.2).

Fig. 5.4 CV for a Pt-Ni1, b Pt-Ni2, c Pt-Co1, d Pt-Co2 as prepared catalyst (solid line) and after
treatment at 350 °C (dotted line); electrolyte—Ar-saturated 0.1 M HClO4, room temperature,
sweep rate: 20 mV s−1
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Fig. 5.5 Liner sweep voltammetry for a Pt-Ni1, b Pt-Ni2, c Pt-Co1, d Pt-Co2 “as prepared”
catalysts (solid line) and after treatment at 350 °C (dotted line); electrolyte—O2-saturated 0.1 M
HClO4, room temperature, sweep rate: 20 mV s−1, rotation speed is 1600 rpm

Table 5.2 Composition and activity of Pt-M (M = Cu, Co, Ni)/C catalysts prepared by the
wet-synthesis

Sample Composition Ik, A/g (Pt) Ik, A/m
2 E1/2, V

As prepared After CV

Pt-Cu1 Pt1.1Cu Pt1.8Cu 301 7.08 0.92

Pt-Cu1_350 Pt1.1Cu Pt1.5Cu 164 5.21 0.92

Pt-Cu2 Pt0.8Cu Pt1.7Cu 134 2.82 0.90

Pt-Cu2_350 Pt0.8Cu Pt1.7Cu 44 1.37 0.87

Pt-Co1 Pt0.7Co Pt7.0Co 139 1.98 0.90

Pt-Co1_350 Pt0.7Co Pt4.2Co 95 1.60 0.89

Pt-Co2 Pt1.0Co Pt6.2Co 168 2.32 0.92

Pt-Co2_350 Pt1.0Co Pt4.7Co 344 5.32 0.92

Pt-Ni1 Pt2.7Ni Pt6.8Ni 136 1.61 0.91

Pt-Ni1_350 Pt2.7Ni Pt6.7Ni 331 3.87 0.93

Pt-Ni2 Pt3.7Ni Pt8.7Ni 204 3.00 0.93

Pt-Ni2_350 Pt3.7Ni Pt8.7Ni 225 3.14 0.92
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The study of the catalysts composition before and after CV measurement
showed that in some cases heat treatment reduced the amount of the non-noble
component dissolved. For example, for Pt1.0Co/C (Pt-Co2) material, the amount of
dissolved cobalt decreases from Pt6.2Co to Pt4.7Co and for Pt0.7Co/C (Pt-Co1)
material—from Pt7.0Co to Pt4.2Co after thermo-treatment at 350 °C (Table 5.2). At
the same time, the thermo-treatment had no effect on the amount of alloying
component dissolved for nickel-containing materials Pt3.7Ni and Pt2.7Ni.

5.3.5 Effect of Thermo-Treatment on Catalytic Activity
of Pt-M (M = Cu, Co, Ni)/C Materials in Methanol
Oxidation Reaction

To study the activity of obtained Pt-M (M = Cu, Co, Ni)/C materials in the
methanol electro-oxidation reaction (MOR) we used the method of cyclic
voltammetry (Fig. 5.6). The survey was carried out on a stationary electrode in
0.1 M HClO4 + 0.5 M CH3OH electrolyte, saturated with argon at atmospheric
pressure. Figure 5.6a shows CVs for Pt-M (M = Cu, Co, Ni)/C catalysts, obtained
by two different synthesis techniques—in one and in two steps. Among these
materials, Pt-Ni2 catalyst was more active in MOR (Fig. 5.6). In according with
authors [32, 33] the thermo-treatment can increase a catalytic activity of bimetallic
materials in MOR. This may be due to the ordering of atoms in a bimetallic
nanoparticle. For Pt-Co1_350 and Pt-Ni1_350 catalysts, activity in MOR signifi-
cantly increased (Fig. 5.6b). When comparing the characteristics of Pt-Ni2 and
heat-treated Pt-Co1 and Pt-Ni1 catalysts, the most activity in MOR shows the
Pt-Ni2 material.

Fig. 5.6 a CV for as prepared catalysts and b catalysts after thermo-treatment at 350 °C;
Electrolyte—Ar-saturated 0.1 M HClO4 + 0.5 M CH3OH, room temperature, sweep rate: 20 mV/
s
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5.4 Conclusions

Based on the results of the study a number of Pt-M (M = Cu, Co, Ni)/C materials,
obtained by wet-synthesis, it was found that Pt-Cu1 catalyst, obtained in one stage
of synthesis, is the most active material in ORR, and Pt-Ni2 material, obtained by a
two-step synthesis method, is the most active in MOR. It was found that the
thermo-treatment in optimal conditions led to an increase in the catalytic activity of
materials. For example, the mass-activity of the Pt1.0Co/C and Pt2.7Ni/C catalysts in
ORR increased by 2–2.5 times after thermo-treatment at 350 °C. For Pt-Co1 and
Pt-Ni1 catalysts, an activity in MOR significantly increased after thermo-treatment
at 350 °C, too.
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Chapter 6
Hydrothermal Two-Step Synthesis
of Titanate Nanotubes

Ekaterina M. Bayan, Timofey G. Lupeiko, Maria G. Volkova,
Anna S. Kostenikova, Larisa E. Pustovaya and
Aleksey G. Fedorenko

Abstract In this paper, we describe the synthesis of titanium dioxide nanotubes via
hydrothermal method. We have examined the obtained materials using TEM, XRD
analysis. The samples were prepared from titanium chloride via a two-step
hydrothermal process. The synthesized samples are composed of regularly shaped
nanotubes with the outer diameter being about 5–8 nm and length of about 50–
70 nm. The hydrothermal treatment technology was used in the experiment to
obtain nanomaterials containing nanotubes with smooth surfaces. We have found
out that titanium dioxide nanotubes demonstrate an increased photo-catalytic
activity, which can be as high as that of the best commercial crystalline powders or
even higher.

6.1 Introduction

Titanium dioxide (TiO2) is one of the most important semiconductor materials. It is
relatively cheap and demonstrates chemical and biological stability, low toxicity
and high efficiency in the oxidation of organic and biological objects [1, 2].
Properties of TiO2 materials depend on specific surface area, its type and the ratio of
the crystalline phase (anatase, rutile, brookite), dimensions of structure units,
morphology and composition. A number of authors suggested that anatase phase
provides the highest photoactivity, others claimed that synergetic effects on the
photoactivity of anatase were observed during rutile mixed phases [2].

TiO2 nanomaterials in the form of various structures are synthesized to improve
the properties of materials, such as nanoparticles [3, 4], nanotubes [5, 6], nanowires
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[7, 8], nanorods, layered materials [9, 10] etc. One-dimensional TiO2 structures,
such as nanotubes, possess a large concentration of exposed active facets and
exceptional electronic, optical and mechanical properties. These characteristics
make them viable candidates for a wide range of applications [11]. Titanium
dioxide nanotubes are important materials for the modern chemical industry. They
can be used in a wide range of applications and industries including photocatalysis,
energy storage, gas sensors production, etc. One-dimensional protonated TiO2

nanostructures have been also proposed as potential solid acid catalysts [12].
At present time, there are various methods of TiO2 nanomaterials synthesis.

Hydrothermal synthesis, template method and electrochemical method are the most
popular. The optimum method should be chosen taking into account the anticipated
results. The electrochemical method [13] of synthesis is rather simple; it implies
anode oxidation of titanium metal in etching acidic solution. This method is useful
for receiving TiO2 in the rutile crystalline phase: anode films of titanium dioxide
can be applied as photoelectrodes [14].

Another interesting method is template method [15, 16]. It consists of hydrolysis
of titanium alcoholates in the presence of micelles (the latter are formed by surface-
active substance). Template method of synthesis can be used to receive materials,
which are good carriers for the catalyst [17].

Despite the large number of scientific publications on TiO2 synthesis, focused on
different crystal phases, particle size or surface area, the relationship between
morphology, structural properties and catalytic behavior needs in further investi-
gation. Titanium dioxide in various phase compositions with controlled dimensions
can be produced using various methods of synthesis, varying its parameters (pre-
cursor concentration, temperature, duration of process etc.)

A hydrothermal approach is considered as the best method for TiO2 nanotubes
synthesis due to its simplicity and high production [18, 19]. The effect of hy-
drothermal treatment on the morphological and acid catalytic properties of titanium
dioxide nanomaterials were examined in the work [20].

In the present study, we have made an attempt to examine the properties of TiO2

nanotubes prepared via a two-step hydrothermal process. We have paid attention to
the structure of obtained titanium dioxide nanomaterials, their crystalline phase and
photocatalytic activity.

6.2 Research Method

6.2.1 Material Synthesis

All reagents were obtained commercially and used without any further purification.
All solutions were prepared using deionized water. The samples were prepared
from titanium chloride via a two-step hydrothermal process.
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First, a titanium hydroxide was obtained from titanium chloride according to
previously described methods [16]. Then, obtained TiO2 powder was suspended in
distilled water in a Teflon tube, filling volume was 80%. The reaction mixture was
hydrothermally treated for 24 h at 170 °C (sample 1), 200 °C (sample 2), after that
the substance was dried at 100 °C. Thus, we obtained an intermediate TiO2 product.

The second step was hydrothermal synthesis of nanotubes. In this experiment,
intermediate TiO2 products and 10 M NaOH (1 g TiO2/10 ml of 10 M NaOH) were
placed into a Teflon tube with a filling volume of 80%. Hydrothermal treatment was
continued for 48 h at 160 °C. Then, obtained TiO2 nanotubes were washed with the
hydrochloric acid to pH = 7 and then were washed with deionized water until
chlorine ions were not detected. Finally, the samples were dried at 80 °C.

6.2.2 Materials Characterization

The phase composition of the samples was studied by X-ray powder diffraction
(XRD) analysis, carried out using an ARL X’TRA, Thermo ARL (Switzerland),
diffractometer equipped with a high-intensity Cu-Ka1 irradiation (k = 1.540562Å)
operated at 40 kV and 30 mA in the range of 20°–60°.

Thermogravimetric (TGA) and Differential Thermal Analysis (DTA) were car-
ried out using a thermal analyzer (STA 449°S/4G Jupiter Jupted) at a heating rate of
10 °C/min.

The morphological characteristics were analyzed with transmission electron
microscopy (TEM) utilizing a TEM Tecnai G2 Spirit Bio TWIN microscope
operating at 120 kV.

6.2.3 Photocatalyst Preparation

The photocatalytic activity of obtained materials was studied on a photodegradation
reaction model of a cation type organic azo dye methylene blue (MB,
C16H18N3SCl, Co = 20 mg/l) in aqueous solution as described in the paper [21].
Experiments were carried out at room temperature with UV radiation (low-pressure
mercury lamp, 10 W).

After purification, the MB concentration (C) was determined spectrophotomet-
rically (spectrophotometer UNICO 1201). Each experiment was repeated at least
three times. In addition, the decomposition of MB (complete dye mineralization)
was also controlled analytically by determining the content of nitrate and sulfate
anions in the filtrate after photocatalytic purification by using the Capel-105M
capillary electrophoresis system.

Commercial catalyst Degussa P25 was used as a comparative sample.
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6.3 Result and Discussion

6.3.1 DTA/TGA Measurements

The synthesized titanium hydroxide (first-step) was examined by TG-DTA
(Fig. 6.1). We can identify several stages of sample change on the thermogravi-
metric curve (Fig. 6.1). It has been fixed that at temperatures below 120 °C, the
endothermic peak arises and the weight of the material decreases mainly due to the
removal of adsorbed water. At temperatures of 120–400 °C, weight loss is observed
due to the decomposition of titanium hydroxide to titanium dioxide. In the tem-
perature range 400–800 °C, the weight of material is stable, and furthermore, high
thermal effects are observed. A small exothermic effect at 430 °C can be explained
by the formation of the anatase phase.

6.3.2 TEM Images

We have synthesized titanium dioxide nanotubes using hydrothermal two-step
synthesis. At all stages of the synthesis process, the TiO2 materials are of nanosize,
but the morphology is different.

The transmission electron microscopy demonstrated that TiO2 materials, syn-
thesized by the hydrothermal method, were composed of nanosize particles with a
shape close to an oval (Fig. 6.2b). These characteristics distinguished them from
previously spherical powders (Fig. 6.2a), obtained by sol-gel technology [22]. The

Fig. 6.1 Results of DTA–TG analysis of the titanium hydroxide
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morphology of the hydrothermal synthesized particles is homogeneous. In the
sol-gel method, particles tend to aggregate; it follows from the presence of con-
glomerates of several microns in size. It can decrease the total surface area of
materials and reduce their catalytic activity. It is important to notice that in the
hydrothermal synthesized materials the degree of aggregation is lower.

As can be seen on the TEM microphotographs, the synthesized nanotubes are
open-ended hollow tubular objects of 7–10 nm in outer diameter and about 50–
70 nm in length (Fig. 6.2c, d). The typical diameter of their inner channel is 5 nm.
The hydrothermal treatment technology was used in the experiment to obtain
nanomaterials, containing nanotubes with smooth surfaces. Note the fact that
particle-like morphology of the precursor does not exist anymore, indicating that
the efficiency of hydrothermal reaction is high.

Fig. 6.2 TEM microphotographs of TiO2 nanoparticles synthesized by sol-gel (a) [22],
hydrothermally treated at 200 °C (b) and TiO2 nanotubes (c, d)
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6.3.3 XRD Patterns

According to the XRD data, the powders synthesized from titanium chloride and
dried at a temperature lower than 100 °C are X-ray amorphous; it indicates that
crystalline phases are absent. Figure 6.3 shows the XRD patterns of intermediate
TiO2 products, which were hydrothermally treated at different temperatures 170 and
200 °C. The XRD analysis revealed the sole formation of anatase polymorph. The
experiment showed that with increasing temperature of hydrothermal synthesis, the
peak intensity in XRD patterns increases. This suggests that the samples are
characterized by increased particles size of crystal.

XRD analysis of the final product was used to demonstrate phase structure of
obtained TiO2 nanotubes.

Significant expansion of the peak shape may be observed in the experiment due
to the formation of nanostructured objects and the twisting of atomic layers.

As described in [23–25], the generally accepted TiO2 nanotubes formation
mechanism of hydrothermal synthesis consists of four stages:

(i) dissolution of titanium dioxide TiO2 precursors and breaking of Ti–O–Ti
bonds in the concentrated alkaline solution TiO2 + 2NaOH = 2Na+ +
TiO3

2– + H2O;
(ii) the formation of layered nanosheets 2Na+ + TiO3

2– = [Na2TiO3]nanosheets;
(iii) exfoliation of nanosheets,
(iv) growing nanosheets with the increasing tendency of curling, which leads to

the formation of nanotubes [Na2TiO3]nanosheets = [Na2TiO3]nanotubes.

The final stage of titanium dioxide nanotubes formation can be described
schematically by the equation: [Na2TiO3]nanotubes + H2O = [H2TiO3]nanotubes +
2NaOH.
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Fig. 6.3 XRD patterns of intermediate TiO2 products: hydrothermally treated at 170 °C (1),
200 °C (2) and of anatase (3)
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6.3.4 Photocatalytic Activities of TiO2 Nanotubes

Figure 6.4 exhibits the photocatalytic activity of obtained materials on the degra-
dation of methylene blue, a heterocyclic aromatic chemical compound. After
10 min of UV-light irradiation, the MB residual concentrations were less than 10%
for all the synthesized materials. It should be noted that the particles intermediate
products and nanotubes demonstrate very similar photocatalytic activity. All syn-
thesized materials exhibit better photocatalytic activity than commercial catalyst
Degussa P25.

6.4 Conclusion

In this study, we have successfully synthesized anatase TiO2 nanotubes using
two-step hydrothermal method. We have demonstrated that the first-step
hydrothermal synthesized materials are composed of nanosized particles with an
oval shape and characterized by low aggregation. The obtained nanotubes are
characterized by optimized structure integrity (with diameter of 5–8 nm and length
of 50–70 nm) and uniformity of the morphology. The obtained materials demon-
strate improved photocatalytic activity and could be recommended for wider
applications.

Fig. 6.4 Degradation profiles for intermediate products, treated at 170 °C (1), 200 °C (2),
nanotubes (3) and Degussa P25 (4) with respect to methylene blue
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Chapter 7
Influence of Nanosecond
Electromagnetic Pulses
on the Structural Characteristics,
Physico-Chemical and Technological
Properties of Diamonds

Igor Zh. Bunin, Valentine A. Chanturiya, Nataliya E. Anashkina,
Galina K. Khachatryan, Mariya V. Ryazantseva and
Elizaveta V. Koporulina

Abstract To improve the existing diamond recovery process, the effect of
high-power (high-voltage) nanosecond electromagnetic pulses (HPEMP) on the
physical and technological properties of diamond crystals was studied. Infrared
Fourier spectroscopy (FTIR), X-ray photoelectron spectroscopy (XPS), micro-
scopy, electroosmosis, and other methods were employed to examine the structural,
chemical, electrical and physico-chemical changes in the surface properties of
natural and synthetic diamonds as a result of pulsed energy impacts. The mecha-
nism, stages (phases) of the composition changes in the functional surface layer,
electrical, physico-chemical, and flotation properties of diamond crystals were
identified. For the first time ever, it was experimentally demonstrated that the
non-thermal action of high-voltage nanosecond pulses on natural diamonds causes
the formation of microshift defects in the B2 crystalline lattice (platelets), whose
elevated content, apparently, contributes to the higher strength of diamond crystals.
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7.1 Introduction

In recent years, there has been extensive research, both in Russia and globally, on
the application of non-conventional (non-mechanical) physical and physicochem-
ical impacts on minerals and mineral suspensions to enhance the physicochemical
and process contrast of the minerals and, as a consequence, the separation perfor-
mance of mineral components in the concentration of complex ores [1–5].

In the concentration of diamond kimberlites, one of the highly relevant problems
is the development of novel high-performance methods for improving the con-
centrate grade by enhancing the contrast of the hydrophobic, lipophobic, lumi-
nescent properties of diamonds and rock-forming minerals [6, 7].

In [5, 8–12], the prerequisites were identified and the possible mechanisms
examined the process of disintegrating and modifying the properties contrast of fine
mineral media (geomaterials) by short (nanosecond, *1–10 ns) electromagnetic
pulses with a high electrical field intensity E (*107 V/m). This type of energy
impacts is classified as the so-called non-thermal, since the energy of an individual
pulse is insufficient to significantly alter the temperature of the object as a whole
[13, 14].

In [14, 15], we found that the action of high-voltage pulsed fields causes a
reduction in the microhardness of the rock-forming minerals of kimberlites (olivine,
serpentine, and calcite) by 40–66% as a result of disruption in the microstructure of
the surface layers, formation of defects at different structural scales (dislocations,
microcracks, incomplete surface microfaults), disordering and amorphization of the
surface of natural dielectric minerals. The findings supported the theoretical pos-
sibility of using pulsed energy impacts to improve the efficiency of softening the
rock-forming minerals of diamond kimberlites, to ensure the integrity of diamond
crystals in ore diminution processes by reducing the residence time of the kimberlite
rock in autogenous mills.

In this paper, we present the findings of a comprehensive study of the action of
high-voltage nanosecond pulses on the chemical-structural, physico-chemical, and
process (technological) properties of natural and synthetic diamonds for assessing
the performance of HPEMP methods in the processing (concentration) of diamond
ores.

7.2 Experimental

7.2.1 Materials and Research Technique

The studies were conducted on crystals of natural industrial diamonds with a grain
size of �2 � � � þ 1mm from the Triassic placers of the Bulkur site in Nizhne-Lensky
District (northeastern part of the Siberian Platform, Yu. M. Sibirtsev’s collection,
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VANPO Aerogeology). Some of the experiments were conducted on samples of
synthetic diamonds, grade AC-120, with a particle size of �50 � � � þ 40 lm.

For the electric pulse treatment of the diamond crystals, the high-voltage
nanosecond video pulse generator (UEIRM-1 by NPP Fon, Ryazan) was used with
the following electrophysical pulse parameters: s (pulse front) *1–5 ns, s (pulse
duration) *50 ns, U(pulse amplitude) *25 kV, electric field strength between the
pulse generator electrodes E * 107 V/m, pulse repetition frequency 100 Hz, pulse
energy *0.1 J, treatment (processing) time range ttreat = 10–150 s (electromag-
netic pulsed irradiation dose—number of pulses Nimp = 103–1.5 � 104). The
experiments were carried out in standard atmospheric conditions without an ohmic
contact between the mineral particles and the high voltage source, which enabled a
pulsed nanosecond dielectric barrier discharge of atmospheric pressure, and in some
cases a spark discharge between the surface of the crystals and the active electrode
(anode) of the generator.

The phase and structural impurities of the natural industrial diamond crystals were
examined using IRFourier spectroscopy (FTIR)with aNicolet-380 spectrometerwith
a Carl Zeiss micro-lighting attachment in the range 400–4000 cm−1. The luminescent
properties (luminiscence color and level) of the natural diamonds were studied in UV
rays with a Wood-OLDD-01 lamp (wavelength 365 and 254 nm).

Changes in the morphological and chemostructural properties of the surfaces of
diamond crystals caused by the electromagnetic pulse treatment were examined by
analytical electron microscopy (SEM-EDX, scanning electron microscope LEO
1420VP—EDX Oxford INCA Energy 350, low-vacuum microscope JEOL
JSM-6610LV) and optical microscopy (optical microscope, digital optical stere-
omicroscope Olympus SZ61 using the Grenu layout).

The micromorphological features of the diamond surface were thoroughly
studied by atomic force microscopy (AFM, modular scanning probe microscope
Ntegra Prima, NT-MDT, Zelenograd, Russia) in semi-contact mode in air under
standard conditions. Simultaneously with the AFM images of the surface topog-
raphy of the samples (Height, nm), images were taken of the surface phase contrast
caused by the phase change of the cantilever oscillations upon needle contact with
surface areas with different mechanical properties. The distribution and magnitude
of the electrostatic potential of the diamond crystal’s surface (V, mV) relative to the
probe potential were examined by the Kelvin probe force microscopy (KPFM). For
scanning, silicon AFM cantilevers of the series NSG10/TiN with conductive TiN
coating on the needle side. The scanning step was determined by the linear
dimensions of the scan area and the number of steps 256 � 256. On each sample,
2–3 characteristic regions were identified, on which a series of consecutive scans
was conducted with a reduction in the scale of the scan area (scan size) from 10–20
to 1–2 lm.

The wettability of the diamond surfaces was determined using the contact
apparatus KP-CK5 by V.A. Glembotsky. Industrial diamond crystals were placed in
a 20 ml cuvette filled with distilled water, a 3 mm air bubble was introduced with a
custom plunger, and for a given contact time, the adherence of the air bubble to the
diamond crystal was measured. Based on the wettability of the mineral surface, the
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crystals were classified as either hydrophobic or hydrophilic diamonds [16].
Crystals adhering to the air bubble upon contact of <50 ms were classified as
hydrophobic, crystals that did not adhere after >5 s were classified as hydrophilic.
Diamonds that attached to the bubble in the time interval between 50 ms and 5 s
were classified as mixed.

Flotation activity of natural diamonds of different classification types before and
after electromagnetic pulse treatment was studied by non-frothing flotation in dis-
tilled water without reagents in the Hollimond tube. Air was fed into the tube by a
minicompressor via a Schott filter for 5 min.

Additional studies were carried out on synthetic diamonds. X-ray photoelectron
spectroscopy (XPS, Kratos Axis Ultra DLD spectrometer with monochromatic
X-ray generator AlKa) was used to study the surface phase composition of syn-
thetic diamond particles. The electrokinetic (zeta) potential of synthetic diamonds
before and after HPEMP treatment was measured by electroosmosis with a Perrin
apparatus in distilled water with pH 5.5–6.5 on weighed mineral samples of 1 g.
Measurement error of f-potential did not exceed 5%.

7.3 Results and Discussions

7.3.1 Crystallomorphological Analysis of Natural Diamonds

Crystallomorphological analysis of natural industrial diamonds demonstrated the
predominance of typical rounded varieties (50%), mostly with cryptic layering and
sheaf striation, less frequently with shagreen and plastic deformation bands, with
the predominance of crystals of varieties I (60%), V (20%), and VII (15%)
according to the mineralogical classification by Orlov [17]. Diamonds of variety I
are mainly represented by rounded dodecahedroids (Fig. 7.1a) and octahedra
(Fig. 7.1b), making up more than 50% of all crystals. The share of laminar crystals
of the octahedron-rhombododecahedron series (Fig. 7.1c) and of the transitional
type (Fig. 7.1d) was 35%. A characteristic feature of the collection was a large
number of damaged and broken crystals (*75%) (Fig. 7.1e). A high share of
crystals with signs of natural etching (*45%) was found with widespread scars and
caverns; individual crystals had traces of corrosion and matting of the surface. The
share of diamonds with twins and intergrowths was 40%; these mainly were
crystals of the varieties V–VII. Microinclusions of graphite and sulphides were
found in 35% of the collection’s diamonds. The share of colored diamonds was
70%. Mainly, these are gray-colored crystals due to multiple graphite inclusions
(Fig. 7.1c, d), 20% of the crystals have a gray-brown hue due to the presence of
plastic deformation bands. In general, the diamonds from the Bulkur site are
characterized by a higher than normal share of crystals with low to medium iron
content and a significant share of fractured crystals [18].
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The share of luminescent diamonds in the collection is only 15%. The most
common luminescence hue is blue-azure. The absence of photoluminescence in the
examined crystals is apparently due to a special impurity composition characterized
by an increased content of structurally bound aggregated nitrogen, inclusions of
graphite and iron oxides, as well as mineral films on the surface of diamonds.

7.3.2 Effect of HPEMP Treatment on the Structural
and Chemical Properties of the Surface and Structural
Defects of Diamonds

7.3.2.1 Fourier-Transform Infrared Spectroscopy (FTIR)

Based on the nature of the IR spectra, the examined natural industrial diamonds
belong exclusively to Type Ia; nitrogen-free varieties (Type IIa) were not detected.
IR spectra of the diamonds included several systems of spectral lines. Absorption
bands in the 1900–2600 cm−1 region are due to the natural vibrations of the dia-
mond’s crystalline lattice [19]. As suggested in [20], the system of lines 2860,
2930, and 2960 cm−1 is associated with the oscillations of the CH3 and CH2 groups
of aliphatic structures (saturated hydrocarbons or their fragments). Since these lines
can also be seen in the spectrum of a colorless transparent crystal fragment without
visible surface contamination (Fig. 7.1d), we can assume the presence of hydro-
carbon phases inside the crystal. A wide diffuse band with a maximum of

Fig. 7.1 Morphology of diamond crystals of the Late Triassic placers of the Lower-Lensky
District: a dodecahedroid; b octahedr; c transitional type octahedron-rhombododecahedron;
d transitional type octahedron-pseudorhombododecahedron; e broken crystal
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*3400 cm−1 and the related line *1650 cm−1 are associated with the absorption
of OH groups apparently contained in the adsorbed water [20]. Water molecules
can be both part of the mineral phases filling caverns and cracks on the surface of
diamond crystals and, similarly to hydrocarbons, be locked inside the crystal. The
group of lines in the 3700–3600 cm−1 region is probably associated with impurities
of clay minerals [21] filling, together with iron oxides, caverns, cracks, and other
depressions on the surface of crystals.

IR spectra of the examined diamond crystals indicate the presence of nitrogen in
forms A (lines 480 and 1282 cm−1) and B (lines 1010 and 1175 cm−1), microshift
B2 defects (line *1365 cm−1 from the wave number range 1368–1374 cm−1),
structural hydrogen impurity manifesting itself as narrow peaks at 1405 and
3107 cm−1. As noted earlier [22], the crystals are classified in two groups. The first
group are mainly dark-colored (Fig. 7.1c, d) high-nitrogen crystals with a total
content of structurally bound nitrogen of >1100 at. ppm and a content of aggregated
nitrogen of %N(B) <30 of the total impurity concentration. The other group is
mainly colorless (Fig. 7.1a, b, e) crystals with a moderate nitrogen content with a
total impurity content of 200–980 at. ppm and a relatively high share of aggregated
nitrogen (an average of 48 ± 16% of the total impurity concentration).

As a result of the exposure of natural diamond samples to high-voltage
nanosecond pulses with an increasing treatment time, the IR spectra of the crystals
changed markedly. First of all, this applies to crystals having on their surfaces
mineral films of iron oxides, clay minerals, and other impurities caused by the
prolonged residence of the diamond in an exogenous geological setting. Almost all
studied samples with phase impurities containing the hydrocarbon and OH groups
described above were found to have lost these impurities as a result of the elec-
tromagnetic pulse treatment. For instance, at ttreat � 50 s, the intensities of the
spectral lines 2918 cm−1 and 2849 cm−1 and bands *3400 cm−1, caused by
impurities of hydrocarbons and H2O, respectively, reduced markedly in the IR
spectrum of one of the crystals from the collection (B-17) (Fig. 7.2a).

Based on FTIR, there was no deep structural rearrangement of the diamond
crystals under the influence of electromagnetic pulses, but the absorption coefficient
of the line *1365 cm−1 grew consistently, which indicated an increase in the
concentration of platelet defects B2 (platelets, i.e. small plates) (Fig. 7.2b), repre-
sented by interstitial carbon atoms [23]. Of the 15 natural diamond samples, treated
by HPEMP, a small increase in the occurrence of the defect B2 was recorded in
seven crystals. It is characteristic that all these crystals belong to the group with
moderate nitrogen content and a higher than normal degree of nitrogen aggregation
%N(B). Five samples from the collection belonged to the group with high nitrogen
content and a reduced %N(B). In the IR spectra of these diamonds, no increase in
the B2 concentration was found after the treatment.

The observed changes in the IR spectra of natural diamonds do not contradict the
available information on the nature of B2-platelet defects [23]. Earlier, Sobolev [24]
demonstrated a general trend toward a higher content of platelets in crystals with an
increasing concentration of B-nitrogen. However, B-centers in crystals can exist
independently from defects such as platelets. One of the studies [25] showed that
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Fig. 7.2 a IR-spectra of diamond crystals B-17: 1 before and 2, 3 after HPEMP processing for
50 s (2) and 150 s (3); b enlarged fragment of the IR-spectra with wave number 1365 cm−1:
1 before and 2–4 after electropulse processing for 30 s (2), 50 s (3), 150 s (4)

7 Influence of Nanosecond Electromagnetic Pulses … 93



platelets are most common in diamonds with a layered octahedral inner structure
and are virtually absent in crystals with a fibrous internal structure. Given this,
platelets are defined as microshift defects in layered octahedral diamond crystals,
whose formation is facilitated by the presence of nitrogen B-centers in the crystal.

Thus, it can be assumed that nanosecond electromagnetic pulses lead to the
formation of new B2-centers in diamond crystals with moderate nitrogen content,
predominantly with a layered octahedral internal structure and an increased share of
nitrogen B-defects in the structure. As a result of the study of microhardness of
diamond crystals exposed to deformation in a natural setting, in [19] it was found
that B-centers increase the dispersion strength of natural diamonds compared to the
original state by a factor of 1.7.

7.3.2.2 X-ray Photoelectron Spectroscopy Findings

The examination of XPS data demonstrated that the surface of synthetic diamond
particles contained *87% C, *12% O, and *1% N. Figure 7.3 shows the X-ray
photoelectron survey (general) spectrum and XPS spectra of electron levels of
carbon atoms C1s and oxygen atoms O1s. The main line of the XPS spectrum of 1s-
electrons of carbon C1s atoms was decomposed into components corresponding to
the following chemical forms of carbon: C–C—graphite phase with sp2-hybridi-
zation of valence electronic states of the carbon atom with a bond (binding) energy
of EBE = 284.0 eV, allotropic modification of carbon of the diamond type with sp3-
hybridization and EBE = 285.0 eV [26]; C–Met carbon bonded to metal atoms, EBE

= 283.0 eV; contribution by the various carbon groups in the surface with EBE

= 286.2, 287.4, 288.5 eV [27].
Photoelectron peak of the O1s level of oxygen was decomposed into individual

components with the following four lines identified in the spectrum: EBE

= 529.7 eV (O–Met) [28], surface adsorbed oxygen [29]; EBE = 530.9 eV (HO–
Met, C=O) [30]; EBE = 532.0 eV (OH–C) [31]; EBE = 533.0 eV, surface adsorbed
water (C–O–C, C–O) [32].

Structural-phase transformations of the surface layer of diamond crystals as a
result of the HPEMP treatment are mainly caused by a change in the chemical state
of oxygen atoms. In the spectrum of O1s-level of oxygen, the share (at.,%) of the
peak with EBE = 530.9 eV, increased by 3.2–4.3%, related to the oxygen of
hydroxyl groups, bonded to the surface atoms of metals (hydroxylation of the
surface) or to the oxygen of the C=O surface carbonyl groups (oxidation of the
diamond surface).

7.3.2.3 Analytical Electron and Atomic–Force Microscopy

According to scanning electron microscopy (SEM–EDX) data, as a result of the
electromagnetic pulse treatment of diamond crystals of ttreat ffi 30 s, fragments of
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secondary mineral phases sized from 40 to 100 lm, presumably calcium sulfate and
iron oxides (hydroxides), separated from the diamond surface.

Examination of the morphological features of the surface of a diamond crystal at
the nanometer level (Z) using an atomic force microscope (AFM) showed the
presence of narrow protracted bands, separated by characteristic secondary cracks
(scars, ruptures) (Fig. 7.4a, d, e). According to AFM data, the main changes in the
micromorphology of the diamond crystal surface as a result of the exposure to
HPEMP were the deepening and widening of the sides of secondary cracks

Fig. 7.3 a XPS survey spectrum of synthetic diamonds; b higher resolution C1s of carbon and
O1s of oxygen photoelectron spectra of surface of diamond crystals
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(Fig. 7.4d, e) and neocrystallization in the form of rounded particles (neoforma-
tions) of different sizes—from tens to 100 nm (Fig. 7.4f, g).

7.3.3 Electrophysical, Physicochemical, and Flotation
Properties of Diamonds

7.3.3.1 HPEMP Effects on the Electrical Properties of Diamonds

As a result of a ttreat ffi 10� 150 s electropulse treatment of synthetic diamond
samples, the electrokinetic potential of the particles increased monotonically in the
negative values range of f-potential due to the oxidation of the surface layer of the
crystals and changes in the functional cover of their surface with the formation of
hydroxyl and/or carbonyl groups (see XPS data). The value of the f-potential

Fig. 7.4 AFM images (a, d, e, f, g) of the relief, and (b, h) surface potential for the diamond
broken crystal (a, b) before and (d, e, f, g, h) after HPEMP processing for (d, e) 30 s, and (g,
h) 50 s. Surface potential distributions (c, i) for the 5 � 5 lm area of the diamond surface.
Scanning fields: 5 � 5 lm2 (a, b, d, e, h), 2.5 � 2.5 lm2 (f), and 1 � 1 lm2 (g)
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changed from −9.3 mV in the original state (before HPEMP treatment) to
−14.0 mV (ttreat ffi 50 s) and −20.8 mV (ttreat ffi 150 s).

Using the Kelvin probe, it was shown that, as a result of the electromagnetic
pulse treatment of natural technical (industrial) diamond crystals, the maxima of the
distribution of the electrostatic potential of the surface (Vmax, mV; Fig. 7.4b, h)
shifted to the negative range by 230–320 mV: from −70 mV in the original state to
−300 mV (ttreat ffi 10 s) and −390 mV (ttreat ffi 50 s) (Fig. 7.4c, i). The findings do
not contradict the available information on the change in the electrokinetic potential
of synthetic diamond particles when exposed to HPEMP. Apparently, the increase
in the negative values of the electrostatic potential of the diamond surface is due to
the injection of charge carriers (electrons) from the electrodes into the surface layer
of the mineral when exposed to strong electric fields (107–109 V/m) [33].

7.3.3.2 Changes in the Surface Hydrophobicity and Flotation Activity
of Diamonds When Exposed to HPEMP

As a result of the experiments to assess the effect of HPEMP on the
hydrophobic-hydrophilic state of the surface of natural diamonds, three conven-
tional types of diamond crystals were identified among the samples in the original
state: diamonds with a hydrophobic surface, diamonds with a hydrophilic surface,
and diamonds with mixed properties. Under the electropulse treatment, the number
of hydrophilic diamonds decreased by 22% (from 45 to 23%), reaching the mini-
mum at ttreat ffi 150 s (Fig. 7.5a), while the number of crystals with mixed prop-
erties increased (Fig. 7.5c). The maximum share of hydrophobic diamonds was
recorded as a result of an impulse treatment of ttreat ffi 50 s (Fig. 7.5b), and with
increasing treatment time the number of hydrophobic crystals decreased.

The increase in the hydrophobicity of diamond samples as a result of the
HPEMP treatment appears due to the detachment and partial destruction of mineral
films on the surface of the crystals, which indicate the advisability of using
high-voltage nanosecond pulses to effectively destroy and remove surface hydro-
philic mineral micro- and nanophases from diamond crystals and to increase the
contrast of the physicochemical and process properties of kimberlite minerals [14].
At the same time, prolonged electroimpulse treatment led to the oxidation of the
surface of purified crystals (confirmed by XPS in synthetic diamonds), causing the
hydrophilization of hydrophobic diamonds and development of mixed properties.

As a result of the conducted flotation trials, a nonlinear dependence was found
between the floatability (recovery) of diamonds and the electropulse treatment time
eðttreatÞ with a maximum at ttreat � 150 s (emax ¼ 61%). In general, the share of
floatable crystals increased by 14% (from 47 to 61%). Attention is drawn to the fact
that, at low doses of electromagnetic irradiation (ttreat � 30 s), there was a sig-
nificant increase in the flotation activity of diamonds from 47% (in the original state
without HPEMP treatment) to 56%. Analysis of the experimental findings showed
that the maximum content of hydrophobic floatable diamonds was achieved after
ttreat � 30 s of the preliminary pulsed treatment. The share of hydrophilic
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non-floatable diamonds significantly reduced after ttreat � 10� 30 s of HPEMP
treatment, indicating the advisability of the short pulsed energy impacts
(ttreat ffi 30 s) to achieve controllable changes in the chemical-structural state of the
surface, physico-chemical and flotation properties of diamond crystals.

7.4 Conclusions

As a result of the comprehensive studies, carried out with the application of
state-of-the-art precision physical and chemical analysis methods, the mechanism
was described and the main stages (phases) were identified of the controlled
changes in the composition of the functional surface layer, chemical-structural and
process (technological, namely, flotation) properties of diamonds. After a short
electropulse treatment (stage 1, ttreat � 10� 30 s), detachment, fracturing, and
partial removal of films of secondary mineral phases occurred on the surface of
natural diamonds, which caused an increase in the hydrophobicity and floatability
of the crystals. After a prolonged treatment of diamond crystals (stage 2,

Fig. 7.5 Dependences of the distribution in collection of hydrophilic a hydrophobic b and mixed
properties c diamonds on the HPEMP processing time
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ttreat � 30� 150 s), due to the oxidation of the surface layer (with the formation of
hydroxyl and/or carbonyl groups), hydroxylation of the diamond surface was
observed, causing a decrease in the hydrophobicity of crystals with an initially clean
surface. The obtained experimental data confirm the theoretical possibility and
efficiency of using pulsed energy impacts to intensify the flotation of diamonds in
the processing of diamond kimberlites.

For the first time ever, the effect of increasing the concentration of B2-defects in
crystals of natural diamonds with a relatively high concentration of nitrogen in the
aggregated form (NB *35–65%) as a result of the non-thermal action
of high-voltage nanosecond pulses was demonstrated. Together with this, the
electropulse treatment of diamonds did not cause a significant change in the con-
centration and distribution of nitrogen centers in the crystals.
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Chapter 8
Diffusion Method of Steel Boriding
Without Formation of Iron Borides

Yuri F. Migal and Vladimir I. Kolesnikov

Abstract A new method of strengthening of steel surfaces based on the diffusion
saturation of surface layers by boron atoms is proposed. In contrast to the known
method of chemical heat treatment (CHT), where boriding of the steel surface is
carried out at high temperatures, in this case the surface is treated at temperatures
below 800 °C. The advantage of this approach is that iron borides do not appear on
the steel surface. Such compounds strengthen the surface and in the same time
increase its fragility, which can lead to the destruction of the surface when rapidly
changing the mechanical action on the metal. In this article, we consider the pos-
sibility to create a new surface boriding technology without formation of iron
borides. Three variants of this technology are proposed.

8.1 Introduction

The treatment of steel surface is the most important step for improving the me-
chanical properties of steel. One of the ways of this procedure is a chemical heat
treatment (CHT). Here we consider a certain variant of the CHT, namely boriding.
It was proposed by Chizhevski [1] in 1915, and today it is one of the most reliable
and widely used methods of steel surface treatment. Within this method, the surface
is saturated by boron at high temperatures. The main effect of the CHT boriding is
stipulated by appearance of iron borides FeB and Fe2B on the surface [2, 3].
Exactly these compounds provide high strength and wear resistance of steel parts.
Unfortunately, the CHT boriding has an essential fault: after such treatment, the
steel surface becomes more fragile. In a number of cases (for example, under shock
loads), this type of boriding becomes unsuitable.

Our task is to achieve a stable but not fragile surface by changing the way of
boriding.
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8.2 Interaction of Boron with Grain Boundaries in Iron:
Quantum Chemical Simulation

We are based on earlier studies of the phenomenon of grain boundary segregation
in iron. The essence of the matter is that impurity and alloying elements located
within the metal can go onto the surface of metal grains and weaken or strengthen
the bonds between grains and, as a result, affect the overall strength of the metal.
Studying this phenomenon by a simple method in the 1980s, Seah [4, 5] showed
which elements harden the steel, and which soften it.

To prove this, he used empirical data on the enthalpy of sublimation of various
elements on free iron surface. He suggested that the greater the enthalpy of sub-
limation of some element on the surface of steel is, the stronger this element
connects the grains to each other inside steel. Despite the simplicity of this
approach, the results correspond with the experimental data on a qualitative level.
This fact indicates that in this case the strength of the chemical bonds between
atoms of the elements and the metal surface (external or internal) is of decisive
importance.

However, Seah’s approach seems to be simplified, and more precise models are
required. We investigated the problem at the atomic level [6, 7]. We applied various
models simulating grain boundaries in iron. There was a cluster model among them
in which sets of 30 atoms were used, and a periodic slab model in which the cells of
the crystal structure were considered.

One of the variants of the slabmodelwe applied is shown in Fig. 8.1. The boundary
between grains is represented in the top part of the figure as a set of atomic layers. The
intermediate layer consists of atoms of impurity or alloying elements. Above this layer
and below it there are layers of iron atoms. We considered the iron layers corre-
sponding to surfaces with Miller indices (100) and (110).

By using quantum chemical methods, based on the DFT approach [8], we cal-
culated the binding energy of this system. The calculations were carried out by
using the ADF software package [9]. Then we considered the disintegration of the
system into two parts: an upper part containing only iron layers, and a lower part
containing iron layers and an impurity layer. The energy Ed required for the dis-
integration was calculated as the difference between the energy of the entire
complex and the total energy of its two parts.

The results of calculation of the energy, required for the disintegration of the
system, are shown in Fig. 8.2. The data for cluster and slab models, obtained in [10,
11] for elements of the first five periods, are presented. The results for elements of
the sixth period are given in [12].

We can see from the figure that there is a periodic dependence of the decohesion
energy of segregation complexes on the atomic number of the impurity element,
and this fact obviously corresponds to the Periodic Law. In addition, it is important
that details of the dependence are similar for all used models. These facts increase
the reliability of the obtained results.
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Here the most important question is: which elements have a high binding energy
with iron, comparable to the binding energy in pure iron, and which elements have
a low energy. Elements with a higher binding energy strengthen iron, elements with
a lower energy soften it. Analysis shows that the first group of the Periodic
Table consists of elements that soften iron. These include alkali metals, copper,
silver, etc. Sulfur, phosphorus, and zinc are also softening elements. Strengthening
elements include boron, transition elements, zirconium, niobium, molybdenum. The

Ed

Fig. 8.1 Grain boundary model with (100) surface and its disintegration into two parts
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obtained results are in qualitative agreement with the results of Seah [4] and known
experimental information [13].

In this context, boron deserves special attention. This element is slightly soluble
in the bulk of grains [14], so it is located on the surface of grains. Since binding
energy of boron with grain surface is relatively high, it displaces atoms with low
binding energies, including atoms of sulfur and phosphorus, from the surface. Due
to this, the boron, introduced into the surface layers of iron, even in small amounts
can substantially strengthen the surface of iron.

The property of boron to harden steel is well known in metallurgy. Steel grades
containing boron in small quantities are widely used. The interval of optimal
concentrations is 0.001–0.0025% [15]. Dissolved boron in steels significantly
changes their properties, in particular, increases their wear resistance. It is important
that the presence of boron in them is not associated with an increase in fragility.
This defect is characteristic mainly for borated steel surfaces, due to the appearance
of iron borides. In this connection, the task arises to change the surface boriding
technology to reduce the degree of fragility of the samples.
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Fig. 8.2 The decohesion energy of segregation complexes containing impurity (segregated)
atoms from the first five periods of the periodic table. Energy for slab models is calculated per one
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8.3 Methods of Introducing Boron into Steel Surface
Layers

The above theoretical reasoning served for us as the base for practical steps in given
direction. With this background, we proposed several options for the diffusion
introducing of boron into steel surface layers. These include: (i) boriding in a muffle
furnace; (ii) a method simulating the action of a brake pad on the surface of a
railway wheel; (iii) low-temperature putting of a boron layer on the surface,
accompanied by diffusion of boron into the surface.

Below we consider some details of these options.

8.3.1 Boriding in Muffle Furnace

Our study of the furnace boriding process confirmed that iron borides appear on the
surface only at a sufficiently high temperature, at 800 °C and above. At lower
temperatures, iron borides do not arise. In connection with this, we have chosen a
limitation on temperature values for furnace boriding. Its maximum value should
not exceed 750 °C. As the process of diffusion at such temperatures slows drasti-
cally down, our operating range was chosen to be quite narrow: 700–750 °C, and
the boriding time was 25 h or more (instead of 4 h in the standard CHT method).
As a starting material for boriding, we used a mixture of boron + boron car-
bide + alumina + ammonium chloride.

The next problem after boriding was to fix the appearance of boron within the
surface layer of the test samples. It turned out that the boron concentration in this
case is so small that it can not be fixed by standard methods of X-ray and Auger
electron spectroscopy. Indeed, since boron atoms are located mainly in the form of
a monoatomic layer on the grain boundary, and the size of the grains themselves is
about of a micrometer, the percentage of boron is extremely low.

A quite reliable method for detecting such concentrations is mass spectrometry.
However, to study our samples in this way the composition should be homogeneous
in all volume of the test sample. In our case, since boron is located only in a narrow
surface layer with a thickness of about 20 lm, the application of the mass spec-
trometry method is ineffective.

At present, the adequate method for detecting such concentrations is an X-ray
electron microscopy with a wave dispersion microanalysis. Exactly this method is
usually used to study the type of compounds in samples after CHT boriding. The
investigation carried out with the help of this method has allowed us to fix the
presence of boron in our samples. Figure 8.3 shows the distribution of boron and
carbon in samples that have been processed at 700 and 730 °C for 25 h.

The so-called solid solution of boron, which is exactly the state of boron in the
steel, we are trying to get, is observed in the area highlighted in Fig. 8.3. It is
important to emphasize that in these samples, there were no iron borides. Thus, we
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can state that in our study, as iron borides are absent, the boron was recorded in the
steel surface layers. Presumably, the boron atoms are located on the boundaries of
the metal grains.

At present, we study the mechanical and tribological characteristics of the
obtained samples with a borated surface.

8.3.2 Simulating the Action of Brake Pad on the Surface
of Railway Wheel

Another way of boriding we study is based on the process simulating the influence
of brake shoes on a steel wheel surface. Our previous studies of the interaction
between a brake shoe and a wheel demonstrated the possibility of the diffusion of
the elements of brake pad into the surface layers of the wheel.

We investigated this phenomenon using the Auger electron spectroscopy (AES),
which is known as a method that allows us to study directly the phenomenon of
grain boundary segregation. By using the AES, the elemental composition at grain
boundaries of steel of a railway wheel, decommissioned due to numerous typical
defects of its working surface, was investigated. The studied clefts were mainly
passed along grain boundaries. The samples tested were cut from various defective
areas of the surface (dents, etc.), from the already separated fragments, as well as
from sections of the wheel at different depths.

Atoms of various elements, including alloying elements C, Cu, Mn, Cr, Si,
impurities P, S, and also Ba, Zn, Ca, K were detected on the surfaces of defective
areas and on clefts. The reasons for the appearance of these elements on the rolling
surface of the wheel are different. Atoms of barium and zinc are contained in fillers

Mapping area Radiation distribution of В Radiation distribution of C
(EDX Kα)

Fig. 8.3 Results of WDS mapping of sample, which has been boronized at temperature of 730 °C
for 25 h
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of polymeric composite brake pad, which base is a hydrocarbon binder. Atoms of
potassium and calcium belong to the elements of the environment. Silicon is a part
of the material of the wheel, and also presents in the environment.

The main result is that a number of elements, containing in brake pads, were
transferred to the surface layers of the wheel during the working process [2]. It is
also important that segregation of the atoms of impurity elements take place at grain
boundaries located on the clefts. Due to this, the concentration of these elements in
the investigated layers exceeds their volume content by a factor of tens.

With this background, it is possible to use the following way of boriding the
steel surface. When manufacturing a part simulating a brake shoe, we introduce
boron-containing compounds into its composition. Then, as we make a braking
contact of this part with the test sample, the atoms of hardening elements will
diffuse from the part into metal and ultimately harden the surface layer of metal.
High temperature and pressure occurring in the tribo-contact will contribute to this
process.

Such a way of boriding is being tested now.

8.3.3 Low-Temperature Putting of Boron Layer
on the Surface

The above ways of surface boriding assume an active impact on the surface. The
necessity of such an impact is connected with the fact that boron particles should
overcome a certain barrier, existing on the surface, and making it difficult for the
boron atoms to enter the surface layers of the steel. A typical example of such a
barrier is the oxide layer on the steel surface. To overcome the barrier, the surface
should be preliminarily cleaned, and a relatively high temperature and atomization
of boron from its compounds are needed. The high temperature activates the pro-
cesses of passage of boron atoms. Atomization of boron is required because a
polyatomic complex containing boron atoms has a large cross-sectional area and,
accordingly, a low probability of penetration into the metal.

As an alternative to methods involving active action on the surface, we consider
a method of boron putting that does not require high temperatures and atomization
of boron from its compounds. One of options is an electron-beam evaporation of
boron for ion-plasma synthesis of coatings in the vacuum region of pressures [16].
In this scheme, a vacuum chamber with a working pressure range of 2–10 Pa is
used. An electron beam, produced by a plasma source, impacts the material from
the boron and evaporates it.

As a result, beam plasma, which includes boron and molecules of residual
atmosphere, is generated in the chamber. This plasma is then deposited on a spe-
cially prepared flat sample from the selected material and creates a layer of small
thickness on it. Under such conditions, the boron atoms diffuse into the surface
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layer on metal surface purified from the oxides. In this way, it is possible to borate
the steel surface under low temperature conditions.

Now we test the samples, obtained in this way.

8.4 Conclusion

Based on theoretical ideas about the nature of the distribution of boron in the
surface layers, the possibility of creating a technology for boriding the surface of
steel without the formation of iron borides has been considered. Three methods of
boriding have been analyzed. We expect that the development of such technology
will allow us to increase the wear resistance of the steel surface, without increasing
its fragility.
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Chapter 9
Effect of Process Parameters
on Shrinkage of Acrylonitrile Butadiene
Styrene Parts Fabricated by 3D Printing
Process

Sukhdeep Singh, Rituraj Rajpoot, Vansh Bedi,
Sandeep Vats and Vineet Srivastava

Abstract 3D Printing is one of the preferred rapid manufacturing techniques where
parts are built by fusion of layers. For a functional prototype, the part should have
high accuracy especially for aerospace and rapid tooling applications. Shrinkage is
one of the major factors, which influence the accuracy of the 3D Printing parts. The
amount of shrinkage encountered is found to be governed by the process parameters
during processing and the properties of the build materials. In the present work, the
relationship between shrinkage and the process parameters namely layer thickness,
head speed and length of the part has been investigated for X direction laying using
Acrylonitrile Butadiene Styrene (ABS) as the build material. Response surface
methodology has been used to plan the experiments. A model has been developed
for estimating the shrinkage of the parts. Length of the part and layer thickness was
found to be the most important parameters effecting shrinkage of the parts. Further,
it has been found that shrinkage tends to increase with increase in length of the part
and decreases with increase in layer thickness and head speed.

9.1 Introduction

In the last three decades [1], additive manufacturing technology has shown a
massive growth rate and also a great prospective for the future development. The
reassuring future of this technology has a strong effect on the industries. The first
additive method was invented by Kodama [2] in 1981, which fabricated
3-dimensional plastic model. In his work, Kodama presented the use of
photo-hardening polymer and UV light exposure through masked pattern. Since
then the evolution of additive manufacturing has been huge. Berman et al. [3]
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explained this evolution in three phases that are industrial designing and proto-
typing phase; direct digital manufacturing or rapid tooling phase; and the phase
where consumer owns the technique just like a traditional desktop printer.

3D printing is a more identified name of additive manufacturing these days. It
can be defined as the process in which the three dimensional part is produced by
depositing the material in a layer-by-layer fashion [4]. It is being used in various
fields, for instance in medical science to print artificial human teeth and bones [5];
in industries to create moulds for manufacturing assembly components [5]; in
aerospace industry to fabricate large flexible structural parts and load-bearing parts
[6] and in architecture to fabricate architectural design models [7].

3D printing not only makes production appropriate on any level but also has an
exceptional flexibility [1]. Only confine is that very few polymers are compatible
with the 3D printing platforms due to particular properties, desired for a suitable
print [4]. While even with the existing polymer materials there are countable
conflicts such as shrinkage, uncertain voids, low shear strength etc. The motivation
behind our study is to deal with these conflicts, specifically linear shrinkage as it is
well-known that manufacturing industries and many more applications highly relies
on dimensional accuracy. As discussed by Wang et al. [8], several researchers have
now worked on the study of shrinkage in order to obtain an accurate prototype.
Most of the studies cover stereo lithography, selective laser sintering and FDM
processes. At first, Jacobs [9] in 1992 systematically investigated the processing
accuracy in SL process. Jacobs examined the accuracy in terms of distortions and
warpage. Subsequently, Lu et al. [10] in 1995 investigated the effect of altered laser
power settings and layer pitches on shape stability of parts in SL processes using
UV laser scanning. Huang et al. [11] also discussed shrinkage compensation in SL
process by optimizing build parameters such as exposure time, light intensity and
layer thickness.

In SLS, Yang et al. [12] proposed test pieces in X, Y and Z axes for compen-
sation of distortions. They used Taguchi method and suggested a set of basic
equations used as scale factors to adapt shrinkage rate. Pandey and Raghunath [13]
also used Taguchi method in their work to evaluate the effect of process parameters
such as laser power, beam speed, hatch spacing, part bed temperature and scan
length on shrinkage in SLS process. Kumar and Gupta [14] extended the work on
shrinkage compensation in SLS by optimizing scale factors using pattern search
tool and genetic algorithms.

In finite deposition modelling, Dao et al. [15] evaluated shrinkage compensation
factor for Stratasys FDM 1650 to improve dimensional accuracy using
Christmas-Tree methodology. Gregorian et al. [16] also evaluated shrinkage com-
pensation factor for FDM 1650 built by Stratasys but with a different user part or
CAD model. Song et al. [17] as well discussed dimensional accuracy in FDM in the
result of extruder’s position error and shape deformation, induced by processing
error. While an extent of work it has already been done to deal with shrinkage in
various 3D printing techniques, there is still some space to be worked out in finite
filament modelling in author’s knowledge by altering the process parameters.
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FFM technique uses the fundamentals of fused deposition modelling with name
being the only difference. It can be defined as a process, in which a regular supply
of molten filament of desired material is provided by an extruder to form layers on
the bed/platform, thus producing a part required [18]. FFM, being very less exposed
to shrinkage evaluation, is the highlight of the experimentation, performed and
presented in this paper. Flash-Forge [19] Creator Pro 3D, which employs FFM
technique, has been used to carry out the experimentation.

9.1.1 Research Purpose

This paper intends to study the effect of process parameters as well as to discuss the
reasons behind linear shrinkage in parts, fabricated by FFM. Shrinkage can be due
to perspective reasons such as rate of cooling, length of specimen, layer thickness,
speed of the extruder and orientation. Different models are generated with different
sets of process parameters, selected from the perspective reasons based upon their
controllability and significance.

9.1.2 Research Scope

Flash-Forge creator pro 3D is capable of working on four materials [19] namely
ABS, PLA, HIPS and PVA. However, acrylonitrile butadiene styrene (ABS) and
polylactic acid (PLA) are the most used materials for extrusion due to their
dimensional stability and low extrusion temperature. Conversely, to be more
specific regarding the test specimen, out of two, the study has been performed
taking ABS as a prior material for evaluation.

9.2 Experimental Equipments

9.2.1 Design

(i) Solid modeling software: PTC Creo Parametric Student Version Release
13.0 [20]

(ii) Slicing software: Simplify 3D
(iii) Design of Experiment software: MiniTab 7.0.
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9.2.2 Specification of Printer

Flash-Forge [19] Creator Pro 3D has been used for production of test model. It is
dual extruder printer with a precision of 2.5 microns on Z-axis and 11 microns on
X/Y axis. It provides a range of 100—400 microns for layer thickness variation. It
has a maximum build dimension of 8.9″ � 5.9″ � 5.7″ with a nozzle diameter of
0.4 mm. The overall chamber size of the printer is 12.59″ � 18.38″ � 15″
(Fig. 9.1).

9.2.3 Measuring Equipment

Absolute Digimatic Calliper 500 series [20] by Mitutoyo™ is used for linear
measurement of the produced test model. The specifications of the equipment are
given in the Table 9.1.

Fig. 9.1 Illustration of
apparatus/printer flash-forge
creator pro 3D

Table 9.1 Specification of measuring instrument Absolute Digimatic Calliper 500 series

Accuracy (excluding quantization error) (mm) ±0.02

Repeatability (mm) ±0.01

Resolution (mm) ±0.01
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9.2.4 Filament

(i) Material: ABS—Industrial grade
(ii) Filament type: Spool of 1.75 mm diameter.

9.3 Research Method

9.3.1 Part Production Methodology

Test models are designed in Creo Parametric and consequently generating an STL
file with an ASCII conversion format. Chord Height and angle control for each test
model are precise to be 0.040825 and 0°, respectively. The STL files are then
processed in Simplify 3D for repairing hence controlling the process parameters.
Subsequently generating slice information and conversion into printer compatible
format that is .x3d.

Throughout the evaluation, the orientation of test model is constrained to 90°
about y-axis as shown in Fig. 9.2. The infill percentage is set to 70% for a recti-
linear pattern with 30% of outline overlap. Platform and extruder temperature being
predetermined are set to 115 and 230 °C, respectively for the purpose of decent
adhesion. Numbers of top and bottom solid layers, both are set to 3 with outline
direction of inside-out to provide respectable strength to persist the contraction
during measurements. All the pre-settings have been done to cope with conflicts
like warpage/curling. All the parts are manufactured with an initial pre-heating time
of 5–10 min.

9.3.2 Experimental Procedure

The linear shrinkage of a part produced is governed by a large number of interactive
variables. However, to facilitate the experimental work only three controllable
variables are considered namely layer thickness, head speed and length of the
model. The experiments have been conducted keeping these factors at various
levels. The range of each factor has been selected, based on the capabilities of the
machine. For the purpose of easy experimentation, Minitab 7.0 has been used for a
proper design of experiments. Surface response design methodology has been
specifically chosen to design the experiment. The process parameters with chosen
levels are given in Table 9.2.

The range of layer thickness is so chosen for the reason being to produce an
appropriate part for assessment. For a lower range of layer thickness would have
harmed the purpose of study as it would have increased the build time subsequently
compensating the effect generated due to increase in head speed in some cases. The
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Fig. 9.2 a Produced test specimens, b CAD model of test specimens

Table 9.2 Selected process
parameters with levels

Factors Units Levels

−1 0 1

Layer thickness mm 0.20 0.22 0.24

Length mm 10 30 50

Head speed mm/s 3000 3200 3400
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levels of length of part are so chosen to neglect the effect of shrinkage due to naked
curling. Head speed being one of major factor increase the build and subsequently
providing more time for part to cool while in the chamber, has been given a wider
range comparatively to encounter and include the non-linearity in the trend.

9.3.3 Shrinkage Measurement

Linear shrinkage is measured by comparing the model’s dimension with the pro-
duced prototype dimension as per the given definition, where d represents linear
shrinkage.

d ¼ LOriginal � LPrototype: ð9:1Þ

Total four readings of every produced part have been taken using the measuring
equipment to improve the accuracy of experimentation. Average of the readings is
computed to come up with a single value of shrinkage for each experimental model.
Measured responses of linear shrinkage for each experiment are present in
Table 9.3.

Table 9.3 Linear shrinkage
values for each experiment

Expt. no. LNX LT HS SHX

1 50 0.24 3400 0.41

2 30 0.22 3200 0.30

3 10 0.2 3400 0.05

4 30 0.22 3200 0.27

5 10 0.24 3400 0.06

6 10 0.2 3000 0.02

7 30 0.2 3200 0.31

8 10 0.24 3000 0.02

9 30 0.22 3200 0.19

10 50 0.2 3000 0.59

11 30 0.22 3400 0.23

12 50 0.2 3400 0.48

13 50 0.22 3200 0.44

14 50 0.24 3000 0.38

15 30 0.22 3000 0.33

16 30 0.24 3200 0.28

17 30 0.22 3200 0.28

18 10 0.22 3200 0.08

19 30 0.22 3200 0.33

20 30 0.22 3200 0.23
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d ¼ d1þ d2þ d3þ d4
4

: ð9:2Þ

9.4 Result and Discussion

A model for SHX (Linear shrinkage) is obtained by analyzing the data presented in
Table 9.3, and is given below as (9.3) after eliminating all the insignificant
parameters:

SHX ¼ 2:05 þð0:0486� LNXÞ�ð25:2� LTÞ þ ð0:00023� HSÞ
�ð0:000059� LNX � LNXÞ þ ð25:6� LT � LTÞ
� ð0:0875� LNX � LTÞ�ð0:000005� LNX � HSÞ
þ ð0:00469� LT � HSÞ ð9:3Þ

ANOVA was used to check the adequacy of the developed model. The analysis
revealed that the model is adequate and lack of fit (p-value: 0.554) is insignificant.
Main effect plots for SHX are displayed in Fig. 9.3. Adjusted R-square value
(91.70) and predicted R-square value (74.53) of the model was found at par to
indicate shrinkage stochastically.

It can be observed that the shrinkage increases with increase in length. This
effect can be explained using the principle of thermal expansion and contraction. As

Fig. 9.3 Main effect plots for linear shrinkage; where LNX is Length of specimen, LT is Layer
thickness and HS stands for Head speed
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the heat transferred to the workpiece, it elongates in the direction of the heat flow.
However as the workpiece is plastic material, on cooling, molecular rearrangement
occurs which makes it more brittle due to high thermal coefficients of expansion.
This results in higher shrinkage as the length increases, which is further evident
from the SEM images given in Fig. 9.4.

The effect of head speed on shrinkage is insignificant because the shrinkage
values vary around the mean. As the head speed increases, the rate of deposition of
materials also increases. As a result, the heat remains entrapped in the layer because
before it is dissipated, a new layer gets deposited. Consequently, no significant
shrinkage is observed.

With increase in layer thickness, shrinkage decreases, which can be observed
from Fig. 9.3. This may be due to that together with layer thickness the
cross-sectional area also increases. These results in more heat absorption capacity as
well as enhancement of the heat transfer, hence, establishing thermal equilibrium
and concluding a lower shrinkage.

9.5 Conclusion

In this work, a study regarding shrinkage of linear parts has been successfully
performed by correlating length, layer thickness and head speed. A mathematical
model has been developed, which correlates the part shrinkage with the process
parameters. It was observed that shrinkage increased with increase in length of the
part, however it decreased with increase in layer thickness and head speed. Further,
it has been found that length of the part is the most predominant factor, which
influences shrinkage.

Fig. 9.4 SEM micrographs showing the effects of shrinkage at a length of 10 mm b length of
50 mm
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Chapter 10
Molecular Dynamics Simulations
to Design Novel Solvents for Deep
Desulfurization

Dinara Gapeyenko, Prashant Jamwal and Dhawal Shah

Abstract For the last decade, deep eutectic solvents (DESs), novel solvents have
attracted a lot of attention due to their favorable properties such as a low melting
point, non-toxicity and low-cost. In this work, a combination of tetrabutylammo-
nium chloride (TBAC), polyethylene glycol (PEG-200), and ferric chloride (FeCl3)
at a molar ratio of 4:1:0.05, a metallic based deep eutectic solvent is analyzed using
molecular dynamics simulation. The analysis reveals the interactions between the
components of DES, which might lead to the formation of the DES, i.e., strong
depression in the melting point as compared to the individual component. Further,
the solvent was also tested for fuel desulfurization using molecular simulations. For
the analysis, n-octane was chosen as fuel with *2000 ppm of dibenzothiophene
and the results suggest strong absorption of sulfur compounds by the DES.

10.1 Introduction

Petroleum products play a significant role in daily life. However, it is not a secret that
those products carry lot of polluting compounds, which have been removed in an
environmentally friendly way. Production of diesel, in particular, with low content of
sulfur became one of the significant challenges for the petroleum industry. Legislation
of majority countries in the world requires decreasing the allowable limit of sulfur
concentration in fuels and middle distillates to as low as 10 ppm and beyond [1]. The
conventional method of sulfur content reduction is hydrodesulfurization
(HDS) process. However, the process has its own drawbacks, such as use of elevated
temperatures 300–400 °C, high pressure varying from 30 to 130 atm., consumption
of huge amount of hydrogen, and, complicated aromatic-sulfur compounds such as
dibenzothiophene (DBT) and thiophene (TP) cannot be totally extracted [2]. These
shortcomings of HDS method have pushed towards development of alternative
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desulfurization techniques, amongst which the most promising development is
towards the use of extractive process by suitable solvents.

Recently, several ionic liquids have been suggested to work efficiently to extract
sulfur-based compounds from diesel. However, ionic liquids, because of their difficult
synthesis, high cost, and questionable toxicity have not been commercialized [3]. On
the other hand, more recent focus has been on development of deep eutectic solvents
(DESs) for extractive desulfurization. DESs are considered as greener replacement to
ionic liquids. A typical DES consists of at least one hydrogen bond accepter and one
hydrogen bond donor, which results in a mixture with lower melting temperatures
than their individual components [4]. Deep eutectic solvents have a number of ben-
eficial properties such as low vapor pressure, good solubility and also they can be
easily recovered by anti-solvents like methanol or ethanol. Moreover, DES is con-
sidered as non-flammable, non-toxic, biodegradable and relatively cheap [5].
Considering these favorable properties, several applications of DESs have emerged
recently, including the use of DESs to complete removal of thiophenic compounds
from diesel.

In this work, we used molecular dynamics simulations and primarily focused on
the formation mechanisms of a DES that has been proposed as an efficient solvent
to extract the refractory compounds from model oils [6]. Later, we also explore the
intermolecular interaction between the DESs, diesel, and thiophenic compounds to
understand the extraction process. In particular, we used a combination of tetra-
butylammonium chloride (TBAC), polyethylene glycol (PEG-200), and FeCl3 at a
ratio of 4:1:0.05 as DES and octane was used as to model diesel. The following
mixture had been reported to extract thiophenic compounds with an efficiency
ranging from 81 to *100%, even at very low concentrations and room tempera-
tures [6]. In our simulations, we used dibenzothiophene (DBT) representing the
sulfur compound. The simulations were done at 25 °C and 1 bar. In the following,
we present our simulation methodology, formation dynamics of the DES, and its
interactions with the octane and DBT molecules.

10.2 Simulation Methodology

Gromacs 5.0 package was used to perform all-atom molecular dynamics simulation
for the DES. Optimized coordinates and forcefield parameters for tetrabutyl
ammonium (TBA) ion and PEG-200 were taken from Automated Topology Builder
(ATB) database (Fig. 10.1). The interaction parameters for Fe+3 ion was taken from
Lin et al. [7]. All other parameters were taken according to the gromos54a7
forcefield. Simulations were started using a low-density box, 15 � 15 � 15 nm3,
and the number of molecules were inserted according to specified molar ratio of
4:1:0.05. Specifically, we used 400 molecules of tetrabutylammonium, 415 mole-
cules of chloride, 100 molecules of polyethylene glycol and finally, 5 molecules of
iron were added. In addition, octane (911 molecules) was used as to model diesel
and DBT (2 molecules) was used to mimic 2000 ppm of sulfur content in oil.
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Forcefield parameters from octane and DBT were also taken from the ATB server.
Several systems, as shown in Table 10.1, were designed to systematically explore
the mechanism(s) of DES formation and the sulfur extraction process.

After creating the initial geometry with the molecules, we performed energy
minimization and further NVT-equilibration and NPT-equilibration for 0.2 ns at
298 K and 1 bar was performed. The simulations were put to run for 10 ns and only
the last 2 ns were taking for the equilibrium analysis. During this simulation, LINCS
constraint algorithm was applied for all the bonds. For Coulomb and Lennard-Jones
(LJ) short-range interactions, 1.5 nm cut-off was applied. Particle Mesh Ewald
summation method was used to calculate long-range interactions with 0.16 nm grid
spacing and fourth-order interpolation. ThemodifiedBerendsen couplingmethodwas
used for temperature parameter and kept the system constant at 298 K, while pressure
parameter was running under Parrinello-Rahman coupling method with 1 bar con-
stant pressure. Periodic boundary conditions were during all simulation steps. After
the simulation was completed, Visual Molecular Dynamics (VMD) tool was applied
to extract the radial distribution functions and visual models of running systems. All
other analysis was performed using Gromacs package.

10.3 Results and Discussion

Our first aim in this work is to explore the formation mechanism of the DES, i.e. to
understand the strong depression in the freezing point observed from the molecular
point of view. We begin our analysis with comparing systems 1 and 2 as mentioned
in Table 10.1. We determined the radial distribution functions (rdfs) between dif-
ferent components of the DES. The rdfs show the measure of probability for an
atom being at the distance r from the reference atom. Nitrogen atom of the TBA
ion, and central oxygen atom of the PEG molecules were chosen as reference to
determine the rdfs.

Fig. 10.1 Molecular structure modeled via VMD tool: a TBA ion with Cl ion shown separately,
b PEG-200, c FeCl3
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Figure 10.2 shows the rdfs between the central nitrogen atom of the TBA ion
with the chloride ion before and after mixing with FeCl3 & PEG, i.e., system 1 and
system 2 according to Table 10.1. From this figure, it can be seen that before
mixing the first Cl ion appears at distance of 4.35 Å from the central nitrogen atom
with a peak of 25. However, after mixing the interaction force decreased signifi-
cantly, which can be explained by the fact that TBA ion started to interact with PEG
molecule as shown in Fig. 10.3. It is also important to highlight that after mixing
the distance between nitrogen atom and chloride ion decreases with very low peak.
The strong decrease in the strength of interactions between the TBA and Cl ions
probably causes the strong depression the melting point of the DES.

Moreover, we also calculated the total interaction energies (sum of LJ and
Coloumbic energies) between TBA and Cl ions before mixing was compared with
total energy of DES. Figure 10.4 clearly shows that interaction energy of TBAC
system is higher than the DES system, which also indicates the depression in the
melting point as observed in the DES.

Furthermore, we analyze systems 3 and 4, to evaluate the effectiveness of DES
in sulfur extraction from the fuel. Figure 10.5 compares the interaction energy
between DBT and n-octane before mixing with DES and interaction energy

Table 10.1 Number of molecules used in simulation for different systems simulated. The
temperature and pressure of all systems were kept constant at 298 K and 1 bar

System No. Number of molecules of

TBA+ Cl− Fe+3 PEG Octane DBT

1 400 400 – – – –

2 400 415 5 100 – –

3 – – – – 911 2

4 400 415 5 100 911 2

Fig. 10.2 Radial distribution
functions for TBA-Cl system
before and after mixing
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Fig. 10.3 Radial distribution
function between the TBA ion
and PEG system
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between DBT and DES after mixing fuel with deep eutectic solvents. The results
show that DES captures the DBT molecules because DBT-DES system has
approximately twice the energy in comparison with the DBT-octane system.

10.4 Conclusion

This research was aimed to understand the molecular interaction occurring in the
metallic deep eutectic solvent. Our results with TBAC:PEG:FeCl3 at 4:1:0.05 molar
ratio under 25 °C and 1 bar show that each individual chemical compound initially
has a very strong interaction energy, however, after mixing let to a decrease in the
total interaction energy. Moreover, to check its sulfur extraction abilities, DES was
put with model fuel (n-octane) with 2000 ppm DBT concentration and we observed
that all sulfur molecules were captured by solvents. However, further analysis needs
to be carried to develop details insights into the systems.
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Chapter 11
Laser-Induced Engineering
of Surface Structures and Properties
on Oxygen-Adsorbed TiC(111) Surface:
First-Principles Calculations

V. V. Ilyasov, B. C. Meshi, D. K. Pham, Ch. V. Nguyen,
O. M. Holodova, T. P. Zhdanova, I. V. Ershov,
N. V. Prutsakova and I. G. Popova

Abstract In this chapter, we used the density functional theory (DFT) to sys-
tematically investigate the electron structure and elastic moduli of oxygen-adsorbed
O/TixCy(111) surface affecting its potential reconstructions with laser. For the first
time we studied within the density functional theory framework the local atomic
and electron structures of potential O/TixCy(111) surface configurations as well as
their thermodynamic and elastic properties. A considerable rearrangement has been
established in the local atomic structure of O/TiC(111) surface depending upon the
degree of its coverage with atomic oxygen in FCC stacking position. We have
demonstrated that the distance between adsorbate and TiC(111) surface decreased
with the increase of its coverage with oxygen. Additionally, the effect of oxygen
adsorbed on the TixCy(111) surface on the electronic properties in its different
reconstructions has been also studied. The results showed that a correlation between
the energy level of flat bands in the −5.1 eV and −5.7 eV energy regions was
responsible for the doublet of singular peaks corresponding to partial densities of
oxygen 2p electrons, and the bond energy and adsorption energy of oxygen atom in
non-stoichiometric O/TiCy(111) systems. Effective charges of titanium and carbon
atoms surrounding the oxygen adatom in various reconstructions have been iden-
tified. We have established charge transfer from titanium atom to oxygen and
carbon atom,s determined by the reconstruction of local atomic and electron
structures and correlating with their electronegativity values and chemisorption
processes. Calculated values of elastic moduli for the upper part of ultrathin O/TiC
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(111) and O/TixCy(111) layers correlate well with experimental findings and other
theoretical results. Potential mechanisms for laser nanostructuring of titanium
carbide surface have been suggested.

11.1 Introduction

Surface properties of ultrathin titanium carbide (TiC) films remain in the focus of
attention owing to their extraordinary physical properties, such as high thermal and
electric conductivity, high hardness, durability [1–3]. Stoichiometric TiC has plain
B1 crystal structure. However, TiC films typically contain vacancies both in the
titanium sublattice and carbon sublattice [4]. In order to understand the physical
properties of such materials, it is necessary to investigate the atomic behavior of the
TiC crystals [5]. There are many ways to modulate the surface properties of TiC
materials, one of the most used methods is the laser surface nanostructuring [6],
which includes melting, cooling, and crystallization [7, 8]. In order to adjust these
methods exactly, we can modulate the energy density and laser pulse duration.
Recently, numerical experimental and theoretical investigations on the structural
properties of the TiC(111) surface showed that the TiC(111) surface with
Ti-terminated is the polar surface [9–11].

Currently, from He+ ion scattering spectroscopy, Souda et al. [12] showed
that when an oxygen was adsorbed on the TiC(111) surface, the ð1� 1Þ and
ð ffiffiffi

3
p � ffiffiffi

3
p Þ R30 types of atomic structures were formed. Additionally, it was

shown that at room temperature the TiC(111)-(1 � 1)-O structure is stable [13],
whereas it reconstructed to TiC(111)-ð ffiffiffi

3
p � ffiffiffi

3
p Þ R30-O form, when the tempera-

ture heated up to 1000 °C [13, 14]. The results also indicated that the positions in
the face-centered cubic (FCC) arrangement can be occupied by adsorbed oxygen
atoms [14].

As above-mentioned, reconstructions of TiC(111) atomic surface are manifested
in the electron spectrum of titanium and carbon subsystems, and also in the elastic
constants and moduli of the top layer similarly to the O/TiC(001) system [15].
Recently, Marques et al. [4] by using a three-dimensional (3D) model of bulk TiC
crystal have studied the effect of an oxygen atom on the structural, electronic and
mechanical properties of TiCxOy structure. They indicated that the lattice parame-
ters and elastic constants of the TiCxOy system decrease with increasing oxygen
content. Edamoto et al. have studied the electronic state of oxygen adsorbed on a
TiC surface by using angle-resolved photoemission electron microscopy [13]. In
comparison with the 2pz orbital, it was shown that for chemisorption processes the
2px,y orbitals of oxygen atom are the most essential for the TiC surface. The atomic,
electronic and thermodynamic properties of adsorption of atoms in the three first
periods on the TiC(111) surface have been also investigated from first principles
calculations [11]. By using DFT method, Wang et al. also investigated the structural
and electronic properties of TiC(110) surface [5].
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Up-to-date, the electronic and elastic properties of oxygen-adsorbed TiC(111)
surface with distributed Ti and C vacancies has not yet been studied thoroughly.
Thus, in this work we focus on the electronic and elastic properties of the O/
TixCy(111) system upon thermal action using DFT method from first principles
calculations.

11.2 Model and Method

Theoretical study of the O/TiC(111) system is based on three-dimensional periodic
slab model. Titanium-terminated supercell consisting of 2 � 2 unit cells arranged
within a plane (111) was used. Figure 11.1a demonstrates a fragment of the TiC
(111) slab, in Fig. 11.1b potential positions of the oxygen atom are shown. We
have studied 6 various configurations of oxygen atom positions on a TiC(111) slab:
A—Oxygen atom situated above the Ti atom of the top layer; B—Oxygen atom
situated above the Ti atom of the third layer (FCC hollow); C—Oxygen atom
situated on carbon atom of second layer (HCP hollow); D—Oxygen atom situated
in the bridge site; Avak—Oxygen atom situated above the surface vacancy of the Ti
atom in top layer; Cvak—Oxygen atom situated above the vacancy of the carbon
atom in second layer.

Fig. 11.1 TiC(111) surface model (a) and binding positions of oxygen atom (b) on TiC(111)
surface, top view
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FCC hollow position (in our case, B) is known [11] to be a relatively stable
binding site for O atom on TiC(111) surface. Therefore, we have performed cal-
culations for oxygen in B position for the coverage range from 1/9 to a complete
monolayer. All coverage values of H ¼ 0:11; 0:22; 0:33; 0:44; 0:55 and 1.0 were
calculated based on the (111) plane of a (2 � 2) TiC supercell. In particular,
H ¼ 0:33 coverage corresponds to the TiC(111)-ð ffiffiffi

3
p � ffiffiffi

3
p Þ R30-O reconstruction,

while the coverage H ¼ 1:0 corresponds to the TiC(111)-ð1� 1Þ-O structure.
TiC(111) slab represents six non-equivalent alternating Ti and C layers in the

[111] direction. Vacuum gap of 12 Å excluded any interactions between the slab
translations in the [111] direction. In this study self-consistent calculations were
carried, based on the density functional theory (DFT) within pseudopotential
method (Quantum Espresso code) [16]. Exchange and correlation were taken into
account using PBEsol functionals (GGA approximation) [17, 18]. The plane waves
expansion cutoff energy of 400 eV was used. The convergence test for the surface
energy and interplanar distance confirmed the cutoff energy of 400 eV and a
3 � 3 � 1 Monkhorst-Pack grid were sufficient [19]. The SCF unit cell total
energy convergence was at least 10−6 Ry/cell. To describe the interaction between
valence electrons and the core, Vanderbilt ultrasoft pseudopotentials were used. The
pseudopotentials were generated using Troullier-Martins scheme [20]. The fol-
lowing electronic configurations were used: Ti—[Ar]3d24 s2, O—[He]2s22p4, C—
[He]2s22p2. [Ar] and [Ne] were considered as core states.

The effective charges were estimated on the oxygen atom as well as on the
surface Ti and C nearest atoms in six O-adsorbed O/TixCy(111) models using
Löwdin population analysis [21].

Elastic properties of the O/TixCy(111) and O/TiC(111) systems were theoreti-
cally studied using Elastic program [22], based on DFT total energy calculations for
deformed crystal structures. Elastic constants ci;j determine the crystal response to
applied external forces and characterize the bulk modulus B, as well as Young’s
modulus E, shear modulus G, and Poisson’s ratio t [23]. Cubic systems are usually
represented by 3 independent elastic constants c11, c12, and c44 [3]. Elastic constants
were calculated using the stress-strain approximation, based on generalized
Hooke’s law. The Voigt-Reuss-Hill (VRH) approximation was used to estimate
bulk modulus B, shear modulus G, and Young’s modulus E. The approximation
provides the best estimation of mechanical properties of polycrystalline materials
based on elastic constants and the formulas in [22, 23].
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11.3 Results and Discussion

11.3.1 Energy and Atomic Structure of Oxygen-Adsorbed
TixCy(111) Surfaces

To study the electron structure and elastic moduli of O-adsorbed O/TixCy(111)
surface, relaxation of two upper atomic layers (Ti, C) of a TiC slab with adsorbate
was made. Initially, the O atom was placed in the binding sites (Fig. 11.1) at the
distance of 2 Å from the TiC(111) surface. Two lower atomic layers of the 2D O/
TixCy(111) system considered “frozen”. Relaxation was carried out until the total
force in the system reduced to 0.001 eV/Å. Atomic structures of a three-layer slab
with oxygen in various configurations of the O/TixCy(111) and O/TiC(111) systems
after relaxation are shown in Fig. 11.2. Table 11.1 offers the calculated parameters
of atomic structures, including the lengths of bonds dTi�O and dTi�C between the
oxygen atom and its nearest neighbors, vertical distances: d0—between the
adsorbate and the first Ti layer, d1—between the first Ti layer and C layer, d2—
between the C layer and the third Ti layer, total energy of the substrate with oxygen
Etot, total energy of the original substrate surface Eref for oxygen binding sites on
the surface of TiC(111) and TixCy(111) slabs. It also contains some known theo-
retical and experimental findings correlating with the data of this DFT calculation.

Analysis of Table 11.1 shows that the processes of oxygen chemisorption result
in considerable rearrangement of the local atomic structure of O/TixC(111) and O/
TiCy(111) surfaces in comparison with O/TiC(111). For the FCC hollow binding
site, we have performed calculations of coverage with atomic oxygen ranging from
1/9 to a complete monolayer. Table 11.2 offers calculated parameters of atomic
structures for all coverage values of H ¼ 0:11; 0:22; 0:33; 0:44; 0:55, and 1.0,
including vertical distances d0, d1, and d2, pointed in Table 11.1, adsorption energy
Eads, the effective charge on the oxygen atom and the nearest Ti and C atoms. It also
contains some known findings correlating with the data of these DFT calculations.

Analysis of Table 11.2 allows one to observe a considerable rearrangement in
the local atomic structure of O/TiC(111) surface depending upon the degree of its
coverage with atomic oxygen. In particular, the distance between adsorbate and
(111) surface decreases with the increase of its coverage with oxygen. Atomic
structure reconstruction may be caused by charge transfer from Ti atoms to C
atoms, resulting in stronger electrostatic interaction between Ti and C atoms.
Changes in the d1 and d2 distances in various atomic configurations of the O/TiC
(111) surface depending on its coverage with oxygen are of specific interest.
Calculation results in Table 11.2 demonstrate that the increase of oxygen coverage
is followed by an increase of the distance between the layers of Ti and C atoms in
the surface layers to d1 = 1.314 Å with a simultaneous decrease of the distance
d2 = 1.244 Å (at H ¼ 1:0).
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Fig. 11.2 Supercells of the atomic structure surface (a, c, d, f) in the O/TiC(111) system, b, e the
O/TixCy(111) system, and g–i the 3-O/TiC(111) system after relaxation (side and top views)
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We should note that coverage increase from H ¼ 0:11 to H ¼ 1:0 insignifi-
cantly affects the adsorption energy value. The highest adsorption energy was found
at the coverage degree of H ¼ 0:11 reaching Eads = −10.68 eV/atom. In that
position the effective charge accumulated by the O atom was −0.78e, titanium atom
+1.05e, carbon atoms −1.09e. The adsorption energy at the coverage degree of
H ¼ 1:0 reached Eads = −9.93 eV/atom, which is 1.2 times higher than the data in
[11].

Table 11.1 Bond lengths dTi�O and dTi�C, vertical distance dO between the oxygen atom and TiC
(111) surface, distances d1 and d2 between layers of Ti and C atoms in three surface layers, total
energy Etot of the surface with oxygen, total energy Eref of the original surface

Phase (O-atom
position)

dTi�O

(Å)
dTi�C

(Å)
dO (Å) d1 (Å) d2 (Å) Etot Eref

Ry

TiC(111) – – – 1.041
1.010 [11]
0.87 [24]

1.354
1.388 [11]

– −3456.5663

O/TiC (A) 1.71 2.09 1.709 1.037 1.356 −3488.7557 −3456.5663

O/TiC (B) 1.97 2.06 1.105 1.069 1.349 −3488.9248 −3456.5663

O/TiC (C) 2.01 2.09 1.214 1.065 1.347 −3488.8641 −3456.5663

O/TiC (D) 1.97 2.06 1.105 1.069 1.347 −3488.9249 −3456.5663

O/TiC(A–Tivac) 3.13 1.99 1.057 1.053 1.346 −3371.6716 −3339.7200

O/TiC(C–Cvac) 1.94 2.12 0.971 1.064 1.344 −3477.3891 −3445.0028

Table 11.2 Distance dO between oxygen atoms and TiC(111) surface, distances d1 and d2
between the layers of Ti and C atoms in three surface layers, adsorption energy Eads, effective
charge on the oxygen atom and nearest Ti and C atoms in the B position (FCC site) at various
coverage degrees

Degree of
oxygen
coverage

dO (Å) d1 (Å) d2 (Å) Eads

(eV/atom)
Effective charge

Ti C O

0.11 1.105 1.069 1.349 −10.68 1.05
1.34 [11]

−1.09
−1.68 [11]

−0.78
−1.17 [11]

0.22 1.089 1.097 1.338 −10.60 1.06 −1.11 −0.78

0.33 1.072 1.119 1.329 −10.47 1.07 −1.07 −0.78

0.44 1.055 1.147 1.319 −10.42 1.09 −1.10 −0.77

0.55 1.028 1.172 1.311 −10.34 1.23 −1.12 −0.76

1.0 0.894
0.891 [11]

1.314
1.314 [11]

1.244
1.253 [11]

−9.93
−8.12 [11]

1.42 −1.13 −0.73
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11.3.2 Electron Structure of Oxygen-Adsorbed TixCy(111)
Surfaces

The noted rearrangement of local atomic structure significantly affects the electronic
energy spectrum of titanium, carbon and oxygen surface atoms in the O/TixCy(111)
systems examined above. Calculation of the band structure of these systems,
demonstrated in Fig. 11.3, reveals dependence upon the local atomic structure, and
corresponds to the metallic type. Total and partial densities of electron states, also
shown in Fig. 11.3, characterize the peculiarities of chemical bond with adsorbed
oxygen atom on (111) TiC surface. We should note hybridization occurring
between 2p orbitals of oxygen and carbon atoms and 3d orbitals of titanium atoms.
It is indicated by matching of the energy peaks of occupied states in O, C, and Ti
atoms (Fig. 11.3).

Several features should be noted in the band spectrum of non-stoichiometric O/
TixC(111) configuration in position A shown in Fig. 11.3a. In particular, the
hybridization of oxygen 2p orbitals with titanium 3d orbitals results in the for-
mation of a broad +(1.9–2.3) eV peak of unoccupied electronic states in O/TixC
(111). The +0.07 eV peak of the total density of states (Fig. 11.3a) is formed
predominantly by unsaturated bonds of oxygen, carbon and titanium surface atoms
of the O/TixCy(111) system. The peak at the Fermi level is mainly formed by
contributions from 3d states of the surface Ti atoms with a small contribution of
2p states of carbon and oxygen atoms. The peak of total DOS is present in all

Fig. 11.3 DFT calculation of the band spectrum, partial DOS for Ti, C and O atoms, and total
DOS in the binding sites on (111) surface: a, b O/TixCy, c O/TiC (FCC site), d O/TiC (HCP site);
partial DOS: s—green, p—red, d—blue, total DOS—black
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surface configurations of TiC(111) with and without adsorbate, which have been
studied. Bonding states are associated with a strong covalent interaction, charac-
terized by hybridization of Ti3d–C2p atomic orbitals in the −2.5 to −3.8 eV energy
interval, and defining the main properties of adsorbing titanium carbide surface.
Modification of local atomic structure induced by non-stoichiometry and atomic
oxygen adsorption results in a change of the electronic structure. In particular, the
electron spectrum is characterized by Ti3d–C2p–O2p hybridization in the energy
intervals of 0 to −0.7 eV and −1.5 to −2.3 eV, which is manifested in the band
structure and partial DOS in Fig. 11.3a. Statistical weight of partial states should be
noted for the electrons participating in hybridization of Ti3d–C2p–O2p orbitals.
Analysis of Fig. 11.3a shows that the overlapping regions between 2p orbitals of
atomic oxygen and Ti3d and C2p-orbitals are insignificant, in agreement with low
value of the O atom adsorption energy (−5.14 eV/atom). The latter should be
related to the absence of partial states of oxygen in the −2.5 to −3.8 eV energy
region, representing the main part of occupied partial states of Ti and C atoms.
Comparison of the electronic structure of this atomic configuration with the stoi-
chiometric system O/TiC(111) reveals a different picture. In particular, the over-
lapping regions between 2p-orbitals of atomic oxygen and Ti3d and C2p-orbitals are
significant, in agreement with higher value of the O atom adsorption energy in the
Ti-top position.

Electronic structure has some new features in case of non-stoichiometric O/
TiCy(111), where O atom takes up the position above the C atom vacancy in the
second layer of the slab (Fig. 11.3b). In that configuration bond length amounts
dO�Ti = 1.94 Å, which determines a strong chemical bonding between the O atoms
and their nearest Ti neighbors. In particular, the energy of chemical bond of O atom
on TiCy(111) surface amounts Ecoh = 5.7 eV. We refer the estimation of bond
energy Ecoh with the positions of two sharp peaks corresponding to the O2p states in
the −5.1 and −5.7 eV interval of energies (Fig. 11.3b). The main part of partial
DOS of C and Ti atoms lies in the −1.9 to −3.7 eV interval of energies; it char-
acterize the main properties of the O/TiCy(111) system. This energy region is
represent by a wide band of partial densities of states of Ti and C. The −4.5 to
−5.7 eV interval of energies presents mixing between partial states of O, C, and Ti
electrons, which plays major role in formation of the corresponding bond and
determines the adsorption energy. The maximum value of the adsorption energy of
O atom on non-stoichiometric TiCy(111) surface amounts Eads = −11.06 eV/atom.
The increase of the Eads in this configuration correlates with the existence of flat
bands (−5.1 and −5.7 eV) in the band structure and is responsible for the double
peaks reflecting the O2p electron states.

We should note that a similar correlation was found in stoichiometric O/TiC
(111) system with the O atom in B and C positions (Fig. 11.2c, d). In particular,
Fig. 11.3c presents two flat bands in the band structure within the −4.6 to −5.0 eV
interval of energies responsible for the partial densities of O2p electrons. In the
electronic band structure of the atomic configuration (Fig. 11.2c), these flat bands
are located almost in the same energy interval as in the previous configuration
(Fig. 11.2e). Hence the adsorption energy of atomic oxygen in that configuration is
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high (−10.68 eV/atom). The main feature of the stoichiometric O/TiC(111) elec-
tronic structure in position C (Fig. 11.2d) is the correlation similar to the one
described above. The band spectrum (Fig. 11.3d) of this configuration features
three flat bands with the energy of −4.9, −5.1, and −5.3 eV corresponding to sharp
peaks of partial densities of O and C2p electrons. These peaks represent
hybridization of C2p–O2p orbitals, with partial mixing of Ti3d orbitals. The main
part of partial DOS of C and Ti atoms is into −2.1 to −4.9 eV energy interval. This
energy interval reveals hybridization between C2p–Ti3d orbitals of C and Ti atoms.
The −2.1 to −4.9 eV interval of energies presents a small mixing of partial states of
O, C, and Ti electrons, which is caused by adsorption. Average value of the bond
energy for O atom in position C is Ecoh = 5.2 eV, correlating with high adsorption
energy (−9.85 eV/atom).

Figure 11.4a–c demonstrate typical peculiarities of the electron structure of a O/
TiC(111) system, where three O atoms occupy position B (or C), forming triangular
and trimeric clusters on the surface (see Fig. 11.2g–i). In particular, bond length in
the triangular configuration is dO�Ti = 1.96 Å; the fact determines a tight chemical
bond between the atoms of oxygen and their nearest titanium neighbors. Among
other factors, the chemical bond energy of oxygen atom on TiC(111) surface is
Ecoh = 5.2 eV. We associate the estimate of bond energy Ecoh with the position of
main peak reflecting the states of oxygen 2p electrons in the −5.2 eV energy region
(Fig. 11.4a).

The main part of partial DOS of carbon and titanium atoms is into −1.5 to
−3.3 eV interval of energies; it determines the basic properties of the 3-O/TiC(111)
system. The energy of −2.8 eV exhibits hybridization between C2p–Ti3d orbitals.
Mixing between partial states of O, C, and Ti electrons into −3.5 to 5.4 eV interval
of energies plays a decisive role in forming of the corresponding chemical bond and
adsorption energy. A comparison was performed between the electron spectrum of
total oxygen DOS in triangular configuration with a similar spectrum in the con-
figuration with a single oxygen atom (Fig. 11.3c) in the same binding site. Analysis
has shown that the rearrangement in the atomic structure of 3-O/TiC(111) surface
noted above is manifested in a change in the electron energy spectrum of the
system. In particular, the maximum positions and the shape of peaks for the
energies of −1.8, −2.8, and −5.2 eV indicate strengthening of the chemical bond
between carbon, titanium, and oxygen atoms. The shift in the energy is
DE ¼ 0:1�0:6 eV.

In the trimeric configuration (Fig. 11.2h) average length of the bond between
oxygen atom and its nine nearest neighbors is dO�Ti = 1.98 Å. The energy of the
hybridized ground state of C2p–Ti3d electrons is −2.6 eV, which is 0.2 eV higher
than in triangular configuration in the same FCC position. In our opinion, position
of the major peak of oxygen 2p electrons in the −(4.0–5.0) eV interval of energies
shown in Fig. 11.4b determines the character and intensity of chemical bond
between the oxygen atoms and TiC(111) film surface. In this configuration, the Ti–
O chemical bond is largely ionic, as indicated by the shape of the electron energy
spectrum in Fig. 11.4b. In a triangular cluster (Fig. 11.2i), formed by oxygen atoms
on TiC(111) surface in HCP positions, the average length of the bond between the
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Fig. 11.4 DFT calculations of the band spectrum, partial DOS for Ti, C and O atoms, and total
DOS on (111) surface: a 3-O/TiC (triangle, FCC site), b 3-O/TiC (trimer, FCC site), c 3-O/TiC
(triangle, HCP site); partial DOS: s—green, p—red, d—blue, total DOS—black
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oxygen atom and its nine nearest neighbors is dO�Ti = 2.02 Å. Energies of the
hybridized ground state of C2p–Ti3d electrons in this atomic structure configuration
and in the configuration in Fig. 11.2g appear to be identical. However, in this
configuration (Fig. 11.2i) the Ti–O chemical bond is largely covalent, as indicated
by the shape of the electron energy spectrum in Fig. 11.4c. The electron energy
spectrum contains three maxima in the −(3.5–5.6) eV interval of energies of the
total DOS curve, which in our opinion determine the character and intensity of the
chemical bond between the oxygen cluster and TiC(111) film surface.

11.3.3 Elastic Properties of the O/TixCy(111) Surface

In the present work we have shown that adsorption of atomic O on the non-ideal
TixCy(111) surfaces in different binding positions results in considerable change of
the local atomic structure and the band structure as well as total energy of the O/
TixCy(111) systems. Analysis of Tables 11.1 and 11.2 additionally shows that the
bond length dTi�C in 2D lattice of TixCy(111) demonstrates dependence upon the
position of oxygen on the surface under study. It can be assumed that by variation
of the bond length dTi�C we can control elastic properties of the O/TixCy(111) and
O/TiC(111) systems. In this section we employed DFT total energy calculations of
deformed structures and Elastic software [22] in order to study the elastic properties
of reconstructed TiC(111) surfaces. We have calculated elastic moduli: bulk
modulus B, Young’s modulus E, shear modulus G, and Poisson ratio t, which are
essential properties of mechanical and dynamic characteristics of crystals [2]. First
of all, we calculated elastic constants c11, c12, and c44, which were used to calculate
elastic moduli. The latter satisfies the conditions of mechanical stability for cubic
systems in accordance with [23]:

c11 [ 0; c44 [ 0; c11 � c12 [ 0; c11 þ 2c12 [ 0: ð11:2Þ

Elastic constants for the reconstructed TiC surfaces under study are present in
Table 11.3. For comparison we also provide elastic constants for an ultrathin 2D
TiC(111) slab and a 3D TiC crystal.

The first column of Table 11.3 contains atomic configurations ordered from the
top down depending on the length dTi�C of the Ti–C bond provided in the second
column. For calculation of elastic constants, we used the parameters of a simulated
unit cell (column 3) equal to doubled length dTi�C of the Ti–C bond in the atomic
configurations under consideration. For the bond length dTi�C, we used its value
between three top Ti and C layers. In order to find the average bond length dTi�C,
we used 40 pairs of Ti and C atoms. Calculated elastic constants c11, c12, and c44
characterize the entire reconstructed top layer (comprising three monolayers, i.e.
two Ti monolayers and one C monolayer) of ultrathin TiC(111) band with atomic
oxygen coverage of 0.11 ML. These elastic constants were used to calculate the
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bulk modulus B, Young’s modulus E, shear modulus G, and Poisson’s ratio t,
summarized in Table 11.3.

Analysis of the data in Table 11.3 allows one to note some peculiarities. In
particular, elastic constants c11, c12, c44, bulk modulus B, Young’s modulus E, shear
modulus G, decrease with the increase of the bond length dTi�C between Ti and C
atoms. Dependence of elastic constants and elastic moduli upon the length dTi�C of
the bond between Ti and C atoms is illustrated in Fig. 11.5. The largest change is
exhibited by the elastic constant c11 and Young’s modulus E, the smallest change is
typical of the c12 elastic constant (see Fig. 11.5a). Poisson’s ratio t does not change
for these atomic configurations, remaining at t = 0.20 and matching the t coeffi-
cient value for ultrathin 2D TiC(111) band and a 3D TiC crystal.

In our opinion, the elastic constants and elastic moduli in Table 11.3 can
characterize elastic properties of the surface, affected by laser radiation. It is
appropriate to summarize the potential physical mechanisms of nanostructuring,
based on the previous results. Let us consider the pristine 3D TiC crystal, char-
acterized by the lattice parameter a = 4.330 Å, which corresponds to the Ti–C bond
length dTi�C = 2.165 Å. This bond length is characteristic of the equilibrium crystal
structure of 3D TiC, which we accept as the reference for the dTi�C bond length
values. Left part contains atomic configurations, corresponding to smaller bond
lengths and higher values of the elastic moduli (see Fig. 11.5b). Total energy of
Ti-terminated stoichiometric 2D TiC(111) is −3456.5663 Ry after relaxation.

The state corresponds to the smallest bond length dTi�C = 2.139 Å and to
maximum values of elastic moduli (see Table 11.3). The results of our similar
calculation for TiC (001) surface are also provided here. A comparison was per-
formed between the values of elastic moduli B, G, and E for (111) and (001) stoi-
chiometric 2D TiC surfaces. Analysis has shown that elastic moduli B, G, and E of
Ti-terminated (111) surface exceed the corresponding moduli for (001) surface by
21.85, 16.98, and 42.82 GPa, respectively.

Fig. 11.5 Dependence of elastic constants (a) and elastic moduli (b) upon the length of the Ti–C
bond in atomic configurations of O/TixCy(111), O/TiC(111), TiC(111) systems, and in a TiC
crystal
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The processes of titanium carbide nanostructuring with laser in the air may
involve different mechanisms of surface reconstruction forming new material
properties. Submicrometer structures are known [27] to appear on the surface in two
cases—in the mode below the ablation threshold when melt is present in the
affected area, and in the ablation mode, characterized by removal of surface frag-
ments. This paper is devoted to the first case, which is typically characterized by the
presence of a molten pool. According to the theoretical findings of [28], carbon
atoms evaporate several times faster than titanium atoms. Therefore, carbon atoms
will be ejected from the molten pool more often than titanium atoms. In our view,
crystallization of TiC(111) surface may result in vacancies, which can appear both
in the carbon and the titanium sublattices. The number of carbon vacancies at that
must be higher than the number of titanium vacancies. In this connection, the
following mechanism of surface reconstruction appears to be most probable (first
mechanism): carbon atoms may be “ejected” from the surface melt layer creating a
vacancy in the second layer from the (111) surface top. An oxygen atom may take
up a position above such vacancy (see Fig. 11.2e). As DFT calculation has
demonstrated, the process is accompanied with a decrease of the Ti–C bond length
to dTi�C = 2.150 Å for surface atoms. According to Fig. 11.5b, this bond length
value corresponds to higher values of elastic moduli relatively to a titanium carbide
crystal. The increase in the values of elastic moduli for the O/TiCy(001) configu-
ration reaches 8% compared with a 3D TiC crystal. The effect can be viewed as a
nanostructuring process. In that case total energy of the calculated cell in the O/
TiCy(001) system decreases to −3477.3891 Ry, indicating preference of this pro-
cess in terms of energy. It should also be noted that the adsorption energy for
atomic oxygen in this configuration has maximum value (−11.06 eV/atom) among
the examined reconstructions. In particular, the chemical bond energy of the oxygen
atom in the O/TiCy(001) atomic configuration is Ecoh = 5.7 eV, indicating the
presence of a tight chemical bond.

Second mechanism: during laser evaporation of a surface titanium atom one can
observe a reconstruction of the local O/TixC(111) atomic structure, where the
oxygen atom occupies the position above the titanium vacancy of the first layer (see
Fig. 11.2b). In that configuration the averaged length of the Ti–C bond reached
dTi�C = 2.142 Å for surface atoms. The increase in the values of elastic moduli for
the O/TixC(111) configuration is over 12% relatively to a 3D TiC crystal. The effect
can also be viewed as a nanostructuring process. In this case, total energy of the
calculated cell for a O/TixC(111) system increases to −3371.6716 Ry, as deter-
mined by nonstoichiometry following from the loss of the titanium atom during
laser evaporation. In this configuration the adsorption energy of atomic oxygen
turned out to be minimal (−5.14 eV/atom) in the O/TiC(111) system. In particular,
the chemical bond energy of the oxygen atom in the O/TixC(111) atomic config-
uration is Ecoh = 2.3 eV, indicating the presence of a chemical bond.

Third mechanism: an oxygen atom has accidentally appeared in a position above
carbon atom (HCP hollow) in the second (111) surface layer. The bond length dTi�O

is 2.01 Å. That atomic configuration (Fig. 11.2d) is characterized by an averaged
length of the Ti–C bond of dTi�C = 2.09 Å for surface atoms. The increase in the
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values of elastic moduli for the O/TiC(111) configuration is over 6%, which can be
considered as a nanostructuring effect. Total energy of the O/TiC(111) system is
−3488.8641 Ry. The oxygen atom adsorption energy in this configuration is
Eads = −9.85 eV/atom.

Fourth mechanism: an oxygen atom, which has accidentally appeared in a bridge
binding site (see Fig. 11.2f), forms a sufficiently stable atomic configuration. The
length of the bridge forming bond is dO�Ti = 1.97 Å. The energy of the oxygen
atom adsorption on TiC(001) surface in the bridge binding site is
Eads = −10.68 eV/atom. That configuration is characterized by an averaged length
of the Ti–C bond of dTi�C = 2.06 Å for surface atoms. The increase in the values of
elastic moduli for the O/TiC(111) configuration reaches 6%. Total energy of the O/
TiC(111) system is −3488.9249 Ry.

Fifth mechanism: an oxygen atom, which has appeared in a position above a
titanium atom, forms a TiOx oxide with the bond length dTi�O = 1.71 Å. At such
distance chemisorption processes can occur and result in creation of a TiOx com-
pound, as confirmed in [28]. That configuration is characterized by an averaged
length of the Ti–C bond dTi�C = 2.15 Å for surface atoms, and an increase in the
values of elastic moduli by over 10%. Total energy of the O/TiC(111) system in this
configuration is −3488.7557 Ry.

11.4 Conclusion

In the present work the ab initio calculations based on the density functional theory
were performed and the Lagrangian elasticity theory (within the framework of
ElaStic) was applied in order to study the local atomic structure, thermodynamic,
electronic, and elastic properties of non-stoichiometric O/TixCy(111) systems in
different surface reconstructions. Nine possible reconstructions of TiC surface were
considered. The reconstructions were simulated by placement of atomic oxygen on
the surface, simulating potential laser reconstructions of the surface.

It has been demonstrated that adsorption of atomic oxygen upon nonideal
TixCy(001) surfaces in different binding positions results in considerable reordering
of the local atomic structure and the band spectrum. The rearrangement determines
the total energy of generated configurations. For the first time a correlation between
the energy level of flat bands in the −5.1 and −5.7 eV energy regions was estab-
lished, responsible for the double singular peaks of partial densities of oxygen
2p electrons, and the bond energy Ecoh of O atom in non-stoichiometric O/
TiCy(111) systems. In this configuration, the main part of partial DOS of C and Ti
atoms is in the −1.9 to −3.7 eV interval of energies. This feature determines the
basic properties of the O/TiCy(111) system. The −4.5 to −5.7 eV interval of
energies shows mixing between partial states of O, C, and Ti electrons, which plays
a decisive role in forming of the corresponding chemical bond and adsorption
energy. The revealed correlation plays an important role in the understanding of the
chemical bond character and oxygen atom adsorption onto a non-stoichiometric
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TiC(111) surface. DFT-based calculations established a considerable rearrangement
in the local atomic structure of O/TiC(111) surface depending upon the degree of its
coverage with atomic oxygen. We have demonstrated that the distance between
adsorbate and TiC(111) surface decreases with the increase of coverage with
oxygen. In our view, atomic structure reconstruction may be caused by charge
transfer from Ti atoms to C atoms, resulting in stronger electrostatic interaction
between Ti and C atoms.

In the present work, the effective charges of Ti and C atoms surrounding the
oxygen adatom in different reconstructions have been identified. Based on DFT
calculations, the charge transfer from Ti to O and C atoms have been established,
which is caused, in our opinion, by the reconstruction of atomic and electronic
structures; it correlates with the electronegativity of the studied atoms. Investigation
of the chemisorption processes is of the greatest interest in case of
non-stoichiometric TiCy(001) with the oxygen atom located above the carbon atom
vacancy in the second layer. Relaxation results in oxygen atom substitution in the
bridge site to formation of the bond length dO�Ti = 1.94 Å. The oxygen atom in that
position accumulates a considerable effective charge of −0.79e. The nearest tita-
nium and carbon atoms accumulate effective charges of +0.92 and −1.12e,
respectively. This configuration corresponds to the largest adsorption energy value
of Eads = −11.06 eV/atom, which in our opinion is determined by the change in the
local atomic structure.

The bond lengths have been established for 40 pairs of Ti and C atoms of three
upper layers in six examined O/TiC(111) configurations. We have checked the
hypothesis suggesting a relation between elastic moduli and the length of the bond
between titanium and carbon atoms, as well as its applicability in order to evaluate
elastic properties of a reconstructed top layer of O/TixCy(111) surface depending
upon the position of atomic oxygen thereon. Potential mechanisms for laser
nanostructuring of titanium carbide surface have been suggested.
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Chapter 12
Density Matrix Method in Atom Theory

Boris V. Bondarev

Abstract In this work, we apply a new variational principle that allows us to find
the distribution function of electron in an arbitrary atom. This principle is based on
the method of density matrix. Using the density matrix, we found the energy of the
electrons in an atom, entropy and thermodynamic potential. The main idea of this
article is that all two-electron matrices must be anti-symmetric. This refers to the
two-electron Hamiltonian. This applies to Slater two-particle wave function. We
found the equation for the distribution function of electrons at the quantum orbits.
This equation can be obtained in two cases. In the first case, based on the density
matrix of the first order, this equation is obtained only for the distribution function.
In the second case two equations are obtained, which include distribution function
and correlation function. The distribution function of electrons in the atom is similar
to the function of Fermi–Dirac for electrons in a solid. In this work we apply a new
approach to calculate the energy levels of electron in an arbitrary atom. This
approach is also based on the method of density matrix.

12.1 Introduction

The density matrix is the most general description of the system in quantum
mechanics. The state of the system, described by a density matrix, is called mixed.
In a particular case, the density matrix can be proportional to the product of two
wave functions. In this case the system state is called pure.

The concept of the density matrix was first defined in [1]. Currently, the density
matrix is discussed in the books [2, 3] and original papers [4–13]. In [14–20], we
apply the calculation method of the energy spectrum of an arbitrary atom, which is
called the method of Hartree–Fock. Based on the variational principle, this method
uses different combinations of one-electron wave functions that take into account
their anti-symmetry. This provides the electrons to be fermions.
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Here we apply the method of density matrix to obtain the equation for the
distribution of electrons in an arbitrary atom and the stationary Schrodinger
equation, in which the Hamiltonian is chosen in a special way. The solution of this
equation allows us to find the energy levels of electrons in the atom.

12.2 Statistical Operators

System of identical particles in quantum mechanics is characterized by a hierar-
chical sequence of statistical operators .̂ð1Þ; .̂ð2Þ; .̂ð3Þ; . . .

We will only need the first two operators of this sequence: .̂ð1Þ and .̂ð2Þ. Let q1
and q2 be the quantum coordinates that define the state of the two particle of the
system. The first of these operators .̂ð1Þ depends only on one of these numbers:

.̂ð1Þ ¼ .̂ð1ÞðqÞ: ð12:1Þ

Statistical operator .̂ð2Þ depends on these two numbers:

.̂ð2Þ ¼ .̂ð2Þðq1; q2Þ: ð12:2Þ

Electrons are identical particles. A consequence of the in distinguish ability of
the two electrons is the symmetry of the operator .̂ð2Þ, i.e.

.̂ð2Þðq1; q2Þ ¼ .̂ð2Þðq2; q1Þ: ð12:3Þ

12.3 Density Matrix

The density matrix of any system in quantum mechanics has the form .aa0 , where a
and a0 are the quantum numbers defining the state of one particle. The density
matrix corresponds to the statistical operator .̂ð1Þ. This correspondence is defined by
the formula:

.aa0 ¼
Z

u�
aðqÞ.̂ð1ÞðqÞua0 ðqÞdq; ð12:4Þ

where ua(q) is a wave function, satisfying the orthonormality condition:Z
u�
aðqÞua0 ðqÞdq ¼ daa0 ; ð12:5Þ

where daa0 is the symbol of Kronecker.
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The meaning of the density matrix is that the diagonal elements .aa of this
matrix are equal to the probability wa ¼ .aa to find system in the state a. The
probability wa satisfies the normalization condition for theX

a

wa ¼ N; ð12:6Þ

here N is the number of particles in the system.
The two-particle operator .̂ð2Þ corresponds to the density matrix .ð2Þ:

. 2ð Þ ¼ .a1a2;a01a02 : ð12:7Þ

The density matrix in the abbreviated form can be written in any coordinates like
this:

. 1ð Þ ¼ .110 ; . 2ð Þ ¼ .12;1020 :

Since electrons are fermions, their two-particle density matrix must be
anti-symmetric. This means that the equalities are true:

.12;1020 ¼ �.21;1020 ¼ �.12;2010 ¼ .21;2010 : ð12:8Þ

The ratio of anti-symmetry can be fulfilled, if two-particle density matrix is
approximately equal to

.12;1020 ¼ .110.220 � .120.210 : ð12:9Þ

One-electron density matrix is associated with two-electron matrix by the
expression: X

a2

.12;102 ¼ ðN � 1Þ.110 : ð12:10Þ

Let us sum this expression on a1. The condition (12.9) givesX
a1

X
a2

.12;12 ¼ ðN � 1ÞN: ð12:11Þ

12.4 Equation for the Density Matrix of System
of Fermions

In [13] we obtained the quantum kinetic equation for a system consisting of
identical particles-fermions. This equation can be written as
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i �h _̂. ¼ bH .̂
h i

þ i �h
X
k

X
l

Ckl âk .̂; â
þ
l ð1� .̂Þ� �þ 1� .̂ð Þâk; .̂âþ

l

� �� �
; ð12:12Þ

where .̂ is the statistical operator of one of the identical particles of the system, bH is
the Hamiltonian of the system, Ckl are the undefined multipliers, âk is the operator.
The corresponding equation for the density matrix .aa0 ¼ .110 will look as

i �h _.110 ¼
X
2

ðH12.210 � .12H210 Þ

þ i �h=2
X
2

X
3

ð2c12;310.23 � c23;12 .310 � c310;23 .12Þ

þ i �h=2
X
2

X
3

X
4

½.12.34ðc43;210 � c210;43 � c23;410 þ c410;23Þ

þ c12;34 � c34;12 � c14;32 þ c32;14Þ.43.210 �;

ð12:13Þ

where H12 are the matrix elements of the Hamiltonian, and c12;34 is a matrix.
Substitute in this equation the diagonal formula:

.aa0 ¼ wadaa0 ; ð12:14Þ

where wa is the probability to detect an electron with quantum state a, daa0 is the
symbol of Kronecker. Considering the Hamiltonian to be also diagonal

Haa0 ¼ eadaa0 ; ð12:15Þ

where ea is the energy of a particle in a state a, we have the equation:

_wa ¼
X
b

pabð1� waÞwb � pbawað1� wbÞ
� �

: ð12:16Þ

where

pab ¼ cab;ba ¼ 2p=�hð Þ
X
N

X
M

jvaN;bM j2WMdðea � eb þEN � EMÞ ð12:17Þ

is the probability of transition of a system from the state b to the state a per unit of
time,

WN ¼ m expð�bENÞ ð12:18Þ

is the probability that the medium surrounding the system is in the equilibrium state
with quantum numbers N, and EN is the energy in this state, m is the selection
multiplier, b ¼1= kBTð Þ is the inverse temperature; vaN;bM are the matrix elements of
the interaction of the system with its surroundings. Formula (12.17) is the Fermi
Golden rule.
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The probability of transition pab can always be represented in the form:

pab ¼ p oð Þ
ab e

�b ea�ebð Þ=2; ð12:19Þ

where

p oð Þ
ab ¼ p oð Þ

ba :

The distribution function of electrons wa can be found by solving (12.16). But
there is another way to find this function. This way is the variational principle,
which we apply in this work and which is valid only for equilibrium systems.

12.5 Energy of Electrons in Atom, Written with the Help
of Statistical Operators

Let us use the expression for the electron energy of an arbitrary atom:

E ¼
Z bH 1ð Þdqþ 1=2

Z bH 2ð Þ.̂ 2ð Þdq1 dq2; ð12:20Þ

where

bH 1ð Þ ¼ ��h2= 2 mð Þr2 � Ze2=r ð12:21Þ

is the Hamiltonian of the kinetic energy of the electron and the potential energy of
its interaction with the nucleus, Z is the number of electrons in an atom,

bH 2ð Þ ¼ e2=r12 ð12:22Þ

is the Hamiltonian of the potential energy of interaction of two electrons, r12 is the
distance between them.

12.6 Wave Function of One Electron Around Arbitrary
Kernel

We introduce an orthonormal system of functions, which describe only one elec-
tron, moving around the nucleus:

12 Density Matrix Method in Atom Theory 149



uaðqÞ � /sðrÞvfðrÞ; ð12:23Þ

where q = {r, r}, /s(r) is some wave function of the electron, vfðrÞ is a spin
function, a = {s, f} is a set of quantum numbers determining the state of the
electron. Function (12.23) satisfies the normalization condition:

Z
u�
aðqÞua0 qð Þdq ¼ daa0 : ð12:24Þ

Taking into account q = {r, f} the normalization condition can be written asZ
/�
s ðrÞ/s0 ðrÞdr ¼ dss0 ; ð12:25Þ

X1=2
r¼�1=2

v�fðrÞvf0 rð Þ ¼ dff0 : ð12:26Þ

As a function ua(q), we use the eigenfunctions of the electron in the atom, which
consists of a nucleus and one electron, i.e. this function is a solution of the sta-
tionary Schrödinger equation:

bH 1ð Þua ¼ E oð Þua; ð12:27Þ

or in detail

��h2= 2 mð Þr2 � Ze2=r
� �

ua ¼ E oð Þua: ð12:28Þ

Function ua(q), which depends on the polar coordinates {r, #, u }, has the form:

uaðqÞ � /s rð ÞvfðrÞ ¼ Rnl rð ÞYlmð#;uÞvfðrÞ; ð12:29Þ

Parameters

a ¼ fn; l;m; fg; s ¼ n; l;mf g; ð12:30Þ

where n = 1, 2, … is the principal quantum number, l = 0, 1, 2, …, n − 1 is the
orbital number, m = 0, ±1, ±2 …, ±(l − 1), ±l is the magnetic quantum number,
Rnl(r) is the radial function of the absolute value r of the radius-vector r, Ylm (#;u)

is the eigenfunction of the operator of the angular momentum M2 ðcM ¼ brbp½ �Þ,
which depends on the polar coordinates 0 and u. The number a for a fixed number
n adopts 2n2 different values. Eigenvalue E oð Þ has the formula

E oð Þ
n ¼ �Z2me4= 2�h2n2

� � ¼ �Z2 R �h =n2; ð12:31Þ

R is a Rydberg constant.
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12.7 Matrix Elements of Hamiltonians

The transition from the coordinate representation, usual for Hamiltonians, to some
a-representation is performed by means of the orthonormal system of wave func-
tions ua(q). Knowing these functions, we can calculate the matrix elements of the
Hamiltonians by the same formula (12.4):

Haa0 ¼
Z

u�
aðqÞbH 1ð Þua0 qð Þdq; ð12:32Þ

As for the two-electron Hamiltonian Ha1a2;a01a
0
2
, it must be antisymmetric, i.e.

H12;1020 ¼ �H21;1020 ¼ �H12;2010 ¼ H21;2010 : ð12:33Þ

So we write it in the form:

Ha1a2;a01a
0
2
¼

Z
U�

a1a2
bH 2ð ÞUa01a

0
2
dq1dq2; ð12:34Þ

where Ua1a2 is the Slater two-particle wave function:

Ua1a2 ¼ 1=
ffiffiffi
2

p
ua1ðq1Þua2ðq2Þ � ua1ðq2Þua2ðq1Þ
� �

: ð12:35Þ

The matrix (7.4) satisfies the normalization condition:Z
U�

a1a2
Ua01a

0
2
dq1 dq2 � da1a01da2a02 � da2a01da1a02 : ð12:36Þ

This function is taken in order to make the matrix elements of the Hamiltonian
Ha1a2;a01a

0
2
anti-symmetric matrix elements. Substituting this function in (12.34), we

get the anti-symmetric matrix:

H12;1020 ¼ 1=2ðV12;1020 � V21;1020 � V12;2010 þV21;2010 Þ; ð12:37Þ

where

V12;1020 ¼
Z

u�
a1 q1ð Þu�

a2ðq2Þe2=r12ua01
ðq1Þua02

ðq2Þ dq1 dq2: ð12:38Þ

Let us substitute the function (12.29) in formulas (12.32) and (12.38). Then we
will have matrix elements Haa0 and V12;1020 in the form:

Haa0 ¼
Z

u�
aðqÞbH 1ð Þua0 qð Þdq ¼ e oð Þ

n

Z
u�
a qð Þua0 qð Þ dq ¼ e oð Þ

n daa0 ; ð12:39Þ
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V12;1020 ¼ e2
X1=2

f1¼�1=2

v�r1 f1ð Þvr01ðf1Þ
X1=2

f2¼�1=2

v�r2 f2ð Þvr02ðf2Þ

�
Z

/�
s1 r1ð Þ/�

s2ðr2Þ1=jr1 � r2j/s01
ðr1Þ/s02

ðr2Þdr1dr2:

Taking into account the conditions of normalization (12.26) of the spin func-
tions, we shall obtain

V12;1020 ¼ e2dr1r01dr2r02

Z
/�
s1 r1ð Þ/�

s2ðr2Þ1=j r1 � r2j/s01
ðr1Þ/s02

ðr2Þdr1 dr2: ð12:40Þ

We denote the function:

U s1; s2; s
0
1; s

0
2

� � ¼ Z
/�
s1 r1ð Þ/�

s2ðr2Þ1=j r1 � r2j/s01
ðr1Þ/s02

ðr2Þdr1 dr2: ð12:41Þ

Now the matrix V12;1020 will look as follows:

V12;1020 ¼ e2dr1r01dr2r02U s1; s2; s
0
1; s

0
2

� �
: ð12:42Þ

12.8 Energy of Electrons in Nucleus Recorded by Means
of Density Matrix

The unknown density matrices .aa0 and .12;1020 , written in the a-representation,
allow us to transform the expression (12.20) to the form:

E ¼
X
a;a0

Haa0.a0a þ 1=2
X
af g

H12;1020.12;1020 ; ð12:43Þ

where af g = a1; a2; a01; a
0
2. Let us express the two-electron matrix through

one-electron matrix. Put here the approximate expression (12.8), and obtain

E ¼
X
aa0

Haa0.a0a þ
X
af g

H12;1020.110.220 : ð12:44Þ

We assume that the density matrix is diagonal, i.e.

.a0a ¼ wadaa0 ; ð12:45Þ

now the normalization condition is
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X
a

wa ¼ Z: ð12:46Þ

The average energy of the electrons has the form:

E ¼
X
a

Haawa þ
X
ab

Hab;abwawb; ð12:47Þ

Substituting here the matrix elements of the Hamiltonians:

Haa0 ¼ e oð Þ
n daa0 ; Hab;ab ¼ 1=2ðVab;ab � Vba;ab � Vab;ba þVba;baÞ;

obtain

E ¼ e oð Þ
n

X
a

wa þ
X
ab

Vab;ab � Vba;ab
� �

wawb: ð12:48Þ

We find matrix elements Vab;ab and Vba;ab, using the formula (12.40):

Vab;ab ¼ e2
Z

/�
s1 r1ð Þ/�

s2ðr2Þ1=j r1 � r2j/s1ðr1Þ/s2ðr2Þ dr1 dr2; ð12:49Þ

here a = {s1, r1}, b = {s2, r2};

Vba;ab ¼ e2dr1r2

Z
/�
s2 r1ð Þ/�

s1ðr2Þ1=j r1 � r2j/s1ðr1Þ/s2ðr2Þ dr1 dr2: ð12:50Þ

We denote the functions:

U s1; s2ð Þ ¼
Z

j/s1 r1ð Þj21=j r1 � r2 �j j/s2 r2ð Þj2 dr1 dr2; ð12:51Þ

W s1; s2ð Þ ¼
Z

/�
s2 r1ð Þ/�

s1ðr2Þ1=j r1 � r2j/s1ðr1Þ/s2ðr2Þ dr1 dr2: ð12:52Þ

We write the functions:

Vab;ab ¼ e2U s1; s2ð Þ; Vba;ab ¼ e2dr1r2W s1; s2ð Þ: ð12:53Þ

Thus, we have

E ¼ e oð Þ
n

X
a

wa þ e2
X
ab

U s1; s2ð Þ � dr1r2W s1; s2ð Þð Þ wawb: ð12:54Þ
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12.9 Entropy

Since according to (12.45) the density matrix is diagonal, in this case we can write
an approximate expression for the entropy:

S ¼ �kB
X
a

wa lnwa þð1� waÞ lnð1� waÞf g: ð12:55Þ

Entropy can be more precisely expressed using one- and two-electron density
matrix. Only now two-electron matrix must also be diagonal:

.12;1020 ¼ w12ðd110d220 � d120d210 Þ; ð12:56Þ

where wab is the probability that of two electrons one is in the state a and the other
is in the state b. This probability satisfies the normalization condition:X

a

X
b 6¼a

wab ¼ ZðZ � 1Þ: ð12:57Þ

Now let us write the expression for the entropy in the second approximation:

S ¼ �kB
X
a

X1
n¼0

w nð Þ
a lnw nð Þ

a þ 1=2
X
a

X
b 6¼a

X1
n¼0

X1
m¼0

w nmð Þ
ab ln l nmð Þ

ab

" #
; ð12:58Þ

where

wa ¼ w 1ð Þ
a ; w 0ð Þ

a ¼ 1� wa; ð12:59Þ

wab ¼ w 11ð Þ
ab ; w 10ð Þ

ab þw 11ð Þ
ab ¼ w 1ð Þ

a uab; w 00ð Þ
ab þw 01ð Þ

ab ¼ w 0ð Þ
a uab; ð12:60Þ

uab ¼ 1� dab; ð12:61Þ

l nmð Þ
ab ¼ w nmð Þ

ab = w nð Þ
a w mð Þ

b

	 

ð12:62Þ

is correlation multiplier.

12.10 Variational Principle

We can now write an expression for the thermodynamic potential:
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X ¼ E � ST � lZ: ð12:63Þ

where l is the chemical potential. Substitution of the expressions (12.54) and
(12.55) into this formula gives us the thermodynamic potential in the first
approximation:

X waf g ¼ e oð Þ
n

X
a

wa þ e2
X
ab

U s1; s2ð Þ � dr1r2W s1; s2ð Þð Þwawb

þ kBT
X
a

fwa lnwa þð1� waÞ lnð1� waÞg � l
X
a

wa:
ð12:64Þ

Differentiate this function with respect to wa and equate the resulting expression
to zero:

@X=@wa ¼ 0:

We have the equation:

e oð Þ
n þ 2 e2

X
b

U s1; s2ð Þ � dr1r2W s1; s2ð Þð Þwb þ kBT ln wa= 1� wað Þ½ � � l ¼ 0:

Write this non-linear equation as follows:

ln ð1� waÞ=waÞ½ � ¼ b e oð Þ
n � lþ 2 e2

X
b

U s1; s2ð Þ � dr1r2W s1; s2ð Þð Þwb

" #
:

ð12:65Þ

The derived equation is very similar to the function of Fermi – Dirac, which
gives the distribution of electrons in the crystal. Only here the solution wa of this
equation gives the distribution function of electrons in an arbitrary equilibrium atom
at any temperature. This is the sought equation for the distribution function wa of
electrons in the atom. Equation (12.65) should be complemented by the normal-
ization condition: X

a

wa ¼ Z: ð12:66Þ

12.11 Equations for Distribution Functions
and Correlation Functions

The diagonal density matrix of the second order can be conveniently represented in
the form:
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.12;1020 ¼ w12ðd110d220 � d120d210 Þ; ð12:67Þ

where binary probability w12 is equal to

wab ¼ wawbuab þ nab; ð12:68Þ

uab ¼ 1� dab; nab is the correlation function, which satisfies the conditions:
nab ¼ nba; naa ¼ 0: ð12:69Þ

Substitute the density matrix .aa0 and .12;1020 in the formula (12.54) for the
electron energy and obtain

E ¼ e oð Þ
n

X
a

wa þ
X
ab

Vab;ab � Vba;ab

� �ðwa wbuab þ nabÞ: ð12:70Þ

Now express the probability wa and wab through the probability wa and corre-
lation function nab using the relations (12.59), (12.60) and (12.68). We have

w 1ð Þ
a ¼ wa;w

0ð Þ
a ¼ 1�wa;w

11ð Þ
ab ¼ wab ¼ wawbuab þ nab;

w 10ð Þ
ab ¼ wað1� wbÞuab�nab;w

00ð Þ
ab ¼ ð1� waÞð1� wbÞuab þ nab:

Thus, the electron energy and the entropy are the functions of the probability wa

and correlation functions nab. Substituting these expressions into the formula of the
thermodynamic potential, we have

X wa; nab
� � ¼ e oð Þ

n

X
a

wa þ
X
ab

Vab;ab � Vba;ab
� �ðwa wbuab þ nabÞ

þ kBT
X
a

X1
n¼0

w nð Þ
a lnw nð Þ

a

"

þ 1=2
X
a

X
b 6¼a

X1
n¼0

X1
m¼0

w nmð Þ
ab ln l nmð Þ

ab

#
� l

X
a

wa:

ð12:71Þ

Let us differentiate this function with respect to wa, nab and equate the resulting
expression to zero:

@X=@wa ¼ 0; @X=@nab ¼ 0:
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As a result, we have two equations in which the unknowns are the distribution
function wa and the correlation function nab.

12.12 New Calculation of Energy Levels of Electrons
in Atom

Finding the energy levels of electrons in the atom, we can consider their pure state.
The pure state, by definition, is such state that the density matrix is equal to the
product of the wave functions ca of the system. Let the statistical operator is equal
to

.̂ 1ð Þ ¼ Zdðq� qoÞ; ð12:72Þ

where dðq� qoÞ is the Delta function, qo = const. According to the formula (12.4),
we have

.aa0 ¼ Z
Z

w�
aðqÞdðq� qoÞwa0 qð Þdq ¼ Zw�

aðqoÞwa0 ðqoÞ ¼ Zc�aca0 ; ð12:73Þ

where

ca ¼ waðqoÞ: ð12:74Þ

The numbers ca satisfy the normalization condition:X
a

c�aca ¼ 1: ð12:75Þ

In equilibrium, for the pure state, the numbers ca must satisfy the stationary
Schrodinger equation.

We write the average energy of electrons in the pure state. To do this, we
substitute the density matrix iaa0 ¼ Z c�aca0 into the formula (12.44) and obtain

E ¼ Z
X
aa0

Haa0c
�
a0ca ¼ ZðZ � 1Þ

X
af g

H12;1020c
�
10c1c

�
20c2: ð12:76Þ

Here we have substituted the exact number Z – 1, which presences in the
formula (12.11). If we use formula (12.29), the matrix Haa0 is diagonal (12.39), and
the matrix H12;1020 is anti-symmetric (12.37):

E ¼ Z
X
a

e oð Þ
n c�aca þ Z Z � 1ð Þ

X
af g

H12;1020c
�
10c1c

�
20c2: ð12:77Þ
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Now we write the equation for numbers ca. This equation has the form:

e oð Þ
n ca þ Z � 1ð Þ

X
a1a2a01

H12;10ac1c2c
�
10 ¼ eca; ð12:78Þ

where a ¼ n; l;m;rf g; e is an eigenvalue. If we multiply this equation by Z c�a and
sum it on a, then taking into account (12.75) we get E = Ze.

The numbers ca have a lot of values that we will denote by the index
b ¼ n0; l0;m0; r0f g:

e oð Þ
n c bð Þ

a þ Z�1ð Þ
X
a1a2a01

H12;10ac
bð Þ
1 c bð Þ

2 c bð Þ�
10 ¼ e bð Þc bð Þ

a : ð12:79Þ

If Z = 1, then for a hydrogen atom we have e bð Þ = e oð Þ
n .

At Z = 2, 3, … we must find the matrix H12;1020 . Using formula (12.37) and
(12.42), we obtain

H12;1020 ¼ 1=2e2 dr1r01dr2r02U s1; s2; s
0
1; s

0
2

� �� dr2r01dr1r02U s2; s1; s
0
1; s

0
2

� �h
� dr1r02dr2r01U s1; s2; s

0
2; s

0
1

� �þ dr2r02dr1r01U s2; s1; s
0
2; s

0
1

� �i
:

ð12:80Þ

Equation (12.79) can be compared with the equation:

e oð Þ
n c bð Þ�

a þ Z � 1ð Þ
X
a1a2a01

H12;10ac
bð Þ�
1 c bð Þ�

2 c bð Þ
10 ¼ e bð Þc bð Þ�

a :

12.13 Conclusion

For the distribution function wa in the first approximation, we obtained the non-
linear equation (12.65). If in this equation we put the functions U s1; s2ð Þ and
W s1; s2ð Þ equal to zero, we get the equation:

ln; 1� waÞ=wa½ � ¼ bðe oð Þ
n � lÞ: ð12:81Þ

The solution of this equation is a function: wa ¼ w nð Þ.
If we calculate the dependence of the functions U s1; s2ð Þ and W s1; s2ð Þ of their

arguments s1 ¼ fn1; l1;m1g and s2 ¼ fn2; l2;m2g, then we have the equation for the
distribution function:
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wa ¼ w n; l;m; rð Þ: ð12:82Þ

The solution of (12.79) gives e bð Þ ¼ e n;l;m;rð Þ = e n;l;m;rð Þ, the spectrum of energies
of electrons in an arbitrary equilibrium atom. To solve these problems, we need to
use a computer. This hard work requires a young and smart mathematician.
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Chapter 13
Electric Response to Bending
Vibrations and Pyroelectric Effect
in Unpolarized Ferroelectric Ceramic
Plates with Electrodes, Differing
in the Magnitude of the Coefficient
of Thermal Expansion on Opposite
Surfaces

V. P. Sakhnenko, Yu. N. Zakharov, I. A. Parinov, A. G. Lutokhin,
E. V. Rozhkov, N. S. Filatova, I. P. Raevski, V. A. Chebanenko,
A. V. Pavlenko, L. I. Kiseleva and E. S. Rodinin

Abstract The manufacture of electrode materials by the methods of sintering and
cathodic sputtering of metals with different coefficients of linear thermal expansion
on opposite surfaces of unpolarized ferroelectric ceramics plates creates stationary
gradients of mechanical deformations and stresses in specimens’ volume. As a
result, an electrical response to the three-point mechanical loading (flexural
vibrations at the resonant frequency) and pyroelectric current in the dynamic mode
of measurement were observed.
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13.1 Introduction

It is known that the unipolarity of the switching characteristics in ferroelectric
crystals depends on the material and the method of applying of the electrodes. For
example, when using liquid electrodes, the unipolarity of the repolarization of
BaTiO3 crystals in the fields lower than the coercive one was revealed by studying
the motion of 90° boundaries [1]. A switching unipolarity can be obtained by using
non-equivalent electrodes (different material or method of application) [2–6]. This
unipolarity does not disappear under the long-term action of a strong alternating
field as well as after heating above the Curie temperature TC. In TGS crystals, when
using In-Au electrodes, the unipolarity turned out to be greater than the natural one
[7, 8]. Investigation of the pyroelectricity in a quasistatic mode revealed two types
of pyroelectric current change with temperature. In the first case, the dependence of
the pyroelectric current on temperature has the usual form with a maximum in the
TC region (the pyroelectric current flows in the external circuit from the face to the
electrode providing the worst repolarization conditions, or the electrode is applied
on the crystal face with a large number of defects). In the other case, the pyro-
electric current changes its direction near TC [9, 10]. As a rule, the explanation of
the effects of unipolarity is based on the assumption of the existence of a special
layer at the surface with a state of polarization that differs from the bulk part of the
sample under study. A considerable number of theoretical and experimental studies
have been devoted to the proof and confirmation of the relation between a unipolar
state and a spatial distribution of polarization in ferroelectrics, covering practically
the entire period of the development of the physics of ferroelectricity.

The scope of the present work is an investigation of the unipolarity, caused by a
stationary strain gradient in the near-surface regions of non-poled ferroelectric
ceramics. This gradient was formed by applying on the opposite surfaces of the
samples electrodes from the metals with different values of linear thermal expansion
coefficient aT .

13.2 The Contribution of the Temperature Dependence
of the Dielectric Constant to the Pyroelectric Effect

According to thermodynamics in the absence of electric fields [11], the pyroelectric
coefficient c� eP, where e is the dielectric constant and P is the polarization, then
the extremum condition of P:

e
dP
dT

þP
de
dT

¼ 0;
de
dT

¼ � ec
P

[ 0; since c\0 ð13:1Þ

Consequently, the maximum of cðTÞ is below the maximum of eðTÞ at the site of
increase of eðTÞ.
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The presence of an electric field will lead to an additional relative shift of the
maxima eðTÞ and cðTÞ. The source of the electric field can be the external field,
contact fields, the unipolarity field, and the field of free charges shielding the
polarization. The contribution of the component Ede=dT is usually considered
small and is usually not taken into account in the calculations, without making any
remarks about the direction of E with respect to the direction of P.

At the same time, the presence of a field of some nature that coincides in
direction with P, may even lead to a sign change of cðTÞ. This is due to inde-
pendence of P and eðTÞ, since, if PðTÞ is a vector, then eðTÞ is the possibility of
variations of this vector in magnitude.

An additional contribution to the pyroelectric response arises, since

D ¼ ee0EþP; c ¼ dD
dT

¼ Ee0
de
dT

þ dP
dT

ð13:2Þ

where dE=dT is assumed equal to zero, therefore we neglect changes of E.
In the capacity of E, we can consider the external field, contact fields, the

unipolarity field, which manifests itself under changes of P. This contribution can,
in dependrnce on the signs of E, dP=dT , de=dT both add up to c ¼ dP=dT and
subtract from it. Usually dP=dT\0 and de=dT [ 0, then the presence of E,
coinciding with P, will lead to a decrease of c. If E is antiparallel to P, then c will
increase. The pyroelectric response can also be determined by the first term of (2),
while dP=dT is small.

Not taking into account the contribution of the constituent �E de=dTð Þ to the
pyroelectric response is typical for most papers, which leads to an incorrect inter-
pretation of the experimental data. The contribution to the pyroelectric response due
to the temperature dependence of the permittivity takes place in all possible cases of
investigation. Under certain conditions, this contribution may turn out to be
predominant.

13.3 Samples and Experimental Techniques

To investigate responses to bending vibrations, unpolarized plates were manufac-
tured from hot-pressed ferroelectric ceramics PZT-19 with sizes 54 � 4 � 0.6
mm3, firstly. On one surface of all the plates, the electrode was sintered by the
method of reduction of silver nitrate at 730 °C for 30 min. Then 3 types of elec-
trodes were applied to opposite surface: (i) sintering of Ag method; (2) method of
cathodic sputtering of Pt and (3) thermal evaporation of monel in a vacuum. The
values of linear thermal expansion coefficients aT for Ag and Pt were 19.5 � 10−6

K−1 and 9.2 � 10−6 K−1, respectively.
The scheme and measurement technique using the three-point scheme are given

in [12]. Also in [12], studies of the effect of mechanical damage to the electrode
surface from Ag prior to sintering were performed. One of the surfaces of the
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sample from PZT-19 with sizes 50 � 4 � 0.7 mm3 was processed with grinding
powders, which had different grain sizes. At the boundary of this surface with bulk
of ceramic beam, non-equivalent gradient of mechanical strain and tangential
compressive stresses were applied. The results of testing the sample using a
three-point loading scheme with a mass of 3.1 g with equivalent surfaces and a
sample with one damaged surface are shown in Fig. 13.1.

Figure 13.1a, b show the relationships between the electrical response of spec-
imen and acceleration of worktable. Analysis of Fig. 13.1a shows that after sin-
tering of Ag, electrical polarization stable to cyclic mechanical load is created by
static strain gradients at the boundaries of sintered layers with the bulk of ceramics
and by tangential compressive stresses in the near-electrode layers.

Figure 13.1b shows a 25% increase in the electrical response (from 0.26 to
0.5 V, depending on the acceleration), when rougher face is located on the opposite
side of the proof mass. The difference in the magnitude of the output voltage can
account for higher values of residual polaristion of the surface.

This effect was investigated at room temperature in the ferroelectric phase of
PZT-19. Most likely, it can occur in a very thin transition layer: border of cermet
layer—volumetric, homogeneous bulk of ceramic. Assuming that the thickness of
this layer is about 1 lm, it generates on resitive load of 360 kX electric potential
with the electric field strength up to 50 kV/cm.

Measurements of electrical responses of plates with one Ag and one Pt elec-
trodes to the bending at the resonance frequency, given by the shaker, according to
the three-point loading scheme of the attached mass 1 g (Fig. 13.2), showed that
their amplitude increased up to 100% when the plate experienced tensile stress on
the side of Pt (Fig. 13.2). The measurements were carried out at normal temperature
(Tnorm). For comparison, Fig. 13.1a shows similar responses of a plate with sym-
metric electrodes from Ag at the fixed value of resistive load. In addition, the
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surfaces, b one of the surfaces is damaged

164 V. P. Sakhnenko et al.



samples were examined using a YE 2730A d33 meter. The average d33 module was
equal to 5 � 10−12 C/N.

The study of pyroelectric effect at the dynamic mode of measurement by sinu-
soidally modulated thermal radiation has important features. Such an effect leads to
periodic changes in the temperature gradient in the interelectrode space of the
samples under study. The maximum temperature decreases from the irradiated
electrode in the volume at each modulation period. The rotation of a uniformly
polarized sample in a holder at 180° should result in a mandatory change in sign of
pyroelectric response.

In samples with antiparallel polarization of near-electrode regions, the sign of the
pyro-response is preserved. Its amplitudes are proportional to the pyroelectric
coefficient in the near-electrode region. Taking this into account, we will consider
successively the experimental results for each sample. In addition, the observed
unipolarity with electric displacement fields in samples with a stationary defor-
mation gradient in the near-electrode space requires the obligatory consideration of
the contribution of the temperature variations of the dielectric constant to the
pyroelectric current. Let us consider this in more detail.

The study of unipolarity was carried out with a rectangular sample of the PZT-19
with dimensions 8 � 3.5 � 0.72 mm3 and electrodes from different metals, applied
by technology described above. The pyroelectric effect was investigated in a
dynamic mode of measurement at a thermal radiation frequency of 3 Hz.
Orthogonal projections of the pyroelectric response in a dynamic mode were
recorded with the help of two lock-in nanovoltmeters (Unipan). First, thermal
radiation occurred from the one electrode of the sample, then from the other one
electrode. According to the measured projections of the pyroelectric response, its
modulus was calculated. The coefficient c was determined by comparing the
modulus of the pyroelectric response with the response of the reference sample
(PZT-11).

In Figs. 13.3, 13.4 and 13.5, the unit of measurement of the pyroelectric coef-
ficient is ½c� ¼ Cl K�1 m�2, and complex component of the pyroelectric signal
voltage Up is dimensionless.
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Analysis of the results, shown in Figs. 13.3, 13.4 and 13.5, allows us to draw the
following conclusions:

(i) In all the samples studied, when the electrodes were applied, near-surface
layers with stationary counter-directed gradients of deformation were
formed;

(ii) investigation of the temperature dependences of pyroelectric responses
showed that their amplitude is the result of the algebraic summation of
signals from each layer;
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(iii) in the ferroelectric phase for PZT-19 with heating and cooling from 300 °C,
the resulting response corresponds to the difference in the pyroelectric
coefficients of each layer; at T [ 300 °C in the paraelectric phase, this
response is due to the difference in the quantities of de=dT .
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13.4 Conclusion

The main results of this study are the detection of thermally stable macroscopic
polarization, formed during application of electrodes, and internal electric dis-
placement field, created by stationary strain gradients in the near-electrode layers.

Acknowledgements The work was supported by the Russian Foundation for Basic Research
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Chapter 14
Structure and Dielectric Properties
of Solid Solutions Bi4+xSr2−xTixTa4−xO18
(x = 0.0, 0.5, 1.0, 1.5, 2.0)

Sergei V. Zubkov

Abstract The structure and dielectric properties of a numbers of layered
perovskite-like of Bi4+xSr2−xTixTa4−xO18 (x = 0.0, 0.5, 1.0, 1.5, 2.0) oxides with
the APs structure have been studied. The temperature dependences of the relative
permittivity e/e0(T) and tangents to the tangential dielectric losses tan d have been
measured. Single-phase and space groups (A21am, Z = 36) of the Aurivillius
phases (m = 2) have been determined from X-ray powder diffraction data. The
relationship between crystal lattice distortions (parameters a, b, c) and the chemical
composition of synthesized compounds have been established. The temperature of
the second-order phase transition from the paraelectric state to the ferroelectric state
varies with the parameter x, respectively. The activation energies have been
calculated.

14.1 Introduction

Layered perovskite-like bismuth oxides with the Aurivillius phases (APs) structure
have been known for several decades [1–3], but interest to them has been growing
due to their potential practical applications. At present time, the number of known
APs is equal to several hundred, and continues to increase. The chemical compo-
sition of APs described by the general formula Am−1Bi2BmO3m+3, and their crystal
structure consists of alternating [Bi2O2]

2+ layers. Between them there are m per-
ovskite-like [Am−1BmO3m+1]

2−, where large-radius A-ions (Bi3+, Ca2+, Y3+, Sr2+,
Ba2+, Pb2+, Na+, K+, Th4+ and Ln3+ (lanthanides)) have the dodecahedral coordi-
nation, whereas the B-sites inside oxygen octahedra are occupied with small-radius
ions (Ti4+, Nb5+, Ta5+, W6+, Zr4+, Mo6+, Fe3+, Mn4+, Cr3+, Ga3+, etc.).

Unusual physical characteristics of the APs, such as the existence of the ferro-
electric state up to high temperatures (Tc � 965 °C) [4, 5], piezoelectric properties,
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high ionic conductivity, and so on, allow one to consider these compounds as
promising materials for application in electronic devices, operating under extreme
conditions. SrBi2Nb2O9 and SrBi2Ta2O9 based solid solutions are the most studied
APs due to perspectives of their application in memory devices (FeRAM) because of
its good fatigue properties, low switching voltage and unlimited write/erase cycles
[6–16], as multifunctional materials, exhibiting magnetic properties (multiferroics)
[17, 18], photoluminescence [19, 20], etc. A priority problem is the optimization of
the dielectric characteristics of the APs. Due to the studies of the dependence of these
characteristics on various factors are important. In particular, the electrophysical
properties of ceramic with the APs structure (SrBi2Nb2O9)1−x(Bi3TiNbO9)x and
SrBi2(Nb1−xTax)2O9 with 0 � x � 1 were earlier studied in the dependence on the
ceramic density and grain sizes that are determined by the prehistory of precursors
used and their preliminary mechanical activation.

In this chapter, we have investigated the relationship between the structural
characteristics and dielectric properties of ceramic with the APs structure Bi4+x
Sr2−xTixTa4−xO18 (x = 0.0, 0.5, 1.0, 1.5, 2.0) in the dependence of the chemical
composition. To perform this study, we measured the temperature dependences the
relative permittivity e/e0(T) on the temperature, the loss tangent tand, obtained
dependences of the permittivity e/e0 maximum, Curie temperature TC, unit cell
parameters a, b, c, and volume V on concentration x. We have carried out X-ray
diffraction investigations, measured the temperature dependences of the dielectric
characteristics of new APs in the series Bi4Sr2Ta4O18, Bi4.5Sr1.5Ti0.5Ta3.5O18,
Bi5SrTiTa3O18, Bi5.5Sr0.5Ti1.5Ta2.5O18, Bi6Ti2Ta2O18.

14.2 Experimental

Polycrystalline APs samples were synthesized by solid solutions reaction of the
corresponding oxides of Bi2O3, TiO2, Ta2O5 and carbonate SrCO3. After weighing
and preliminary grinding of the starting compounds, the APs synthesis was carried
out at a temperature of 870 °C (2 h), then a second grinding and annealing were
synthesized at a temperature of 1100 °C (2 h), followed by grinding with the
addition of a binder. Before the final firing, samples with a diameter of 9–9.5 mm
and a thickness of 1.0–1.5 mm have been pressed, pre-heated at 600 °C for 2 h and
were finally burnt at a temperature of 1100 °C (2 h).

To obtain the X-ray powder diffraction spectra, a DRON-3 M diffractometer was
used with a GP 13 adapter for powder diffraction and a BSV21 Cu X-ray tube.
CuKa1,a2-radiation was selected from the total spectrum using a Ni filter. The
diffraction patterns were measured in the range of 2h-angles from 10° to 60° with a
scan step of 0.04° and an exposure of 20 s per point. The analysis of the profiles of
the diffraction patterns, the determination of the positions of the lines, their indexing
(hkl), and refinement of the unit cell parameters were performed with the PCW 2.4
program [21].
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To perform the electric measurements, the samples were pressed as *1 mm
thick discs with 9 mm in diameter, and then Ag–Pd electrodes were deposited on
the plane surfaces of the discs. The measurements were carried out using an E7-20
immittance meter in the frequency range 100 kHz–1 MHz at temperatures in the
range from room temperature to 930 °C.

14.3 Results and Discussion

The X-ray powder diffraction diagrams of all Bi4+xSr2−xTixTa4−xO18 (x = 0.0, 0.5,
1.0, 1.5, 2.0) solid solutions under study correspond to single phase APs with m = 2
of the orthorhombic system with space group A21am (36) and do not contain
additional maxima. It is determined that all the APs obtained crystallize in
orthorhombic system with the space group of the unit cell A21am (36). The unit cell
values are refined on the base of the X-ray diffraction data and the volumes and
values of the orthorhombic and tetragonal deformations, calculated on their base, as
well as tolerance factors t are given in table form. The tolerance factor was intro-
duced by Goldschmidt [22] as a parameter, determining the geometric variant of the
ionic packing in cubic unit cell and characterizing the stability of the cubic
structure:

t ¼ RA þRO
ffiffiffi

2
p

RB þROð Þ ;

RA and RB are the cation radii in positions A and B, respectively, RO is the
oxygen ion radius. In this work, the tolerance factor was calculated using the ionic
radii by Shannon [23] RO = 1.40 Å for O2− (coordination number is 6),
RSr = 1.44 Å for Sr2+ (coordination number is 12), RTa = 0.64 Å for Ta5+ (coor-
dination number is 6), and RTi = 0.605 Å for Ti4+ (coordination number is 6). The
radius of the Bi3+ ion, whose coordination number is 12 is not given in [23], and its
value is found from the radius of the ion, whose coordination number is 8 by
multiplying on the approximating coefficient 1.12, and we obtain RBi = 1.31 Å for
Bi3+ (coordination number is 12). The highest stability range of the cubic structures
corresponds to the range 0.9 � t � 1.0, to which all values of the tolerance
factors t are obtained for the APs, synthesized (Fig. 14.1).

The dependence of the unit cell parameters on the parameter x is shown in
Fig. 14.2. The change in the unit cell volume in the aforementioned series does not
exceed 4%. The changes the parameters of the crystal lattice of the APs Bi4+xSr2
−xTixTa4−xO18 are caused by the difference in the radii of the ions in the dodeca-
hedra and octahedra (positions A and B) of the perovskite-like layers, where the
Ta5+ ions (RTa5+ 0.64 Å [23]) are replaced by the Ti4+ with smaller radii
(RTi4+ = 0.605 Å [23]) and the Sr2+ ions (RSr2+= 1.44 Å [23]) are replaced by the
Bi4+ with smaller radii (RBi4+ = 0.1.31 Å [23]). The observed decrease in the unit
cell volume is caused only by the decrease in the unit cell parameters a, whereas the
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parameters b, c decrease at concentration x = 0–1.0 and again increase at x =
1.0–2.2 and increases at x = 0.0–0.5 and decreases at concentration x = 0.5–2.0,
respectively (Table 14.1).

The orthorhombic distortion Da calculated based on the experimental lattice
parameters is nonlinearly dependent on x as shown in Table 14.2. The
orthorhombic distortion of the cell db (Table 14.2) decreases substantially even at
small x as compared to the undoped Bi6Ti2Ta2O18. The structure of APs and the
degree of its distortion is frequently characterized using the following parameters
[24, 25]: the average tetragonal period at = (a0 + b0)/2

3/2, the perovskite-like layer
thickness c′ = 3c/(8 + 6 m), and the relative distortion of oxygen octahedral along
axis c: dc′ = (c′ − at)/at.

It is well-known fact that Curie temperature TC of APs correlates the values of
ionic radii RA. It was noted that TC APs decreases with increasing the ionic radius,
and the ferroelectric–paraelectric phase transition itself becomes more diffuse [26].
In addition, it was shown in [26] that TC of AP increases with decreasing tolerance

0.0 0.5 1.0 1.5 2.0
5.4

5.5

24.6

24.8

25.0

25.2

25.4

25.6

a,
b,

c 
Å

x

c

b

a

0,0 0,5 1,0 1,5 2,0

735

740

745

750

755

760

765

770

V,
Å3

x

Fig. 14.1 Dependences of parameters a, b, c, volume V of the synthesized compounds
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factor t and respectively increase structural distortions. Similar dependence is also
observed in Bi4+xSr2−xTixTa4−xO18 APs as it is seen in Fig. 14.2. The substitution
of Ti4+ in the oxygen octahedra does not practically influence on the change in TC
in APs, since the ionic radii of doped cations B are slightly different and do not play
a main structural role in polarization processes [27].

Along with the structural studies, we also measured the relative permittivity
e/e0(T) (Fig. 14.3a, c, e, g, i) and dielectric loss tangent tgd (Fig. 14.3b, d, f, h, j).
Conductivity r of the APs at various frequencies of 100–1000 kHz and the current
activation energy Ea were calculated in various temperature ranges.

As is seen from Fig. 14.3, all temperature dependences e/e0 (T) (Fig. 14.3) have
a clear peak corresponding to the phase transition from the orthorhombic to cubic
phase. The Curie temperatures TC of all the samples were found at this peak
position (Table 14.2).

The dependence of TC on x and t is almost linear, which agrees with the results
of RTi4+, RTa5+ preceding studies [28–30], and it is a further proof that the solid
solutions are single phase. However, the value of the permittivity maximum is
strongly nonlinear in x. It should be noted that earlier dielectric studies of the solid
solutions of this system [28] indicate more pronounced nonlinearity of the above
dependence.

Table 14.1 Parameters of the crystal lattice: a, b, c, volume V, relative permittivity e/e0, were
measured at frequency of 100 kHz

Compound a (Å) b (Å) c (Å) V (Å3) e/e0
Bi6.0 Ti2.0Ta2.0O18 5.414(4) 5.508(6) 24.68(9) 736.3(6) 956

Bi5.5 Sr0.5Ti1.5Ta2.5O18 5.446(9) 5.486(3) 25.03(1) 747.9(7) 564

Bi5SrTiTa3O18 5.475(2) 5.476(9) 25.04(4) 750.9(9) 354

Bi4.5 Sr1.5Ti0.5Ta3.5O18 5.488(4) 5.503(4) 25.10(3) 758.2(3) 450

Bi4 Sr2Ta4O18 5.511(2) 5.546(9) 25.07(7) 766.6 400

Table 14.2 Parameters of the orthorhombic db and tetragonal dc′ strains; average tetragonal
period at; tolerance factor t; average thickness of single perovskite layer c0, Cutie temperature TC,
and activation energy Ea of the samples under study

Compound at (Å) c0 (Å) db (%) t dc′ (%) TC (°C) Ea (eV)

Bi6.0 Ti2.0Ta2.0O18 3.861 3.7 1.7 0.951 −4.16 887 0.92/0.6/0.01

Bi5.5 Sr0.5Ti1.5Ta2.5O18 3.865 3.75 0.71 0.952 −2.975 710 0.8/0.4/0.04

Bi5SrTiTa3O18 3.872 3.756 0.03 0.954 −2.99 580 0.86/0.3/0.04

Bi4.5 Sr1.5Ti0.5Ta3.5O18 3.886 3.765 0.2 0.955 −3.11 415 0.66/0.34/0.01

Bi4 Sr2Ta4O18 3.909 3.761 0.64 0.957 −3.78 335 0.32/0.55/0.077
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Thus, it can be concluded that, in the compounds under study, the structural
changes leading to a nonlinear decrease in the orthorhombic distortion with varying
the composition influence substantially the value of the permittivity maximum and
almost do not influence the Curie temperature that varies linearly over entire
concentration range.

The temperature dependences of tand (Fig. 14.3b) for the Aurivillius phases under
study show a sharp increase in the dielectric loss at high temperatures (>500 °C).
This increase is due to a large number of charge carriers, whose concentration
increases sharply at high temperatures due to formation of oxygen vacancies.
However, the values of tand (Fig. 14.3b, d, f, h, j), taken at a certain temperature, e.g.,
TC, differ several times for different APs, under study, and this fact indicates different
degrees of defects of the crystal structure of the APs.

Based on the dependence of ln r on 1/kT, we calculated the activation energy of
the charge carriers Ea for the full series of APs (Table 14.2). Figure 14.4 shows a
typical ln r = f(1/kT) dependence for Bi5SrTi3TaO18, and we clearly see that there
are three temperature ranges, in which the values of activation energy differ
significantly.

This is due to that at high temperatures the dominant charge carrier in the APs
represents internal defects, the formation of which requires high activation energies.
At low temperatures, the conductivity is mainly due to impurity defects, which have
substantially lower activation energies. It should be noted that the activation
energies of all Bi4+xSrxTi2−xTa2+xO18 (x = 0.0, 0.5, 1.0, 1.5, 2.0) series compounds
are close in low-temperature ranges, and this indicates that the conductivity in this
range does not change. At the same time, changes occur in the high-temperature
region indicating the appearance of new charges carriers.
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Fig. 14.2 Dependence of the
Curie temperature TC on
tolerance factor t for Bi4+xSr2
−xTixTa4−xO18 (x = 0.0, 0.5,
1.0, 1.5, 2.0)
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14.4 Conclusions

The performed structural and dielectric studies of the series of layered
perovskite-like oxides Bi4+xSr2−xTixTa4−xO18 (x = 0.0, 0.5, 1.0, 1.5, 2.0) with the
APs structure show that the lattice parameter, corresponding to the polar direction,
is not deviated from the Vegard’s law. The dependence of the orthorhombic dis-
tortion on x is non-linear. However, this nonlinearity of the structural parameters
does not influence the Curie temperature that varies linearly over entire concen-
tration range. The examination of the specific features of the electrical conductivity
of APs demonstrated that all the studied compounds are characterized by several
temperature regions with significantly different activation energies, corresponding
to the different nature of the charge carriers in these compounds.
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Chapter 15
Structure and Magnetic Properties
of (1 − x)BiFeO3–xPbFeO3 Solid
Solutions

A. G. Rudskaya, S. P. Kubrin, A. V. Shevchuk, N. M. Teslenko,
Yu. V. Kabirov, A. V. Nazarenko, N. M. Novikovsky,
M. F. Kupriyanov, D. I. Rudsky, N. B. Kofanova and A. V. Pavlenko

Abstract In this paper, there are presented the studies’ results of the structures and
magnetic properties of the (1 − x)BiFeO3–xPbFeO3 solid solutions with x = 0.05;
0.10; 0.15; 0.20; 0.25; 0.30; 0.50. It has been established that at room temperature
in the compositions x = 0.05 and x = 0.10, there is a rhombohedral phase of R3c, in
the compositions with x = 0.15–0.30 there exists a pseudocubic phase of
Pm-3m and there is a rhombohedral phase of R-3c in the composition with x = 0.50.
Using the c-resonance method, it has been established that the Fe3+ ions are present
in all the compositions, which corresponds to the non-stoichiometry of the oxygen
ions.

15.1 Introduction

Physical properties, such as charge transfer, magnetic and ferroelectric properties in
the oxygen-octahedral structures are determined by the presence of d-elements in
the octahedral oxygen environment. At the same time, the role of the cations
occupying cuboctahedral positions in the oxygen-octahedral structures is less
defined in the manifested physical properties. Such cations are, as a rule, charac-
terized by s-states (Ca, Sr, Ba). Cations with sp-states (Pb, Bi) determine
sp-hybridization of the states in the cation—oxygen systems.
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The ferroelectric properties of the lead-containing oxides with a perovskite
structure are explained by the formation of the asymmetric electron configurations
described by the combination of s- and p-atomic states, which are the characteristic
of the Pb atom (6s26p2). It has also been stated that similar possibilities exist for Bi
(6s26p3) and Tl (6s26p) [1].

An inert 6s unshared electron pair in the Bi3+ ions (in particular in BiFeO3) is the
main reason for the occurrence of ferroelectricity. Such pairs are characterized by
high polarizability. Clearly, the appearance of the polarization can be represented as
the process of ordering of such electron pairs in one direction. The presence of a
number of the magnetic ions [2, 3], such as Cr3+, Mn2+, Mn3+, Mn4+, Fe3+, Fe2+,
Co3+, Ni2+, in such structures can additionally lead to the existence of the magnetic
properties. In such cases, the compounds and solid solutions are multiferroics.

The combination effects in the structure of the ABO3 perovskite type of the Bi
3+

and Pb2+ ions in the A positions and Fe3+/Fe4+ ions in the B positions can be
observed in (1 − x)BiFeO3–xPbFeO3 solid solutions [4, 5]. Formally, the balance
of valencies in PbFeO3 requires either tetravalence of the Fe

4+ iron ions [2, 6, 7], or
the non-stoichiometry in oxygen content [8–11].

Examination of the anion-deficient perovskites with the crystallographic shift of
planes on oxygen vacancies shows that in cases of lead-containing compounds (for
example, Pb2Fe2O5), Pb ions can be displaced from the centers of the cuboctahedral
positions of the perovskite structure. It leads to ferroelectric spontaneous polar-
ization, which interacts with the ordering of the magnetic moments of transition
cations, such as Fe [12]. Such materials are potential multiferroics.

The results of investigations of the chemical composition, microstructures,
structures, and magnetic properties of (1 − x)BiFeO3–xPbFeO3 solid solutions with
x = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.50 are presented.

15.2 Samples and Experimental Methods

15.2.1 Solid-Phase Synthesis

Compositions of (1 − x)BiFeO3–xPbFeO3 solid solutions with 0.05 � x � 0.30
and the step Dx = 0.05 and x = 0.50 were prepared by the solid-phase synthesis. As
initial reagents there were used the oxides of bismuth (Bi2O3), iron (Fe2O3) and lead
(PbO). Before the preparation of the corresponding stoichiometric mixtures, these
reagents were checked by the X-ray diffraction analysis. The synthesis of the
samples of the (1 − x)BiFeO3–xPbFeO3 system was carried out by the annealing at
temperatures T1 = 700 °C (for 3 h) and T2 = 750 °C (for 3 h) after mixing of the
stoichiometric mixtures in the ethanol during one hour. The chemical composition
of the samples showed that they were characterized by the same ratio of the content
of Bi and Pb ions, which was used in the initial oxide mixtures.
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15.2.2 Microstructure

Microstructure studies of the samples of the (1 − x)BiFeO3–xPbFeO3 system were
performed by scanning laser microscopy using the KEYENCE VK-9700 scanning
laser microscope (violet, 408 nm). Images were constructed by confocal micro-
scopy. In this case, the images taken in focus at different depths of the sample were
shot sequentially. Anything above or below the focus was cut off by a confocal slit,
leaving only the surface which was clear at a given depth. Scanning took place in
the interior of the sample in steps of 0.2 lm, after which all the images, obtained at
different depths, were “stitched together”, forming a clear two-dimensional picture.
Samples were measured with an increase of �1000 and �3000.

15.2.3 X-ray Spectral Analysis

The chemical composition of the samples was tested on an X-ray fluorescent TXRF
spectrometer RFS-001 (MoKa–radiation) with an Amptek detector with an energy
resolution of approximately 180 eV. Registration and processing of X-ray
fluorescence spectra was performed in the UniverRS program. A refinement of
the content of PbFeO3 for (1 − x)BiFeO3–xPbFeO3 solid solutions was performed
using the experimental data of X-ray fluorescence of the Bi and Pb ions [13].

15.2.4 X-ray Diffraction Analysis

All the samples were studied at room temperature by X-ray diffraction on a
DRON-3 M diffractometer (CuKa–radiation, Ni–filter) with Bragg-Brentano
focusing (h – 2h). The registration of diffraction profiles was performed in the
range of angles 20° � 2h � 60° in the step-by-step scanning mode of the sample
detector with a step of 0.02 deg and a pulse-recruitment time at each point s = 2 s.
The choice of this range of angles 2h was due to the fact that it contained the most
intense diffraction maxima. The extension of the interval toward the angles 2h
60° led to the possibility of consideration of the weak maxima of reflections’
higher orders when spesified. At the same time, there was a strong overlap of these
maxima, which, of course, did not improve the results of refinement of structural
parameters. The specification of structural parameters was performed using the
computer program PowderCell 2.3.
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15.2.5 Mossbauer Spectroscopy

The Mossbauer spectra were measured with a spectrometer MS1104Em. 57Co was
used as a source of c-quanta in the Cr matrix. Model decoding was performed in the
program SpecrReah [14]. Isomeric shifts were given with respect to a-Fe.

15.3 Results and Discussion

The chemical composition of the samples, annealed at T1 = 700 °C and T2 = 750 °C,
showed (Fig. 15.1) that they were characterized by the ratio of the Bi and Pb ion
content that was incorporated into the initial oxide mixtures. Figure 15.2 presents
the photographs of the microstructures of (1 − x)BiFeO3–xPbFeO3 solid solutions
after the synthesis at T1 = 700 °C (x = 0.50) and after the synthesis at T2 = 750 °C
(x = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.50). The microstructure of the samples on
the chips is basically a mixture of “nano-sized” crystallites (0.5–1 lm). In some
samples, there are large crystallites of 4–5 lm size.

In compositions with x = 0.05, 0.30, and 0.50, a noticeable increase in the
amount of “large” crystallites is observed with an increase in the annealing tem-
perature. For other compositions with x = 0.10 and x = 0.20, an increase in the
annealing temperature does not lead to appreciable changes in the crystallite size.

Figure 15.3 shows the X-ray diffraction profiles of the compositions of (1 − x)
BiFeO3–xPbFeO3 solid solutions after the synthesis at T2 = 750 °C. All diffraction
profiles were used to refine the structures of the phases, existing in the samples.
Table 15.1 shows the concentrations of the perovskite (C1), the impurity phases
Bi2Fe4O9 (C2), Bi25FeO40 (C3), and Pb2BiO4 (C4).

Table 15.2 presents the structural parameters of the compositions of (1 − x)
BiFeO3–xPbFeO3 solid solutions with x = 0.10, 0.15 and 0.50 after their synthesis
at T2 = 750 °C and also shows the refinement results of the atomic parameters for
these compositions. Figure 15.4 shows the dependence of the volumes of the unit
cells per one formula unit of ABO3, VABO3 and the existence region at room tem-
perature of rhombohedral phases R3c and R-3c and cubic phases Pm-3m. The inset
of the figure shows the ratio of the parameters cH/aH, where aH and cH are the
parameters of the elementary cells of the perovskite structure in hexagonal instal-
lations. The parameters aH = ap + bp and cH = 2(ap + bp + cp), where ap, bp and cp
are translations of the perovskite structure. It can be seen that after the synthesis at
T2 = 750 °C the compositions with x = 0.05 and x = 0.10 are characterized by the
rhombohedral phase R3c and by a decrease in the cH/aH with increasing of x with
the reducing of the period cH, which corresponds to a reduction of the spontaneous
polarization. It is noteworthy that a region R3c phase exists after the synthesis
tapers at T2 = 750 °C as compared with the area of the initial phase after the
synthesis at T1 = 700 °C. Compositions with x = 0.15–0.30 are characterized by
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Fig. 15.1 X-ray fluorescence spectra of compositions of (1 − x)BiFeO3–xPbFeO3 solid solutions,
prepared at T2 = 750 °C: a x = 0.05; b x = 0.10; c x = 0.15; d x = 0.20; e x = 0.25; f x = 0.30;
g x = 0.50
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x = 0.05 (T2 = 750 °C) x = 0.10 (T2 = 750 °C)

x = 0.15 (T2 = 750 °C) x = 0.20 (T2 = 750 °C)

x = 0.25 (T2 = 750 °C) x = 0.30 (T2 = 750 °C)

x = 0.50 (T1 = 700 °C) x = 0.50 (T2 = 750 °C) 

Fig. 15.2 Microstructures of the compositions of (1 − x)BiFeO3–xPbFeO3 solid solutions after
the synthesis at T1 = 700 °C (x = 0.50) and after the synthesis at T2 = 750 °C with x = 0.05, 0.10,
0.15, 0.20, 0.25, 0.30, 0.50
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cubic phases Pm-3m. The composition with x = 0.50 is characterized by the
rhombohedral phase R-3c with the ratio cH/aH equal to 2.46. It is noteworthy that
there is the contrast of the R-3c phase from the R3c phase, consisting in the fact that
in this phase the rhombohedral perovskite cell is compressed by the threefold axis
unlike the cell stretching along the polar axis in the third order phase R3c, which is
associated with the presence of the spontaneous polarization of the ferroelectric.

The Mossbauer spectra of (1 − x)BiFeO3–xPbFeO3 solid solutions with
x = 0.30 and x = 0.50, measured at room temperature, are shown in Fig. 15.5. The
spectra are a superposition of different number of sextets the parameters of which
are given in Table 15.3. The parameters of the sextets differ from the parameters of
the Mossbauer spectra, measured for BiFeO3 [15, 16]. The isomeric chemical shifts
in all spectra correspond to the Fe3+ ions [17] in various oxygen environments.
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The sample spectrum of 0.70BiFeO3–0.30PbFeO3 (T1 = 700 °C) consists of
three sextets. Sextet S1 has an isomer shift of 0.4 mm/s, which corresponds to the
Fe3+ state in the octahedral environment. A small value of the quadrupole bias
(e = −0.08) indicates a weak distortion of the oxygen octahedra. The magnitude of
the isomeric shift of the sextet S3 is the characteristic for the Fe3+ ions with a
coordination number 5, which indicates the presence of an oxygen deficiency. In
addition, the high value of the quadrupole displacement indicates strong distortions
of the oxygen polyhedra. The component S2 is conditioned by the Fe3+ ions in the
oxygen octahedra. Relatively high, in comparison with the component S1, the
magnitude of the quadrupole displacement, indicating more significant distortions
of the oxygen octahedra, suggests that these octahedra directly border on the
oxygen polyhedra of the component S3. The difference in the magnitudes of
magnetic hyperfine fields on Fe57 nuclei is due to several different contributions to
the field, conditioned by the following exchange interactions: FeOct–O–FeOct,
FeOct–O–FePol, and FePol–O–FePol [18, 19]. Large values of the widths of the
Mössbauer spectra are apparently due to inhomogeneities in the oxygen environ-
ment of Fe3+. That is, in the samples there are sets of the oxygen octahedra and
polyhedra, surrounding the Fe3+ ions, each of which is slightly different from the
others. Thus, the component represents some «averaged» oxygen octahedron or

Table 15.1 Phase composition of the samples of (1 − x)BiFeO3–xPbFeO3 solid solutions at room
temperature after the sequential synthesis at T1 = 700 °C and T2 = 750 °Ca

T (°C) x (1 − x)BFO–xPFO
C1 (%)

Bi2Fe4O9

C2 (%)
Bi25FeO40

C3 (%)
Pb2BiO4

C4 (%)

700 0.05 60.0 27.2 12.8 –

0.10 52.2 33.9 13.9 –

0.15 76.1 17.3 6.6 –

0.20 84.8 12.8 2.5 –

0.25 98.3 – 1.7 –

0.30 100.0 – – –

0.50 43.6 – – 56.4

750 0.05 94.2 1.8 4.0 –

0.10 75.8 17.6 6.6 –

0.15 97.6 – 2.4 –

0.20 64.9 20.1 15.0 –

0.25 97.0 3.0 – –

0.30 100.0 – – –

0.50 45.0 – – 55.0
aCi concentration of phases, determined with accuracy ±0.5%
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polyhedron. A similar picture is observed for the Mossbauer spectrum of the sample
0.70BiFeO3–0.30PbFeO3 (T2 = 750 °C).

In the spectra of the samples with x = 0.50, another picture is observed. So the
component S1 has lower values of d and Beff in comparison with the similar
component of the sample x = 0.30 (T1 = 700 °C). In addition, S1 has a large value

Table 15.2 Structural parameters (1 − x)BiFeO3–xPbFeO3 at room temperature, for composi-
tions with x = 0.10, 0.15 and 0.50, synthesized at T2 = 750 °C

x 0.10 0.15 0.50

Space group R3c Pm-3m R-3c

aH (Å) 5.587(3) – 5.506(3)

cH (Å) 13.807(4) – 13.438(4)

ap (Å) 3.962(3) 3.963(3) 3.889(3)

a (deg) 89.66(2) 90.00 90.14(2)

VABO3 (Å
3) 62.20(2) 62.22(2) 58.81(2)

cH/aH 2.47(1) 2.46(1) 2.46(1)

Cp (%) 76.3(5) 97.6(5) 40.9(5)

Bi/Pb x
y
z

0
0
1

0
0
0

0
0
0.25

B(Bi/Pb) (Å2) 0.1 0.15 0.15

Fe x
y
z

0
0
0.25

0.5
0.5
0.5

0
0
0

B(Fe) (Å2) 0.1 0.15 0.15

O x
y
z

0.475
0.015
0.955

0
0.5
0.5

0.446
0
0.25

B(O) (Å2) 0.1 0.05 0.1

Rp (%) 5.4 5.7 6.7

Rwp (%) 6.8 7.3 8.4

Rexp (%) 0.4 0.5 0.2

lBi/Pb–O 2.287(3) 2.807(3) 2.458(3)

lBi/Pb–O 2.686(3) – 3.049(3)

lBi/Pb–O 3.040(3) – 2.762(3)

lFe–O 1.776(2) 1.985(2) 1.967(2)

lFe–O 2.355(2) – –

lO–O 2.686(3) 2.807(3) 2.801(3)

lO–O 2.827(3) – 2.762(3)

lO–O 2.811(3) – 2.801(3)

lO–O 2.936(3) – –
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of e, which indicates a strong distortion of the oxygen octahedra. All this suggests
that this component corresponds to the Fe3+ ions in the oxygen octahedra bordering
on the oxygen polyhedra with a lower coordination number. Components S2, S3, S4
and S5 correspond to the Fe3+ ions in the oxygen polyhedra with coordination
number 5. Differences between these components are connected mainly with the
degree of distortion of the polyhedra. The low Beff values for the components S3,
S4, S5 are probably conditioned by the low value of the temperature of the magnetic
phase transition.

Thus, the iron ions are only in the Fe3+ state in the samples of ceramics (1 − x)
BiFeO3–xPbFeO3 (x = 0.30, 0.50), and charge compensation for the replacement
of the Bi3+ ions by the Pb2+ ions occurs through the formation of the oxygen
vacancies.
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Fig. 15.4 Dependence of the volumes of the unit cells per one formula unit of ABO3, and the
existence region at room temperature of rhombohedral phases R3c and R-3c and cubic phases Pm-
3m for (1 − x)BiFeO3–xPbFeO3 solid solutions; the inset of the figure shows the ratio of the
parameters cH/aH (filled square—T1 = 700 °C; open square—T2 = 750 °C)
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Fig. 15.5 Mossbauer spectra of the (1 − x)BiFeO3–xPbFeO3 ceramic samples, measured at room
temperature: a 0.70BiFeO3–0.30PbFeO3 and b 0.50BiFeO3–0.50PbFeO3 at T1 = 700 °C;
c 0.70BiFeO3–0.30PbFeO3 and d 0.50BiFeO3–0.50PbFeO3 at T2 = 750 °C
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15.4 Conclusion

The main feature of the structures of (1 − x)BiFeO3–xPbFeO3 solid solutions is
that the cubic phase Pm-3m (x = 0.15, 0.20, 0.25, 0.30) is observed at room tem-
perature between R3c (x = 0, 0.05 and 0.10) and R-3c (x = 0.50) after the synthesis
at T2 = 750 °C. The presence of a cubic phase at room temperature indicates that
the phase transitions in the corresponding compositions occur at lower
temperatures.

The Mossbauer study of the compositions of the solid solutions of the (1 − x)
BiFeO3–xPbFeO3 system with T1 = 700 °C and T2 = 750 °C has shown that all the
iron ions in the solid solution compositions under study are in the Fe3+ state. An
increase in the concentration of the Pb2+ ions leads to the appearance of the oxygen
vacancies with Fe3+, and not to the formation of the mixed valence state of
Fe3+ $ Fe4+. The oxygen deficit leads to a decrease in lFe, which weakens the
magnetic properties of this system.

Acknowledgements This work was supported by the Southern Federal University grant
No. VnGr-07/2017-23, by the Ministry of Education and Science of the Russian Federation
Projects No. 3.5346.2017/8.9 and by the Russian Foundation for Basic Research grant
No. 16-32-60095.

Table 15.3 Parameters of Mossbauer spectra of the samples of ceramics (1 − x)BiFeO3–

xPbFeO3 solid solutions (x = 0.30, 0.50), measured at room temperature: d is the isomeric
chemical shift; e is the quadrupole displacement; Beff is the effective magnetic field on Fe57 nuclei;
S is the area of the components of the spectrum; G is the width of spectral lines, v2 is the Pearson’s
criterion

Sample Component d (mm/s) e (mm/s) Beff (T) S (%) G (mm/s) v2

T1 = 700 °C x = 0.30 S1 0.40 −0.08 50.1 52 0.48 1.616

S2 0.37 −0.12 48.2 27 0.51

S3 0.30 0.16 42.7 21 1.01

x = 0.50 S1 0.39 −0.26 48.8 49 0.62 1.691

S2 0.34 0.01 45.4 18 0.61

S3 0.34 0.10 40.3 13 0.77

S4 0.31 0.12 35.3 8 0.65

S5 0.31 0.10 27.6 12 1.00

T2 = 750 °C x = 0.30 S1 0.40 −0.08 50.1 49 0.50 1.441

S2 0.38 −0.12 48.1 26 0.54

S3 0.35 0.12 43.0 25 1.18

x = 0.50 S1 0.38 −0.28 48.7 41 0.61 1.335

S2 0.32 0.02 45.3 27 0.99

S3 0.30 0.16 37.5 18 1.00

S4 0.30 0.32 27.2 14 1.00
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Chapter 16
The Effect of Cr-Doping
on the Structure, Dielectric
and Magnetic Properties of BiFeO3
and Pb(Fe0.5Sb0.5)O3 Multiferroics

S. I. Raevskaya, S. P. Kubrin, A. V. Pushkarev, N. M. Olekhnovich,
Y. V. Radyush, V. V. Titov, H. Chen, C.-C. Chou, M. A. Malitskaya,
I. P. Raevski, V. V. Stashenko and D. A. Sarychev

Abstract X-ray diffraction and Mössbauer studies of perovskite BiFe1−xCrxO3 and
PbFe0.5−xCrxSb0.5O3 solid solution ceramics, fabricated under high pressure
(4–6 GPa) have been carried out. Two morphotropic phase boundaries were revealed
in the BiFe1−xCrxO3 system: one between rhombohedral (R3c) and orthorhombic
(Pbam) phases at x � 0.5–0.6 and the other between the orthorhombic (Pbam) and
monoclinic (C2/c) phases at x � 0.9. It was found out that substitution of Cr3+ for
Fe3+ in BiFeO3 does not lead to the appearance of a low-spin state of Fe3+ ions, as
was predicted by some first-principles calculations. A composition dependence of the
magnetic phase transition temperature for BiFe1−xCrxO3 is very similar to that in the
solid solutions of BiFeO3 with non-magnetic ions, implying the lack of magnetic
exchange between Fe3+ and Cr3+. The reason of such behavior seems to be a dif-
ference in their electronic configuration. Addition of Cr to PbFe0.5Sb0.5O3 leads to a
dramatic lowering and diffusion of the dielectric permittivity maximum and its shift to
lower temperatures. Thus, Cr substitution for Fe seems to destroy both ferroelectric
and magnetic long-range order in perovskite multiferroics.
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16.1 Introduction

Multiferroics are the materials that simultaneously possess two or more order
parameters, for example, ferroelectric and magnetic, attract much attention nowa-
days due to the possibility of cross-controlling their magnetic and electrical prop-
erties [1, 2]. The most widely studied multiferroic is a perovskite BiFeO3, in which
the temperatures of both ferroelectric and magnetic phase transition are well above
the room temperature [1–3]. However, applications of BiFeO3, as well as other
iron-containing single-phase perovskite multiferroics are limited due to the anti-
ferromagnetic nature of spin ordering in these compounds [2, 3, 4]. Only a quad-
ratic magnetoelectric effect is possible in such materials, its magnitude being much
smaller than that of the linear one. While in some multiferroics, for example, in
PbFe0.5Nb0.5O3 and its solid solutions with PbTiO3 rather large quadratic magne-
toelectric coupling has been reported both in antiferromagnetic and paramagnetic
phases [5, 6], its value is still insufficient for applications. It is generally believed
that in iron-containing perovskites, magnetic and ferroelectric subsystems are
independent. Magnetic properties are provided by Fe3+ ions, while ferroelectric
properties are due to the dangling bonds of Bi3+ or Pb2+ [1]. However recently some
contribution to the magnetic superexchange via the empty 6p states of Pb2+or Bi3+

ions was revealed in PbFe0.5Nb0.5O3 and BiFeO3 [7–9]. Thus ion substitutions for
both Bi3+ (or Pb2+) and Fe3+ in Bi- and Pb-containing multiferroics may have a
great effect on their magnetic properties.

Several years ago, basing on the first-principles calculations, the possibility of
obtaining ferromagnetic properties in BiFe1−xCrxO3 solid solutions was predicted
[10]. The most attractive properties, according to these calculations, should have a
composition with x = 0.5. Several years later first-principles calculations reported
in [11] have shown that in the composition with x = 0.5, four competing phases can
be realized: two ferrimagnetic and two ferromagnetic and, in addition, a part of the
iron ions may be in a low-spin state. However all the attempts to obtain
single-phase perovskite modification of BiFe1−xCrxO3 compositions with x > 0.05
by a solid-state synthesis at ambient pressure failed [12]. Using a sol-gel synthesis
method, perovskite BiFe0.9Cr0.1O3 ceramics were fabricated [13]. This ceramics
exhibited magnetic hysteresis loops at room temperature and this fact was inter-
preted as an evidence of the antiferromagnetic spatial spin-modulated cycloid
structure suppression due either to Cr-doping or to the size effect, as the mean grain
size (65 nm) of ceramics studied in [13] was close to the cycloid period (62 nm) in
BiFeO3 [1–3]. However, one cannot exclude the possibility of the presence of a
small amount of ferrimagnetic impurity in these samples. Though the content of this
impurity seems to be much lower than the detection limit of the X-ray diffraction or
Mössbauer spectroscopy, ferrimagnetic impurity in the antiferromagnetic matrix
has a great impact on the magnetic properties of the sample. Such effects have been
already reported for PbFe0.5Nb0.5O3, PbFe0.5Ta0.5O3 [14, 15] and BiFe0.5Cr0.5O3

[16] ceramics.
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The breakthrough in fabrication of perovskite BiFe1−xCrxO3 ceramics was
achieved by using the high-pressure synthesis [16, 17]. Studies of BiFe0.5Cr0.5O3

composition revealed that it is not a ferromagnet as was predicted in [10, 11], but
rather an antiferromagnet or a spin- glass. Temperature TM of the magnetic phase
transition in this ceramics appeared to be rather low (�130 K). It is commonly
adopted that the value of TM in iron-containing oxides depends on the number of
superexchange Fe3+–O–Fe3+ links in their lattice [18, 19]. In BiFe0.5Cr0.5O3 the
ordering of Fe3+ and Cr3+cations would lower TM, as such an ordering lowers the
number of the Fe3+–O–Fe3+ links. While thorough studies of neutron, electron and
X-ray diffraction did not find any evidence of superstructure reflexes due to long
range ordering of Fe3+ and Cr3+ in BiFe0.5Cr0.5O3 [16], one cannot exclude the
presence of a short range ordering. There are a lot of data of Extended X-ray
Absorption Fine Structure (EXAFS), Nuclear Magnetic Resonance (NMR), Raman
and acoustic emission studies of complex PbB0

n B
00
m O3 perovskites, showing that the

local structure of these compounds differs greatly from the macroscopic one
[20–25]. It is well documented that a short-range local ordering of Fe3+ and B5+

cations in PbFe3þ 0:5 B00
mO3 perovskites (B

″ = Nb, Ta, Sb) affects substantially their
TM values [26–34].

The only known perovskite multiferroic of the PbB0
n B

00
m O3 type with a high

degree of a long-range ordering of B′ and B″ ions is PbFe0.5Sb0.5O3 [26, 27].
PbFe0.5Sb0.5O3 has a ferroelectric transition at about 200 K, while on cooling
below TM � 30 K, a transition into the antiferromagnetic phase of the I-type occurs
[26]. Highly-ordered PbFe0.5Sb0.5O3 exhibits giant low-frequency magnetic sus-
ceptibility values at unusually high temperatures (150–250 K), i.e. well above the
TM and it is a magnetic analog of relaxor ferroelectrics [26]. In the explanation of
the unique magnetic properties of PbFe0.5Sb0.5O3, a special role is ascribed to the
high degree of a long-range ordering of Fe3+ and Sb5+ cations, because in disor-
dered samples magnetic susceptibility values are much lower [35]. Since the
ordering of Fe3+ and Cr3+ ions is an important condition of appearing of the
ferrimagnetic state in BiFe0.5Cr0.5O3 composition [10], it would be interesting to
study the effect of Cr-doping on the properties of PbFe0.5Sb0.5O3.

The scope of the present work was to fabricate perovskite BiFe1−xCrxO3 and
(1 − x)PbFe0.5Sb0.5O3–xPbCr0.5Sb0.5O3 solid solution compositions by high pres-
sure synthesis and to study their structure, magnetic and dielectric properties in
order to reveal the effect of Cr-doping on the temperatures of ferroelectric and
magnetic phase transitions in both BiFeO3 and PbFe0.5Sb0.5O3.

16.2 Experimental

For synthesis of both BiFe1−xCrxO3 and (1 − x)PbFe0.5Sb0.5O3–xPbCr1/2Sb1/2O3

solid solution compositions, high pure Bi2O3, Fe2O3, PbO, Sb2O5 and Cr2O3 were
used as starting reagents. These oxides were mixed in a stoichiometric ratio,
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ball-milled in ethanol, dried, and pressed into pellets. The pellets were calcined in a
closed alumina crucible at 770–950 °C for 2 h and then quenched to room tem-
perature. The pre-synthesized powders were pressed into pellets of 4.5 mm in
diameter and about 4 mm height. High-pressure synthesis was performed using an
anvil press DO-138A at 900–1400 °C for 1–5 min under the pressure 4–6 GPa.
Due to slightly reducing atmosphere in a high-pressure apparatus [35], thus
obtained samples usually contained a large number of oxygen vacancies, which are
the most easily-formed intrinsic defects in the oxides of the perovskite family [36].
To reduce both the residual mechanical stresses and the concentration of oxygen
vacancies, all the samples, obtained by a high-pressure synthesis, were annealed in
air at 350–450 °C for 2 h prior to measurements. X-ray diffraction studies of the
powdered samples were performed at room temperature using DRON-3 diffrac-
tometer and Cu-Ka radiation.

Mössbauer spectra were recorded with the MS-1104Em rapid spectrometer and
analyzed using a SpectrRelax software [37]. The temperature was changed in the
12–320 К range using the closed-cycle helium cryostat-refrigerator Janis Ccs-850
(Cryogenics).

16.3 Results and Discussion

X-ray diffraction studies of the single-phase perovskite BiFe1−xCrxO3 compositions,
synthesized under high pressure, revealed the presence of two concentration phase
transitions in this solid solution system (see Fig. 16.1). In the composition range
0 � x < 0.6, the solid solutions have a rhombohedral (R3c) lattice. In the region
0.6 < x � 0.9, the lattice is orthorhombic (Pbam) similar to PbZrO3,
BiFe0.5Sc0.5O3, or to the high-pressure modification of BiFeO3 [38]. In the x > 0.90
composition range the symmetry is monoclinic (C2/c), as in BiCrO3. The
room-temperature crystal structure of BiFe1−xCrxO3 compositions with the Pbam
symmetry is characterized by the antipolar shifts of Bi3+ and O2− ions, corre-
sponding to the antiferroelectric state.

Figure 16.2 shows the room temperature Mössbauer spectra of BiFe1−xCrxO3

(x = 0.05, 0.1, 0.2, 0.4 and 0.5) compositions. The parameters of these spectra are
listed in Table 16.1. The structure of the BiFe0.95Cr0.05O3 spectrum is similar to that
of BiFeO3 [39–41] and consists of two Zeeman sextets. The magnetic hyperfine
field values of sextets are H1 = H2 = 495 kOe for BiFeO3 [39–41] and
H1 = 483 kOe and H2 = 485 kOe for BiFe0.95Cr0.05O3. Smaller hyperfine magnetic
field values for BiFe0.95Cr0.05O3 as compared to those for BiFeO3 seem to be due to
the lower magnetic phase transition temperature TM in the former composition. The
lowering of TM with the growth of x in the BiFe1−xCrxO3 system is confirmed by the
results of magnetization versus temperature studies [16, 17]. The presence of two
Zeeman sextets in the Mössbauer spectrum of undoped BiFeO3 is usually a fin-
gerprint of a spatial spin-modulated cycloid structure [39, 40].
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The room temperature Mössbauer spectra of BiFe1−xCrxO3 compositions with
x = 0.1, 0.2, and 0.4 (Fig. 16.2) consist of both Zeeman lines and quadrupole-split
lines in the central part of the spectrum. In the case of the samples with x = 0.1 and
0.2, the latter lines seem to be related to paramagnetic doublet, corresponding to
Bi25FeO39 impurity phase [42]. The isomer shift values of the sextets (d � 0.38
mm/s) correspond to Fe3+ ions in oxygen octahedron [43]. Both the broadening of
the spectral peaks seen as an increase of the line widths, as well as the decrease of
the H values (see Table 16.1) for BiFe0.9Cr0.1O3 and BiFe0.8Cr0.2O3 compositions
are due to the increase of crystal inhomogeneity and lowering of TM as a result of
Cr3+ substitution for Fe3+. The presence of three sextets in Mössbauer spectra of the
samples with x = 0.1 and 0.2 seems to be due to the Fe3+ ions having three types of
surrounding. The sextets S1 and S2 with higher H values correspond to the Fe3+

ions having a smaller number of Cr+3 ions as neighbors. The sextet S3 with the
lowest H value arises from Fe3+ ions surrounded mainly by Cr3+ ions.

The Mössbauer spectrum of BiFe0.6Cr0.4O3 consists of paramagnetic doublet and
three Zeeman sextets (H1 � 490 kOe, H2 � 321 kOe and H3 � 259 kOe). The
parameters of doublet (isomer shift d � 0.4 mm/s and quadrupole splitting D
0.5 mm/s) are close to those typical for iron-containing perovskite compounds
[44–50]. The H1 value of sextet S1 is larger than the values, estimated for x = 0.1
and 0.2 samples and is close to H1 value of undoped BiFeO3 (see Table 16.1). One
may suppose that this sextet corresponds to Fe3+ ions, which have only Fe3+ in its
surrounding. The sextets S2 and S3 possess the lower H values as compared to S1

Fig. 16.1 Composition dependence of the lattice parameters for BiFe1−xCrxO3 solid solution
system
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and seem to correspond to the Fe3+ ions, which have different number of Cr3+ ions
as their neighbors.

The room temperature Mössbauer spectrum of BiFe0.5Cr0.5O3 (Fig. 16.2) is a
paramagnetic doublet. Its isomer shift value is d � 0.4 mm/s and is close to d
values of other iron-containing perovskite compounds such as AFe0.5B0.5O3

(A = Pb, Sr; B = Nb, Ta, Sb) [44–50] and BiFeO3 [39, 40]. In [11] basing on the
first principles calculations, it was predicted that in BiFe0.5Cr0.5O3 a part of Fe3+

ions may be in a low spin state at the normal conditions. Since the d value ranges of
both low- and high spin Fe3+ partially overlap [51], the isomer shift value cannot
serve as an unambiguous criterion to determine the spin state in this case. However,

Fig. 16.2 Room temperature 57Fe Mössbauer spectra of BiFe1−xCrxO3 solid solution composi-
tions. Symbols present experimental points. Solid line describes the result of fitting; thin lines
show the deconvolution of the experimental spectra into sextet and doublet components used for
fitting
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in BiFeO3 a transition of Fe3+ ions from a high-spin state to a low-spin one was
observed under high (�46 GPa) pressure [52]. This transition was accompanied by
an increase of quadrupole splitting value (D) by two times. The D value for our
BiFe0.5Cr0.5O3 sample, determined from its Mössbauer spectrum (Fig. 16.2), is
about 0.46 mm/s and is close to that of BiFeO3 in the paramagnetic phase under the
normal pressure [40]. Thus, both d and D values indicate that in BiFe0.5Cr0.5O3 all
Fe3+ ions are in the high-spin state.

For estimation of magnetic phase transition temperature TM, the method of
temperature scanning was used. The essence of this method is the measuring of
Mössbauer spectrum intensity η within the 0–1.2 mm/s velocity range, normalized
to its value at 300 K, in the course of sequential decreasing of the temperature. The
appearance of magnetic ordering below TM causes the transformation of the para-
magnet doublet into Zeeman sextet, which is accompanied by a dramatic decrease
of η value. The temperature dependence of η for BiFe0.5Cr0.5O3 is presented in
Fig. 16.3 (curve 1). One can see that the η(T) curve has an abrupt drop at about
250 K. We have shown earlier for several perovskite multiferroics and their solid
solutions that such a drop corresponds to TM [14, 45, 47, 53]. Interestingly the
obtained value of TM is close to TM � 220 K, reported for BiFe0.5Sc0.5O3 [54],
though Sc is not a magnetic ion. It is worth noting that TM value for BiFe0.5Cr0.5O3,
determined from the magnetization studies, is about 130 K [16]. Such a large
difference of TM values, determined by different methods, is well explained, if one
assumes, in accordance with the data of [16], that BiFe0.5Cr0.5O3 is not an anti-
ferromagnet, but rather a spin-glass, and the η(T) anomaly corresponds to a
spin-glass blocking temperature Tg. Similar difference between Tg values, deter-
mined from magnetization and Mössbauer studies, was reported for many
spin-glass materials, e.g. PbFe12−xCrxO19 hexaferrites [55] and some
PbFe1/2Ta1/2O3-based [14] and PbFe1/2Nb1/2O3-based [56] solid solutions. Such
behavior is caused by the fact that the upper limit of the spin relaxation rates in spin
glasses is larger than the characteristic time of Mössbauer effect [57].

Both the decrease of H values and lowering of magnetic phase transition tem-
perature TM with the increase of Cr concentration in BiFe1−xCrxO3 solid solutions
imply that Cr3+ ions, incorporated into the BiFeO3 lattice, behave similar to non-
magnetic dopants, despite they possess d-electrons. The electron configuration of
Cr3+ and Fe3+ is 3d3 and 3d5, respectively. The value of the transfer integral for 180

Fig. 16.3 Temperature
dependences of η-intensity of
Mössbauer spectrum related
to its value at 300 K for
BiFe0.5Cr0.5O3 (curve 1) and
(1 − x)PbFe0.5Sb0.5O3–

xPbCr0.5Sb0.5O3 compositions
with x = 0.2 (curve 2) and
x = 0.4 (curve 3)
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cation—anion—cation magnetic exchange between octahedron-site 3d3 and 3d5

cations is close or equal to zero [19]. Similar results have been obtained recently for
PbFe0.5−xCrxNb0.5O3 multiferroic solid solutions [58, 59].

Figure 16.4 shows the Mössbauer spectra of the (1 − x)PbFe0.5Sb0.5O3–

xPbCr0.5Sb0.5O3 samples (x = 0.2 and 0.4). The parameters of these spectra are
listed in Table 16.2. Each spectrum consists of singlet and doublet components.
The isomer shift of both singlet and doublet corresponds to Fe3+ ions in the
octahedral environment [43]. The singlet is characteristic for perovskite-like com-
pounds with a high degree of compositional ordering of the B-site cations [27, 29,
50]. The simultaneous presence of the singlet and doublet components in the
Mössbauer spectra indicates the presence of both ordered and disordered regions in
the samples under study. The area of the singlet (this value approximately corre-
sponds to the degree S of long-range compositional ordering of Fe3+ and Sb5+ ions
[27, 50]) decreases from �58 to �51% as x grows from 0.2 to 0.4. However the rate
of this decrease is much lower than that observed in the (1 − x)PbFe0.5Sb0.5O3–

xPbFe0.5Nb0.5O3 solid solution system [50].
Figure 16.5 presents the temperature dependences of the real part of permittivity

e′ (panel a) and loss tangent tan d (panel b) for some (1 − x)PbFe0.5Sb0.5O3–

xPbCr0.5Sb0.5O3 compositions, measured at different frequencies. While undoped
PbFe0.5Sb0.5O3 has a very high degree of long-range compositional ordering
S � 87% [26, 27], its e′(T) maximum is rather diffused (Fig. 16.5a). Addition of Cr
to PbFe0.5Sb0.5O3 leads to a dramatic lowering and diffusion of the e′(T) maximum
and its shift to lower temperatures (see Fig. 16.5a and the inset in this panel).
Similar character of the evolution of the dielectric properties with the increase of Cr
content was observed previously for (1 − x)PbFe0.5Nb0.5O3–xPbCr0.5Nb0.5O3 solid

Fig. 16.4 Room temperature 57Fe Mössbauer spectra of (1 − x)PbFe0.5Sb0.5O3–xPbCr0.5Sb0.5O3

solid solution compositions. Symbols correspond to experimental points and solid lines are the
result of fitting; thin lines show the deconvolution of the experimental spectra into singlet and
doublet components, used for fitting

16 The Effect of Cr-Doping on the Structure, Dielectric … 203



solution system [58, 59]. As one can see in Fig. 16.6, the rate of the decrease of the
e′(T) maximum temperature Tm with the increase of the Cr content is very similar
for both (1 − x)PbFe0.5Sb0.5O3–xPbCr0.5Sb0.5O3 (line 1) and (1 − x)
PbFe0.5Nb0.5O3–xPbCr0.5Nb0.5O3 (line 2) solid solution systems.

It should be noted that besides the e′(T) maximum corresponding to a diffused
ferroelectric phase transition, in the samples of (1 − x)PbFe0.5Sb0.5O3–

xPbCr0.5Sb0.5O3 compositions with x = 0.4 and 0.5, there are also high-temperature
relaxation maxima of e′ and loss tangent tan d (Fig. 16.5). The frequency shift of
the temperature of the tan d(T) maximum obeys the Debye law (see the inset in the
panel (b) of Fig. 16.5). Activation energies of relaxation appeared to be 0.31 and
0.33 eV for (1 − x)PbFe0.5Sb0.5O3–xPbCr0.5Sb0.5O3 compositions with x = 0.4 and
0.5, respectively. Similar high-temperature Debye-like relaxation has been observed
previously both in lead-containing Pb2B´NbO6 B0 ¼ Fe; Sc; B00 ¼ Nb; Tað Þ per-
ovskites [60–64] and lead-free BaFe0.5Nb0.5O3 and SrTiO3 perovskites [65, 66] as
well as in some BiFeO3-based [67] and NaNbO3-based [68, 69] solid solutions and

Table 16.2 Parameters of room-temperature 57Fe Mössbauer spectra for some (1 − x)
PbFe0.5Sb0.5O3–xPbCr0.5Sb0.5O3 solid solution compositions

x Spectrum
component

d ± 0.002 (mm/s) D ± 0.005 (mm/s) A ± 2 (%) G ± 0.008 (mm/s)

0.2 Singlet 0.462 58 0.320

Doublet 0.422 0.561 42 0.320

0.4 Singlet 0.464 51 0.368

Doublet 0.430 0.558 49 0.368

d isomer shift, D quadrupole splitting, A area of corresponding spectrum components, G line width

Fig. 16.5 Temperature dependences of the real part of permittivity e′ (a) and loss tangent tan d
(b) for some (1 − x)PbFe0.5Sb0.5O3–xPbCr0.5Sb0.5O3 compositions, measured at 104, 105 and
106 Hz; the arrows show the direction of the frequency increase; the inset in panel a highlights the
lowering of the e′(T) maximum temperature with the increase of x; the inset in panel b shows the
Arrhenius plots of the frequency shift for the tan d(T) maxima
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was usually attributed to the presence of oxygen vacancies. Activation energies of
about 0.3–0.4 eV, i.e. close to that found for (1 − x)PbFe0.5Sb0.5O3–

xPbCr0.5Sb0.5O3 ceramic compositions were observed, e.g. in ceramics of Bi-doped
SrTiO3 [66], BaFe0.5Nb0.5O3 [65] and (Pb1−xCax)Fe0.5Nb0.5O3 [63]. These values
of activation energies correspond well to the energy of the second level of the
oxygen vacancy, determined both theoretically [36] and experimentally [70] for a
large number of perovskite oxides.

Temperature of magnetic phase transition, determined from the η(T) dependence
(Fig. 16.3) does not change substantially when Cr is added to PbFe0.5Sb0.5O3. Such
stability is typical of spin-glasses, where only a short-range magnetic order occurs.

16.4 Conclusion

X-ray diffraction studies of the single-phase perovskite BiFe1−xCrxO3 compositions,
synthesized under high (4–6 GPa) pressure, revealed two concentration phase
transitions: one between rhombohedral (R3c) and orthorhombic (Pbam) phases at
x � 0.5–0.6 and the other between the orthorhombic (Pbam) and monoclinic (C2/c)
phases at x � 0.9.

It was found out that substitution of Cr3+ for Fe3+ does not lead to the
appearance of a low-spin state of Fe3+ ions in BiFe0.5Cr0.5O3, as was predicted by
some first-principles calculations [11]. A composition dependence of the magnetic
phase transition temperature for BiFe1−xCrxO3 is very similar to that observed for
the solid solutions of BiFeO3 with non-magnetic ions, e.g. in the BiFe1−xScxO3

system [54], implying the lack of magnetic exchange between Fe3+ and Cr3+. The
reason of such behavior seems to be a difference in their electronic configuration

Fig. 16.6 Composition
dependence of the
temperature Tm of the e′
(T) maximum related to Tm
value at x = 0 for (1 − x)
PbFe0.5Sb0.5O3–

xPbCr0.5Sb0.5O3 (line 1) and
(1 − x)PbFe0.5Nb0.5O3–

xPbCr0.5Nb0.5O3 (line 2) solid
solution systems; the data for
the latter system are taken
from [58]
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[19]. Addition of Cr to PbFe0.5Sb0.5O3 leads to a dramatic lowering and diffusion of
the dielectric permittivity maximum and its shift to lower temperatures. Thus, Cr
substitution for Fe seems to destroy both ferroelectric and magnetic long-range
order in perovskite multiferroics.
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Chapter 17
Structural and Dielectric Studies
of PbYb1/2Nb1/2O3 Ceramics
with the Differing Degree
of the Long-Range Compositional
Ordering Fabricated
by Mechanoactivation

I. P. Raevski, Yu. A. Kuprina, I. N. Zakharchenko, A. A. Gusev,
V. P. Isupov, O. A. Bunina, V. V. Titov, S. I. Raevskaya,
M. A. Malitskaya, A. V. Blazhevich, S. V. Orlov and E. I. Sitalo

Abstract It was found out that compositional ordering degree S of Yb3+ and Nb5+

ions in PbYb1/2Nb1/2O3 ceramics and correspondingly both the temperature and
diffusion of antiferroelectric phase transition can be varied within a wide range by
means of high-energy mechanical activation. In particular, for the first time dis-
ordered PbYb1/2Nb1/2O3 ceramics exhibiting relaxor-like dielectric properties was
fabricated without the use of any additives. For the most ordered PbYb1/2Nb1/2O3

samples (S � 0.82), the coexistence of cubic paraelectric and orthorhombic anti-
ferroelectric phases in a temperature range 190–300 °C was revealed.

17.1 Introduction

Ternary perovskite oxides PbB′nB″1−nO3 (B′ = Fe, Sc, In, Yb, Mg; B″ = Nb, Ta,
Sb; n = 1/2 or 1/3) and solid solutions on their base exhibiting high dielectric,
piezoelectric, electrostrictive, pyroelectric, electrocaloric and magnetoelectric
responses, have been widely studied in the last three decades both in ceramic and in
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the single-crystalline form [1–18]. It was established that an ordering or disordering
of the B-site cations have a large impact on the properties of these materials
[19–22].

The possibility of changing the distribution of the B′ and B″ cations over the
octahedral sites of the lattice in so-called 1:1 perovskites PbB1/2

3+M1/2
5+O3 was dis-

covered about 40 years ago [20–22] and is extensively studied up to nowadays, as it
has a strong effect on the phase transition temperatures and dielectric properties
[20–26]. The degree of such compositional or chemical ordering is characterized by
a long-range order parameter (S) which is defined as S = 2p − 1, where p is an
occupation probability of certain-type ions in their “own” sublattice. Later it
was found out that changes in the ordering degree have even larger effect on the
temperature TM of magnetic phase transitions and magnetic properties of
PbFe1/2

3+M1/2
5+O3 (M = Nb, Ta, Sb) perovskites than on their ferroelectric properties

[27–36]. This is due to the fact that the ordering of Fe3+ and M5+ions changes
dramatically the number of the Fe–O–Fe links in the lattice which, in turn, deter-
mine the value of TM [37]. It should be noted that the long-range ordering of Fe3+

and M5+ions is observed only in perovskites where M = Sb [30–32, 35], while in
niobates and tantalates only a short-range ordering or clustering takes place as is
evidenced by the results of nuclear magnetic resonance [38, 39], Raman [40, 41]
and Mossbauer [42] studies as well as by first-principles calculations [42, 43].

For a long time the only method of varying the ordering degree in PbB′nB″1−nO3

perovskites was a long-time annealing at temperatures below the temperature TOD
of the order-disorder phase transition [20–22, 44]. However long-time annealing
at high temperatures often causes the formation of the parasitic pyrochlore phase
due to partial evaporation on PbO. Moreover, when the TOD value is about
1000–1100 °C, the diffusion rate of B-cations is too low to achieve large enough
changes of the ordering degree. For example, no substantial changes in the S values
of the ordered PbB1/2

3+M1/2
5+O3 (B

3+= Yb, Lu, Tm) perovskites have been achieved by
annealing. Later a possibility of changing the S values of PbB′nB″1−nO3 single
crystals within certain limits by varying the growth conditions was established [45–
48]. But a real breakthrough in changing the compositional ordering degree of the
PbB1/2

3+M1/2
5+O3 perovskites was achieved by using the additions of 1–2 wt% of

Li2CO3 [49, 50]. This addition forms a liquid phase during sintering of ceramics,
which promotes the nucleation of the new centers of crystallization and growth of
grains with a new degree of ordering which is equilibrium at sintering temperature.
As the diffusion of ions takes place in a melt, the kinetic restrictions typical of the
solid-state diffusion can be avoided in this method. Lithium ions are very small and
are expected not to incorporate into the lattice but rather to concentrate in the
amorphous intergranular phase and/or evaporate during sintering. This assumption
is confirmed by the fact that ferroelectric Curie point TC of the Li-doped disordered
perovskite PbFe1/2Nb1/2O3 ceramics shows only a weak if any dependence on the
amount of the Li2CO3 addition and is close to that of undoped ceramics [51–53]. In
contrast to this, TC of Li-doped BaTiO3 ceramics depends dramatically both on the
amount of Li-doping and on the duration of sintering implying that Li substitutes
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for Ti and evaporates during sintering [54]. Nevertheless it is no direct evidence that
Li does not incorporate into the lattice of PbB1/2

3+M1/2
5+O3 perovskites.

Some time ago there appeared several reports that mechanical activation stim-
ulates compositional disordering of PbSc1/2Nb1/2O3 [44] and PbSc1/2Ta1/2O3 [55]
ceramics. We also observed the disappearing of relaxor properties and increase of
TM in both undoped and Li-doped PbFe1/2Ta1/2O3 (PFT) ceramics, sintered from
the mechanoactivated powders [56, 57]. These effects may be also caused by the
local order-disorder processes. However in a recent work PbYb1/2Nb1/2O3 (PYN)
ceramics sintered from the mechanoactivated powders was reported to possess a
sharp permittivity maximum at � 270 °C [58], i.e. its dielectric properties are
similar to those of ceramics obtained by usual methods [3, 14, 49, 59].

The scope of the present work was the study of the possibility of fabricating
PbYb1/2Nb1/2O3 (PYN) ceramics with differing degree of Yb3+ and Nb5+ ordering
by mechanical activation without using any additions.

17.2 Experimental

PbYb1/2Nb1/2O3 (PYN) ceramics was fabricated using two technological routes.
Route I included the preliminary synthesis of the YbNbO4 precursor via a usual
solid state synthesis from Yb2O3 and Nb2O5 at 1000 °C for 4 h and subsequent
mechanical activation of the mixture of this precursor with PbO. Route II also
included the preliminary synthesis of YbNbO4 precursor, but via the 20 min-long
mechanochemical synthesis. In order to compensate PbO losses during sintering,
3 wt% excess of PbO was added in both cases to the nominally stoichiometric
compositions. High-energy mechanical activation was carried out using
planetary-centrifugal mill AGO-2 under a ball acceleration of 40 g. A mixture of
powdered reagents (10 g) was placed into a steel jar together with 200 g of steel
balls 8 mm in diameter. After each five minutes of activation, the mill was stopped,
the jars were opened, the powder was taken out and homogenized in a mortar, and
then it was put back into the jar for further activation. The green samples for
sintering in the form of discs 10 mm in diameter and 3 mm—thick were pressed at
1000 kg/cm2 without a plasticizer. Sintering of the samples placed into a sealed
alumina crucible filled with PbZrO3 powder, creating a buffer atmosphere sup-
pressing the PbO evaporation, was carried out in an electric furnace at 800–1100 °C
for 2 h. The density of thus obtained ceramics determined by the Archimedes
method was about 93–95% of the theoretical one. Analysis of the images of the
cleavage surfaces, obtained using Tescan Vega II LMU Scanning Electron
Microscope, has shown that the mean grain size was about 2.0–3.5 lm for PYN
samples, fabricated by both Route I and Route 2 and sintered at 900–1100 °C.
X-ray diffraction (XRD) studies of the powder, obtained by crushing the ceramic
samples, were performed using the DRON-7 diffractometer and filtered Co–Ka
radiation. Phase control data were collected at room temperature in the 2H interval
20°–110°. XRD powder data in the 350–20 °C temperature range were collected
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using the Anton Paar HTK 1200 N temperature camera in the cooling mode with
the 15 min delay prior to starting measurements at each point. Phase identification
and Rietveld quantitative phase analysis were carried out using the PCW software.

Dielectric studies were carried out on the Novocontrol (Alpha-A) impedance
analyzer. The electrodes for measurements were deposited by firing on the silver
past at 500 °C.

17.3 Results and Discussion

Room-temperature XRD studies of the surface of the as-sintered PbYb1/2Nb1/2O3

(PYN) ceramic samples have shown that all the samples had a perovskite structure.
However the splitting of the main perovskite reflections, indicating the
orthorhombic distortion of the unit cell, typical of the ordered PYN [3, 5, 14, 49, 58,
59], was observed only for ceramics, obtained via the route I. All the samples
obtained via the route II had a pseudocubic perovskite structure with some
admixture of the pyrochlore phase. The content of the pyrochlore phase roughly
estimated from the ratio of relative intensities of the (222) pyrochlore peak and the
(110) perovskite peak [60] was about 15–30%. In contrast to both undoped and
Li-doped PbFe1/2Nb1/2O3 ceramics, obtained using mechanoactivation [34, 61, 62],
where the pyrochlore phase was formed predominantly in the surface layer of the
samples, in all the PYN samples studied the content of this parasitic phase was
approximately the same throughout the specimen.

Figure 17.1 shows the temperature dependencies of the real part of permittivity
e′ for some PYN samples, sintered from mechanoactivated powders, obtained using
different technological routes, activation time s and sintering temperature TS. For
the samples obtained by the technological route II, variation of both TS within the
900–1100 °C range and s within the 10–20 min range, caused comparatively small

Fig. 17.1 Temperature dependencies of the real part of permittivity e′ measured at 1 MHz for
PbYb1/2Nb1/2O3 ceramics, sintered from mechanoactivated powders, obtained using different
technological routes, activation time s and sintering temperature TS. (1) Route I: s = 20 min;
TS = 900 °C; (2) route I: s = 10 min; TS = 900 °C; (3) route I: s = 10 min; TS = 1100 °C;
(4) route II; s = 20 min; TS = 900 °C
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changes of the e′(T) maximum temperature Tm usually not exceeding 20 K. In
contrast to this, both Tm values and the shape of the e′′(T) maximum for PYN
samples, obtained by different routes at the same values of s (curves 1 and 4) as
well as those for the PYN samples obtained by route I at different either s (curves 1
and 2) or TS (curves 2 and 3) values differ substantially.

It is well documented that highly-ordered PYN ceramics have a sharp antifer-
roelectric phase transition at 280–300 °C [3, 5, 14, 49, 58, 59]. Disordering, which
has been achieved only for Li-doped PYN, leads to lowering of Tm down to
60–75 °C, accompanied by both growing and diffusion of the e′(T) maximum
[49, 50]. Thus one can suppose that samples 1, 2 and 3 possess rather high degree
of ordering, while the sample 4 is highly-disordered. This supposition is confirmed
by the fact that the samples 1, 2 and 3 do not exhibit the frequency dependence of
the e′(T) maximum, while diffused e′(T) maximum of the sample 4 shifts to higher
temperatures and becomes lower as the measuring frequency increases (see
Fig. 17.2). These results match well the data, obtained for Li-doped PYN ceramics
with differing degree of ordering [49, 50].

To achieve a further insight into the origin of the large difference in the prop-
erties of PYN ceramic, fabricated using the different conditions, more precise XRD
studies of the most ordered and most disordered samples (corresponding to curves 1
and 4 in Fig. 17.1), have been carried out. These samples will be referred further as
PYN-o and PYN-d, respectively.

X-ray data for the PYN-o sample at all the temperature points studied, show the
common reflections of the simple perovskite structure as well as reflections, indi-
cating the 1:1 ordering of B-site ions (Fig. 17.3). Above 290 °C, all X-ray powder
patterns of the PYN-o sample were indexed on the basis of cubic unit cell with the
lattice constant a = 2a0, were index 0 denotes the parameter of primitive per-
ovskites cell. At 350 °C the value of cubic lattice constant is a = 8.346(2) Å.

Below 290 °C, the additional reflections are found (Fig. 17.3), which can be
attributed to the doubling of the diagonal of the unit cell in the high-temperature
phase. This result is well consistent with the PYN structural model [59], suggesting

Fig. 17.2 Temperature
dependences of the real part
of permittivity e′ and
imaginary part of permittivity
e″ measured at 102, 103, 104,
105, 106 Hz for the disordered
PYN sample, fabricated via
the route II at s = 20 min and
TS = 900 °C; the arrows show
the direction of the frequency
increase

17 Structural and Dielectric Studies of PbYb1/2Nb1/2O3 Ceramics … 213



the antiparallel shifts of Pb2+ ions, causing the antiferroelectric behavior of the
ordered PYN. Low-temperature X-ray data were indexed on the base of the
orthorhombic unit cell with lattice parameters:

�a ¼ ð�a0 þ �b0Þ; �b ¼ 4ð�a0 þ �b0Þ; �c ¼ 2�c0;

where index 0 stays for the parameters of the primitive perovskite cell. At room
temperature a = 5.911(2) Å, b = 23.476(2) Å, c = 8.218(2) Å.

In the vicinity of the antiferroelectric phase transition, reflections of the cubic
phase show deformations, which are supposed to result from the presence of a small
amount of the low-temperature orthorhombic phase. To clarify the temperature
range of the phase coexistence, the Rietveld quantitative phase analysis was carried
out. At all temperatures two phases were used as the reference data: orthorhombic
Pbmn (D2h

16) for antiferroelectric ordered PYN [59] and cubic Fm3 m (Oh
5) for the

ordered paraelectric phase. At the Rietveld cycles, lattice constants for both phases
as well as their concentrations were refined. The best reliability factors R at all
temperatures did not exceed 10% and the phase concentrations were determined
with the accuracy not worse than 1%. Temperature dependence of lattice constants,
obtained as a result of quantitative Rietveld analysis, is shown in Fig. 17.4. To plot
lattice constants of the cubic and orthorhombic phases in one scale, normalization to
the primitive perovskite cell was used. Normalized parameters shown in Fig. 17.4,
are: an = a/√2; bn= b/(4√2); cn= c/2 for the orthorhombic phase and an= a/2 for the
cubic phase.

In the temperature range 300–350 °C, the best result of fitting corresponds to
100% of the cubic phase. At 350 °C the long-range ordering, degree S was esti-
mated according to [59]:

S2 ¼ I111=I200ð Þexp:=ðI111=I200Þcalc;

Fig. 17.3 XRD patterns for
the PYN-o sample at 350 and
20 °C; two types of
superstructural reflections are
shown: the reflections
corresponding to antiparallel
Pb2+ shifts in [110] direction
are marked by crosses;
asteriks show the reflection,
testifying the 1:1
compositional ordering
of B-cations
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where Iexp denotes the measured X-ray intensities of the 111 and 200 reflections of
the PYN-o sample; Icalc are the calculated intensities for PYN with fully 1:1 ordered
(S = 1) Yb3+ and Nb5+ cations. The results for the PYN-o sample give S = 0.82 at
350 °C, so testifying the high degree of compositional ordering.

Below 190 °C the best refinement results were obtained for the single
orthorhombic phase. In the 190–290 °C temperature range, the best Rietveld result
(R < 10%) corresponds to the coexistence of the cubic and orthorhombic phases
(Fig. 17.5). Attempts of data minimization with the zero content of either cubic or

Fig. 17.5 Temperature dependencies of the relative concentration of the cubic phase (a) and the
real part of dielectric permittivity, measured at 1 MHz (b) for the most ordered PYN-o sample

Fig. 17.4 Temperature
dependence of the normalized
lattice constants for the
ordered PYN-o sample; open
symbols indicate the
parameters of the
orthorhombic phase and
rhomboids denote an= a/√2;
squares show bn= b/(4√2) and
triangles correspond
to cn= c/2; closed circles
indicate the normalized cubic
lattice parameter, an= a/2
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orthorhombic phase have led to significantly worse data convergence. Above
260 °C the lattice parameters of orthorhombic phase could not be determined with
the appropriate accuracy because of the low intensities of the corresponding
superstructure reflections.

Lowering of the unit cell symmetry in the PYN-o sample is followed by the
dielectric anomaly (Fig. 17.5). Dielectric measurements show the abrupt change of
the real part of dielectric permittivity e´ in the vicinity of 250 °C. This temperature
range corresponds to the cubic phase concentration of about 30–40% that is close to
the percolation threshold. One can see some jerks on the e´(T) curve, which may be
due to the presence of the regions with different values of the long-range ordering
degree S. According to the S2 − Tphase diagram, plotted in [49], PYN samples with
S = 0.82 should have Tm� 250 °C, in good agreement with the data shown in
Fig. 17.5.

XRD patterns of the disordered PbYb1/2Nb1/2O3 sample, PYN-d, show the
formation of simple perovskite phase without any traces of the antiferroelectric or
compositional ordering (Fig. 17.6). Additional reflections were defined as the
pyrochlore Pb1.45Nb2O6.26 [63] phase. At the first approach of Rietveld quantitative
phase analysis the primitive perovskite Pm3 m (Oh

7) and pyrochlore Pb1.45Nb2O6.26

[63] were used as the reference phases. At the Rietveld minimization cycles, lattice
constants for both phases as well as their concentrations were refined. The best
reliability factors R at all temperatures did not exceeded 10% and the phase con-
centrations were determined with the accuracy not worse than 1%. As a result, the
concentration of PYN (perovskite) phase was found equal to 75%.

Since the pyrochlore impurity phase contains only lead and niobium, the pres-
ence of additional ytterbium-containing impurity phase can be assumed. The
absence of corresponding XRD reflections can be explained by the presence of the
Yb2O3 impurity [64], its reflexes being superimposed on the Pb1.45Nb2O6.26 ones.
So at the second Rietveld approach the presence of all the three above-mentioned
reference phases was tested. Results have shown no affect of additional Yb2O3

Fig. 17.6 X-ray diffraction
data for the disordered PYN-d
sample in the temerature
range 20–350 °C; rectangles
mark the reflections of the
pyrochlore phase
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impurity on the PYN lattice parameters and concentration. The final result for phase
concentrations is 75% for PYN (perovskite), 23% for Pb1.45Nb2O6.26 pyrochlore
and 2% for Yb2O3. So, according to the results of Rietveld quantitative phase
analysis, the concentrations of perovskite and total impurity phases in the PYN-d
sample do not vary at changing the temperature.

Figure 17.7 shows the temperature dependence of the lattice parameter a for the
disordered PYN-d sample. No changes of the cubic symmetry on cooling from
500 °C down to 20 °C were found. However, in the 60–100 °C temperature range
the a(T) curve shows a plateau. This anomaly may indicate the structural phase
transition. It is worth noting that just in this temperature range the temperature
dependence of the real part of permittivity e′ of the PYN-d sample has a maximum
(Fig. 17.2).

As was already mentioned above, the PYN-d sample exhibits a relaxor-like
dielectric behavior (Fig. 17.2), i.e. the temperature dependencies of both the real
part of permittivity e′ and imaginary part of permittivity e″ have diffused maxima,
which become lower and shift to higher temperatures as the measuring frequency
f grows. One of the most characteristic features of relaxors is a non-Debye character
of dielectric relaxation. Figure 17.8a shows that for the PYN-d sample studied, the
increase of Tm with the frequency f does not follow the Arrhenius law, implying the
non-Debye character of relaxation, but is well fitted with the empirical Vogel–
Fulcher relation:

f ¼ f0 exp½�W=kðTm � T0Þ�;

where f0 is an attempt frequency, W is the activation energy and T0 is the Vogel–
Fulcher temperature, which is usually defined as the temperature of the polar
nanoregions freezing and transition into the dipole-glass state [11, 65, 66]. Though
nowadays it is believed that the Vogel–Fulcher-type behavior is not necessarily
related to the relaxation freezing [67], the Vogel–Fulcher scaling remains a

Fig. 17.7 Temperature
dependence of the cubic
lattice constant for the
disordered PYN-d sample
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convenient tool for comparing the properties of different relaxors. For the PYN-d
sample studied, f0 = 2 � 1010 Hz, T0 � 55 °C and E0 � 0.035 eV for the
e′(T) maximum while for the e″(T) maximum T0 � −25 °C and E0 � 0.084. It is
worth noting that for single crystals and ceramics of the classical relaxor
PbMg1/3Nb2/3O3 and its solid solutions T0, values for both real and imaginary parts
of permittivity are nearly the same [65, 68, 69]. However, for solid solutions of
antiferroelectric NaNbO3 exhibiting relaxor-like dielectric properties, T0, values for
the e″(T) maximum are much lower than those for the e′(T) [70], as in the case of the
PYN-d sample.

Though the most disordered PYN samples, obtained in the present work
(Fig. 17.1, curve 4 and Fig. 17.2) are contaminated by the parasitic pyrochlore
phase, the maximal values of permittivity are somewhat higher than those reported
for the Li-doped disordered PYN ceramics, fabricated by usual methods [49, 50].
To estimate quantitatively diffusion of the e′(T) maxima of the disordered PYN
ceramics, obtained in the present work and in [49, 50], we used the parameter
W2/3 M–H, defined as the difference between Tm and the temperature, where e′
reaches 2/3 of the maximum value from the high-temperature side of the e′(T) peak.
This parameter is widely used for estimation of the diffusion of the e′(T) maximum
in relaxors and ferroelectrics with a diffuse phase transition having different com-
position and structure [7, 34, 56, 71–77]. For PYN-d sample the value of
W2/3 M–H appeared equal to � 160 K, while for the most disordered Li-doped
PYN sample, sintered at 1074 °C [49], it is � 65 K. Larger diffusion of the
e′(T) maximum as compared to similar ceramics, obtained by usual method, has
been already reported for ferroelectric ceramics, fabricated using mechanical acti-
vation [56, 62, 78]. This difference was attributed to higher concentration of de-
fects, appearing in the course of mechanical activation. In our case additional

Fig. 17.8 a Nonlinear dependences of the temperatures of e′(T) and e″(T) maxima on frequency
f in the Arrhenius coordinates for disordered PYN ceramics, illustrating the non-Debye character
of relaxation; b dependences of (ln f0 − lnf)−1 on Tm for the same sample as in the panel (a),
illustrating the applicability of the Vogel–Fulcher relation for fitting the frequency shift of both e′
(T) and e″(T) maxima
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sources of the e′(T) maximum diffusion may be the admixture of the parasitic
pyrochlore phase, having low
e′ values [60] and spatial inhomogeneities in the compositional ordering degree,
observed in both single crystals and ceramics of the Pb2B′B″O6 (B′ = Fe, Sc, In;
B″ = Nb, Ta) perovskites [79–81].

Besides the e′(T) maximum at � 70 °C, in the PYN-d sample a
high-temperature relaxation e′(T) maximum is observed above � 400 °C
(Fig. 17.9). The frequency shift of the temperature of these maximum linearizes in
the Arrhenius coordinates (see the inset in Fig. 17.9), i.e. it obeys the Debye law.
Activation energy of relaxation appeared equal to 1.45 eV. Similar high-
temperature Debye-like relaxation was observed previously in a large number of
perovskites, both lead-containing (PbB′1/2B″1/2O3 (B′ = Fe, Sc; B″ = Nb, Ta)
[23, 82–84]), and lead-free (BaFe1/2Nb1/2O3, SrTiO3 [85, 86]), as well as in solid
solutions (e.g. BiFeO3-based [87] and NaNbO3-based [88, 89]). This relaxation was
usually attributed to the presence of oxygen vacancies being the most easily-formed
intrinsic point defects in perovskites [90, 91]. Activation energies of about 1.5 eV,
i.e. close to that found for PYN-d sample, were observed, e.g. in Bi-doped SrTiO3

[86] and in (Pb, Ca)Fe1/2Nb1/2O3 [83] solid solution ceramics. This relaxation
seems to correspond to a long-range motion of the doubly-ionized oxygen vacan-
cies [86].

It should be noted that in the present work mechanical activation was carried out
using steel balls and jars. So one could expect that a small amount of iron from a
milling media incorporates into the processed powder. This is indeed so, because

Fig. 17.9 e′(T) curves for
disordered PYN-d ceramic
sample measured at different
frequencies f (Hz): (1) 103,
(2) 2 � 103, (3) 5 � 103,
(4) 104, (5) 2 � 104,
(6) 5 � 104, (7) 105,
(8) 2 � 105, (9) 5 � 105,
(10) 106; the inset shows
Arrhenius plot of the
frequency shift for the
high-temperature relaxation
maximum
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the color of the samples studied is not a yellowish, typical of PYN ceramics
fabricated by usual methods, but rather a brownish. The amount of iron, incorpo-
rated during mechanical activation usually does not exceed 1 wt% [78]. Even if one
assume, as it was done in [78], that all this iron incorporates into the crystal lattice
and forms (1 − x)Pb(Yb1/2Nb1/2)O3 − xPb(Fe1/2Nb1/2)O3 (PYN—PFN) solid
solution, the concentration of PFN in this solutions would not exceed 12 mol%.
PYN—PFN solid solutions have been already studied [92] and it was established
that in this system Tm lowers and the e′(T) maximum diffuses as the concentration of
PFN increases. However, composition 0.88PYN—0.12PFN has a sharp and fre-
quency independent e′(T) maximum at � 150 °C [92], i.e. substantially higher than
Tm value of the PYN-d sample (Figs. 17.1 and 17.2). Moreover, one could expect
that the powders, activated for a longer time, should contain larger amount of iron.
In contrast to this expectation the PYN sample, fabricated via the route I at
s = 20 min (Fig. 17.1, curve 1) has much higher Tm than the samples, fabricated
via the same route at s = 10 min (Fig. 17.1, curves 2 and 3). Thus one may con-
clude that the changes of Tm as well as diffusion of the e′(T) maximum, observed for
PYN samples, fabricated using mechanical activation method, are due to the
changes in compositional ordering degree of Yb3+ and Nb5+ ions rather than due to
formation of the PYN—PFN solid solution as a result of incorporating of iron from
the milling media.

17.4 Summary

High-energy mechanical activation makes it possible to obtain ceramics of disor-
dered Pb(Yb1/2Nb1/2)O3 (PYN) without the use of any additives. The degree of
compositional ordering of the Yb3+ and Nb5+ ions and, accordingly, the temperature
and diffusion of the antiferroelectric phase transition in PYN ceramics can be
changed within wide limits by varying the duration of the mechanical activation,
starting materials (oxides or preliminary synthesized precursors) and sintering
temperature.
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Chapter 18
Third-Order Fuchs Elastic Constants
and the Pressure Derivatives
of the Second-Order Elastic Constants
for Compressed Ne and Ar in the Model
of Deformable Atoms

Ievgen Ie. Gorbenko, Elena P. Troitskaya, Ekaterina A. Pilipenko,
Ilya A. Verbenko and Yuriy I. Yurasov

Abstract The theoretical ab initio investigation of the elastic properties of the
compressed rare-gas crystals is carried out in a model of deformable and polarizable
atoms, taking into account the many-body interaction and quadrupole interaction.
The analytical expressions for the Fuchs elastic moduli have been obtained from the
equations of lattice vibrations in the long-wave approximation. The derivatives of
the second-order Fuchs elastic moduli with respect to the pressure and corre-
sponding third-order Fuchs elastic moduli were calculated in the wide pressure
range. It has been shown that values for the pressure derivatives of the second-order
Fuchs elastic moduli were in good agreement with the experiment at zero pressure
and the results of the empirical calculations of other authors.

18.1 Introduction

Investigation of second-order elastic constants and other related elastic properties
under pressure [1–7] is an important tool for studying the behavior of solids under
extreme conditions. Elastic constants of higher-orders were a subject of extensive
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study for several last decades and estimated in the earlier works [3, 8–11] pre-
dominantly for ionic crystals.

A series of works [12–18] is devoted to studying elastic moduli of stressed
crystals. Equations for the derivatives of adiabatic and isothermal elastic moduli
with respect to the stress tensor for the initially stressed crystal of the arbitrary
symmetry are deduced. The proposed methods of obtaining the derivatives with
respect to the stress tensor and the relations between different elastic moduli may be
applied to the elastic moduli of higher order. The theory developed by authors may
by basis for the experimental static determination of the third-order elastic moduli
of crystals with different types of chemical bonds and symmetry. Some results of
these studies are given in the monography [19].

For rare-gas crystals (RGC) numerous theoretical [20–28] studies of the second-
and third-order elastic moduli at high pressures were performed with the use ab initio
methods and model potentials. The first attempts to incorporate many-body effects
into the energetic calculations of RGC were made by Axilrod and Teller [29].

To study the lattice dynamics of RGC, Lehri and Verma [23] developed a
three-body interaction model incorporating varied induced dipoles. Using this model
as a basis, they calculated the second- and third-order Brugger elastic moduli of RGC
at p ¼ 0 in two variants [24]: (1) using the experimental first derivative of the bulk
elastic modulus with respect to the pressure (dB/dp) and (2) approximating the
three-body potential with the exponential function proposed by Cochran [30]. The
other four model parameters were estimated from three second-order elastic moduli
and an equilibrium condition. Using this potential in the second variant including the
energetic contribution of zero-point oscillations (the Lundqvist potential), the first-
and second-order derivatives of the bulk elastic and two shear moduli with respect to
the pressure were calculated for crystals of the Ne–Xe series at p ¼ 0 [31].

The three-body Lundqvist potential [32] was also used by Gupta and Goyal [28]
to obtain the expressions for the second- and third-order Brugger elastic moduli and
the first-order derivatives of the bulk and shear moduli with respect to the pressure.
In [28], the values of third-order elastic constants for Ne to 100 GPa and Ar to
75 GPa are computed. The authors note that the obtained results are interesting and
may be helpful in understanding the elastic behavior of all series of Ne–Xe over a
wide pressure range.

In [7] value of isothermal bulk modulus B and its first-order pressure derivative
B′ = dB/dp for solid crystals Ne, Ar, Cu, Al, LiH, and MgO were obtained as a
compression function. The studies were carried out on the base of well-known
empirical equations of states, such as Birch-Murnaghan (see [4] and references
there), Vinet et al. [33], Shanker et al. [34], Poirier and Tarantola [35], and Hama and
Suito [36] with help of the formulation, developed by Stacey [5]. The parameters,
proposed by Hama and Suito [36], were used as input data for B0, B0

0, and B00
0.

The lattice dynamics theory developed by K. B. Tolpygo was successfully
applied to describe the properties of alkali-halide crystals, semiconductors, and
dielectrics [37–42] at zero pressure. The consideration of the deformable electron
shells of atoms in the Tolpygo approach takes into account the response of the
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system of crystal electrons to the oscillations of nuclei. In the classical version of
the Tolpygo theory, the force parameters, expressed in terms of the first- and
second-order derivatives of the short-range potential Vsrðrll0 Þ, the deformation
parameters of the electron shells, and the Van der Waals parameter C, were
obtained by fitting to the experimental phonon dispersion curves at p = 0. The
non-empirical version of this theory (see [43] and references there) permits one to
analyze different properties of RGC from first principles with the use only of the
wave functions of the ground and excited states of atoms.

In the previous works [44–50], the nonempirical version of the quantum
mechanical model of deformable and polarizable atoms was used as a basis to
perform the quantitative study of the Birch elastic moduli and the Cauchy relation for
the entire Ne–Xe series over a wide pressure range. It has been shown that the
observed deviation from the Cauchy relation d(p) for each crystal resulted from two
competing interactions, namely, many-body interaction and quadrupole interaction,
which exhibited as a quadrupole deformation in the electron shells of atoms upon the
displacements of nuclei. The presented ab initio calculated pressure dependences of
the Birch elastic moduli BijðpÞ and d(p) are in good agreement with the experiment.

In this work, the second-order Fuchs elastic moduli Bij, their pressure derivatives
dBik/dp, and corresponding third-order Fuchs moduli Bikl are studied for com-
pressed crystals Ne and Ar.

18.2 Elastic Properties of Compressed Crystals

When studying the elastic properties of a stressed crystal, it is necessary to use the
theory of finite deformations [51, 52]. In the presence of stress, elastic moduli are
classified into types of the free energy expansion coefficients Cikl... (Brugger-type
moduli):

Cab...cdðTÞ ¼ 1
NX

@nFðu; TÞ
@uab. . .@ucd

����
�u¼0

ð18:1Þ

and the proportionality coefficients in the Hookes law for a stressed crystal Bikl...

(Birch-type moduli):

rikðxÞ ¼ BiklmðxÞelm: ð18:2Þ

The Brugger moduli Cabc are commonly applied, but it is sometimes more
convenient to use the deformation parameters ci, which have an obvious physical
meaning. The parameters ci are introduced such that they vanish upon the disap-
pearance of deformation, and the deformations corresponding to them are isotropic
compression c1ð Þ, uniaxial compressions c2 and c3ð Þ, and shears c4; c5; and c6ð Þ.
If a unit cell contains several atoms, the parameters c7; c8; . . . describe the relative
displacement of these atoms upon the deformation of a crystal.
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The derivative of the free energy F cð Þ with respect to the parameters c1 � c6
determines the Fuchs-type elastic moduli as

Bi...l ¼ 1
X

@nFðcÞ
@ci. . .@cl

� �
c¼0

; ð18:3Þ

where ci is expressed through the distortion tensor uab (see, e.g., [19]).
The behavior of a compressed crystal will further be described with these

second-order moduli Bik, their pressure derivatives dBik=dp, and corresponding
third-order moduli Bikl.

We have the relations between the second-order moduli of Fuchs Bij, Brugger
Cij, and Birch Bij in a stressed crystal p 6¼ 0ð Þ:

B11 ¼ 1
3

C11 þ 2C12ð Þþ 1
3
p; C11 ¼ B11 þ 4

3
B33 þ p; ð18:4Þ

B33 ¼ 1
2
ðC11 � C12Þ � p; C12 ¼ B11 � 2

3
B33 � p; ð18:5Þ

B44 ¼ C44 � p; C44 ¼ B44 þ p: ð18:6Þ

The bulk modulus is

B ¼ ðC11 þ 2C12Þ=3 ¼ B11 � 1
3
p: ð18:7Þ

The shear modulus is

C0 ¼ ðC11 � C12Þ=2 ¼ B33 þ p: ð18:8Þ

The Birch moduli are expressed as

Babc# ¼ Cabc# � p dacdb# þ da#dbc � dabdc#
� �

; ð18:9Þ

B11 ¼ B11 þ 4
3
B33 ¼ C11 � p; ð18:10Þ

B12 ¼ B11 � 2
3
B33 ¼ C12 þ p; ð18:11Þ

B44 ¼ B44 ¼ C44 � p: ð18:12Þ

The Brugger-type moduli Cij depend on p, and Bij can be composed only of the
Birch moduli Bij, which are immediately measured in ultrasonic experiments in the
case of a cubic CI crystal. The ignoring of this circumstance leads to confusion in
the numerical values of the elastic moduli of stressed crystals.
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18.3 Calculation Results for the Second-Order Fuchs
Elastic Moduli

In the previous works [47–49], the pressure dependences of the Birch elasticity
moduli Bij and the deviations from the Cauchy relation d pð Þ were calculated for the
entire series of compressed RGC with consideration for many-body interaction and
electron shell deformation in the quadrupole approximation. Good agreement
between theoretical and experimental results d pð Þ has shown the adequacy of the
developed theory and the model used to calculate the parameters [44–46].

From the equations for vibrations (see [43] and references therein) and the
long-wave approximation [1], we can express the second-order Fuchs moduli Bij

through the obtained parameters as [18, 52]

B11 ¼ e2

6a4
2G� H � 2Fþ 2E � Vt � 2:710107D½ �;

B33 ¼ e2

8a4
Gþ 4Hþ 8Fþ 2E � 2Vq þVt � 0:231934D
� �

;

B44 ¼ e2

4a4
Gþ 2Hþ 4F � 8Vq þVt � 0:52494D
� �

:

ð18:13Þ

Here, H ¼ H0 þ dH; G ¼ G0 þ dG, H0ðr0Þ and G0ðr0Þ are the first- and
second-order derivatives of the pair short-range repulsion potential Vsrðrll0 Þ for the
equilibrium distances between the first neighbors ðr0 ¼ a

ffiffiffi
2

p Þ; dH and dG are the
three-body corrections leading to the eccentricity of pair interaction, F and E are the
pair short-range forces between the second neighbors, F ¼ H0ð2aÞ; E ¼ G0ð2aÞ; Vt

and Vq are the parameters of three-body interaction and quadrupole interactions,
respectively, and D characterizes van der Waals interaction (the table of calculated
parameters for different compression see, e.g., in [49]).

Fuchs moduli (18.13) can be expressed as

Bij ¼ B0
ij þBt

ij þBq
ij;

Bt
11 ¼

1
3
KðpÞ 2dG� dH � Vt½ �; Bq

11 ¼ 0; KðpÞ ¼ e2

2a4
;

Bt
33 ¼

1
4
KðpÞ dGþ 4dHþVt½ �; Bq

33 ¼ KðpÞ � 1
2
Vq


 �
;

Bt
44 ¼

1
2
KðpÞ dGþ 2dHþVt½ �; Bq

44 ¼ KðpÞ �4Vq
� �

;

ð18:14Þ

where B0
ij are the Fuchs moduli with the pair potential in models M1, M3, and M5

and were determined in our earlier work [18]. The short-range component of the
repulsion potential is calculated by the precise formula for the quadratic correction
W2 (see [53]) Vsr ¼ E 0ð Þ þW2 Snð Þ in model M5 and in the approximation S2 in
other models M3 and M1. Moreover, the van der Waals constant
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C ! C 1� A exp �brð Þð Þ in models M3 and M5 is predefined, and the “second”
neighbors are taken into account in the calculations of short-range forces [18]. In
the simplest model M1, A ¼ b ¼ 0 and only the first neighbors are taken into
consideration.

The results of calculating the Fuchs moduli Bij with consideration for three-body
and quadrupole interactions in dependence on the compression u ¼ DV=V0

(DV ¼ V0 � V pð Þ, where V0 is the volume at p ¼ 0), for Ne and Ar are shown in
Fig. 18.1 [54, 55]. As can be seen from Fig. 18.1a, c, the agreement between
experimental B11 [54], B44 [55] and its theoretical values is good and depends on
the model, selected to calculate the pair potential. Thus, it is advisable to select
model M5 [18] as a basis for Ne and M1 for Ar. The deviations of theory (cal-
culation based on models M3 and M5) from the experiment can be observed to
exhibit a certain trend: the theoretical modulus B11 lies slightly above the experi-
mental curves for light RGC.

The dependence of the shear modulus B33 on the compression has the same
character as B11 uð Þ (Fig. 18.1b).

Let us note that the linear pressure dependence typical for B0
ij pð Þ and B0

ij is
violated when three-body interaction and quadrupole interactions are taken into
account at a high pressure [18, 47].

Fig. 18.1 Pressure dependence of the second-order Fuchs elastic moduli a B11, b B33, and c B44

for (1) Ne and (2) Ar: (1, 2) calculation of B11 in this work with consideration for three-body and
quadrupole interactions as B11 ¼ B0

11 þBt
11 þBq

11 (18.14), where B
0
11 is determined by model M3,

(1′) calculations on the basis of B0
11 in model M5 for Ne, (2′) calculations on the basis of B0

11 in
model M1 for Ar, (1″, 2″, 3) experiment [54, 55]
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18.4 Third-Order Fuchs Elastic Moduli

Higher-order elastic moduli contain higher-order coordinate derivatives (higher
than second order ones) of the cohesive energy. Due to a rapid variation of the
interatomic potential with distance, the third-order Fuchs elastic moduli Bikl are
much higher than the second-order elastic moduli Bik and can serve as a good
applicability test for one or other theory. In the case of a cubic CI crystal, there exist
one first-order modulus B1 ¼ �pð Þ, three second-order moduli Bik, and six
third-order moduli Bikl (see, e.g., [19], p. 51). The three moduli B111, B133, and B144

can be found from the measurements (calculations) of dBik=dp at p ¼ 0, with which
they are related as

B111 ¼ �B
dB11

dp
þ 1

� �
;

B133 ¼ C0 � B
dB33

dp
;

B144 ¼ 1
3
C44 � B

dB44

dp
;

ð18:15Þ

where B and C0 are determined by (18.7) and (18.8);

dB11

dp
¼ dB

dp
þ 1

3
;

dB33

dp
¼ dC0

dp
� 1;

dB44

dp
¼ dC44

dp
� 1: ð18:16Þ

Table 18.1 contains the first-order derivatives, calculated by us in the model of
deformable atoms with consideration for three-body interactions for the bulk elastic
and shear moduli with respect to the pressure dBik=dp, the third-order Fuchs elastic
moduli Bikl (18.15) at p ¼ 0, the results of some other authors [24, 28], and the
experimental data [56].

To compare our results of calculations for Bikl with the results of calculations for
Cikl from the work [24], we have engaged the following relationships valid at p ¼ 0
(see, e.g., [19], p. 51):

B111 ¼ �Bþ 1
9
ðC111 þ 6C112 þ 2C123Þ;

B133 ¼ Bþ 4
3
C0 þ 1

6
ðC111 þC123Þ;

B144 ¼ Bþ 2
3
C44 þ 1

3
ðC144 þ 2C166Þ:

ð18:17Þ

As can be seen from the Table 18.1, our calculation of dB/dp is in very good
agreement with the experimental data [56] for Ar (error, *3%) and in slightly
worse agreement with them for Ne. The results of calculations [24, 28] based on the
empirical Lundqvist potential very poorly agree with the experiment [56] in
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comparison with our data. Unfortunately, there are no experimental data for the
derivatives of two shear moduli with respect to the pressure, and the results of our
calculations appreciably differ from the results of other authors, especially for
dC44=dp. The third-order elastic moduli Bikl, determined by the derivatives of the
second-order elastic moduli with respect to the pressure dBik=dp, show the same
behavior. Our calculations of B111 demonstrate the best agreement (at a precision to
5%) with the calculations, performed by Lehri and Verma [24] in the second
variant, described in the introduction. Our calculation of B133 for light RGC fits
within the range between the calculations [24] performed in two different models,
but is slightly lower for B144.

The values of dBik=dp for Ne and Ar are plotted as functions of the pressure in
Fig. 18.2 and Table 18.2. For comparison, we have also given the corresponding
calculation performed in the work [28] for dBik=dp through dCik=dp (18.16) on the
base of the three-body Lundqvist potential [32]. In both cases, all the three values of
dBik=dp descend with an increase in pressure to 15–25 GPa corresponding to the
compression u = 0.4–0.5 for Ne and Ar.

Fig. 18.2 Pressure
dependences of the
second-order Fuchs elastic
moduli derivatives
(1) dB11=dp, (2) dB33=dp, and
(3) dB44=dp with respect to
the pressure for a Ne and
b Ar: (1–3) calculation of
dBij=dp in present paper,
(1′–3′) calculation of dBij=dp
by (18.16), using dB=dp,
dC0=dp and dC44=dp,
obtained in the work [24]
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As can be seen from Fig. 18.2, our calculations and the calculations [28] are in
the best agreement for the pressure dependences of dB11=dp and dB44=dp in the
worst agreement for dB33=dp.

As we mentioned in the Introduction, a method for calculating isothermal bulk
moduli B and their pressure derivatives dB/dp for several crystals was presented in
[7]. Calculations for Ne and Ar crystals were performed at different compressions
based on several empirical equations of state [4, 33–36]. In order to make a
comparison of our results and calculations of the pressure derivative dB/dp, asso-
ciated with the Vinet equation of state [33], we use the expressions given in [7] as

(i) for the Vinet equation of state: p ¼ 3B0x�2ðx� 1Þ exp gð1� xÞ½ �;
(ii) for isothermal bulk modulus: B ¼ B0x�2 1þ gþ 1ð Þ 1� xð Þ½ � exp g 1� xð Þ½ �;
(iii) for pressure derivative of isothermal bulk modulus: dB

dp ¼ 1
3

xð1�gÞþ 2gx2

1þðgxþ 1Þð1�xÞ þ
h

gxþ 2
i
, where g ¼ 3

2 ðB0
0 � 1Þ; x ¼ V

V0

� 1=3
.

In contrast to the authors of [7], we have fitting parameters (bulk modulus B0

p ¼ 0ð Þ and its pressure derivative B0
0 at p ¼ 0, which are determined by acoustic

experiments (at low pressure) presented by Vinet et al. [33], namely, for Ne:
B0 = 1.08, B0

0 ¼ 8:4, and for Ar: B0 = 2.834, B0
0 ¼ 7:8. As can be seen from

Table 18.2 the value of dB/dp calculated by us from the Vinet equation of state and
by the authors of [7] (for Ne and Ar crystals) differ from each other, the difference is
of the order of 9%. The pressure derivative from the bulk modulus dB/dp, calcu-
lated by us with taking into account the three-particle interaction and quadrupole
interaction are in good agreement with the empirical calculations [7, 33]. If we
compare the calculated values dB/dp with the available experiment data at p ¼ 0,
presented in Table 18.1, we can say that the calculation of [7] is close to the
experiment in light RGC, and the present calculation is close to the experiment [56]
for Ar crystal.

18.5 Conclusion

When analyzing the elastic properties of compressed rare-gas crystals, we have paid
rather great attention to the comparison of our calculations for pressure derivative of
bulk modulus with experiment data at p ¼ 0 [56], and with empiric calculations [7,
24, 28] in a wide pressure range. It should be noted that the results of calculation of
the isothermal bulk modulus Bð Þ and its pressure derivative (dB/dp) given in [7], in
our opinion, are not correct, since the authors used the parameters of the Hama–
Suito equation of state [36]. The accuracy of the results [7] is limited applicability
of the five empirical equations of states.

A troubling thing in the work [24] is a great difference between the results of
calculations performed for dCik=dp and Cikl in two variants. The variant closer to
our data is the second one, in which the three-body interaction parameter is

18 Third-Order Fuchs Elastic Constants and the Pressure … 235



determined by the Cochran exponential formula [30]. In any case, the moduli B111

are close to our results, though their first-order derivative of the bulk elastic
modulus with respect to the pressure dB/dp poorly agrees with the experiment.

Good agreement obtained by us for dB/dp with the available experimental data
[56] at p ¼ 0 and an adequate description of Zener elastic anisotropy AZ pð Þ [50]
and, especially, the deviations from the Cauchy relation d pð Þ [43, 48, 49] allows us
to make a conclusion in favor of the predictive value of calculations for the elastic,
dynamic, and thermodynamic properties of compressed RGC in the model of
deformable and polarizable atoms on the base of the nonempirical short-range
potential.
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Chapter 19
The Investigation of Photoelectrical
and Optoacoustic Properties of ZnO—
Ferroelectric Structure

Leonid V. Grigoryev, Alex F. Kraychko, Anatoly V. Mikhailov,
Vachyslav G. Nefedov and Oleg V. Shakin

Abstract Currently, the direction of integrated photoelectronics is actively
developing, dedicated to the creation of UV photodetectors. In this regard, pho-
tosensitive acoustoelectronic amplifiers to incident UV radiation can compete with
classical photodetectors, such as photodiodes. The relevance of studying the
interaction of UV radiation with charge carriers in structures with surfactants is due
to the possibility of creating on its base thermostable sensors and radiometers of the
UV range.

19.1 Introduction

Currently, the investigation of the structural, luminescent, photovoltaic and
opto-acoustic properties of the semiconductor-ferroelectric structures on the base of
zinc oxide (ZnO) has attracted great attention of researchers. This is due to the
possibility of creating high-speed solid-state ultraviolet (UV) radiation sensors for
integrated optical information processing systems [1, 2]. These UV radiation sen-
sors are necessary for constructing optical sensor monitoring networks on their
base, for example, radiation-hazardous objects on which there is an explosive
atmosphere (hydrogen–oxygen, methane–air, gas–dust, etc.). The necessity of
studying photoelectric processes in structures containing a ZnO thin film on the
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surface of various active dielectric wafers is also due to the possibility of creating a
highly sensitive photosensor in a solid-state optocoupler operating in the UV range.
This optocoupler will be suitable for replacing the existing system “solid-state
scintillator—photoelectric multiplier”.

19.1.1 Research Purpose

The paper presents the results of investigating structural properties, photoconduc-
tivity and photoluminescence processes, as well as the optical-acoustic properties of
ZnO–LiTaO3 and ZnO–LiNbO3 thin-film structures.

19.2 Manufacture of Sample

Thin-film structures of ZnO–LiTaO3 and ZnO–LiNbO3 were manufactured on the
surface of polished plates of LiTaO3 and LiNbO3. Previously, all ferroelectric
substrates were cleaned of organic contaminants in polar and nonpolar solvents,
then they were washed in de-ionized water before the spraying operation. To clean
the traces of contamination and to increase the adhesion of the deposited film from
ZnO, the surfaces of the ferroelectric wafers used were ion bombarded. The thin
film of ZnO on the substrate surface was formed by the method of reactive
ion-plasma deposition [3]. The target for ion-plasma formation of the layer was a
high-purity Zn disk. Sputtering occurred in an oxygen-argon plasma at a constant
current of the magnetron. As a result of ion-plasma deposition, a thin film of ZnO
with a thickness of 1.5–1.2 lm was formed on the substrate surface.

19.3 Result and Discussion

X-ray diffraction investigation were carried out on a DRON-3M diffractometer with
CuKa = 1.542 Å radiation, the anode voltage of the X-ray tube was 25 kV. The
measurement was carried out in the Bragg range of angles 2h from 20 to 60° with
step D2h = 0.05°. The time for accumulation of pulses at the measurement point
was 10 s. Diffractograms of ZnO films in ZnO–LiTaO3 and ZnO–LiNbO3 struc-
tures, synthesized by ion plasma beam deposition, are shown in Fig. 19.1.

The semiconductor film ZnO on ferroelectric substrates has a low density of
structural defects, located at the interface of the ferroelectric-zinc oxide. The
diffractograms (Figs. 19.1a, b) show a high-intensity diffraction peak characteristic
of hexagonal ZnO (002), indicating the structural perfection of the synthesized thin
films and the presence of a distinguished axial texture in the direction of the axis
perpendicular to the substrate surface [4]. Reactive ion-plasma deposition of the
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thin-film ZnO layer on various ferroelectric substrates shows a change in the
intensity of the diffraction maxima responsible for the (100) direction. The formed
thin-film ZnO layer on LiNbO3 substrate did not lead to a shift in the diffraction
maxima (002) and (100) as compared to the position of similar maxima on the
diffractograms of ZnO–LiTaO3 structures. The intensity of the maximum respon-
sible for the (002) direction becomes larger in the ZnO–LiNbO3 structures com-
pared to the analogous peak in the ZnO–LiTaO3 diffractograms pattern. The
greatest intensity of diffraction maxima (002) is in the ZnO–LiNbO3 structure,
which also indicates the greatest perfection of the synthesized ZnO layer on this
structure. There are no shifts in the positions of the maxima on the diffractograms,
which can be explained by the absence of an increase in the interplanar distance in
ZnO arising in the synthesis of ZnO film on LiNbO3 substrates and to a lesser
extent on LiTaO3 substrates. According to X-ray diffraction analysis, all synthe-
sized ZnO films have a nanocrystalline structure. The crystalite sizes in the thin-film
ZnO layer of the structure “ZnO-ferroelectric”, calculated by the Selyakov-Scherrer

Fig. 19.1 X-ray
diffractogram of ZnO films in
ZnO–LiTaO3, a and ZnO–
LiNbO3, b structures
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formula [4], did not exceed 16 nm. Comparison of the literature data on the
character of the X-ray diffraction patterns of ZnO films, synthesized by the
high-frequency (HF) magnetron sputtering of the ZnO target [5], with above results
of X-ray diffraction analysis, shows correlation in the character of the diffraction
patterns in all cases. A joint analysis of the shape of the X-ray diffractograms of
films, synthesized by the methods of ion-plasma sputtering and HF magnetron
sputtering, shows the absence of diffraction maxima (100), (101), (102), (110) on
X-ray diffraction patterns of the samples, produced by the HF magnetron sputtering.
The average sizes of ZnO nanocrystals, synthesized by both methods, are practi-
cally equivalent.

Investigation of the photoluminescence properties of the structures was carried
out on a Perkin Elmer LS50B fluorescent spectrometer at room temperature, and the
wavelength of the exciting radiation was 320 nm. The photoluminescence spectra
(PL) of the structures under study are shown in Fig. 19.2. The intensity of pho-
toluminescence is given in relative units of sensitivity of the Perkin Elmer LS50B
fluorimeter.

Fig. 19.2 PL spectra of
ZnO–LiTaO3, a and ZnO–
LiNbO3, b structures
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All spectra contain a narrow intense luminescence band, located in the UV
region, the maximum of which lies in the spectral band of 350–380 nm. The
maximum of the luminescence band of the ZnO–LiTaO3 structure is at a wave-
length of 358 nm, the half-width is 15 nm. The maximum of the photolumines-
cence band for the ZnO layer deposited on the LiNbO3 surface corresponds to a
wavelength of 365 nm and a half-width of 16 nm, which coincides with the liter-
ature data on the photoluminescence of the ZnO layer. The intensities of this UV
band differ significantly in comparison with each other. The intensity of the UV
luminescence band of the ZnO–LiTaO3 sample exceeds by 3.95 times the intensity
of a similar UV photoluminescence band observed in the ZnO–LiNbO3 structure. In
addition, in the ZnO–LiNbO3 structure, the UV photoluminescence band is shifted
to the long-wavelength region in comparison with the analogous photolumines-
cence band in the ZnO–LiTaO3 structure. Such a ratio of the intensities of the
photoluminescence bands of the samples can be explained as follows: the process
responsible for intense photoluminescence in the UV range of the spectrum is the
recombination of exactions in the bulk of a semiconductor ZnO film [6, 7]. This is
supported by the position of narrow photoluminescence bands of all the investi-
gated structures in the UV range of the spectrum and their similarity to the exaction
of photoluminescence band in the ZnO film [7].

The significantly different intensity of UV luminescence bands suggests that the
concentration of exactions in the semiconductor layer in the ZnO–LiTaO3 and
ZnO–LiNbO3 structures is significantly different. The intensity of the photolumi-
nescence band of the ZnO–LiTaO3 structure in the UV range exceeds by 3.95 times
the intensity of the similar photoluminescence band, which suggests the largest
concentration of exactions in the volume of the ZnO semiconductor film in this type
of samples. In favor of this fact says, that the activation energy of optical traps lies
into range from 3.26 to 3.33 eV. In the structures of ZnO–LiTaO3, ZnO–LiNbO3,
broad luminescence bands being in the blue-green region of the visible spectral
range and having different peak half-widths and peak intensities are observed. In the
structure of ZnO–LiTaO3, the intensity of the wide photoluminescence band is less
than the intensity of the narrow UV band of photoluminescence by approximately
3.4 times. The maximum of the band is at a wavelength of 480 nm and has a
half-width of 105 nm. The intensity of the broad photoluminescence band of the
ZnO–LiTaO3 structure is the largest of the experimental structures and exceeds the
intensity of a similar band for the ZnO–LiNbO3 structure by 3.5 times. The max-
imum of the wide photoluminescence band for the ZnO–LiNbO3 structure is at a
wavelength of 500 nm, and the half-width is 120 nm. The peak photoluminescence
band in the blue-green region of the spectrum of the investigated ZnO-ferroelectric
structures has an asymmetric form with respect to the position of the maximum. In
this case, there is a region of smooth decrease in intensity, which may be due to the
luminescence of optically active defects with an activation energy from 2.53 to
1.87 eV. Optically active defects responsible for photoluminescence in this spectral
range include oxygen vacancies, which form during reactive ion-plasma synthesis
of ZnO thin film. The activation energy of optically active defects and the spectral
position of wide maxima have a correlation with the literature data [6, 7].
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The difference in the intensities of broad photoluminescence bands can be due to
different concentration of oxygen vacancies in the volume of ZnO thin film, formed
in reactive ion-plasma synthesis. The highest concentration of vacancies in oxygen
is observed in the ZnO layer of the ZnO–LiTaO3 structure. The investigation of the
spectral dependences of the photoconductivity currents was carried out on the
apparatus, described in [8].

Measurements of the photoconductivity currents were performed in the spectral
range from 220 to 460 nm by using a nanovoltmeter with a voltage source
(Keithley 6487) at room temperature. For these measurements, the samples were
placed in a fore vacuum cryostat and pumped to a pressure not exceeding 0.5 Pa.
Figure 19.3 shows the spectral dependences of the photoconductivity currents of
the investigated structures.

Analysis of the spectral dependences of the photoconductivity of the investi-
gated structures indicates a different intensity of the photostimulated current,
flowing through the layer zinc oxide. The magnitude of the maximum photocon-
ductivity current in the ZnO–LiTaO3 structure exceeds the maximum value of the

Fig. 19.3 Photoelectrical
current in ZnO–LiTaO3, a and
in ZnO–LiNbO3, b structures
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photostimulated current, recorded in the ZnO–LiNbO3 structure by 2.25 times. The
maximum photoconductivity of the ZnO–LiTaO3 structure is at 310 nm. The
maximum photoconductivity of the ZnO–LiNbO3 structure is at 345 nm. The shift
in the maximum photosensitivity of the ZnO–LiTaO3 structure to the
short-wavelength region compared to the photosensitivity of single-crystal ZnO can
be explained by the effect of the electric field, induced by the ferroelectric in the
near-surface region of the semiconductor. This shift in the maximum of the spectral
sensitivity is due to the contribution of the surface conductivity at the semicon-
ductor—ferroelectric interface and the resonance absorption of UV radiation in the
volume of the semiconductor layer. The magnitude of the electric field at the
semiconductor—ferroelectric interface is larger for the ZnO–LiTaO3 structure,
which also leads to an increase in the Pula-Fraenkel conductivity and, ultimately,
leads to a greater photosensitivity of the structure compared to ZnO–LiNbO3.

To investigation the optical-acoustic properties of the ZnO film, the pulsed laser
optoacoustic spectroscopy technique was used [9–11]. The laser radiation incident
on the surface of a solid can excite both surface acoustic waves (SAW) and bulk
acoustic waves [9]. We chose the generation conditions corresponding to the
excitation of surface acoustic waves. For this purpose, the incident UV radiation
was selected, which is completely absorbed in the zinc oxide layer and a laser
source SAW having a one-dimensional configuration was formed by means of a
cylindrical lens. The laser radiation incident on the absorbing surface of the zinc
oxide was in the form of a strip elongated along the surface of the ZnO film, and the
acoustic wave propagated along the surface of the semiconductor film perpendicular
to the light strip. We assume that the absorbing medium is structurally homoge-
neous and has an optic absorption coefficient a. The intensity of light in incident
laser radiation can be described by the function: IðtÞ ¼ I0 f ðtÞ. In this approach, the
laser-stimulated thermo-optical excitation of an acoustic wave is described by
equations [9, 10]:

@2/
@t2

� c20
@2/
@x2

¼ � ac20b
qcp

� �
I0 exp½�axf ðtÞ�; ð19:1Þ

v ¼ gradu;

where u is the scalar potential of the velocity field, b is the temperature coefficient
of medium expansion, v is the vibrational velocity of the particles of the medium, c0
is the speed of sound in the medium, cp is the specific heat at constant pressure, q is
the density of medium.

To solve (19.1), we used the spectral method, proposed in [9–11]. The experi-
mentally measurement value is the pressure, which in a plane acoustic wave is
defined as
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vðtÞ
c0

¼ pðtÞ
qc20

: ð19:2Þ

To excite the acoustic signal, we used He–Cd laser radiation at the fundamental
mode wavelength of 325 nm. The pulse duration of the laser radiation was 8–10 ns.
The energy in the pulse did not exceed 1.3 mJ. An electro-optical modulator was
used. The transverse distribution of the intensity of the laser radiation before
incidence on the cylindrical lens was close to Gaussian, the radius of the beam was
1.5 mm. The scheme for the installation of pulsed laser optoacoustic spectroscopy
is given in [12]. Since the ZnO layer is piezoelectric and semiconductor material,
the recording of ZnO propagating surface acoustic waves was carried out using a
system of planar interdigital electrodes made of aluminum sputtered on to the zinc
oxide surface. Registration of the ultrasonic waveform of the SAW was carried out
using a digital oscilloscope Keysight DSO4104A. The time dependence of the
pressure p(s), taking into account the diffraction effect in a traveling acoustic wave
(SAW), emitted into the zinc oxide layer can be described by the expression [9–11]:

pðsÞ ¼ pdðsÞþxd

Zs

0

pdðxÞdx; ð19:3Þ

where xd ¼ 2c0L2=a2 is the frequency of a wave with diffraction length of L, a is
the radius of the acoustic beam, coinciding with the radius of the laser beam, c0 is
the speed of sound in zinc oxide, pd(s) is the experimentally recorded profile of
optoacoustic pressure pulse.

When p(s) is registered, the time moment s = 0 corresponds to the arrival of the
front of the ultrasonic signal, excited by the incident laser pulse to the second SAW
receiver. Figure 19.4 shows the profile of the leading edge of the probing optoa-
coustic signal.

Based on the experimental data of optical-acoustic spectroscopy, the optical
absorption coefficient a in the thin film ZnO was calculated, the value of which was
a = 49.2 m−1. Comparing the obtained value of a with the literature data on the
optical properties of single-crystal and polycrystalline thin ZnO films, it is seen that
the optical absorption coefficient for thin zinc oxide films lies in the range from
a = 49.8 m−1 for films obtained by magnetron sputtering [5, 6], to a = 46.4 m−1

for films obtained by the sol-gel method [2]. In this regard, the optical absorption
coefficient, measured by the optical-acoustic method, correlates with the values of
a, obtained by other authors from the method of joint analysis of transmission and
reflection spectra of the zinc oxide layer. The error in measuring the optical
absorption coefficient a by an optoacoustic method directly depends on the error in
measuring the time dependence of the pressure at the front of the acoustic probing
signal. When using a 12-bit analog-to-digital conversion of the sounding acoustic
signal, used for digitization, the total measurement error did not exceed 3%. To
create a model of a solid-state UV optocoupler, a photosensitive acoustoelectronic

246 L. V. Grigoryev et al.



amplifier was chosen, with a receiving surface and a medium for forming a SAW
from a thin ZnO film. The choice in favor of the acoustoelectronic amplifier and the
rejection of the sensor in the form of a photodiode from ZnO was due to two
factors. First, the output signal of an acoustoelectronic amplifier, in contrast to a
photodiode, is practically independent of the temperature change. Second, the
output signal of the acoustoelectronic amplifier has a frequency modulation, which
increases the noise immunity of the UV sensor. To investigate the spectral sensi-
tivity of a UV solid-state optocoupler, a photosensitive acoustoelectronic amplifier
was formed on the surface of a ZnO layer and consisted of two interdigital probes
(Al) from Al and a sensor pad of zinc oxide between them. The scheme for
measuring the dependence of the frequency shift of the output signal of an
acoustoelectronic amplifier in the UV range of the spectrum was similar to given in
[13]. As a source of UV radiation, we used a light source on a xenon lamp and a
high-aperture monochromator MDR-12. With the help of a mirror condenser, the
light spot collimated purely over the area of the receiving sensor, without the

Fig. 19.4 Acoustic signals in
ZnO layer of ZnO–LiTaO3,
a and ZnO–LiNbO3,
b structures
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exposure of the interdigital electrodes. To view the frequency shift of SAW sygnal
was used a two-channel digital oscilloscope Keysight DSO4104A. The dependence
of the frequency shift of the output signal of the acoustoelectronic amplifier, in the
UV range of the spectrum, is shown in Fig. 19.5.

From the spectral dependence of the frequency shift, it is seen that in the range of
the maximum spectral sensitivity of the investigated structures (300–350 nm), the
frequency shift is in the range 50–70 kHz. It should be noted that spreading a useful
signal is not difficult, either with the help of narrow-band analog filters, or with the
help of digital filter.

19.4 Conclusion

The conducted investigation has shown the possibility of creating a UV sensor with
a output frequency based on a photosensitive acoustoelectronic amplifier. The
maximum spectral sensitivity of the ZnO–LiTaO3 and ZnO–LiNbO3 structures lies
in the range 310–350 nm. The magnitude of the frequency shift in the range of the
highest spectral sensitivity of the investigated structures (310–350 nm) belongs to
the range 50–70 kHz. The formation of a UV radiation sensor, based on the ZnO-
ferroelectric structure in the integrated optical structure, will allow the creation of
sensor systems on a crystal with fully optical control.

Acknowledgements This work was supported by the Russian Foundation for Basic Research
(grant No. 16-07-00237).

Fig. 19.5 Frequency shift at
output signal of
acoustoelectrical amplifier in
UV spectral range
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Chapter 20
Structural Features and Optical
Properties of Lithium Niobate Crystals

Nikolay V. Sidorov, Mikhail N. Palatnikov, Natalya A. Teplyakova,
Alexander V. Syuy and Dmitry S. Shtarev

Abstract The behavior of the band gap, photorefractive and electroconductive
properties depending on the composition, structural features and the defect state of
LiNbO3 crystals, nominally pure and doped, obtained both in a single and in
different growing technologies, are studied by a set of methods.

20.1 Introduction

Lithium niobate single crystal (LiNbO3) belongs to one of the most important
materials of electronic engineering, the physical properties of which can be sub-
stantially controlled by its composition [1–3]. The optical homogeneity of crystals
is directly related to structural ordering, largely determined by the growing method
[4] and relates to one of the fundamental problems of modern materials science. The
presence of optical inhomogeneities leads to a change in the physical parameters of
the crystals, such as electro-optical coefficients, the refractive index, the absorption
coefficient, etc. The presence of optical inhomogeneities in crystals leads to the
appearance of regions with biaxiality [5]. All the above deviations of the physical
parameters of lithium niobate single crystals lead to incorrect operation of opto-
electronic devices, which are made on the base of these crystal. The chemical
composition, physico-chemical parameters of the charge and starting materials for
the synthesis of charge have a determining effect on the production of crystals with
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a high degree of structural units, ordering similar to those of stoichiometric com-
position [6–9]. Fine features of the cation sublattice ordering in lithium niobate
crystals are already formed at the stage of charge preparation.

In the lithium niobate crystal, in addition to deep electron traps, created by point
photorefractive centers (mainly by NbLi defects—Nb5+ ions, located at Li+ ions
sites within a perfect structure of stoichiometric composition), there are many small
traps that affect the effect of photoinduced change in refractive indices (photore-
fraction effect, optical damage) and electrical properties [3, 10, 11]. In addition,
lithium niobate is a phase of variable composition, which, by doping and variation
of stoichiometry, both radically change the properties and subtly control the
physical characteristics of the crystal [1, 3]. The number of NbLi defects and small
electron traps depends on the crystal composition [3]. In nominally pure crystals
with an increase in the R = Li/Nb ratio, the number of deep electron traps (NbLi
defects) decreases, but at the same time the number of defects in the form of small
electron traps increases [3, 12].

When the laser radiation is applied to a ferroelectric LiNbO3 crystal, a spatial
separation of the charge occurs as a result of photoexcitation processes (drift and
electron diffusion) and an internal electric field arises that leads to a photoinduced
change in the refractive indices at the location of the radiation [1, 3, 12, 13]. In the
LiNbO3 crystal, the photovoltaic mechanism is the predominant photorefraction
mechanism. The value of the photovoltaic field is much larger than the value of the
diffusion field [3, 12, 13]. In addition, under the action of laser radiation, Rayleigh
photoinduced light scattering (PILS) occurs on static and dynamic (fluctuating)
defects with changed refractive index, induced by laser radiation [14, 15]. In this
case, the value of the electro-optic effect determines the angle of the PILS indicatrix
opening. Photoinduced light scattering in the LiNbO3 crystal occurs predominantly
along the polar Z axis [14, 15]. The magnitude and speed of PILS development are
determined by the photorefractive sensitivity and speed of photorefractive record of
information in electro-optical crystals [15, 16]. The magnitude of the photore-
fraction effect, photo- and electrical conductivity in the LiNbO3 crystal widely vary
depending on the composition [3, 14–22]. In this case, the band gap width must
change. The band gap for a nominally pure congruent crystal is 3.72 eV. This is
close to the value characteristic for wide-gap semiconductors [13, 16, 23]. By
reducing the band gap width, we can approximate the LiNbO3 crystal properties to
semiconductor crystals, which allows us to develop materials with cross effects.

In this paper, we have investigated a series of congruent crystals, doped with
cations Mg2+(0.35 wt%), Zn2+(2.05), B3+(0.12), Gd3+(0.26, 0.44, 0.51), Y3+(0.46),
Gd3+(0.23):Mg2+(0.75), Mg2+(0.86):Fe3+(0.0036), Ta5+(1.13):Mg2+(0.01), Y3+

(0.24):Mg2+(0.63), Er3+(3.1), nominally pure stoichiometric lithium niobate crystal
(LiNbO3stoich). We also studied congruent crystals, grown from a charge, obtained
using cyclohexanone LiNbO3cong(CHN) as an extractant, as well as from a charge,
obtained using cyclohexanone and dimethylamides of carboxylic acids as extractants,
LiNbO3cong(CHN + DCA).

The investigated crystals have low effect of photorefraction and are promising
materials for frequency converters, electro-optical modulators and shutters, optical
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materials with micron and submicron periodic structures. Double doping is per-
spective for obtaining of crystals with increased optical damage resistance.

20.2 Method

Growth of LiNbO3 single crystals was carried out by the Czochralski method in the
air atmosphere [7]. The dopant was introduced directly into the melt in the form of
the corresponding oxide with impurities less than 10−4 wt%. We have used the
lithium niobate charge, produced in I.V. Tananaev Institute of Chemistry and
Technology of Rare Elements and Mineral Raw Materials of the Kola Science
Center of the Russian Academy of Sciences; the technology is described in the
work [24]. Stoichiometric crystals were grown from the melt with 58.6 mol% Li2O.
The growth of congruent crystals was made from a charge of a congruent com-
position (48.6 mol% Li2O), synthesized from different initial components: niobium
pentoxide obtained using cyclohexanone as an extractant (a charge of CHN) and
niobium pentoxide obtained using dimethylamides of carboxylic acid (charge
CHN + DCA) as an extractant [3, 25]. In the first case (LiNbO3cong(CHN) crystals),
we have used the CHN charge, and in the second case (LiNbO3cong(CHN + DCA)
crystals), we have used mixed in a certain proportion CHN charge and
CHN + DCA charge. The crystal growing process is described in detail in [3].
Crystalline samples for the studies had the form of rectangular parallelepipeds
measuring *7 � 6 � 5 mm3 (±2 mm) with ribs coinciding in direction with the
crystal-physical axes X, Y, Z, where the Z-axis is the polar axis of the crystal. The
edges of the parallelepipeds were thoroughly polished.

The determination of the absorption edge was carried by MDR-41 monochro-
mator. To determine the band gap width, the transmission spectrum of the crystal
was recorded. According to the obtained dependence of the intensity of radiation
passing through the crystal an inverted spectrum (absorption spectrum) was con-
structed. The source of radiation was a deuterium lamp. The obtained absorption
spectrum in the decreasing linear part of the curve was approximated by a straight
line before crossing with the abscissa axis. The intersection point of this line and the
abscissa axis is the wavelength corresponding to the absorption edge of the crystal.
The width of the band gap was determined by the formulae E = hc/k, where k is the
wavelength corresponding to the absorption edge, h is the Planck constant, and c is
the speed of light in a vacuum. The error of determining the edge of the absorption
edge is ±1.0 nm.

PILS was excited by a laser Nd:YAG (MLL-100), ko = 532 nm, I * 6.29 W/cm2.
The scattered radiation falls on a semitransparent screen placed behind the crystal,
and is recorded by a digital video camera. The experimental setup and the procedure
for determining the PILS indicatrix are described in detail in [15, 26]. In PILS
experiments, the laser beam is directed along the Y-axis, and the intensity vector E of
the electric field of the laser radiation is parallel to the polar Z-axis of the crystal. The
values of the intensities of the photovoltaic and diffusion electric fields, as well as
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the induced birefringence in view of the Selmeyer formulae, were determined in the
investigated crystals by the parameters of the PILS indicatrix. The installation and
methods for determining of the electro-optical coefficients by the interference
method and the photoelectric fields are described in detail in the works [27–31].
The error in calculating the photoelectric fields under the experimental conditions is
5–10%. The method of conoscopic studies is described in [32–34]. The laser radi-
ation was used Nd:YAG (MLL-100) (ko = 532.0 nm, intensity up to 3.54 W/cm2).
In the PILS experiments and in conoscopic studies, the sample was mounted on a
movable two-coordinate optical stage, which made it possible to obtain a number
of PILS and conoscopic pictures corresponding to different sections of the sample.
The conoscopic picture is recorded on a translucent screen by a digital camera.

The Raman spectra were excited with a 514.5 nm band of the Spectra Physics
argon laser (model 2018-RM) and recorded with a Horba Jobin Yvon T64000
spectrograph using a confocal microscope. In this case, Raman spectra were excited
by low-power radiation (P < 3 mW) to exclude the effect of the photorefraction
effect on the spectrum. All spectra are recorded at a resolution of 1.0 cm−1 at room
temperature. Spectra processing is performed using the Horiba LabSpec 5.0 and
Origin 8.1 software package. The error of determining the frequencies, widths and
band intensities is ±1.0, ±3.0 cm−1 and 5%, respectively.

20.3 Result and Discussion

Table 20.1 demonstrates the results of calculating the band gap width from the
absorption spectra of LiNbO3 crystals of different compositions, the values of the
photoelectric fields (photovoltaic EPV and diffusion ED), and the angle of the PILS
indicatrix. In the series of studied crystals the photoelectric fields and the effect of
photorefraction (induced birefringence) are minimal for crystals LiNbO3:Er(3.1 wt%),
LiNbO3:Gd(0.23 wt%):Mg(0.75), LiNbO3:Y(0.46 wt%), lithium niobate crystal of
stoichiometric composition (LiNbO3stoich) and maximal for crystal LiNbO3:Mg
(0.35 wt%) (Table 20.1). Note that the photoelectric fields and the magnitude of the
induced birefringence were determined taking into account the geometric dimen-
sions of the crystals, their orientation in the optical scheme and at the same value of
the scattered radiation angle *6°. We took into account that most of the crystals
under study had a clearly reduced photorefraction effect and the largest angle of
PILS indicatrix deviation hardly reached 15°. Only in the LiNbO3stoich crystal, the
angle of PILS indicatrix reached 56°, with the maximum photovoltaic
field *7.5 kV/cm.

It can be seen from the obtained data that the band gap width for the studied
crystals is in the range 3.25–3.84 eV. Crystals of LiNbO3:B(0.12 wt%), LiNbO3:
Gd(0.26 wt%) have the smallest width of the band gap as well as crystals with
double doping LiNbO3:Fe(0.0036 wt%):Mg(0.86), LiNbO3:Ta(1.13 wt%):Mg
(0.011), Table 20.1. Crystals LiNbO3:Gd(0.23 wt%):Mg(0.75) and LiNbO3:Zn
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(2.05 wt%) have the greatest width, Table 20.1. In the congruent crystal
(LiNbO3cong), the width of the band gap is close to the maximum (3.72 eV). In this
case, the electrical conductivity of a congruent crystal is � 10−16–10−15 (X�cm)−1

[35, 36], the conductivity in the directions along the polar Z-axis is much lower than
the conductivity perpendicular to the axis [35, 36]. The stoichiometric crystal,
according to our data, is characterized by an average value of the band gap width
(3.48 eV). Data on the electrical conductivity of the stoichiometric crystal were not
found by us. Thus, the composition of the lithium niobate crystal, which affects the
features of its secondary structure [3, 10], significantly affects the width of the band
gap, the electrical conductivity and the photoelectric fields. Note that for weakly
colored crystals LiNbO3:Fe(0.0036 wt%):Mg(0.86) and LiNbO3:Er(3.1 wt%), the
absorption bands of the doping element can influence the absorption bands of
the crystal [37–39]. Moreover, the closer the corresponding absorption bands to the
edge of fundamental absorption is, the stronger is this influence.

Thus, for the studied crystals, a correlation is observed in the values of the band
gap, the magnitude of the photoelectric fields, the magnitudes and time dependence
of the PILS parameters, the type of conoscopic figures and Raman spectra,
Figs. 20.1 and 20.2; Tables 20.1 and 20.2. The defects with electrons, localized on
them, are responsible for effect of photorefraction in a LiNbO3 crystal. The main
defects in a nominally pure crystal are Nb5+ cations, located at the sites of Li+

cations in a perfect structure (NbLi), and defects in the form of shallow electron

Table 20.1 Photoelectric parameters of the PILS and the of band gap width of lithium niobate
crystals at t = 25 °C

Crystal kg
(nm)

ΔEg (eV) k = 532 nm, I * 6.29 W/cm2

Epv

(V/cm)
ED

(V/cm)
Dn 10−5

aLiNbO3:Gd(0.23 wt%):Mg
(0.75)

323.8 3.84 ± 0.012 3800 745 5.3

aLiNbO3:Zn(2.05 wt%) 323.0 3.83 ± 0.012 4770 75 5.6
aLiNbO3cong 334.2 3.72 ± 0.011 5620 104 6.7
aLiNbO3:Er(3.1wt%) 335.2 3.71 ± 0.011 4400 81 5.2
aLiNbO3:Mg(0.35 wt%) 341.0 3.65 ± 0.011 7405 295 9.0

LiNbO3:Y(0.24 wt%):Mg
(0.63)

342.2 3.63 ± 0.011 5440 98 6.5

LiNbO3:Y(0.46 wt%) 346.4 3.59 ± 0.01 4340 237 5.3

LiNbO3stoich 360.0 3.48 ± 0.01 3178 1360 5.3

LiNbO3:B(0.12 wt%) 380.0 3.27 ± 0.009 5374 99 6.4
aLiNbO3:Gd(0.26 wt%) 380.0 3.27 ± 0.009 – – –
aLiNbO3:Fe(0.0036 wt%):
Mg(0.86)

382.4 3.25 ± 0.009 4655 127 5.6

LiNbO3:Ta(1.13 wt%):Mg
(0.01)

380.0 3.27 ± 0.009 6052 115 7.1

aFor these crystals the PILS indicatrix does not develop at I * 6.29 W/cm2
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traps [3, 10–13]. Moreover, the greater the value of R = Li/Nb is, the less the NbLi
defects present in the crystal, but the more defects in the form of shallow electron
traps present in the crystal [3, 10, 12]. From the data obtained, it is also seen that the
higher photoelectric fields are created in the crystal, the greater the effect of pho-
torefraction is and the farther the PILS indicatrix stretches. At the same time, the
induced birefringence increases, this manifests in conoscopic figures.

Fig. 20.1 Conoscopic figures of lithium niobate crystals, power of laser radiation: *1 mW
(a); *90 mW (b): 1. LiNbO3:Gd(0.51 wt%), 2. LiNbO3:Mg(0.35 wt%), 3. LiNbO3:Gd(0.23
wt%):Mg(0.75), 4. LiNbO3:Zn(2.05 wt%), 5. LiNbO3:Er(3.1 wt%), 6. LiNbO3:Fe(0.0036 wt%):
Mg(0.86). 7. LiNbO3:B(0.12 wt%), 8. LiNbO3:Ta(1.13 wt%):Mg(0.011), 9. LiNbO3:Y(0.46 wt%),
10. LiNbO3:Y(0.24 wt%):Mg(0.63)
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Figures 20.1 and 20.2 demonstrate conoscopic figures of the studied crystals.
When the crystals are irradiated with 1 mW radiation, the conoscopic figures reflect
the state of structural defectiveness of the crystal (determined by the composition
and crystal growing conditions) in the absence of the photorefraction effect. When
laser radiation of power P = 90 mW (k = 532 nm, d = 1.8 mm) excites conoscopic
figures, defects, induced by laser radiation is additionally manifested.

On conoscopic figures of crystals LiNbO3cong, LiNbO3:Gd(0.51 wt%), LiNbO3:
Mg(0.35 wt%), LiNbO3:Gd(0.23 wt%):Mg(0.75), LiNbO3:Zn(2.05 wt%), LiNbO3:
Er(3.1 wt%), LiNbO3:Fe(0.0036 wt%):Mg(0.86), excited by laser radiation of 90
mW, no additional distortions were observed, in comparison with the conoscopic
figures obtained at the radiation power of 1 mW (k = 532 nm, d = 1.8 mm),
Figs. 20.1(1–6) and 20.2(1, 2). For these crystals, there was no disclosure of the
PILS indicatrix, Table 20.1.

Conoscopic figures of LiNbO3cong crystals, as well as LiNbO3:Mg(0.35 wt%),
LiNbO3:Er(3.1 wt%), Figs. 20.1(2, 5) and 20.2(1, 2) correspond to practically
perfect conoscopic figures of a uniaxial optically inactive crystal. It is type of
figures, which testify the optical homogeneity of the samples and a good optical
quality.

Conoscopic figures of lithium niobate crystals LiNbO3:Gd(0.51 wt%), LiNbO3:
Gd(0.23 wt%):Mg(0.75), LiNbO3:Zn(2.05 wt%), LiNbO3:Ta(1.13 wt%):Mg
(0.011), LiNbO3:Y(0.24 wt%):Mg(0.63), Fig. 20.1(1, 3, 4, 8, 10) contain typical
features of biaxial crystals, namely deformation of isochromes and “Maltese cross”
with its clarification and rupture into two parts in the center of the field of view.

Fig. 20.2 PILS figures of crystals: a LiNbO3cong(CHN); b LiNbO3cong(CHN + DCA);
c LiNbO3stoich. k0 = 532 nm, I = 6.29 W/cm2; conoscopic figures of crystals: (1),
(2) LiNbO3cong(CHN); (3), (4) LiNbO3cong(CHN + DCA); (5), (6) LiNbO3stoich; k0 = 532 nm,
I = 0.039 and 3.54 W/cm2
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In this case, the isochromes have the form of ellipses. The “Maltese Cross” is
divided into two parts with their shift in the direction from the center, corresponding
to the direction of deformation of the optical indicatrix of the crystal. When the
laser radiation power is increased to 90 mW, the signs of anomalous optical
biaxiality on crystal conoscopic figures LiNbO3:Gd(0.51 wt%), LiNbO3:Zn(2.05 wt
%) and LiNbO3:Ta(1.13 wt%):Mg(0.011), Fig. 20.1(1, 4, 8) decrease. The cono-
scopic figures of these crystals become less deformed, which is obviously related to
the “healing” of defects in crystals by the laser radiation.

On the conoscopic figures of crystals LiNbO3stoich, LiNbO3:B(0.12 wt%),
LiNbO3:Ta(1.13 wt%):Mg(0.011), LiNbO3:Y(0.46 wt%), LiNbO3:Y(0.24 wt%):
Mg(0.63), for which the PILS indicatrix was revealed, Table 20.1, with an increase
in the laser radiation power up to 90 mW, additional anomalies appear that are
absent in the conoscopic figures at 1 mW. It is obviously associated with the
appearance of defects induced by laser radiation in the crystal structure. Especially
strong deformation of conoscopic figures with increasing in laser radiation power is
characteristic for crystals LiNbO3stoich and LiNbO3:Y(0.24 wt%):Mg(0.63),
Figs. 20.1(10) and 20.2(6) for which a rapid disclosure of the PILS indicatrix is
characteristic, Table 20.1. The appearance of an anomalous optical biaxiality with
increasing in the laser radiation power is probably connected with the existence of
local regions in a crystal with birefringence.

For crystals LiNbO3cong, LiNbO3:Gd(0.51 wt%), LiNbO3:Mg(0.35 wt%),
LiNbO3:Gd(0.23 wt%):Mg(0.75), LiNbO3:Zn(2.05 wt%) even at a relatively high
intensity of the exciting radiation (I * 6.29 W/cm2) photorefractive response is
absent, the PILS indicatrix is not revealed, but only circular scattering is observed
on static structural defects. The scattering figure does not change in time and retains
a shape close to the circle throughout the experiment. At the same time for crystals
LiNbO3stoich, LiNbO3:B(0.12 wt%), LiNbO3:Ta(1.13 wt%):Mg(0.011), LiNbO3:Y
(0.46 wt%), LiNbO3:Y(0.24 wt%):Mg(0.63) a photorefractive response is charac-
teristic of crystals, Table 20.1, and the disclosure of the PILS indicatrix is observed
with the appearance of a pronounced three-layered speckle structure that signifi-
cantly changes over time. In this case, energy is transferred from the central region
of the PILS figure (the region of the laser beam incidence) to the scattered radiation.
For crystals LiNbO3stoich, LiNbO3:B(0.12 wt%), LiNbO3:Ta(1.13 wt%):Mg(0.011),
PILS images opened for *60 s, and they transform with time into an oval
(“comet”) shape from the round shape (first seconds of excitation), and then take the
form of an asymmetric “eight” oriented along the polar axis of the crystal. In the
positive direction of the polar axis, coinciding with the direction of the spontaneous
polarization vector, a larger “petal” of the figure “eight” develops, and in the
negative direction, the smaller one. For this group of crystals, the gradual transfer of
energy of different layers of the PILS figure in the direction of the polar axis of the
crystal is also characteristic over time. For crystals LiNbO3:Y(0.46 wt%) and
LiNbO3:Y(0.24 wt%):Mg(0.63), the disclosure of the PILS indicatrix is much faster
than the rest of the crystals during the first second of irradiation of the crystal by
laser radiation. It is noteworthy that for crystals LiNbO3stoich, LiNbO3:B(0.12 wt%),
LiNbO3:Ta(1.13 wt%):Mg(0.011), LiNbO3:Y(0.46 wt%), LiNbO3:Y(0.24 wt%):
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Mg(0.63), difference is less in comparison with other crystals, the band gap width,
the strongest photorefractive response is observed and the PILS indicatrix reveals
the greatest opening, Table 20.1.

Table 20.2 shows the values of some Raman bands widths of crystals
LiNbO3stoich, LiNbO3cong, LiNbO3:B(0.12 wt%), LiNbO3:Y(0.46 wt%), LiNbO3:Y
(0.24 wt%):Mg(0.63), LiNbO3:Gd(0.44 wt%), LiNbO3:Zn(2.05 wt%), corre-
sponding to fundamental vibrations A1(TO) and E(TO) type symmetry, occurring,
respectively, along and perpendicular to the polar axis of the crystal. It can be seen
that the smallest values of the width of the majority of bands have the Raman
spectrum of crystals LiNbO3stoich and LiNbO3:B(0.12 wt%), and the largest values
for the spectrum of the crystal LiNbO3:Zn(2.05 wt%). Moreover, the strongest
dependences of the widths on the crystal composition are characteristic for bands
with frequencies 630 A1(TO) and 576 cm−1 (E(TO)), corresponding, respectively,
to the completely symmetric and doubly degenerate vibrations of the oxygen atoms
of the octahedra O6. Unusual is that the band with frequency 576 cm−1 has the
largest width in the spectrum of the crystal LiNbO3:B(0.12 wt%), in comparison
with other studied crystals, Table 20.2. This can be explained by the fact that
non-metallic cations B3+ practically do not enter the structure of the crystal LiNbO3,
but they structure the melt, thus affecting the structural features and optical prop-
erties of the crystal. With a content of about 1.2 mol% B2O3 in the melt, in the
crystal there will be only *4 � 10−4 mol% B2O3, which corresponds to the
concentration of uncontrolled trace of numerous cationic impurities in the crystal
LiNbO3 (Zr, Mo, Ca, Fe, Ti, Si et al.) [7–9, 24].

According to the Raman tensor in the spectrum in the scattering geometry
YðZXÞY, only bands, corresponding to oscillations of the E (TO) type of symmetry,
should be present [3]. However, in the Raman spectra of all the studied crystals,
owing to the presence of the photorefraction effect, there is a band with fre-
quency *630 cm−1, which corresponds to the totally symmetric vibrations of
oxygen octahedra of the A1 type of symmetry. By measuring the intensity of the
“forbidden” band with frequency 630 cm−1, it is possible to estimate the magnitude
of the photorefractive effect [3]. At the same time, the width of this band, as well as
the band width with frequency 576 cm−1 (E(TO)), indicates a degree of distortion of
oxygen octahedra O6. Table 20.2 shows that the minimum band width with fre-
quency *630 cm−1 is observed for a crystal LiNbO3stoich, characterized by the most
ordered cation sublattice, but a high photorefraction effect. Band width with fre-
quency *630 cm−1 in the spectrum of crystals LiNbO3stoich, LiNbO3:B(0.12 wt%),
LiNbO3:Y(0.46 wt%), LiNbO3:Y(0.24 wt%):Mg(0.63), for which there was a dis-
closure of the PILS indicatrix, Table 20.1, increases, in comparison with the width in
the spectrum of the crystal LiNbO3cong, Table 20.2. However, the increase in width
occurs not in proportion to the increase in the opening angle of the PILS indicatrix,
Tables 20.1 and 20.2. The greatest angle of disclosure of the PILS indicatrix is
observed for a crystal LiNbO3stoich, Table 20.1, and the largest band width with
frequency *630 cm−1 for crystal LiNbO3:Y(0.46 wt%), Table 20.2. In addition,
the width of this band in the Raman spectrum of crystals LiNbO3:Gd(0.44 wt%) and
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LiNbO3:Zn(2.05 wt%) is broader than in the spectrum of the crystal LiNbO3stoich,
Table 20.2. This is because the contribution to the width of the band with fre-
quency *630 cm−1 is brought not only by the effect of photorefraction, but also by
the degree of distortion of the oxygen octahedra of the crystal, which depends on the
composition. The distortion of oxygen octahedra is influenced, first of all, by dif-
ferences in the ionic radii of the doping cations and ions Li+, Nb5+, the nature of the
bonds, formed by cations with oxygen ions, as well as the particular order in the
location of the basic and doping cations and vacancies along the polar axis.

Usually single crystals of congruent composition (R = Li/Nb = 0.946) are
applied. At the same time, for the production of materials with submicron peri-
odically polarized domain structures, perfected lithium niobate single crystals of
stoichiometric composition (Li/Nb = 1) have a significant advantage in comparison
with congruent crystals because they have a significantly lower (five times or more)
coercive field [6]. However, stoichiometric crystals grown from a melt with
58.6 mol% Li2O are characterized by a high inhomogeneity of the refractive index
along the growth axis, and also, much higher than the congruent crystal effect of
photorefraction (optical damage) [3, 6, 12, 26, 40]. In addition, the considerable
heterogeneity of the composition along the length of the monocrystal, arising
during the growth process, makes it difficult to grow stoichiometric crystals of
sufficiently large size [1, 3], suitable for industrial manufacturing of optical ele-
ments. Congruent single crystals have a high constancy of the refractive index
along the growth axis [1, 3].

Figure 20.2 demonstrates PILS figures and conoscopic pictures of a stoichio-
metric single crystal LiNbO3stoich and congruent single crystals grown from a
charge of various geneses. Single crystals of congruent composition are grown from
a charge, obtained using cyclohexanone as an extractant — LiNbO3cong(CHN), as
well as from the charge, obtained using cyclohexanone and dimethylamides of
carboxylic acids as extractants — LiNbO3cong(CHN + DCA) [3]. Laser conoscopy
methods and PILS do not give direct information about the features of the internal
structure of crystals and defects that determine their photorefractive properties, but
they allow obtaining preliminary information on optical homogeneity and pho-
torefractive properties of crystals, which is important at the stage of development of
technology for growing lithium niobate crystals.

PILS, arising on spatial microdefects with a laser (static) or fluctuating refractive
index, changed under the influence of laser radiation, causes a strong destruction of
the laser beam in the crystal and is an interfering factor for the generation and
transformation of radiation [14, 15]. The shape and features of the speckle structure
of the PILS indicatrix depend on the features of the structure of the crystal, the
state of its defectiveness, and also on the polarization of the radiation and the
geometry of the experiment [14, 15].

For crystal LiNbO3cong(CHN) even after irradiation for 10 min by laser radiation
with a power density 6.29 W/cm2, the PILS indicatrix is not disclosed, but only
circular scattering is observed on static structural defects, Fig. 20.2a. It should be
noted that the central layer of the speckle structure of the crystal LiNbO3cong(CHN)
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PILS, Fig. 20.2a, corresponding to the cross-section of the laser beam, disappears
almost completely within the first 30 s after the beginning of the irradiation of the
crystal, then reappears.

At the same time, crystals LiNbO3cong(CHN + DCA) and LiNbO3stoich PILS
figures vary considerably over time, Fig. 20.2b, c. Indicatrix of PILS froms a
rounded shape with time is transformed first into an oval (“comet”) shape, and then
takes the form of an asymmetric “eight”, oriented along the polar axis of the crystal.
For these crystals, the gradual shift of the intensity of different layers of the PILS
figure in the direction of the polar axis of the crystal is also characteristic over time,
Fig. 20.2b, c. For the crystal LiNbO3stoich indicatrix of PILS is revealed in the first
seconds of irradiation, Fig. 20.2c. The opening angle of the PILS is 66° and 56° for
crystals LiNbO3cong(CHN + DCA) and LiNbO3stoich, respectively.

Often a congruent charge of lithium niobate [3] leads to appearance of a slightly
greenish or yellowish-greenish color in single crystals. The presence of the color
can limit the possibility of single crystals application for optical devices that require
optical perfection of the material. The appearance of color is due to the appearance
in the crystal of cluster defects in the form of molecular complexes on the base of
intrinsic and impurity defectiveness. This defectiveness is partly laid down at the
stage of preparation of the initial niobium pentoxide by extraction [3]. It is possible
to obtain perfectly colorless (water white) LiNbO3 crystals using a mixture of
charge synthesized from niobium pentaoxides produced with the help of different
extractants: carboxylic acid amides and cyclohexanone. Apparently, the use of
lithium niobate charge, mixed in a certain proportion of different genesis, leads to
compensation of defect formation mechanisms and to the absence of visible color of
the crystal. Comparative studies of crystals, grown from one type of charge,—
LiNbO3cong (CHN) and from the mixture—LiNbO3cong(CHN + DCA) showed
significantly higher optical homogeneity, as well as an absolute visual colorlessness
(water white) in crystals, grown from a mixture of charge, synthesized from nio-
bium pentaoxides, produced by various extractants [3]. In addition, for the crystal
LiNbO3cong(CHN + DCA) the fundamental absorption edge is essentially shifted to
the region of short wavelengths in comparison with the crystal LiNbO3cong(CHN)
[41], which means it has a substantially larger optical transparency window. The
latter indicates a higher degree of structural perfection of congruent crystals
LiNbO3cong(CHN + DCA), apparently, approaching the degree of structural per-
fection of crystals of stoichiometric composition LiNbO3stoich.

It was established in [14] that small electronic traps can form in structurally
imperfect lithium niobate crystals. In such crystals, the contribution of the energy of
the electronic subsystem to the total energy of the crystal is high [23]. At the same
time, the photorefractive effect is noticeably reduced due to an increase in the
efficiency of the eradicative recombination of photo-excited carriers without their
capture to deep levels. The reasons for this are that when the crystal is illuminated
by the laser radiation, there are two competing processes. On the one hand, with an
increase in the degree of structural perfection in the crystal, the number of charged
defects and associated deep trapping levels in the band gap decreases, on the other
hand, the number of small traps (“sticking levels” [14]) decreases and, accordingly,
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decreases the probability of eradicative recombination photoexcited carriers. The
main part of the photoelectrons is captured by the existing deep traps.
Consequently, uncompensated internal electric fields that affect the refractive index
and determine the photorefractive properties of the crystal become larger. This,
apparently, explains the greater effect of photorefraction in more structurally perfect
crystals LiNbO3stoich and LiNbO3cong(CHN + DCA) in comparison with the crystal
LiNbO3cong(CHN), Fig. 20.2.

The optical homogeneity of the crystals was investigated by laser conoscopy at
laser power densities (I) (ko = 532 nm) 0.039 и 3.54 W/cm2, Fig. 20.2.

For the crystal LiNbO3cong(CHN), standard conoscopic pictures of a uniaxial
crystal of high optical quality are observed, Fig. 20.2(1, 2). On the background of
concentric rings-isochromes, the branches of the “Maltese cross”, formed by two
isogyres of minimum intensity, intersect at the center of the field of view, per-
pendicular to each other and coincide with the transmission axes of the polarizer
and analyzer.

Crystal LiNbO3cong(CHN + DCA) conoscopic figures at radiation power density
0.039 W/cm2 have a standard shape, corresponding to a uniaxial crystal, and
consist of a contrasting black “Maltese cross”, which is superimposed on concentric
rings-isochromes, centered at the exit point of the optical axis, coinciding with the
center of the “Maltese cross”. The “Maltese Cross” retains the minimum intensity
within the entire field of view, Fig. 20.2(3). When the power density of the laser
radiation is increased to 3.54 W/cm2 was also obtained a conoscopic figure, cor-
responding to a uniaxial crystal, Fig. 20.2(4), but it is much more deformed than the
conoscopic figure at 0.039 W/cm2, Fig. 20.2(3). There is a decrease in the contrast
and clarity of the image, there is a significant violation of the circular symmetry of
the rings-isochromes, there is marked pairing, discontinuities, dislocations and
inconsistencies with isochromes, when crossing the “Maltese cross” branches,
Fig. 20.2(4). Significant deformation of the conoscopic patterns with increasing
laser radiation power density from 0.039 to 3.54 W/cm2 for the crystal
LiNbO3cong(CHN + DCA) is probably due to this crystal is characterized by a
significant photorefractive response, Fig. 20.2b.

Figure 20.2(5, 6) demonstrates conoscopic patterns of the crystal LiNbO3stoich.
As with small (0.039 W/cm2), and with a large (3.54 W/cm2) power density of laser
radiation, the conoscopic patterns are significantly deformed. On both conoscopic
crystal figures LiNbO3stoich there are signs of anomalous optical biaxiality, in which
there is a deformation of the optical indicatrix of the crystal in the vertical direction,
corresponding to the direction of the shift of the “Maltese cross” parts. In this case,
the isochromes are stretched in the direction of displacement of the fragments of the
cross and take the form of ellipses. Each ring-isochrome, being a line of the same
phase shift, corresponds to a cone of rays with the same angle of incidence when the
axis of the conical radiation beam coincides with the optical axis of the crystal. Such
anomalies of conoscopic figures indicate a significant optical inhomogeneity of the
crystal LiNbO3stoich. The increase in the power of laser radiation, Fig. 20.2(6), leads
to a decrease in the overall contrast and sharpness of the image, as well as to a
noticeable “blurring” of the branches of the “Maltese cross”. Significant distortion of
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conoscopic patterns for a crystal LiNbO3stoich, when the power density of the laser
radiation is increased to 3.54 W/cm2 is apparently due to the presence of a signifi-
cant photorefractive response, Fig. 20.2c.

By the interference method, using the technique described in [27], the
electro-optical coefficients are determined, which for a crystal LiNbO3stoich

amounted to r22 = 6.4 pm/V and re ¼ n30r13 � n3er33 = 19.3 pm/V, for a congruent
crystal LiNbO3cong(CHN + DCA) amounted to r22 = 6.5 pm/V and re ¼
n30r13 � n3er33 = 29.3 pm/V. According to the literature, re for crystal
LiNbO3cong(CHN) amounted to 17–19 pm/V. Thus, it can be stated that the crystals
LiNbO3cong(CHN + DCA) have significantly higher electro-optical properties than
crystals LiNbO3cong(CHN).

20.4 Conclusion

Absorption spectra, Raman spectra and PILS figures were researched for LiNbO3

crystals nominally pure and doped with cations: Mg2+(0.35 wt%), Zn2+(2.05),
B3+(0.12), Gd3+(0.26, 0.44, 0.51), Y3+(0.46), Gd3+(0.23):Mg2+(0.75), Mg2+(0.86):
Fe3+(0.0036), Ta5+(1.13):Mg2+(0.01), Y3+(0.24):Mg2+(0.63), Er3+(3.1). It is
established that the position and character of the behavior of the absorption edge of
lithium niobate crystals depends on the type of the dopant. The width of the band
gap of crystals is calculated from the parameters of the absorption edge. It is shown
that the width of the band gap depends on the state of the defect structure of the
crystals, which determines the magnitude of the photorefraction effect. The smaller
width of the band gap is observed in crystals LiNbO3stoich, LiNbO3:B(0.12),
LiNbO3:Ta(1.13):Mg(0.011), LiNbO3:Y(0.46), LiNbO3:Y(0.24):Mg(0.63). In these
crystals, a photorefractive response is present and the PILS indicatrix is revealed,
when irradiated with laser radiation of k0 = 476.5 nm and the radiation intensity
I * 8.49 W/cm2. In the crystals LiNbO3stoich, LiNbO3:Y(0.46 wt%), LiNbO3:Y
(0.24):Mg(0.63), the disclosure of the PILS indicatrix occurs very quickly, during
the first second of irradiation of the crystal by laser radiation. In Raman spectra of
these crystals, a significant broadening of the bands, corresponding to vibrations of
cations, located in octahedral void spaces, and vibrations of the oxygen octahedra
of the A1(TO) and E(TO) symmetry type is revealed, indicating an increased dis-
order in the structural units of crystals. The optical homogeneity and photorefrac-
tive properties of stoichiometric and congruent lithium niobate crystals, grown from
the charge of different genesis are investigated. It is shown that for crystals
LiNbO3cong(CHN) at a power density of laser radiation up to 6.29 W/cm2 the PILS
indicatrix is not disclosed, but only circular scattering is observed on static struc-
tural defects. For crystals LiNbO3cong(CHN + DCA) and LiNbO3stoich the PILS
indicatrix is fully revealed within a minute from the beginning of irradiation with
laser radiation, the opening angle is 66° and 56°, respectively. Investigation of
optical homogeneity of crystals by laser conoscopy showed a sufficiently high
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optical quality of crystals LiNbO3cong(CHN) and LiNbO3cong(CHN + DCA). On
both LiNbO3stoich crystals conoscopic figures, obtained for small (0.039 W/cm2)
and large (3.54 W/cm2) power density of laser radiation has signs of anomalous
optical biaxiality. Crystal LiNbO3cong(CHN + DCA) is more optically homoge-
neous than LiNbO3stoich, but at the same time it has a great effect of photorefraction
and substantially higher electro-optical properties than the crystal
LiNbO3cong(CHN).
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Chapter 21
Interfacial Microstructures
and Characterization of the Titanium—
Stainless Steel Friction Welds Using
Interlayer Technique

Muralimohan Cheepu, V. Muthupandi, D. Venkateswarlu, B. Srinivas
and Woo-Seong Che

Abstract The joints of dissimilar metals and alloys are increasing demand as
essential parts of aerospace, nuclear and cryogenic applications. One of the greatest
challenges for design engineers is to develop and implement fast and cost-effective
industrial procedures to join titanium with stainless steel and aluminum. Regardless
of the welding conditions, such high specific properties of the metal combinations
cannot be fusion welded in conventional method, because of the formation of
highly brittle intermetallic compounds in the fusion zone. However, solid-state
joining processes, friction-welding process contemplated to offer the highest
potential for successful joining of bimetallic components. The friction welding
techniques are highly efficient and it has the advantage of far greater weldability and
reduces the risk of interfacial reaction. In the present investigation, microstructure
formation at the interfaces of friction welds between titanium and stainless steel
with and without interlayer are discussed. The formation of fragile intermetallic
compounds like Fe–Ti and Cr–Ti are completely avoided between the titanium and
stainless steel by introducing of interlayer material. The interlayer material
successfully controlled the undesirable compounds from the weld interface and
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developed a new weld interface. The new microstructure formation at weld inter-
face enhanced the final properties of the titanium to stainless friction welds.

21.1 Introduction

In contemporary years, it is necessary to develop various materials utilizing for
different applications such as advanced structural and construction industries.
Manufacturing engineer challenges and continuously looking forward to shifting or
modifying the currently available novel materials to the metal matrix composites
and the combination of various compounds for obtaining metallurgical joints as like
conventional materials [1]. It needs to be understand the microstructure properties
and to build the modern synthesis compounds to enhance the properties and its
optimization levels for essential weld interfaces of the joints between compound
and other designed materials. The currently developed bulk materials or synthesis
compounds of the welded joints in particular challenging to prevent the brittle
intermetallic compounds, which are, have a tendency to form at the weld interfaces
when the joints produced through conventional fusion welding processes [2]. The
combination of dissimilar alloys such as steel to aluminum (Al), magnesium
(Mg) to aluminum and titanium (Ti) to stainless steel (SS) are more prone to have
brittle intermetallic formation under conventional welding processes. Every dis-
similar materials combination has difficulties for achieving strong joints to utilize
their benefits completely. The most challenging and very high scope to develop the
applications of the dissimilar materials combination is titanium and austenitic
stainless steel. The dissimilar combination of titanium to stainless steel couple is
used in chemical, aerospace and biomedical applications [3].

The demand for these materials combination owes to demand for properties of
one of the material such as titanium, which has low density, high melting point,
adept corrosion resistance and high strength to weight ratio make this material
suitable for chemical industry, structural, medium energy and medium temperature
applications [1, 4, 5]. However, titanium alone is not sufficient to withstand the
higher loads, where the multiple thicknesses of plates are desirable, due to the
drawback of their strength weakening at elevated temperatures. Because of this, its
demand increasing presently for conjoining the functional properties of titanium
with the other materials, which has almost similar properties of stainless steel,
becomes a structural support material. The joints between titanium and its alloys to
structural steels demands for several applications. The highest demand has been
obtain especially for the dissimilar combination of austenitic stainless steels to Ti
alloys, which are extensively used in nuclear, petrochemical, aerospace and cryo-
genic industries [6–9]. However, the joining of stainless steel to titanium using
conventional fusion welding techniques has been ascertained ineffective as it will
cause to the construction of undesirable secondary phases in the weld zone, which
will weaken the joint properties. There are many reasons behind the welding of
titanium to stainless steel by conventional welding methods and are became
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challenging due to the high reactivity nature of titanium with nitrogen and oxygen
at elevated temperatures [10], and the formation of brittle intermetallic compounds
of CrTi, Fe2Ti and FeTi in the fusion zone [11]. In addition, the substantial dif-
ferences in their thermo-physical properties like heat transfer, thermal expansion
coefficient, melting temperatures, low solubility and chemical compositions pos-
sibly will acquaint with large residual stresses in the weld interface [1, 12]. Chen
et al. [13], have been studied the laser welding of titanium to stainless steel with
different pulse shapes and observed the formation of FeTi, Fe2Ti and Ti-rich
intermetallic compounds. These intermetallic compounds are highly brittle and
causing weldments to crack spontaneously, due to its highest hardness, which is
recorded as more than 1300 HV [14], and thermal mismatch between both of the
substrates. Therefore, minimizing the formation of brittle intermetallic phases is the
key factor to comprehending the reliable and quality joints.

The solid-state joining methods are feasible solutions to overcome these diffi-
culties between the dissimilar joining methods. These are attributed to the solid
solubility action of Fe in a-Ti very limited range at room temperature. Using the
solid state welding methods, different combinations of materials were joined suc-
cessfully compared to the conventional welding methods [15–18]. Also the dis-
similar combination of titanium to stainless steel couple was joined by various solid
state welding methods, such as brazing [19], diffusion bonding process [20], fric-
tion welding [21], explosive welding [22], friction stir welding [23]. The results of
these methods achieved better joint quality and up to some extent of controlling the
formation of intermetallic compounds, compared to the conventional fusion
welding methods. Furthermore, drawbacks of their process duration, low produc-
tivity and high operational cost leads in restricted for few applications and very
limited joint configurations. Friction welding process has gained much importance
among these solid state welding processes, and its applications are widely used in
several industries [24–26]. Friction welding is unlike other welding methods and to
make the joints, required heat is generated because of the relative motion between
two materials faying surfaces continuous rubbing without melting of the weld
interface. It is well developed process and extensively used for dissimilar and
similar combinations without any difficulties [21]. Friction welding method
involves in three types such as direct drive, inertia drive and linear friction welding
methods. For all the applications, most commonly used one is direct drive, which is
run by motor at constant speed. The important process variables of friction welding
is heating pressure, heating time, upset time, upset pressure and rotational speed,
which control the necessary heat and pressure for welding [4]. Among these
variables, rotational speed is very less effective and its range can be used widely,
when the heating duration and load are suitably controlled. The heat input also can
be easily controlled with the rotational speed, the lower heat input obtained at
higher rotational speed, which is most suitable to weld heat sensitive materials [27].
Other than process variables, the strength of the welds also effects by surface
roughness of the faying surface of the materials, in particular for dissimilar com-
binations. The surface smoothness is not so critical for similar combinations due to
their equal amount of deformation on both sides of the materials. Whereas, the

21 Interfacial Microstructures and Characterization of the … 269



amount of flash and degree of deformation for dissimilar combination is differs
greatly, especially the combination of titanium to stainless couples has much more
difference in deformation on titanium side higher than the stainless steel side. Hence
the surface roughness of the one of the hardest materials is crucial and need to be
smoothened as like as other material surface smoothness [28]. The selection of
process parameters is very important to control the maximum temperature at the
joint interface, which is very crucial for dissimilar joints to confine the residual
stresses and melting of the substrates and subsequent formation of hard inter-
metallic phases. The weld interface temperatures of 1425 °C for dissimilar com-
bination of mild steel to stainless steel were identified using infrared rays [29]. The
surface stresses are highest at the weld centerline and the distribution of strain
during welding are influenced through the pressure acting on the joints initial stage
and final stage of the pressures. The joint strength of the direct joining of friction
welds between titanium (grade 2) and 304 stainless steel is almost similar to
strength of the titanium base metal. Whereas the joints obtained very poor ductility
and bending angle and joint failure took place at weld interface [30]. Some
researchers have reported that the comparison studies of titanium to 321 stainless
steel using friction welding and brazing (using silver-based Bag-19 fillers). The
strength of the brazed joints is poorer than the friction welded joints and the joint
failure in the weld interface. Whereas, the joint failure in friction welds is titanium
base metal could be due to the formation of thinner intermetallic compounds layer
at the weld interface [31].

However, the direct joining of titanium to stainless steel using friction-welding
method was not affordable to control the formation of reaction zones completely at
the weld interface to obtain the reliable joints. Consequently, to acquire the quality
joints in recent years direct joining was comprehended by adding an interlayer
metal to avert the metallurgical reactions during friction welding process. Ochi et al.
[32] joined the dissimilar materials of 2017 aluminum to carbon steel with alu-
minum insert metals using friction welds. The strength of the joints drastically
improved and joint strength depended on the remaining insert metal thickness at the
weld interface. The joint failure occurred along the insert metal and carbon steel
interface due to the reactions of the alloying elements during welding. In the same
year, Lee et al. [33] reported the influence of copper interlayer metal on the joint
characteristics of the friction welding of TiAl to AISI 4140 structural steel com-
bination. The copper insert metal acted as a buffer layer at the weld interface and aid
to stress relief the joints, therefore its prevent the crack formation at the interface.
However, at the weld interface of insert metal copper and TiAl, it was observed the
formation of two types of intermetallic phases like AlCu2Ti and TiCu4. In addition,
at the peripheral region of the welds between insert metal copper and TiAl, AlCu2Ti
and TiCu4 thick reaction zones were composed. In later years, Maldonado et al.
[34] investigated the formation of intermetallic compounds during friction welding
process of 6061 (T6) aluminum alloy metal matrix composite and AISI 304
stainless steel. The microstructure analysis revealed the mutual interaction of the
insert metal silver with the aluminum, produced the circular shaped silver
nanoparticles with the dimensions of 10 to 20 nm and the formation of Ag3Al
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intermetallic compounds in the weld interface. Whereas, there are very few studies
conducted on friction welding of titanium to stainless steel using interlayer material.
Correspondingly, aluminum insert metal [4, 35] has been used for titanium to
stainless steel couple to avoid the formation of brittle intermetallic compounds, and
therefore improving the mechanical properties of the joints. Ashfaq et al. [36]
reported the friction welding of 304 stainless steel to titanium using tantalum, nickel
and vanadium interlayers. The strength of the joints significantly improved in the
range from 89 to 94% of titanium base metal strength and the joint failure occurred
along the interface. The interlayer materials of tantalum and vanadium are extruded
out from the weld interface during welding due to their poor thermal conductivity
and less tensile strength. Most recently Muralimohan et al. [37] have been used the
nickel interlayer technique for friction welding of 304 stainless steel to titanium.
The brittle intermetallic compounds of FeTi, Fe2Ti and CrTi have been completely
avoided by using nickel interlayer. The joint strengths of the interlayer welds are
improved compared to the direct joints.

However, most of the studies on titanium to stainless joining using nickel
interlayer technique are available in diffusion bonding, brazing and laser welding
processes. The reason for considering nickel as a interlayer material is due to its
excellent erosion resistance, and it can form an restrained solid solution with the
iron, and the Ni–Ti metallic phases contains a higher plasticity. Moreover, the
dissimilar combination of titanium to stainless steel which has applications at higher
temperatures are recognized the joints nickel interlayer material has the better
performance compared to the copper, aluminum and silver interlayer materials [38].
He et al. [39] and Kundu et al. [40] have been extensively studied the diffusion
bonding of 304 stainless steel to Ti using nickel interlayer and its effect on
microstructure formation and mechanical properties. The width of discrete reaction
layer changes with the increasing in processing temperature, and the weld interface
between Ti and Ni interlayer contains the Ti2Ni, TiNi and Ni3Ti intermetallic
compounds. The growth of the reaction zones therefore increases the intermetallic
compounds regions and leads to faster growth of secondary phases at the weld
interface considered, having close relation with the processing temperature, dura-
tion of the bonding, reacting layers growth velocity and activation energy of the
growth of the reacting layers [41]. However, the friction welding process temper-
ature and welding time is very less compared to other welding processes, hence the
formation of reaction layers are excepting to be thinner and growth of the inter-
metallic compounds is slower. In the present investigation, dissimilar combination
of titanium to stainless steel couples are joined using nickel interlayer to charac-
terize the interfacial microstructures, reaction zones at weld interface and its effects
on joint properties. It is also observed that the feasibility of the Ni interlayer as
barrier between titanium and stainless to avoid the direct contact of the two sub-
strates. The metallurgical compatibility of Ni as an insert metal between titanium
and stainless, and its diffusion characteristics with Ti and Fe at the weld interface
during friction welding process and formation of intermixing zones are studied.
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21.1.1 Research Purpose

The present study focuses on the introducing of nickel interlayer technique for
joining of titanium to stainless steel, using friction welding to evaluate the interface
microstructure characteristics, formation of reaction zone and its width, and inter-
metallic compounds therefore their effect on joint properties. Moreover, the feasi-
bility of using nickel interlayer for friction welds and analyses of the optimum
thickness of the nickel interlayer to obtain the reliable joints and its effect on the
producing of reaction zones along the joint interface are discussed.

21.1.2 Research Scope

In this study, we consider the following circumscriptions of the problem:

• The joining materials are commercially pure titanium and 304 austenitic stain-
less steel

• Nickel interlayer material, used as barrier between the two substrates
• The thickness of the Ni interlayer, varied to find optimum thickness
• Continuous drive friction welding method, used for this study
• Scanning electron microscope (SEM) analysis, and Electron probe

micro-analyzer (EPMA)
• Fractography analysis of the tensile failure surfaces
• X-ray diffraction analysis for the tensile fracture samples.

21.2 Research Method

21.2.1 Materials and Samples Preparation

Dissimilar combinations of the materials were used in the present study of 304
austenitic stainless steel (304 SS) and commercially pure titanium (Cp–Ti) rods of
100 mm in long with the diameter of 16 mm. Chemical composition of the sub-
strates (Table 21.1) and their tensile and hardness properties at room temperature
(Table 21.2) are provided. The faying surfaces of all the samples of mating faces
were machined to flattened shape and polished using as per the metallographic
technique up to the size of 0.1 lm of diamond slurry polishing before welding. The
surface roughness of the both the materials maintained equal with the average value
of 0.1 lm.

As reported by Fuji et al. [28], the mechanical properties of the friction welded
joints were affected by surface roughness of the faying surfaces of the joining
dissimilar materials. It is also helps in melting surfaces of the joint interface region

272 M. Cheepu et al.



for mutual chemical reactions. The main challenging issue of using interlayers in
friction welding is how to insert the interlayer materials in between the rotating
members. With facing these challenges, authors were recognized a new approach of
inserting interlayers with the electrodeposition coating over the one of the substrates
of stainless steel which is more compatible with the nickel interlayer. The necessary
precautions were taken before electrodeposition of the interlayer with the proper
cleaning of the samples with alcohol to remove contamination surfaces. Then
finally the samples were thoroughly cleaned with running water to make a good
adhesion with nickel interlayer using optimum process conditions of temperature
and current density. The deposited samples were once again was washed with
acetone solution and are dried in air to prevent it from organic contamination of
grease, oil, etc.

21.2.2 Friction Welding Procedure and Process Parameters

Friction welding was carried out between titanium and electrodeposited nickel
interlayer coating on the stainless steel members. Titanium rod was fixed in the
stationary chuck and the stainless steel rod fixed in the rotating chuck as illustrated
in Fig. 21.1a. It is the concept that from the forcible viewpoint titanium is softer
than the stainless steel therefore to avoid the excessive deformation on titanium
side, it was chosen to fix on stationary side. To achieve the quality joints in friction
welding, using of optimum welding conditions is very important. In this study,
friction welding conditions were chosen through the trial and error method for
achieving the optimum welding conditions. The range of process parameters values
were initially adopted from the previous research reports, which were used for
direct joining of titanium to stainless steel [37]. However, these welding conditions
are ineffective to form the strong joints for the friction welding of 304 stainless steel
to titanium with nickel interlayer. Hence, the welding conditions are developed for
interlayer welds after testing of various experiments, thus the welding conditions of

Table 21.1 Chemical compositions of the elements of substrates used in this study (wt%)

304 stainless steel Ni Cr Mn C Si Fe

8.37 18.15 1.64 0.08 0.38 Balance

Cp-Titanium O Fe H C N Ti

0.18 0.03 0.015 0.08 0.03 Balance

Table 21.2 Mechanical properties of two substrates at room temperature

Substrates YS (MPa) UTS (MPa) Elongation (%) Hardness (Hv0.5)

Cp-Titanium 284 435 37 169

304 stainless steel 242 536 64 286
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direct joints were different from the indirect joints (with nickel interlayer). For
joining of indirect joints, involved in two interfaces, they are should be heated with
the rubbing action of the mating surfaces. Therefore, it needs much higher amount
of heat to produce the reliable joints with interlayer. The dissimilar combination
with nickel interlayer welds was carried out using welding condition of heating time
of 1–6 s, heating pressure of 160–180 MPa, upset time of 5 s, upset pressure of
120–180 MPa and spindle speed of 1125 rpm. For the initial trial welds suggested,
the heating time and upset pressure values had strong influence on the joint
properties. To avoid the reaction zones at the weld interface and consideration of
joint quality, welds were produced with the minimum heat input conditions. The
resulted friction welding of titanium to stainless with nickel interlayer joint is
depicted in Fig. 21.1b. Weld flash was formed around the interface uniformly in
circular shape, and mostly it is extruded out from the titanium rod.

21.2.3 Friction Welding Equipment

Friction welding process was carried out using continuous drive friction welding
made of KUKA 15/20 kW model and a capacity of 150 kN machine, exhibited in
Fig. 21.1c. In this machine, the flexible individual setting of spindle speeds can
vary to values of 1125, 1500, 2250 and 3000 rpm. The rotational spindle speed was
selected, based on the materials physical properties to control the heat input of the
welds. It is also possible preset the desire major process conditions of heating time,
heating pressure, upset time, upset pressure, brake delay time, upset delay time and
feed rate could be selected as required for the joining members. In the present study,
a constant welding speed was used and the other parameters are discussed in the
previous section.

Fig. 21.1 a Schematic view illustrates the friction welding samples setup and welding procedure,
b photograph of the friction welding of 304 stainless steel to titanium with Ni interlayer joint, and
c friction welding machine setup, used in the present study
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21.2.4 Microstructure Characterization

The diametrically cut cross-sections of the samples for microstructure characteri-
zation was prepared from the welded joints. The cross-sections of the samples were
mounted and polished for examine the joint interfaces at titanium and stainless steel
sides as per the metallographic procedure. To reveal the microstructure features,
titanium side was etched with Kroll’s reagent and the stainless steel substrate side
used 10% oxalic acid solution for electrolytically etching. For the characterization
analysis of the microstructure observations of the welds, we used (HITACHI
S-3000H) scanning electron microscope (SEM) and optical microscope (OM). To
identify the chemical composition, the reaction zones across the weld interfaces
were analyzed with SEM to point the regions and energy dispersive X-ray spec-
troscopy (EDAX) attachment in line scan mode and Electron probe micro-analyzer
(EPMA) in spot scan and line scan mode. After the tensile tests, the failure surfaces
were characterized under the SEM to investigate the failure modes and fracture
paths. In addition, the intermetallic phases formation across the joint interface were
distinguished through Bruker D8 advance X-ray diffraction with the considerations
of Cu target with the operation conditions of 40 kV, 30 mA current and 0.058
(=2h) step size, and 20–80° scanning range was used.

21.2.5 Microhardness Tests

The friction weld joints were diametrically cut with the length of sample consisting
base metal and weld interfaces. Vickers microhardness tester of Zwick 3212 was
used to analyze the hardness of the joints across the interfaces and base metal.
During hardness measuring, 500 g of load and 15 s test duration was selected to
make indentations over the microstructures. Then the diagonal shape of the
indentation measurements was calculated to plot the graphs. The hardness men
surations were selected at the weld center and periphery regions of the joints.

21.2.6 Tensile Testing

Friction welded samples were machined according to the metallic tensile tests
samples ASTM E8 standard [42], to assess the mechanical properties of the joints.
The weld flash was removed from the joints by machining process and testing was
carried out using computerized universal testing machine of TFUC-400 (India). The
tensile testing of the samples was acquitted at room temperature of 26 °C and
3 mm/min cross head speed. To maintain the accuracy of the strength of the joints,
four samples were tested for each of conditions and average of the four values were
considered for the joint strength.
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21.3 Result and Discussion

21.3.1 Macrostructure Analysis and Interlayer Joining
Phenomena in Friction Welds

In friction welding process, controlling the parameters are main factors to decide the
bonding between the welds, joint interface formation and the formation of weld
flash. Figure 21.1b depicted the circular shaped with uniform width of material,
which is extruded out at the joint interface as a weld flash. It is observed the
difference in flash formation between friction welding of direct joints and joints
with interlayer inter station. The friction welding conditions for interlayer addition
welds should have higher values compared to the without interlayer. The required
heat for the joints during welding was producing by rubbing action of the two
mating surfaces [26]. After the inserting of Ni interlayer between 304 SS and Ti, the
joint consists of three bodies and it needs more heat to melt and bonding the two
interfaces (Ti/Ni and Ni/304 SS) over the direct joints (Ti/304 SS). The welding
conditions for three bodies joining were developed with the optimization and
experimental evaluation of the welds. The variation in wide range of welding
conditions of heating time and upset pressure exhibited the significant effect on
strength of the joints and formation of the joint interface. The macrostructures of the
interface of the welds at center and periphery regions shows significant variation,
and are illustrated in Fig. 21.2. The radius (r) of the rods is linked with the linear
velocity (v) of the rods, angular velocity (x) and speed rotation (n) with the
relationship of v = rx, where (x = np). In most of the conditions, the value of
v remains zero at center part of the joint, and keeps increasing towards periphery of
the joint. However, it can be varied with the change in welding conditions, therefore
with the frictional rubbing action and heat generation and interface formation (as
shown in Fig. 21.2a, b). The weld flash was increasing with increasing heating time
and upset pressure and titanium side amount flash increased. Then, 304 SS side did
not deform while the Ti deformed with increasing heating time. However, the
transferred Ti at the periphery region on 304 SS side did not increase due low
temperature in this region (see Fig. 21.2b).

21.3.2 Interfacial Microstructure Characterization

The microstructures of the cross-section of the joints, consisting of base metal and
weld interface, are depicted in Fig. 21.3. Titanium had a very fine equiaxed grains
microstructure adjacent to the weld interface in several widths, and beyond that the
grain sizes coarsening observed. The formation grain refinement is due to the
presence of dynamic recrystallization zone, which is affected by plastic deformation
during welding. Whereas, there is evidence of grain refinement on stainless side and
a small region of strain hardening has been occurred at the vicinity of the joint
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interface. Outside this area, the matrix had the austenite phase microstructure of
grains with the mechanical twinning boundary. Friction welded joint interface of the
peripheral region and central region evinced the interfacial regions of titanium and
nickel interaction zone. Whereas, there are no interaction zones, formed between the
stainless steel and nickel interlayer. The microstructure features clearly indicated
the defect-free interface formation with the uniform width of intermixing zone at the
central region. On the contrary, a small number of microlevel cracks formed in
intermixing zone of the titanium/nickel interlayer interface at periphery region.
The difference in these two regions of microstructure formation (Fig. 21.2b, c),
micrographs of which give the evidence of microstructures owing to the variation of
relative velocity region, which starts from zero at central region to extreme value of
3 m/s at the peripheral region of the weld joint [43].

The dark etched regions at the joints interface in Ti side was composed of the
intermixing region of Ti and Ni interlayer. To make the detailed analysis of the
interfacial microstructures, the higher magnification of this region is illustrated in
Fig. 21.4. The interface between Ni interlayer and stainless steel had smooth
interface without any formation of reaction zones. Whereas, the Ti/Ni interlayer
interface shows the formation of three distinct interfacial reaction zones in titanium
side due to the solid-state reaction. The unattached microstructure adjacent to the Ni
interlayer indicates as region I, the combined dark and white etched zone with the
fine grains and lath like structure shows the region II, and the region III is dark

Fig. 21.2 a Macrograph of the cross-section of friction welded joint, enlarged views of the joint
macrostructures are marked in two different locations of b periphery region, and c center region of
the welds
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etched region in the titanium matrix side spread with several microns higher than
other two regions. The diffusion zone at the Ti/Ni interlayer reacts faster due to the
changes in Ti physical properties. Below 882 °C titanium comprises a (hcp) + b
(bcc) dual phase structure, which can transforms to b-titanium, when the temper-
ature reaches over the b-transition temperature. On the contrary, nickel and stainless
steel has the same crystal structure (fcc) and the total diffusion of Fe in Ni is
restricted to some extent. Whereas, the nickel atoms can easily travel deep into the
Ti matrix compared to the Ti into the Ni lattice due to its more open crystallo-
graphic structure [44]. Hence, the migration of atoms occurs between Ni and Ti
during upset stage of the friction welding with the influence of axial direction of
pressure and heat acting on the joint interface. It also observed that the interfacial
regions and its width in joint interface significantly changing with the upset pres-
sure and heating time. As mentioned earlier in friction welding process, formation
of the joint has dependent on the proper selection of the welding conditions. With
reference to that, the linear dependence of the interfacial reaction zones and
thickness of these zones is directly proportional to the square root of its welding
heating time and deduces that the growth of interaction between two materials
reaction zone is induces by diffusion mechanism [26]. The interfacial reaction zones
tend to form intermetallic compounds according to the reaction binary phase dia-
gram of Ti–Ni, the possible reactions between Ti–Ni couple mainly Ti2Ni, TiNi3
and TiNi type intermetallic compounds. However, these reaction zones are need to
conform through microchemcial analysis. The similar interfacial reaction zones
with thin multi-layers are also characterized by diffusion bonding couples with Ni
interlayer [38, 39]. However, the thickness of these interfacial reaction regions,
which are very thin in friction welding over diffusion bonding, is almost below the
half of the thickness of diffusion bonding interface reaction zones. It is observed
that the higher magnification of the interfacial region microstructures at periphery
region revealed the presence of defects with appearing with circular shape dark
etched regions.

Fig. 21.3 Microstructures of the Ni interlayer cross-section of the joints, showing the remnant
thickness of interlayer and width of interfacial areas at a central and b periphery regions
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21.3.3 Microchemical Analysis and Intermetallic
Compounds Formation

In order to identify the interfacial microstructure interaction, mixing zones (as
shown in Fig. 21.4) are characterized by revealing the formation of intermetallic
phases using EPMA line scan analysis across the joint interface. Figure 21.5 clearly
illustrates the elemental concentration profiles of Ti, Fe and Ni across the weld
interface and substrates. Interfacial reaction zones in Fig. 21.4 demonstrate that the
concentration profiles drastically vary between these zones. It is clearly indicating
that the Ni deeply migrated into Ti matrix and vice versa. The concentration of Ti at
Ni interlayer regions is slightly migrated and gradually decreasing, whereas it has
highest concentration at region I almost similar to base metal concentration.
Suddenly, it is dropped down to 20 from 90 wt% in region II, where the Ni

Fig. 21.4 Interfacial regions of microstructure showing the formation of intermetallic compounds
between titanium matrix and Ni interlayer material

Fig. 21.5 EPMA line scan analysis across the joint interface depicting the interaction of Fe, Ti
and Ni concentration profiles variance in interfacial regions and Ni interlayer
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concentration drastically increases to 48 wt%. In region III again, the Ti concen-
tration profile raises to 76 wt% and Ni dropped down to 18 wt%.

The EPMA analysis distinctly designated the migration of Ni atoms deeply into
Ti lattice. The Ti lattice initially allowed the Ni atoms (region I and II) to migrate on
a certain distance and then suddenly it stopped their growth in region III. By adding
a b–stabilizer, the dissemination of Ni atoms can stabilizes the Ti (bcc phase) at
high temperature. During cooling of the weld interface, this temperature transforms
from eutectoid temperature to ambient temperature, that affirms the enhancing of
the bcc phase growth, comprising of two-phase microstructure with the a-Ti and
Ti2Ni [37, 45]. Obviously, the EPMA concentration profiles on 304 SS side do not
show any interaction zones formation; it is also evident from the joint interface
microstructures, shown in Figs. 21.3 and 21.4.

As stated earlier, the dark circular shape regions in the intermixing zone and
interfacial regions, analyzed through SEM-EDAX spot scan analysis to identify
their elemental concentration, are shown in Fig. 21.6. The intermixing zone,
adjacent to the titanium matrix, locates in dark region of point p2, consisting of Ni
(18.65–26.84 wt%), and Ti (bal.), and is identified as Ti2Ni intermetallic phase at
the Ti–Ni binary phase diagram [46]. Whereas, the point p3 of region II is enriched
with the Ni (73.87–78.24 wt%), and Ti (bal.) is responsible for the TiNi3 phases
[47]. The corresponding EDAX spectrum of p3 is depicted in Fig. 21.3b, which
shows the intensity of the elements concentration. The EDAX point of p4 also
indicates the Ti2Ni phase, which is formed in the region I with concentration of Ni
(22.35–28.05 wt%). Whereas the interfacial region close to the Ni interlayer
(EDAX points of p5 as shown in Fig. 21.6a) revealed the TiNi phases with Ti
(45.89–52.12 wt%) and Ni (51.41–47.88 wt%). The EDAX spot analysis points,
that p1, p7 and p8 are the base substrates of Ti, Ni and 304 SS, respectively. On the
other hand, the Ni/304 SS interfaces show the good metallurgical bonding between
the Ni and 304 SS. Both EPMA and EDAX elemental analysis clearly represented
the absence of intermixing zones and smooth transition of the profiles. It is iden-
tified that the diffusion of Ni atoms into stainless lattice has very significant quantity
of Ni (16.56–24.98 wt%) and Fe (bal.) and is not enough to form any reaction
phases, as evidence of microstructure formation. However, the brittle phases of Fe–
Ti and Cr–Ti type intermetallic compounds are not formed [11, 46], and these are
completely obviated from the joint interface. The thickness of the interfacial
reaction zones can be bounded to such a low quantity using the novel technique of
using interlayers. Therefore, the mechanical properties of the joints also improved
expressively over the direct joints.

21.3.4 Mechanical Properties and Fractography Analysis

The hardness profiles of the joints are taken across the cross-section of the joints of
base metal and weld interface. The highest hardness peak is obtained at weld
interface between Ti–Ni interface, and it is caused by the formation of intermetallic
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compounds. The hardness values were obtained within the formed three interfacial
regions. As evident from the interfacial microstructure, hardness values also dis-
tributed according to their nature of intermetallic phases. However, there is such a
high hardness as like as of Fe–Ti phases, which clearly indicated that, these hard
intermetallic compounds were avoided with Ni barrier. The Ni interlayer joints
tensile strength achieved higher value than the without Ni interlayer joints.

The maximum strength of direct welded joints is 228 MPa, whereas the Ni
interlayer joints attains highest strength of 321 MPa, which is the highest strength
of two times over the diffusion bonding joints with different interlayer materials [48,
49]. The interfacial microstructures formation has direct influence on the strength of
the joints, as the heating time increases thickness of interfacial reaction zones
reduces and the transferring of Ti at periphery region to 304 SS side increases,
therefore the strength of the joints gradually improves. Evidently, the microstruc-
ture characterization of the fracture surfaces showed the joint failure under tensile
stress was along the Ti–Ni phases at the joint interface [50], whereas the direct

Fig. 21.6 SEM-EDAX spot scan analysis of the interfacial regions and Ni interlayer at the joint
interface to distinguish the intermixing zones and interlayer: a SEM image with the selected
points, and b EDAX point X-ray spectrum of the point p3

Fig. 21.7 Fracture morphologies of the joints across the Ti/Ni interface: a fracture surface on Ti
side, b magnified view of the indicated region
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joints fracture took place along the Fe–Ti brittle phases. The fracture surfaces of the
joints belong to mixed mode of ductile and brittle failure, as exhibited in Fig. 21.7.
The XRD analysis of the fracture surfaces also shows the presence of Ti2Ni, TiNi3
and TiNi phases that is in good agreement with the microstructure features and
mechanical properties of the joints.

21.4 Conclusion

Friction welding of dissimilar metals such as commercially pure titanium and 304
stainless steel are joined successfully with the insertion metal technique of using
nickel interlayer material. The thickness of the Ni interlayer at joint interface was
studied extensively to optimize the remaining thickness for obtaining maximum
tensile strength of joints and minimum width of the interfacial regions. The
microstructure characterization of the Ni interlayer joints over direct joints evoked
that the jointing of Ti to 304 SS with Ni interlayer will be an ascertained for
fabrication of several dissimilar combinations that cannot be joined due to their
hapless welding characteristics. The tensile strength of the Ni interlayer joints
achieved the highest strength, compared to the case of the absence of Ni interlayer
joints between Ti and 304 SS. Newly welding conditions are evolved for joining of
Ti to 304 SS with Ni interlayer with the coveted strength and microstructural
formation. The joint interface owing to the friction contained the several widths of
three different types of interfacial regions. The interfacial regions are comprises of
ductile phases such as Ti2Ni, TiNi3 and TiNi type intermetallic compounds. The
elemental composition, analyzed by the techniques of EPMA and EDAX analysis,
corroborated the various interfacial regions at the Ti/Ni interface. The crack initi-
ated at Ti/Ni interface, where the intermetallic compounds were formed, and the
fractures surfaces demonstrated the mixing mode of brittle and ductile failure.
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Part III
Mechanics of Advanced Materials



Chapter 22
New Mathematical and Finite
Element Models with Dissipations
for Multiferroic Media with Voids

Gerardo Iovane and Andrey V. Nasedkin

Abstract In this chapter, for modeling magnetoelectric or piezomagnetoelectric
media and transducers, the special mathematical model, which generalize the model
of the magnetoelectric material with dissipation, and the Cowin-Nunziato approach
for the elastic and piezoelectric media with voids are proposed. Using these models
for magnetoelectric bodies with voids or pores, the effective moduli of porous
magnetoelectric composite material could be defined more precisely. In this theory
the mechanical displacements, electric and magneticic potentials and porosity
change function are the main unknown functions. On the base of this model, we
have obtained the setting of the generalized continual formulations for magneto-
electric solids with voids or porous and numerical approximation in the general and
reduced statements. We have studied the mathematical properties of the eigenfre-
quencies and eigenvectors for magnetoelectric solids with voids for different
mechanical, electric, magnetic and “porous” boundary conditions, including the
contact type boundary conditions. We have established some properties of changes
of the eigenfrequencies with changes of the boundary conditions and material
moduli. For numerical analysis of magnetoelectric solids with voids, we have
obtained the finite element approximations with symmetric quasi-definite matrices.
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22.1 Introduction

New active magnetoelectric and piezoelectric composite materials exhibit very
effective characteristics for many applications. For example, porous piezoelectric
ceramics have low acoustic impedance, extended frequencies bandwidth, and
higher efficiency than standard dense piezoceramics. In this regard, the use of
porous piezocomposite materials enables to improve considerably the main
parameters of ultrasonic piezoelectric devices [1–3]. Two-phase piezomagneto-
electric composites including the piezomagnetic and piezoelectric phases demon-
strate the capacity to mutual transformation of magnetic and electric energies, while
each separate phase does not have such ability. The contemporary magnetoelectric
composite materials have high effectiveness of the magnetoelectric transformation,
sufficiently high temperatures of phase transitions and long technological resource
[4, 5]. Mathematical and computer analyses of such composite multiferroic mate-
rials of complicated internal structure enable to simulate and predict some their
important properties.

It is necessary to note also, that obtained in a result of sintering of ceramic
powders the conventional dense piezoceramic material is actually a weakly porous
medium, and its density differs from the density of a solid piezoceramics approx-
imately in 2%. The application of special theories is promising for modeling
materials with low porosity. A special elastic theory for materials with voids has
been proposed by Nunziato and Cowin in [6, 7]. For piezoelectric materials this
approaches has been develop in [8] for general theoretical aspect, in [9–12] for
cases of modal, harmonic and transient problems, and in [13] for nanodimensional
problems, in which the size effects were modeled by the theory of surface effects.

In this paper, we use special mathematical models and finite element approxi-
mations for investigations of various problems for magnetoelectric solids with voids
and taking into account the coupled damping effects. The formulations of problems
include mechanical contact boundary conditions with plane rigid punches and
electric boundary conditions for open-circuited and short-circuited electrodes. The
similar approaches have been investigated in [14, 15] for the corresponding
piezoelectric problems, in [16–18] for elastic solids with voids without piezoelectric
properties, and also in [9–13] for piezoelectric solids with voids.

This chapter is organized as follows. We present the formulation of
non-stationary boundary problems for magnetoelectric solids with voids in
Sect. 22.2; whereas we derive the generalized or week formulation in Sect. 22.3. In
Sect. 22.4, we give the week formulation for harmonic and modal problems and we
demonstrate the way for generation of the reduced formulations. The mathematical
properties of the eigenfrequencies and eigenvectors are described in Sect. 22.5.
Also in Sect. 22.5, we formulate some theorems about changes of the eigenfre-
quencies with modifications of the boundary conditions and physical properties.
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Section 22.6 is devoted to the finite element techniques for numerical solving the
non-stationary, harmonic and modal problems. Some concluding remarks are pre-
sented in Sect. 22.7.

22.2 Mathematical Formulation of the Problem
for Magnetoelectric Solid with Voids

Let X 2 R3 be a bounded domain; C ¼ @X is the boundary of the region X; nðxÞ is
the external unit surface normal to C; x ¼ fx; y; zg ¼ fx1; x2; x3g is the vector of
spatial coordinates; t is the time. We will suppose that the volume X is the union of
a finite number of sets, star-shaped with respect to any balls contained in them, and
C is a Lipschitz boundary of class C1.

We will consider magnetoelectric (piezomagnetoelectric) medium with voids or
with very small porosity, where the porosity is simulated by the Cowin-Nunziato
model with memory effect for the equilibrated intrinsic body forces [6–8]. Let
u ¼ uðx; tÞ denote the displacement vector; u ¼ uðx; tÞ is the function of electric
potential; / ¼ /ðx; tÞ is the function of magnetic potential; w ¼ wðx; tÞ is the
porosity change function from the reference state. By the first three functions, we
determine the second-order strain tensor e, the electric fields vector E, and the
magnetic fields vector H:

e ¼ ½ruþðruÞT�=2; E ¼ �ru; H ¼ �r/; ð22:1Þ

In the framework of the linear theory, we accept the following constitutive
equations for magnetoelectric solids with voids:

r ¼ c : ðeþ bd _eÞ � eT � E� hT �HþPw; ð22:2Þ

Dþ 1d _D ¼ e : ðeþ 1d _eÞþ j � Eþ a �H� gw�G � rw; ð22:3Þ

Bþ cd _B ¼ h : ðeþ cd _eÞþ aT � Eþ l �H� qw�Q � rw; ð22:4Þ

p ¼ G � EþQ �HþA � rw; g ¼ �P � ðeþ kd _eÞ � g � E� q �H� nw; ð22:5Þ

where r is the stress tensor of the second order; D is the dielectric displacement
vector or the electric flux density vector; B is the magnetic flux density vector; p is
the equilibrated stress vector; g is the intrinsic equilibrated body force; c ¼ cE;H;w is
the tensor of elastic stiffness moduli of the fourth order; e ¼ eH;w is the tensor of
piezoelectric moduli of the third order; h ¼ hE;w is the tensor of magnetostriction
moduli of the third order; j ¼ jS;H;w ¼ eS;H;w is the tensor of dielectric permittivity
moduli of the second order; a ¼ aS;w is the tensor of magnetoelectric coupling
coefficients of the second order; l ¼ lS;E;w is the tensor of magnetic permeability
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moduli of the second order; P ¼ PE;H , G ¼ GS;H , Q ¼ QS;E, A ¼ AS;E;H , g ¼ gS;H ,
q ¼ qS;E and n ¼ nS;E;H are the constitutive tensor, vector and scalar values char-
acterizing the porous properties; bd � 0, fd � 0, cd � 0 and kd � 0 are the damping
factors; ð. . .ÞT is the operation of transposition, and ð. . .Þ : ð. . .Þ is the double inner
product operation. The upper indexes indicate at which constant fields the corre-
sponding moduli were calculated. Thus, the upper index S denotes the strain, E and
H denote the electric and magnetic fields, w denotes the porosity change function.

In the case of the transient problem for a magnetoelectric solid with voids,
structural, electric, magnetic and porosity-dependent damping and without porous
inertia effect, we have the system that includes the momentum equation, the
quasi-electrostatic equation, the quasi-magnetostatic equation and the equation for
porosity change

r � rþ qf ¼ qð€uþ ad _uÞ; r � D ¼ rX; r � B ¼ 0; ð22:6Þ

r � pþ gþ q lþ kdq _l ¼ 0: ð22:7Þ

Here, q is the density of the material; f is the mass forces vector; ad is the one
more non-negative damping factor; rX is the bulk density of electric charges; l is
the extrinsic equilibrated body force.

In model (22.1)–(22.7) for the magnetoelectric solid with voids, we accept a
generalized Rayleigh damping similarly to [11–16], which is appropriate for vari-
ous applications.

For piezoelectric material with voids (h ¼ 0, a ¼ 0, q ¼ 0, Q ¼ 0), equation
system (22.1)–(22.7) is reduced to the form from [12, 19], and for elastic material
with voids (when in additional to the previously conditions, e ¼ 0, g ¼ 0, G ¼ 0),
system (22.1)–(22.7) is reduced to the form from [16–18]. When in (22.3), (22.4)
fd ¼ 0, cd ¼ 0, then for the magnetoelectric media without voids (P ¼ 0, g ¼ 0,
G ¼ 0, q ¼ 0, Q ¼ 0), we have usual model with the mechanical attenuation,
which is used in many well-known finite element packages (used for piezoelectric
and elastic media). It is true that, when fd ¼ 0, cd ¼ 0, by virtue of the coupled
effect between mechanical, electric and magnetic fields, the structural damping will
be also extended into the electric and magnetic fields. More complex model (22.2)–
(22.5) extends the Kelvin’s model to the case of coupled electric fields, magnetic
fields and porosity change fields for magnetoelectric solids with voids.

We assume that the density qðxÞ is the piecewise-continuous function, and
9q0 [ 0: qðxÞ� q0. The other moduli in (22.2)–(22.5) are piecewise-smooth
together with its first derivatives and have the usual symmetry properties:
cijkl ¼ cjikl ¼ cijlk ¼ cklij, e ikl ¼ e ilk, h ikl ¼ h ilk, jkl ¼ jlk, lkl ¼ llk, akl ¼ alk,
Aik ¼ Aki, Pik ¼ Pki, Gik ¼ Gki, Qik ¼ Qki. Moreover, for the positive definiteness
of the potential energy for the magnetoelectric material with voids the following
inequality must be hold for 8 eT ¼ e, E, H, w, b:
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eT : c : eþ nw2 þ 2PT : ewþ bT � A � bþET � j � EþHT � l �Hþ 2ET � a �H�
W0ðeT : eþw2 þ bT � bþET � EþHT �HÞ

ð22:8Þ

where W0 [ 0 is a positive constant.
The mechanical, electric, magnetic, “porous” boundary conditions and the initial

conditions should be attached to the system (22.6), (22.7) with (22.1)–(22.5).
To specify the mechanical boundary conditions, we suppose that the boundary C

is subdivided into two parts Cr and Cu (C ¼ Cr [Cu). We suggest that on the
boundary Cr the mechanical surface load vector p ¼ pðx; tÞ is defined, i.e.

n � r ¼ p; x 2 Cr: ð22:9Þ

On Cu we will consider the non-standard contact boundary conditions with plane
rigid stamps (punches) [9, 12, 14, 17]. Suppose that Cu ¼ [ iCui; i ¼ 0; 1; 2; . . .; L;
Cu0 6¼ ^, Cui do not border each other; among Cui there are l number of plane areas
ði 2 Jp ¼ f1; 2; . . .; lgÞ in friction-free contact with massive rigid stamps and
Lþ 1� l number of areas with prescribed displacements u ¼ uC
ði 2 Jr ¼ f0; lþ 1; lþ 2; . . .; LgÞ. We connect with area Cui, i 2 Jp the local coor-

dinate system OðiÞ
n nðiÞ1 n

ðiÞ
2 n

ðiÞ
3 so that the axis nðiÞ3 has the direction of external surface

normal n at the point OðiÞ
n ; and the axes nðiÞ1 and nðiÞ2 coincide with the principal

inertia axes for the stamp with number i. In accordance with the above, we assume
the following boundary conditions on Cui:

n � u ¼
X2
k¼0

auikn
ðiÞ
k ; ðnðiÞ0 ¼ 1Þ; x 2 Cui; i 2 Jp; ð22:10Þ

Z
Cu i

nðiÞp n � r � n dC ¼ ð�€auip � ad _a
u
ipÞMðiÞ

p þPip; p ¼ 0; 1; 2; i 2 Jp; ð22:11Þ

n � r� ðn � r � nÞ n ¼ 0; x 2 Cui; i 2 Jp; ð22:12Þ

u ¼ uCi; x 2 Cui;Cu0 6¼ ^; i 2 Jr; ð22:13Þ

where in (22.10), (22.11) the summation by repeating indexes i and p is absent; aui0
is the displacement of the stamp with number i along normal; aui1 ¼ �hðiÞ2 , a

u
i2 ¼ hðiÞ1

are the stamp rotation angles with respect to axes nðiÞ2 and nðiÞ1 , respectively; M
ðiÞ
0 is

the stamp mass; MðiÞ
1 ¼ J

nðiÞ2 n
ðiÞ
2
, MðiÞ

2 ¼ J
nðiÞ1 n

ðiÞ
1
are the inertia moments of stamp; Pi0

is the force and Pi1, Pi2 are the moments, acting on the stamp with number i;
uCi ¼ uCiðx; tÞ are the determined displacement functions on Cui, i 2 Jr.

To formulate the electric boundary conditions we assume that C is also subdi-
vided into two subsets CD and Cu ðC ¼ CD [CuÞ.
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The surface CD does not contain electrodes, and on CD the surface density of
electric charge rD is given as

n � D ¼ �rD; x 2 CD: ð22:14Þ

The part Cu itself is subdivided into Mþ 1 sub-domains Cuj ðj 2 Jeo [ JesÞ,
Jeo ¼ f1; 2; . . .;mg, Jes ¼ f0g[ fmþ 1;mþ 2; . . .;Mg, Cu0 6¼ ^, which are not
border each other, and which are coated by infinitely thin electrodes. On these
surfaces we define the following boundary conditions:

u ¼ UjðtÞ; x 2 Cuj; j 2 Jeo; ð22:15Þ
Z
Cu j

n � D dC ¼ �Qj; _Qj ¼ �Ij; j 2 Jeo; ð22:16Þ

u ¼ VjðtÞ; x 2 Cuj; Cu0 6¼ ^; j 2 Jes; ð22:17Þ

where the values Uj, Qj, Vj depend only on time t; Qj is the cumulative electric
charge on electrode Cu j, and the signs “�” in (22.17) depend on the selected
direction of the current Ij in the external electric circuit.

By (22.15), (22.16) on m electrode surfaces the electric potentials Uj are initially
unknown, but the total electric charges Qj or currents Ij on each electrode are
defined. On the remaining Mþ 1� m electrode surfaces the electrical voltages Vj

are known.
It is important to emphasize that Uj in (22.15) and Vj in (22.17) are independent

from the space coordinates x, and therefore, the electrodes are equipotential sur-
faces. Note also, that the integral relation (22.16) is similar to the contact

mechanical condition for massless rigid stamps MðiÞ
p ¼ 0

� �
.

For homogeneous boundary conditions on the electrodes Cu j with Qj ¼ 0 in
(22.16) and with Vj ¼ 0 in (22.17), these surfaces are called the open-circuited
electrodes and the short-circuited electrodes, respectively.

Further, on the full surface C, we assume homogeneous magnetic boundary
condition:

n � B ¼ 0; x 2 C: ð22:18Þ

Since the magnetic potential is determined within a constant, then we can define
its value for an arbitrary point x0 2 C of the boundary, for example:

/ðx0Þ ¼ 0: ð22:19Þ

For the “porous” boundary condition we suppose that the surface C is also
divided into two regions: Cw 0 and Cw n ðC ¼ Cw 0 [Cw nÞ. On the part Cw 0 we take
the homogeneous Dirichlet condition:
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w ¼ 0; x 2 Cw 0; ð22:20Þ

and on Cw n we assume the homogeneous Neumann condition:

n � p ¼ 0; x 2 Cw n; ð22:21Þ

where the boundary condition (22.21) in real situations is usually absent.
We also suppose that the domains Cr, Cui, CD, Cu j, Cw 0 and Cw n have Lipshitz

boundaries of class C1.
For non-stationary problems we assume also the initial conditions in the form:

u ðx; þ 0Þ ¼ u�ðxÞ; _u ðx; þ 0Þ ¼ r�ðxÞ; x 2 X; ð22:22Þ

where u� is the vector of initial displacement and r� is the vector of initial velocity
of the solid’s points x.

Formulae (22.1)–(22.22) represent a statement of the linear boundary problems
with the generalized Rayleigh damping for magnetoelectric solid with voids.

22.3 Week Problem Formulations

Let us transfer from the statement (22.1)–(22.22) of the transient problems for
magnetoelectric solids to their weak (generalized) formulations.

At the beginning we define on X the function spaces for the fields u, u, / and w.
Let H0

q be the space of vector-functions u 2 L2 in which the scalar product is

defined as ðv; uÞH0
q
¼ R

X q vT � u dX , where here and below the transpose operation

ð. . .ÞT is complemented by the complex conjugation operation for the steady-state
oscillation problems and for modal problems discussed in further.

For the vector-functions u 2 C1 satisfying homogenous boundary conditions
(22.13) on Cui, i 2 Jr, and (22.10) for arbitrary auik on Cui, i 2 Jp, we define the

scalar product: ðv; uÞH1
ul
¼ R

X ðrvÞT :ðruÞ dX. The closure of set of these

vector-functions in the norm generated by the scalar product ðv; uÞH1
ul
will be

designated by H1
ul, where the index l indicates the number of rigid massive punches,

described by the boundary conditions (22.10)–(22.12).
For functions u 2 C1 satisfying boundary conditions (22.15) for arbitrary Uj on

Cu j, j 2 Jeo, and homogenous boundary conditions (22.17) on Cu j, j 2 Jes, we
define the scalar product: ðv;uÞH1

um
¼ ðv;uÞH1

s
, where

ðv;uÞH1
s
¼ R

X ðrvÞT � ru dX. The closure of set of these functions in the norm,

generated by the scalar product ðv;uÞH1
um
, will be designated by H1

um, where the

index m indicates the number of boundary conditions (22.15).
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We define the scalar products on the set of field functions / 2 C1, w 2 C1,
satisfying (22.19), (22.20), respectively: ðg;/ÞH1

/
¼ ðg;/ ÞH1

s
, ð1;wÞH1

/
¼ ð1;wÞH1

s
.

The closures of sets of these functions in the norms, generated by the introduced
scalar products, will be designated by H1

/, H
1
w, respectively.

Finally we introduce the function spaces Qul, Qum, Q/ and Qw as

Qul ¼ L2ðSt; H1
ulÞ, Qum ¼ L2ðSt; H1

umÞ, Q/ ¼ L2ðSt; H1
/Þ, Qw ¼ L2ðSt; H1

wÞ,
where St ¼ ½0; T �, and for Banach space B with norm :k kB, the function space
L2ðSt;BÞ is the space of (class) functions t ! f ðtÞ, t 2 St, f ðtÞ 2 B, withR T
0 f ðtÞk k2B dt ¼ fk k2L2ðSt ;BÞ\1.
We will present the functions u and u in the transient problem (22.1)–(22.20) in

the form:

u ¼ u0 þ ub; u ¼ u0 þub; ð22:23Þ

where u0, u0 satisfy homogeneous mechanical and electric boundary conditions
and ub, ub satisfy corresponding heterogeneous boundary conditions, i.e.

nju 0j ¼
X2
k¼0

au0ik n
ðiÞ
k ; njubj ¼

X2
k¼0

aubik n
ðiÞ
k ; au0ik þ aubik ¼ auik; x 2 Cui; i 2 Jp;

ð22:24Þ

u 0j ¼ 0; ubj ¼ uCij; x 2 Cui; Cu0 6¼ ^; i 2 Jr; ð22:25Þ

u 0 ¼ U0j; u b ¼ Ubj; U0j þUbj ¼ Uj; x 2 Cuj; j 2 Jeo; ð22:26Þ

u 0 ¼ 0; u b ¼ Vj; x 2 Cuj; Cu0 6¼ ^; j 2 Jes; ð22:27Þ

and therefore,

u0 2 Qul; u 0 2 Qum; u b 2 QuM : ð22:28Þ

To transfer to the generalized or weak solution we scalar multiply the equation of
motion (22.6) by some vector-function vðxÞ 2 H1

ul, the second equation (22.6) by
some function vðxÞ 2 H1

um, the last equation (22.6) by some function gðxÞ 2 H1
/,

and (22.7) by some function 1ðxÞ 2 H1
w. By integrating the obtained equalities over

volume X and using integration by parts, granting the formulated boundary con-
ditions, we get the generalized or weak setting of transient problem for magneto-
electric solid with voids, using the introduced functional spaces.

Definition The quadruple of functions fu ¼ u0 þ ub;u ¼ u0 þu;/;wg, where
u0, ub, u0, ub satisfy (22.24)–(22.28), u0 2 Qul, u 0 2 Qum, / 2 Q/, w 2 Qw, are
the generalized or weak solution of transient problem for the magnetoelectric solid
with voids, if the following integral relations are satisfied:
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eqðv; €u0Þþ dðv; _u0Þþ cðv; u0Þþ eðu0; vÞþ hð/; vÞþ pðv;wÞ ¼ LuðvÞ; ð22:29Þ

�eðv; u0 þ fd _u0Þþ jðv;u0Þþ aðv;/Þþ gðv;wÞ ¼ LuðvÞþ fd
@

@t
eLuðvÞ; ð22:30Þ

�hðg; u0 þ cd _u0Þþ aðu0; gÞþ lðg;/Þþ qðg;wÞ ¼ L/ðgÞþ cd
@

@t
eL/ðgÞ; ð22:31Þ

pðu0 þ kd _u0; 1Þ � gðu0; 1Þ � qð/; 1Þþ að1;wÞ ¼ Lwð1Þþ kd
@

@t
eLwð1Þ; ð22:32Þ

for 8t 2 St; v 2 H1
ul, v 2 H1

um, g 2 H1
/, 1 2 H1

w, and the initial conditions (22.20)
are also hold.

Here we introduce the bilinear forms and linear functionals:

eqðv; uÞ ¼ ðv; uÞH0
q
þ

Xl

i¼1

X2
k¼0

avika
u
ikM

ðiÞ
k ; ð22:33Þ

cðv; uÞ ¼
Z
X

eTðvÞ : c : eðuÞ dX ; eðu; vÞ ¼ �
Z
X

ETðuÞ � e : eðvÞ dX;

ð22:34Þ

hð/; vÞ ¼ �
Z
X

HTð/Þ � h : eðvÞ dX; pðv;wÞ ¼ �
Z
X

eTðvÞ : Pw dX; ð22:35Þ

jðv;uÞ ¼
Z
X

ETðvÞ � j � EðuÞ dX; aðv;/Þ ¼
Z
X

ETðvÞ � a �Hð/Þ dX;

ð22:36Þ

gðv;wÞ ¼
Z
X

ðrvT �G � rwþrvT � g/Þ dX;

qðg;wÞ ¼
Z
X

ðrgT �Q � rwþrgT � q/Þ dX;
ð22:37Þ

dðv; uÞ ¼ adeqðv; uÞþ bdcðv; uÞ; að1;wÞ ¼
Z
X

ðr1T � A � rwþ ng/Þ dX;

ð22:38Þ

LuðvÞ ¼ LfpðvÞ � eqðv; ubÞ � dðv;ubÞ � cðv; ubÞ � eðub; vÞ; ð22:39Þ
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LfpðvÞ ¼
Z
X

vifi dXþ
Z
Cr

vipi dCþ
Xl

i¼1

X2
k¼0

avikPik; ð22:40Þ

LuðvÞ ¼ eLuðvÞþ eðv; ub þ fd _ubÞ � jðv;ubÞ; ð22:41Þ

eLuðvÞ ¼
Z
X

vrX dXþ
Z
CD

vrD dCþ
Xm
j¼1

XjQj; ð22:42Þ

L/ðgÞ ¼ hðg; ub þ fd _ubÞ � aðub; gÞ; ð22:43Þ

Lwð1Þ ¼ eL/ð1Þ � pðub þ kd _ub; 1Þþ gðub; 1Þ; eL/ð1Þ ¼
Z
X

1ql dX; ð22:44Þ

where avik are the values from (22.10) for vector-function v 2 H1
ul and Xj are the

values from (22.15) for function v 2 H1
um.

From this weak formulation of transient problem, it is easy to obtain the weak
setting of static problem, eigenvalue (modal) problem and steady-state oscillation
(harmonic) problem for magnetoelectric body with voids.

22.4 Steady-State Oscillation and Modal Problems

When all external loads, specifying pressures, forces, charges, displacements and
potentials, change over time according to the same steady-state oscillation law,
exp½jxt�, we can find the solution in the identical forms: u ¼ euðxÞ exp½jxt�,
u ¼ euðxÞ exp½jxt�, / ¼ e/ðxÞ exp½jxt�, w ¼ ewðxÞ exp½jxt�. Then, as it is obvious
from (22.29) to (22.32), we have the system of integral relations for the amplitude

functions eu, eu, e/ and ew:
�x2eqðv; u0Þþ jxdðv; u0Þþ cðv; u0Þþ eðu0; vÞþ hð/; vÞþ pðv;wÞ ¼ LuðvÞ

ð22:45Þ

�ð1þ jxfdÞeðv; u0Þþ jðv;u0Þþ aðv;/Þþ gðv;wÞ ¼ LuðvÞþ jxfdeLuðvÞ;
ð22:46Þ

�ð1þ jxcdÞhðg; u0Þþ aðu0; gÞþ lðg;/Þþ qðg;wÞ ¼ L/ðgÞþ jxcdeL/ðgÞ;
ð22:47Þ

ð1þ jxkdÞpðu0; 1Þ � gðu0; 1Þ � qð/; 1Þþ að1;wÞ ¼ Lwð1Þþ jxkdeLwð1Þ; ð22:48Þ
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where the symbol fe�g for amplitude quantities is absent, u0 2 H1
ul, u0 2 H1

um,

/ 2 H1
/, w 2 H1

w.
The resonance frequencies fk ¼ xk=ð2pÞ for magnetoelectric solid with voids

can be defined from the solution of the generalized eigenvalue (modal) problem,
which can be obtained from (22.45)–(22.48), if we suppose dðv; u0Þ ¼ 0,
ad ¼ bd ¼ fd ¼ cd ¼ kd ¼ 0,
LuðvÞ ¼ LuðvÞ ¼ eLuðvÞ ¼ L/ðgÞ ¼ eL/ðgÞ ¼ Lwð1Þ ¼ eLwð1Þ ¼ 0, i.e. without
damping effect and without all inhomogeneous loads

�x2eqðv; uÞþ cðv; uÞþ eðu; vÞþ hð/; vÞþ pðv;wÞ ¼ 0; ð22:49Þ

�eðv; uÞþ jðv;uÞþ aðv;/Þþ gðv;wÞ ¼ 0; ð22:50Þ

�hðg; uÞþ aðu; gÞþ lðg;/Þþ qðg;wÞ ¼ 0; ð22:51Þ

pðu; 1Þ � gðu; 1Þ � qð/; 1Þþ að1;wÞ ¼ 0; ð22:52Þ

where u ¼ u0, u ¼ u0, since ub ¼ 0, ub ¼ 0 for homogeneous boundary
conditions.

Problem (22.49)–(22.52) is an eigenvalue problem, in which the unknown
quantities are the eigenvalues k ¼ x2 and eigenfunctions u, u, / and w, giving a
non-trivial solution.

We can transform the systems of (22.29)–(22.32), (22.45)–(22.48), (22.49)–
(22.52) by serial eliminations of the functions w, / and u. Thus, for modal problem
(22.49)–(22.52), we can realize the following operations similarly to [9, 12, 14, 17]
for elastic and piezoelectric solids.

Note that the forms eqðv; uÞ, cðv; uÞ, jðv;uÞ, lðg;/Þ and að1;wÞ are bilinear,
symmetrical and positive defined in the function spaces L2, H1

ul, H
1
um, H

1
/ and H1

w,
respectively, whereas the forms eðu; vÞ, hð/; vÞ, pðv;wÞ, aðv;/Þ, gðv;wÞ and
qðg;wÞ are only bilinear.

Since for arbitrary fixed u 2 H1
ul, u 2 H1

um, / 2 H1
/ and w 2 H1

w the forms

pðu; 1Þ, gðu; 1Þ, qð/; 1Þ and að1;wÞ are linear bounded functionals in H1
w, by Riesz

theorem [20] the elements pu, gu, q/, aw 2 H1
w unique exist such that for 8 1 2 H1

w

the following equations hold:

pðu; 1Þ ¼ ðpu; 1ÞH1
w
; gðu; 1Þ ¼ ðgu; 1ÞH1

w
; qð/; 1Þ ¼ ðq/; 1ÞH1

w
;

að1;wÞ ¼ ð1; awÞH1
w
:

ð22:53Þ

Obviously, the elements pu, gu, q/, aw are linear operators acting from the
space H1

ul into the space H1
w, from H1

um into H1
w, from H1

/ into H1
w, and from H1

w into

H1
w, respectively, and for aw an inverse operator exists. Therefore, from (22.52) to

(22.53) we have
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aw ¼ �puþ guþ q/;w ¼ �PuþGuþQ/;P ¼ a�1p;G ¼ a�1g;Q ¼ a�1q;

ð22:54Þ

where the linear bounded operators P, G and Q act from H1
ul into H1

w, from H1
um into

H1
w, and from H1

/ into H1
w, respectively.

Using (22.53), (22.54) we can reduce the system (22.49)–(22.52) to the form:

ĉðv; uÞþ êðu; vÞþ ĥð/; vÞ ¼ x2q̂ðv; uÞ; ð22:55Þ

�êðv; uÞþ ĵðv;uÞþ âðv;/Þ ¼ 0; ð22:56Þ

�ĥðg; uÞþ âðu; gÞþ l̂ðg;/Þ ¼ 0; ð22:57Þ

where

ĉðv; uÞ ¼ cðv; uÞ � aðPv;PuÞ; êðu; vÞ ¼ eðu; vÞþ aðPv;GuÞ; ð22:58Þ

ĥð/; vÞ ¼ hð/; vÞþ aðPv;Q/Þ; ĵðv;uÞ ¼ jðv;uÞþ aðGv;GuÞ; ð22:59Þ

âðv;/Þ ¼ aðv;/Þþ aðGv;Q/Þ; lðg;/Þ ¼ lðg;/Þþ aðQg;Q/Þ: ð22:60Þ

Note that for transformation of the system (22.49)–(22.52) to (22.55)–(22.57)
the following chains of formulas were used:

pðv;wÞ ¼ ðpv;wÞH1
w
¼ ðaa�1pv;wÞH1

w
¼ aðPv;wÞ:

After excluding the porosity change function w, we have the system (22.55)–
(22.57) with (22.58)–(22.60), which describes the natural oscillations of magne-
toelectric solid with altered piezomagnetoelectric properties. Note, that the forms
ĉðv; uÞ, ĵðv;uÞ and l̂ðg;/Þ are positive defined in H1

ul, H
1
um and H1

/, respectively,
because the potential energy of material (22.8) is positive defined. Then we can
continue the reduction of system (22.55)–(22.57) by eliminating the magnetic
potential /.

Similarly, by Riesz theorem for fixed u 2 H1
ul, u 2 H1

um and / 2 H1
/ the ele-

ments ĥu, âu, l̂/ 2 H1
/ exist, are unique, and for g 2 H1

/ we have

ĥðg; uÞ ¼ ðĥu; gÞH1
/
, âðu; gÞ ¼ ðg; âuÞH1

/
, l̂ðg;/Þ ¼ ðg; l̂/ÞH1

/
. Then, ĥu, âu and

l̂/ are linear operators acting from H1
ul into H1

/, from H1
um into H1

/ and from H1
/

into H1
/, respectively, and an inverse operator exists for l̂/. Therefore, we obtain

l̂/ ¼ ĥu� âu, / ¼ Ĥu� Âu, Ĥ ¼ l̂�1ĥ, Â ¼ l̂�1â, where the operators Ĥ and Â
are linear bounded and act from H1

ul into H1
/, and from H1

um into H1
/, respectively.

So, we obtain from (22.55)–(22.57) the following reduced system:
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ecðv; uÞþeeðu; vÞ ¼ x2q̂ðv; uÞ; ð22:61Þ

�eeðv; uÞþ ejðv;uÞ ¼ 0; ð22:62Þ

where

ecðv; uÞ ¼ ĉðv; uÞþ l̂ðĤv; ĤuÞ; ð22:63Þ

eeðu; vÞ ¼ êðu; vÞ � l̂ðÂu; ĤvÞ; ejðv;uÞ ¼ ĵðv;uÞ � l̂ðÂv; ÂuÞ; ð22:64Þ

Finally, for fixed u 2 H1
ul and u 2 H1

um the unique elements eeu, eju 2 H1
um exist,

that for all v 2 H1
um we have eeðv; uÞ ¼ ðv;eeuÞH1

um
, ejðv;uÞ ¼ ðv; ejuÞH1

um
, where the

linear bounded operators eeu and eju act from H1
ul into H1

um and from H1
um into H1

um,

respectively, and there is an inverse for the operator eju. Thus, eju ¼ eeu, u ¼ A
^

u,

A
^ ¼ ej�1ee, at that the operator A^, acting from H1

ul into H1
um, is linear bounded. This

allows us to transform the system (22.61), (22.62) with (22.63), (22.64) to the final
reduced form:

c
^ðv; uÞ ¼ x2eqðv; uÞ; ð22:65Þ

where

c
^ðv; uÞ ¼ ecðv; uÞþ ejðA^ v; A

^
uÞ ð22:66Þ

Definition The set of quantities (x2, u 2 H1
ul, u 2 H1

um, / 2 H1
/, w 2 H1

w) is a
week solution of modal problem for magnetoelectric body with voids, if (22.65)
satisfies for 8 v 2 H1

ul, or which is equivalent, (22.61), (22.62) hold for 8 v 2 H1
ul,

8 v 2 H1
um, or (22.55)–(22.57) hold for 8 v 2 H1

ul, 8 v 2 H1
um, 8 g 2 H1

/, or (22.49)–

(22.52) hold for 8 v 2 H1
ul, 8 v 2 H1

um, 8 g 2 H1
/, 8 1 2 H1

w.
Similarly, we can obtain the reduced formulations for the transient problem

(22.29)–(22.32) and for the harmonic problem (22.45)–(22.48).

22.5 Spectral Properties and Some Theorems About
Resonance Frequencies

Note that the form cðv; vÞþ jðv; vÞþ lðg; gÞþ að1; 1Þþ 2pðv; 1Þþ 2aðv; gÞ, con-
cerned to the form c

^ðv; vÞ from (22.66), is positive defined, that is provided by the
energy conditions (22.8). Then we introduce the energy function space H1

c . This
space is the closure of the set of vector function u 2 C1, that satisfy boundary
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conditions (22.10) and (22.13) with uCi ¼ 0, in the norm generated by the scalar
product (22.66). Following [21, 22], we can establish that the energy space H1

c is
equivalent to H1

ul, and from the complete continuity of the embedding operator from
H1

ul into H0
q the next theorems follow.

Theorem 22.1 The operator equation (22.65) has a discrete real spectrum
0\x2

1 � . . .�x2
k � . . .; x2

k ! 1 as k ! 1, and the system of eigenvectors uðkÞ is
orthogonal and complete in the spaces H0

q and H1
c .

Theorem 22.2 There is a minimax Courant—Fisher principle:

x2
k ¼ max

w1;w2;...;wk�12H1
ul

min
v 6¼ 0; v 2 H1

uleqðv;wiÞ ¼ 0; i ¼ 1; 2; . . .; k � 1

R ðvÞ

2
6664

3
7775;

where R ðvÞ ¼ c
^ðv; vÞ=eqðv; vÞ is the Rayleigh quotient.

These theorems can be proved using analogous arguments as for elastic

problems with replacement of the forms c and q by c
^

and eq [22].
Following [9, 12, 14, 17], we can investigate the changing of the eigenfre-

quencies (natural frequencies) when some parameters of the problem (22.49)–
(22.52) or (22.65) change. We will directly indicate these modifications in the
formulations of the next theorems, and the variables related to the changes will be
marked by subscripts lm or by an asterisk. Meanwhile, the parameters that are not
specified in the theorems are assumed identical for the original and modified
problems.

We call problem (22.49)–(22.52) or (22.65) the lm-problem, to emphasize the
presence of l Cui; i ¼ 0; 1; 2; . . .; l, in contact with punches and m regions Cu j,
j ¼ 0; 1; 2; . . .;m, coated by open-circuited electrodes.

We consider two lm- and pm-problems, which differ solely in the number l and
p of contacting parts Cui in (22.10)–(22.12). We emphasize that the outer input data
in the lm- and pm-problems are assumed to be the same.

Theorem 22.3 If 0� l\p� L, than x2
lmk �x2

pmk for 8 k, i.e. the kth eigenfre-
quency xlmk of lm-problem is not less than kth eigenfrequency xpmk of
pm-problem.

Note that under the conditions of Theorem 22.3, the boundary Cu has not
change. When passing from lm-problem to pm-problem, we change only the con-
ditions of fixed boundary by the conditions of contact with punches on the parts of
Cui.

We now consider two similar lm- and ln-problems, which differ solely in the
number m and n open-circuited electrodes of Cu j in (22.15)–(22.17).
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Theorem 22.4 If 0�m\n�M, than x2
lmk �x2

lnk for 8 k, i.e. the kth eigenfre-
quency xlmk of lm-problem is not greater than kth eigenfrequency xlnk of
ln-problem.

Theorem 22.5 If for two problems the rigidly constrained boundaries and the
contact boundaries with the punches are such that Cu 	 C�u, Cui 	 C�ui,
i ¼ 0; 1; 2; . . .; L, than we have x2

k �x2
�k for 8 k.

Theorem 22.6 If the stiffness moduli, the piezoelectric moduli, the magnetostric-
tion moduli, the constants characterizing the properties of porosity, the densities
and the mass characteristics of the punches for two problems are such that
~clmðv; vÞ�~c lm�ðv; vÞ, eqðv; vÞ� eq�ðv; vÞ for 8v 2 H1

ul, then x2
k �x2

�k for 8 k.
Theorem 22.7 If for two problems the electrode-coated surfaces are such that
Cu 	 C�u, Cuj 	 C�u j, j ¼ 0; 1; 2; . . .;M, than we have x2

k �x2
�k for 8 k.

Theorem 22.8 If the dielectric permittivity moduli, the magnetoelectric coupling
coefficients and the magnetic permeability moduli for two problems are such that
jðv; vÞþ lðg; gÞþ 2aðv; gÞ� j�ðv; vÞþ l�ðg; gÞþ 2a�ðv; gÞ for 8v 2 H1

um,

g 2 H1
/, then x2

k �x2
�k for 8 k.

Theorem 22.9 If the “porous” Dirichlet boundaries for two problems are such
that Cw0 	 C�w 0, than x2

k �x2
�k for 8 k.

Theorem 22.10 If the porous diffusion coefficients for two problems are such that
að1; 1Þ� a�ð1; 1Þ for 81 2 H1

w, then x2
k �x2

�k for 8 k.
Note that the proofs of these theorems are similar to presented in [9].
It is interesting to compare the results of Theorems 22.3–22.10. If we replace on

certain regions of Cui the rigid fixed boundary conditions (22.13) by the contact
conditions (22.10)–(22.12), then by Theorem 22.3 the eigenfrequencies can only
become smaller.

Contrariwise, if on certain regions of Cuj we change the boundary conditions for
the zero electric potential (22.17) by the contact type electric boundary conditions
(22.15), (22.16) for open-circuited electrodes, then by Theorem 22.4 the eigen-
frequencies can only become greater.

By Theorems 22.5 and 22.6, the eigenfrequencies can only become smaller, if
the surfaces of fixed boundaries Cu or of the contact boundaries Cui reduce, if the
stiffness moduli specific decrease, or if the density and the mass characteristics of
the punches increase.

On the other hand, according to Theorems 22.7 and 22.8, the eigenfrequencies
can only increase if the electrode-coated surfaces Cu and Cuj reduce or if the set of
electric and magnetic moduli specific diminishes.

In the result, from Theorems 22.3, 22.5, 22.6 and 22.4, 22.7, 22.8 we can
conclude that a resembling modifications in the mechanical and electric boundary
conditions or in elastic and magnetoelectric moduli lead to contrary change for the
eigenfrequencies.
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However, according to Theorems 22.9 and 22.10, the eigenfrequencies can only
decrease if the boundary Cw0 reduces or if the porous diffusion coefficients specific
diminish. Then, from Theorems 22.5, 22.6 and 22.9, 22.10, we can draw a con-
clusion that a resembling modifications in the mechanical and porous boundary
conditions or in the stiffness moduli and in the constitutive porous constants lead to
identical change for the eigenfrequencies.

22.6 Finite Element Approaches

We can solve the problems (22.29)–(22.32), (22.45)–(22.48), (22.49)–(22.52) for
magnetoelectric solids with voids using the routine finite element approaches. Let
Xh be a volume with finite element mesh: Xh
X, Xh ¼ [ kX

e k , where Xek is the
individual finite element, k is the element number. On the domain boundary Ch ¼
@ Xh we introduce the boundaries Chr, Chu, Chui etc., which will be the approxi-
mations of the corresponding boundaries Cr, Cu, Cui etc. Then, on Xh we can
introduce the function spaces H1

hul, H
1
hum, H

1
h/, H

1
hw and Qhul, Qhum, Qh/, Qhw

analogously to the function spaces from Sect. 22.3.
We will find the approximate solution { uh0 � u0, uh0 � u0, /h � /, wh � w }

of transient problem (22.29)–(22.32) in the following form:

uh0ðx; tÞ ¼ NT
u ðxÞ � UðtÞ; uh0ðx; tÞ ¼ NT

uðxÞ �UðtÞ; ð22:67Þ

/hðx; tÞ ¼ NT
/ðxÞ �MðtÞ; whðx; tÞ ¼ NT

wðxÞ �WðtÞ: ð22:68Þ

Here, Nu is the matrix of the finite element shape functions for the displace-
ments; Nu, N/, Nw are the vectors of the finite element shape functions for the
electric potential, for the magnetic potential, and for the porosity changes; UðtÞ,
UðtÞ, MðtÞ, WðtÞ are the vectors of the nodal displacements, the nodal electric
potential, the nodal magnetic potential, and the nodal porosity changes, respec-
tively. All finite element shape functions form the basis in the appropriate
finite-dimensional spaces Vt

hul
Qhul, V
t
hum
Qhum, V

t
h/
Qh/ and Vt

hw
Qhw, for

non-stationary problem or in the finite-dimensional spaces Vhul
H1
hul, Vhum
H1

hum,

Vh/
H1
h/, and Vhw
H1

hw, for steady-state oscillation problems. Then, for
non-stationary problem: uh0 2 Vt

hul, uh0 2 Vt
hum, /h 2 Vt

h/, wh 2 Vt
hw. Here, in

(22.67), (22.68) for harmonic and modal problems U, U, M and W are the constant
vectors.

Then, the projecting functions v, v, g and 1 can be present in finite-dimensional
spaces Vhul, Vhum, Vh/ and Vhw, respectively, by the formulae:
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vðxÞ ¼ N�
u � dU; vðxÞ ¼ N�

u � dU; gðxÞ ¼ N�
u � dM; wðxÞ ¼ N�

w � dW:

ð22:69Þ

Substituting approximations (22.67)–(22.69) into the problem (22.29)–(22.32)
and using (22.33)–(22.44) for Xh, we obtain

fMuu � €Uþ eCuu � _UþKuu � UþKuu �UþKu/ �MþKuw �W ¼ Fu; ð22:70Þ

�KT
uu � ð1d _UþUÞþKuu �UþKu/ �MþKuw �W ¼ 1dF

t
u þFu; ð22:71Þ

�KT
u/ � ðcd _UþUÞþKT

u/ �UþK// �MþK/w �W ¼ cdF
t
/ þF/; ð22:72Þ

KT
uw � ðkd _UþUÞ �KT

uw �U�KT
/w �MþKww �W ¼ kdFt

w þFw: ð22:73Þ

For transient problem it is need to add the initial conditions:

Uð0Þ ¼ U�; _Uð0Þ ¼ V�; ð22:74Þ

which can be obtain from the continual conditions (22.22).

In (22.70)–(22.73) fMuu ¼ Muu þMp, eCuu ¼ Cuu þ adMp, Mp is the matrix of
mass characteristics for the punches, Muu ¼

Pa Mek
uu, Cuu ¼

Pa Cek
uu,

Kuu ¼
Pa Kek

uu, Kuu ¼ Pa Kek
uu etc.,

Pa is the operation of element matrix
ensembling, and the element matrices have the forms:

Mek
uu ¼

Z
Xek

qNe
u � NeT

u dX; Cek
uu ¼ adMek

uu þ bdK
ek
uu; ð22:75Þ

Kek
uu ¼

Z
Xek

SeTu � c � SeudX; Kek
uu ¼

Z
Xek

SeTu � eT � SeudX;

Kek
u/ ¼

Z
Xek

SeTu � hT � Se/dX;
ð22:76Þ

Kek
uw ¼

Z
Xek

SeTu � P Ne�
w dX; Kek

uu ¼
Z
Xek

SeTu � j � SeudX; Kek
u/ ¼

Z
Xek

SeTu � a � Se/dX

ð22:77Þ

Kek
uw ¼

Z
Xek

SeTu �G � Sew þ SeTu � g NeT
w

h i
dX; Kek

// ¼
Z
Xek

SeT/ � l � Se/dX; ð22:78Þ
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Kek
/w ¼

Z
Xek

SeT/ �Q � Sew þSeT/ � q NeT
w

h i
dX; Kek

ww ¼
Z
Xek

SeTw � A � Sew þ nNe
w NeT

w

h i
dX;

ð22:79Þ

Seu ¼ LðrÞ � NeT
u ; Seu ¼ rNeT

u ; Se/ ¼ rNeT
/ ; Sew ¼ rNeT

w ; ð22:80Þ

LTðrÞ ¼
@1 0 0 0 @3 @2
0 @2 0 @3 0 @1
0 0 @3 @2 @1 0

2
4

3
5; ð22:81Þ

where Ne
u, N

e
u, N

e
/, N

e
w are the matrices and the vectors of element shape functions,

determinated on individual finite elements.
In (22.75)–(22.81), we use vector-matrix denotations for the material moduli.

Thus, c is the 6 � 6 matrix of elastic stiffness moduli; e and h is the 3 � 6 matrices
of piezoelectric and magnetostriction moduli, respectively;
P ¼ fP11;P22;P33;P23;P13;P12g; cab ¼ cijkl, eib ¼ eikl, hib ¼ hikl; a; b ¼ 1; . . .; 6;
i; j; k; l ¼ 1; 2; 3; and the following correspondence law between indices takes
place: a $ ðijÞ, b $ ðklÞ, 1 $ ð11Þ, 2 $ ð22Þ, 3 $ ð33Þ, 4 $ ð23Þ  ð32Þ,
5 $ ð13Þ  ð31Þ, 6 $ ð12Þ  ð21Þ.

Here, the vectors of right-hand sides of (22.71)–(22.73) are determined from
(22.39) to (22.44) and (22.69).

It is important to note, that the matrix properties positive defined follow from the
energy inequality obtained from (22.8) to (22.70)–(22.73)

9Wh [ 0; 8U;U;M;W : UT �Kuu � Uþ 2UT �Kuw �Wþ 2UT �Ku/ �M
þUT �Kuu �UþMT �K// �MþWT �Kww �W�WhðUT � UþUT �UþMT �MþWT �WÞ:

We also note that for integrating by time the Cauchy problem (22.70)–(22.74), it
is convenient to use the Newmark method in a alternative formulation without the
calculation of velocities and accelerations in the time steps, similarly to [15, 18]. In
these approaches we can reduce the system (22.70)–(22.73) by eliminating the
degrees of freedom U, M and W. The results of such operations will be more
compact, if bd ¼ cd ¼ fd ¼ kd .

For the case of zero essential boundary conditions with bd ¼ cd ¼ fd ¼ kd , we
can use the mode superposition method for solving non-stationary and harmonic
problems. This circumstance is an important justification for choosing the accepted
method of damping account with the terms with coefficients bd , cd , 1d and kd in
(22.2)–(22.5), (22.7).

Note that similarly to [15, 18], we can apply an effective algorithms with
quasi-definite symmetric matrices [23] for solving (22.70)–(22.73) in the cases of
transient, harmonic, modal problems and the problems of interaction between
magnetoelectric bodies with voids and acoustic medium [19]. The basic finite
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element procedures (rotations of material coordinate systems, settings of the
essential boundary conditions, etc.) can also be realized in symmetrical forms.

22.7 Concluding Remark

In this chapter for investigations of electroelastic (piezoelectric) and magneto
electroelastic (magnetoelectric) materials with voids and devices from these
materials the original mathematical and finite element models are suggested, which
extend the models of the piezoelectric solid with coupled attenuation properties and
the Cowin-Nunziato model for solids with voids. In this generalized model, we
consider the field functions of mechanical displacements, electric potential, mag-
netic potential and the porosity change function. The mathematical model contains
the momentum equations of continuum mechanics, the quasi-electrostatic equation,
the quasi-magnetostatic equation and the equation for change of porosity, and also
the corresponding mechanical, electric, magnetic and porous boundary and initial
conditions.

On the base of these models, we have formulated the statements of the
initial-boundary problems for magnetoelectric solids with voids. We have derived
the continual weak (generalized) statements in the original extended and truncated
forms and finite element systems with quasi-definite symmetric matrices typical for
various problems with a saddle operator. We have also established the mathematical
properties of the eigenfrequencies and eigenvectors for multiferroic solids with
voids for different types of the boundary conditions, including the mechanical and
electric boundary conditions of contact types. We have proved that the spectrum for
the eigenvalue problem for bounded magnetoelectric solids with voids is real and
discrete and the eigenvector system is orthogonal and complete in the corre-
sponding energetic spaces. A minimax Courant—Fisher principle is constructed,
which is similar to the well-known variational principle for the elastic and elec-
troelastic problems. On the base of variational statements, the properties of an
increase or a decrease in the eigenfrequencies, when the mechanical, electric,
magnetic and porous boundary conditions and the material moduli change, are
proved.

It was established that the same type changes of mechanical and magnetoelectric
boundary conditions and changes of stiffness moduli and dielectric or magnetic
moduli lead to the reverse changes in the eigenfrequencies. Conversely, the mod-
ifications of the porous material properties and of the porous boundary conditions
lead to the analogous changes for the eigenfrequencies as well as the similar
changes of mechanical material properties and boundary conditions.

A set of finite element schemes with quasi-definite symmetric matrices is sug-
gested for finding approximate solutions of non-stationary, harmonic, modal and
static problems for piezomagnetoelectric materials with voids.
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Chapter 23
Nonlocal Nonlinear Analysis
of Composites

P. Raghu, Anna A. Nasedkina, Andrey V. Nasedkin, A. Rajagopal
and B. Saswata

Abstract In this work, we present the behaviour of laminated composite plates,
subjected to a static bending load under the influence of varying value of material
length scale parameters. Reddy’s (J Appl Mech 51:745, 1984 [1]) third order shear
deformation theory (TSDT) is used, which describes the kinematics accurately. The
geometric nonlinearity, which prevails under the effect of large deformations, is
accounted using von Karman nonlinear strains. Finite element model is developed
using four-noded rectangular conforming element. Tangent stiffness matrix is
derived to implement Newton Raphson method. The concept of non-locality is
adopted from the works of Eringen and Edelen (Int J Eng Sci 10:233, 1972 [2]).
Parametric study has been conducted to investigate the effect of non-locality and
non-linearity on the behaviour of laminated composites.

23.1 Introduction

The classical continuum theories have been used for decades to solve different
kinds of boundary value problems. This approach assumes the material is contin-
uously distributed and homogeneous at macroscale. At smaller length scales, it is
proven that the material possesses in homogeneities and is not continuously dis-
tributed. The experimental results also suggest that conventional continuum
approach is in adequate to model the material at smaller length scale such as
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nanoscale. At nanoscale, the materials’ spatial dimensions are comparable to the
internal characteristic lengths such as grain distance in which case the classical
continuum analysis ceases to provide the accurate results. The other deficiencies of
classical theory include negligence of microstructural size effect [3], mesh depen-
dent results [4], singularity at crack tip [5]. Hence, the continuum descriptions must
be enriched to obviate these discrepancies. The nonlocal approach is proven to
overcome these discrepancies. The term nonlocal in nonlocal theories refers to the
long range inter atomic that are taken into account in the constitutive relations.
Eringen and Edelen [2] first gave the relationship between the local and nonlocal
stress tensor through a Kernel function. This Kernel function depends on the
internal and external characteristic lengths of the material. John et al. [6] first
applied the nonlocal concept to structural mechanics applications. Jirásek et al. [7]
explained how the classical theories can be enriched to deal with problems of size
effects in microscale elasto-plasticity. Recently Reddy [8] gave the reformulated
Euler-Bernouli, Timoshenko beam theories using nonlocal theories. Aydogdu [9]
and Adhikari et al. [10] employed nonlocal models to investigate the small-scale
effect on elastic rods.

Applications of laminated composite plates range from aerospace industry to
sports industry. Accurate analysis is of paramount importance for effective utilizing
the material strength and for the safe design. Since laminated composite plates
possess low value of shear modulus, compared to Young’s modulus, shear defor-
mations are going to play significant effect on their behavior. Hence the correct
description of kinematics is necessary to predict the response of the composites
accurately. Classical theory does not account for the shear deformations hence
cannot be used to analyze thick plates. On the other hand, first order shear defor-
mation theory (FSDT) [11] takes into account shear deformation in a simple way
that it needs shear correction factor. Whereas Reddy’s TSDT [1] expands the
displacement field up to third order, it gives the quadratic variation of transverse
shear strains and shear stress. This kinematic description avoids the need for shear
correction factor. Classical continuum theory takes into account exclusively the
bulk, neglecting the contributions from the surface of the deformable body.
However, surface effects predominantly affect the material behavior. Raghu et al.
[12] presented the analytical solutions for laminated composite plates using non-
local third-order shear deformation theory of Reddy considering surface stress
effects. Preethi et al. [13] studied the effect of non-locality and non-linearity on the
bending and free vibration behavior of rotating nanocantilever beams using finite
element method. Mahmoud et al. [14] studied the effect of both non-locality and
surface effects on the behavior of nanobeams using finite element method. Recently
Barretta et al. [15] transfer the effect of non-locality on the viscoelastic functionally
graded nanobeams, subjected to torsion. Ebrahimi et al. [16] used non-local strain
gradient theory for the analysis of wave propagation in nanoplates.
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23.2 Eringen’s Nonlocal Model

In non-local theory, the effect of neighborhood is taken into account via the con-
stitutive relations. The stress at a reference point is functional of strain at all
neighboring points. The non-local and local stress tensor are related by an atten-
uating Kernel function. Eringen proposed a constitutive model that expresses the
nonlocal stress tensor rnl at point x as

rnl ¼ Z
K x0�xj j; sð Þr x0ð Þdx0; ð23:1Þ

where r(x) is the classical macroscopic stress tensor at a point x and K(|x′ − x|, s) is
the Kernel function, which is normalized over the volume of the body represents the
nonlocal modulus. |x′ − x| is the non-local distance and s is the material constant
that depends on the internal and external characteristic length.

As Hooke law, we have:

r xð Þ ¼ C xð Þ : � xð Þ; ð23:2Þ

where ε is the strain tensor C is the fourth order elasticity tensor. Equations (23.1)
and (23.2) together form the nonlocal constitutive equation for Hookean solid.
Equation (23.1) can be represented equivalently in differential form as

ð1�s2l2r2Þrnl ¼ r; ð3Þ

where s = (e0a)
2/l2, e0 is a material constant and a and l are internal and external

characteristic lengths, respectively. In general, ∇2 is the three dimensional Laplace
operator. The nonlocal parameter l can be taken as l = s2l2.

23.3 Third-Order Shear Deformation Theory

In the third-order shear deformation theory (TSDT) of Reddy [1] the assumptions of
the straightness and normality of the transverse normal after deformation are relaxed
by expressing the displacements as cubic functions of thickness coordinate.
Consequently, the transverse shear strains and shear stresses vary quadratically
through the thickness of the laminate and avoid the need for shear correction factor.
Here the Reddy’s third-order theory is reformulated to account for the nonlocal
effect. These nonlocal laminated plate theories allow for the small-scale effect, which
becomes significant, when dealing with micro- and nano-plate like structures [8].
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23.3.1 Displacement Field

The displacement field of Reddy’s third order theory [1] is developed in such a way
that the in-plane displacements are expanded up to the third degree of the thickness
coordinate. This definition results in quadratic variation of shear strains and hence
the shear stress. The transverse displacement is independent of thickness coordinate
because it is assumed a transverse normal is inextensible:

u x; y; zð Þ ¼ u0 x; yð Þþ z/x � ð4z3=3h2Þð/x þ @w0=@xÞ; ð23:4Þ

v x; y; zð Þ ¼ v0 x; yð Þþ z/y � ð4z3=3h2Þð/y þ @w0=@yÞ; ð23:5Þ

w x; y; zð Þ ¼ w0 x; yð Þ; ð23:6Þ

where u0, v0, w0 are the in-plane displacements of a point on the mid plane (i.e.
z = 0); /x, /y denote the rotations of the transverse normal line at mid plane
(/x = ∂u/∂z and /y = ∂v/∂z). The total thickness of the laminate is given by h.

23.4 Equilibrium Equations

The non-local governing equations for TSDT can be derived, using the principle of
virtual displacements and (3). They can be derived as follows:

@Nxx

@x
þ @Nxy

@y
¼ 0; ð23:7Þ

@Nxy

@x
þ @Nyy

@y
¼ 0; ð23:8Þ

@Qx

@x
þ @Qy

@y
þ @

@x
Nxx

@w0

@x
þNxy

@w0

@y

� �
þ @

@y
Nxy

@w0

@x
þNyy

@w0

@y

� �

þ c1
@2Pxx

@x2
þ 2

@2Pxy

@x@y
þ @2Pyy

@y2

� �
¼ �qð1� lr2Þ

ð23:9Þ

@Mxx

@x
þ @Mxy

@y
� Qx ¼ 0; ð23:10Þ

@Mxy

@x
þ @Myy

@y
� Qy ¼ 0; ð23:11Þ
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where

Mab ¼ Mab � c1Pab;Qa ¼ Qa � c2Ra; c1 ¼ 4
3h2

; c2 ¼ 3c1; ð23:12Þ

Nab

Mab

Pab

8<
:

9=
; ¼

Z h
2

�h
2

rab
1
z
z3

8<
:

9=
;dz;

Qa

Ra

� �
¼

Zh
2

�h
2

raz
1
z2

� �
dz: ð23:13Þ

23.5 Finite Element Model

The weak form for each governing equation can be derived and the finite element
model is developed after substituting the displacement approximations in the weak
form. The weak form suggests that the primary degree of freedom of Reddy’s TSDT
should be u; v;w; @w@x ;

@w
@y ;

@2w
@x@y ;/x;/y. The approximations for each of the primary

degrees of freedom are as follows:

u �
Xm
j¼1

UjðtÞwjðx; yÞ; ð23:14Þ

v �
Xm
j¼1

VjðtÞwjðx; yÞ; ð23:15Þ

w �
Xm
j¼1

DjðtÞ/jðx; yÞ; ð23:16Þ

/x �
Xm
j¼1

XjðtÞwjðx; yÞ; ð23:17Þ

/y �
Xm
j¼1

YjðtÞwjðx; yÞ; ð23:18Þ

The D here denotes (w; @w@x ;
@w
@y ;

@2w
@x@y) at each node of the finite element.

Substitution of (23.14)–(23.18) in the weak forms of the governing equations will
yield the discretized weak form as follows:
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K11 K12 K13 K14 K15

K21 K22 K23 K24 K25

K31 K32 K33 K34 K35

K41 K42 K43 K44 K45

K51 K52 K53 K54 K55

2
66664

3
77775

U
V
D
X
Y

8>>>><
>>>>:

9>>>>=
>>>>;

¼

F1

F2

F3

F4

F5

8>>>><
>>>>:

9>>>>=
>>>>;
: ð23:19Þ

It is seen that (23.19) is non-linear in nature. To solve it, the Newton Raphson
method is used. The tangent stiffness matrix can be derived using the below formula
[17]:

Tab
ij ¼ @Ra

i

@Db
j

¼ Kab
ij þ

Xn
k¼1

@Kac
ik

@Db
j

Dc
k �

@Fa
i

@Db
j

: ð23:20Þ

23.6 Numerical Results

In this section, numerical examples are presented to investigate the effect of both
nonlinearity and nonlocality on the behavior of laminated composite structure,
subjected to transverse sinusoidal loading. The effect of a/h ratio and the integration
rule is also presented. Different types of boundary conditions such as SS-1 and SS-2
are considered. A four-noded rectangular element is used in all examples. The
tolerance value of error is fixed as 10−3. The deflection is calculated at the center of
the plate and non-dimensionalized as follows:

w ¼ w a
2 ;

b
2 ; 0

� �
E2h3

q0a4
: ð23:21Þ

Here q0 is the intensity of transverse load and a, b, h are the length, width and
thickness of the plate respectively. The following material properties typical of
graphite epoxy composite laminate are used in all examples:

E1=E2 ¼ 25;G12=E2 ¼ 0:6;G23=E2 ¼ 0:25;G12 ¼ G13; t12 ¼ 0:25; t12 ¼ t13:

23.6.1 Boundary Conditions

Two kinds of boundary conditions are considered for the analysis, namely SS-1
(simply supported-1) and SS-2. Figures 23.1 and 23.2 show the SS-1 and SS-2
boundary conditions, respectively.
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23.6.2 Example 1

A four-layered plate of the orientation (0/90/0/90) with each layer having equal
thickness is considered in this example. Both SS-1 and SS-2 boundary conditions
are considered. The intensity of the sinusoidal load is considered as one.

Tables 23.1 and 23.2 show the non-dimensionalised deflection values with
increasing values of nonlocal parameter for SS-2 and SS-1 boundary conditions.
respectively. It has been clearly observed that the deflection value increases as the

Fig. 23.1 SS-1 boundary
conditions

Fig. 23.2 SS-2 boundary
conditions
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value of l increases. It can also be observed that the effect of integration rule has
very less effect on the value of the deflection. Therefore, there is no shear locking.
As the value of a/h increases, the deflection decreases for the same value of l.

23.6.3 Example 2

In this example, a two-layered plate of the orientation (45/−45) with each layer
having equal thickness is considered in this example. SS-2 boundary conditions are
considered. The intensity of the sinusoidal load is considered as one.

Table 23.1 Effect of length scale parameter and integration rule on the non-dimensionalized
deflection of SS-2 anti-symmetric cross-ply laminate

a/h Source w(l = 0) wðl ¼ 1Þ wðl ¼ 3Þ wðl ¼ 5Þ
10 4 by 4 (F) 0.57911 0.6934 0.922 1.1506

4 by 4 (S)_ 0.5859 0.7016 0.9329 1.16

4 by 4 (R) 0.5895 0.7058 0.9385 1.1712

20 4 by 4 (F) 0.4531 0.5426 0.7215 0.9003

4 by 4 (S)_ 0.4632 0.5546 0.7375 0.9204

4 by 4 (R) 0.4639 0.5554 0.7385 0.9217

F full integration, S selective integration, R reduced integration

Table 23.2 Effect of length scale parameter and integration rule on the non-dimensionalized
deflection of SS-1 anti-symmetric cross-ply laminate

a/h Source w(l = 0) wðl ¼ 1Þ wðl ¼ 3Þ wðl ¼ 5Þ
10 4 by 4 (F) 0.7206 0.8628 1.1473 1.4317

4 by 4 (S)_ 0.7281 0.8719 1.1593 1.4468

4 by 4 (R) 0.7342 0.8791 1.1690 1.4588

20 4 by 4 (F) 0.5 0.5987 0.7961 0.9935

4 by 4 (S)_ 0.5093 0.6098 0.8109 1.0119

4 by 4 (R) 0.5104 0.6111 0.8126 1.0141

Table 23.3 Effect of
nonlinearity and nonlocality
on w of (45/−45) plate with
SS-2 boundary conditions (4
by 4 mesh with selective
integration is used)

Load value Nonlinear Linear

l = 0 l = 1 l = 0 l = 1

0.0125 0.0053 0.0058 0.0093 0.0111

0.05 0.0101 0.0108 0.0372 0.0446

0.1 0.0132 0.0142 0.0744 0.0891

0.5 0.0237 0.0253 0.3722 0.4457

1.0 0.03 0.0321 0.7445 0.8914
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Table 23.3 shows the value of deflection with increasing load and increasing
value of nonlocal parameter. As expected, the values of deflections both in the
nonlinear and linear cases are closer in the initial ranges of load values. Again, it is
observed that the deflection value increases as the value of l increases for the given
value of load.

23.7 Conclusions

The finite element formulation for the analysis of laminated composite plates is
developed and implemented by using the third-order shear deformation theory and
Eringen’s nonlocality. It has been observed that the nonlocality and geometric
nonlinearity have significant effect on the behavior of laminated composite plates.
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Chapter 24
Comparative Study of Cantilever
Carbon Nanotube with Carbon
Nanotube System

Swati Agrawal, Brijesh Kumar Singh, Vipul Gupta, V. K. Gupta
and P. K. Kankar

Abstract Carbon nanotube (CNT) is the allotrope of carbon, which resembles a
rolled up graphite sheet capped with a fullerene molecule. One such system is
achieved by using intermediate material (such as polymers) between two nanotubes.
This idea enabled the path for simplest nanotube system i.e. a double single walled
carbon nanotube system (DSWNTS) which has two single walled carbon nan-
otubes, attached together by a continuous elastic medium. In this study, we
investigated the comparison between the performance of a single walled carbon
nanotube (SWCNT) and a DSWNTS. The governing equations are derived using
modified couple stress theory (MCST) based on vibrational principle approach.
Transverse deflection due to point load at the end of the cantilever is calculated
using the finite element simulations and are compared with the analytical solution.
Such a comparative study can be a base to understand the behaviour of CNT
systems clearly and to know their feasibility to be used for sophisticated
applications.

24.1 Introduction

Since the discovery of rolled up honeycomb lattice of carbon atoms i.e. carbon
nanotube (CNT) in 1991 by Iijima [1], it has drawn focus of nano area researchers
due to their characteristic physical properties and potential applications. Extensive
research in both theoretical and experimental aspects of CNTs is continued
up-to-date. The elastic properties in graphite and CNTs are produced by three kinds
of forces between carbon atoms. The atomic forces consist of a-bonding and
p-bonding forces between interlayer carbon-carbon bonds and weak interlayer
attraction.
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Lau and Hui [2] and Thostenson et al. [3] have presented a compressive review
on production, physical properties recent advances and applications of CNTs and
their composites. The atomic structure, morphology, fabrication, characterization,
mechanical properties and mechanics of CNTs are reported. Dresselhaus et al. [4]
have reviewed and presented fundamental parameters of CNTs along with the basic
relation governing these parameters and typical numerical values of these param-
eters. Lu [5] used an empirical force constant model to investigate elastic properties
of CNTs. The elastic properties of single walled carbon nanotubes (SWCNTs) were
insensitive to the radius, chirality, and number of walls.

The finite element (FE) models for various cases of SWCNT are discussed in
literature [6–14]. Most of the analyses about modified and degenerated CNTs were
discussed in a review [15] to highlight the continuous advancements in the field. All
the above stated applications exploit the in depth knowledge of static as well as
dynamic behaviour of CNTs. The experiments, which can best describe the beha-
viour and response to various physical entities of such nano-structures are actually
time and cost intensive. Operating with small size precisely is very difficult. To
complement this shortage, a lot of discrete and continuum models are being
designed. Numerical solution techniques may be quantum molecular mechanics,
theoretical calculations (ab initio), Monte Carlo, and molecular dynamics
(MD) simulation methods. MD simulation method [16] has attracted much attention
due to accuracy and realistic results but the errors made in numerical integration
cannot be eliminated entirely. All this needs too much computational cost, time and
data bundle. Continuum modelling is, therefore, best and most adopted so as to
overcome all above mentioned difficulties [17, 18]. Classical continuum theories are
good for structures at macro or micro scale because there is no provision to consider
the small length scale effect. There have been many non-classical theories, which
consider the size effect but authors find modified couple stress theory (MCST) to be
the best due to only one small scale parameter and symmetric couple stress tensor
[19]. Significant research has been reported to study the nano/micro structures,
oriented to various applications, including sensing [20–22]. An important and
promising direction to enhance the electronic properties and the sensing charac-
teristics is to use intermediate materials between two carbon nanotubes. Such a
combination is known as complex nanotube system, which may have any
arrangement. One of them was given by Murmu and Adhikari [23], known as
double single walled carbon nanotube system (DSWNTS), in which two SWCNTs
are connected in parallel by an elastic medium. Natural frequency was studied in
this study using nonlocal theory.

None of the papers are found by authors, which present a clear comparison
between the transverse deflection (static analysis) of SWCNT and DSWNTS
obtained by FE simulation and that obtained by analytical method. More specifi-
cally, no one has used MCST for this purpose. The primary purpose of the work
presented here is to fill this gap. The present study focuses on the deflection
behaviour of cantilever type SWCNT and DSWNTS. In the process of analytical
analysis, SWCNTs are considered as continuous Euler Bernoulli beams of circular
cross-section. In DSWNTS, two SWCNTs are assumed to be separated by
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distributed vertical transverse springs. Governing equation for static analysis is
derived and transverse deflection is plotted. The same is done using FE simulation
and results are compared. The paper also presents the FE model for both the cases.

24.2 Problem Statement

The study presented here is a combination of nanotubes DSWNTS (Fig. 24.1),
which is assumed equivalent to double nano beam system (DNBS) [24].
In DSWNTS, two single walled carbon nanotubes (SWCNT-1 and SWCNT-2) of
the same mass (m), length (L), density (q) and bending rigidity (EI) are coupled
with an elastic medium filled between them. The elastic medium is considered as
number of vertically distributed springs. The equivalent stiffness of elastic medium
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Fig. 24.1 Transverse deflection in SWCNT: a ANSYS simulation, b analytical method
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is given as K. The nanotubes are considered equivalent to Euler Bernoulli beams.
The transverse displacements are denoted by w1 and w2, respectively.

The Cartesian coordinate system (x, y, z) is taken for the modelling, where x-axis
is coincident with the centroidal axis of the undeformed nanobeam, z-axis is the
axis of symmetry and y-axis is neutral axis. If u, v and w are the components of
displacement vector u in x, y and z directions, then:

u ¼ �zwðxÞ v ¼ 0 w ¼ wðxÞ ð24:1Þ

where, w is the angle of rotation of x-axis and is given by

w � dwðxÞ
dx

ð24:2Þ

The system is analysed using MCST to consider the effect of the small size.
The MCST is explained in the following section together with mathematical
modelling.

24.3 Mathematical Model

Yang et al. [19] were the first to propose the idea of MCST in 2002. According to it,
for a three dimensional linear elastic body of volume X, the strain energy density
function is written as

U ¼ 1
2

Z
X

rijeij þmijcij
� �

dX ð24:3Þ

It is a function of stress and strain both conjugated with strain and curvature,
respectively. Here, rij is the generalized hook’s law in tensorial/indicial form, eij is
the strain tensor, mij represents the deviatoric part of couple stress tensor and cij
represents the symmetric curvature tensor. These terms have obvious meanings as
described in [20]. Here, the term mij contains the material length scale parameter, l.

Using (24.3), the strain energy density function is calculated by substituting
stress, strain, couple stress tensor and curvature tensor in it. It may be seen in
literature [20] that for a SWCNT, the governing equation is given by [20] to find
out the transverse deflection u, in case of free vibration:

EIþ lAl2
� � d4w

dx4
¼ 0 ð24:4Þ

The term ðEIþ lAl2Þ depicts the effect of non-classical theory.
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For a DSWNTS, the strain energy density function is written as

U ¼ � 1
2

ZL

x¼0

Mc1
d2w1

dx2
dx� 1

2

ZL

x¼0

Mc2
d2w2

dx2
dxþ 1

2
Kðw1 � w2Þ2 ð24:5Þ

where,

Mci ¼ Mxi þ Yxyi ¼ � EIþ lAl2
� � @2wi

@x2
ð24:6Þ

The external forces do the work in the absence of body couple and body forces is
given by

W ¼
ZL

x¼0

qðxÞw1ðxÞdxþ
ZL

x¼0

qðxÞw2ðxÞdx ð24:7Þ

Applying the minimum potential energy principle, the governing equation of
motion for DSWNTS is:

EIþ lAl2
� � d4w

dx4
þ 2Kw ¼ 0 ð24:8Þ

The boundary conditions at the two ends of a cantilever SWCNT and DSWNTS are
given as

dw
dx

¼ 0; at x ¼ L ð24:9aÞ

w ¼ 0; at x ¼ L ð24:9bÞ

d2w
dx2

¼ 0; at x ¼ 0 ð24:9cÞ

d3w
dx3

¼ �P; at x ¼ 0 ð24:9dÞ

The idea of solving the two governing equations for a cantilever case is caused
by that the cantilever type beams possess the better sensing characteristics. It is so
because it can be work in various environments like vacuum, liquid or air.
Moreover, it possesses high sensitivity, fast response times and direct transduction
without the need for any labels. The solutions of (24.4) and (24.8) draw the static
responses of the system for SWCNT and DSWNTS, respectively. This is achieved
by using method of separation of variables.
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24.4 Finite Element Model

A three-dimension (3D) FE model of SWCNTs was proposed by Tserpes and
Papanikos [6]. They investigated the influence of tube wall thickness, diameter and
chirality on the elastic moduli of SWCNTs. The choice of wall thickness affects the
Young’s modulus significantly. The elastic moduli of the SWCNTs increased as the
tube diameter increases. The FE model proposed here may be used for studying
the mechanical behaviour of CNTs and CNT-based systems. Kirtania and
Chakraborty [7] evaluated the coefficient of thermal expansion, Young’s modulus
and shear modulus of graphene sheet and SWCNTs using FE method. They reported
the increase in the Young’s modulus of graphene sheet with the increase in the size
of the graphene sheet. Based on molecular mechanics for predicting mechanical
behaviours of SWCNTs, Lu and Hu [8] developed an improved 3D FE model of
armchair, zigzag and chiral SWCNTs. They investigated the effects of diameters,
chirality and wall thickness on elastic stiffness of SWCNTs. FE modelling of
SWCNT was also presented [9–11] in different ways. There are some studies on the
fracture behaviour of isolated CNT in literatures [12–14] on the nano scale. Tserpes
et al. [12] proposed atomistic-based progressive fracture model for simulation of the
mechanical performance of SWCNTs. FE analysis of defective SWCNT has been
performed by applying axial tension. Fracture mechanism in CNT-reinforced
composites was briefly discussed by Thostenson and Chou [13]. The study of
SWCNT based on a rod model including in-plane cross-sectional deformation is also
done [14]. The FE analysis of CNTs and its spring system i.e. their mechanical
properties are discussed. In this section, FE modelling of SWCNT and DSWNTS is
performed with the help of shape functions and weighted residual method.

24.4.1 Evaluation of Shape Functions

Boundary conditions for both SWCNT and DSWNTS of cantilever type can be
given by (24.9a)–(24.9d). The first two boundary conditions of equation (24.9a, b)
enforce zero slope and zero displacement at fixed end, respectively, and the last two
boundary conditions of equation (24.9c, d) prescribe zero bending moment and
load at free end.

For calculating the value of shape functions for both SWCNT and DSWNTS, a
trial function is assumed so that it should be differentiable at least four times:

wðxÞ ¼ aþ bxþ cx2 þ dx3 ð24:10Þ

where u1 stands for deflection at free end i.e.

at x ¼ 0; w ¼ w1 ð24:11aÞ

where h1 stands for angle of deflection at free end i.e.
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at x ¼ 0; h ¼ h1 ð24:11bÞ

where w2 stands for deflection at fixed end i.e.

at x ¼ L; w ¼ w2 ð24:11cÞ

where h2 stands for angle of deflection at fixed end i.e.

at x ¼ L; h ¼ h2 ð24:11dÞ

Evaluating the value of constants a; b; c; and d in terms of w1;w2; h1 and h2 by
substituting the boundary condition (24.11a)–(24.11d) and again substituting it in
(24.10). After substituting and separating the coefficients of w1;w2; h1 and h2, shape
functions for SWCNT and DSWNTS are obtained as

wðxÞ ¼ N1w1 þN2h1 þN3w2 þN4h2 ð24:12Þ

where

N1 ¼ 1� 3x2

L2
þ 2x3

L3
ð24:13aÞ

N2 ¼ x� 2x2

L
þ x3

L2
ð24:13bÞ

N3 ¼ 3x2

L2
� 2x3

L3
ð24:13cÞ

N4 ¼ � x2

L
þ x3

L2
ð24:13dÞ

24.4.2 Evaluation of Weak Form of FE Model

Now, the weak form of the FE model is present for both SWCNT and DSWNTS.
When an integral function is solved instead of solving a differential equation of the
problem; it is known as weak form. The integral function contains the differential
equations. Solving an integral function is much easier than solving a differential
function.

Moreover, the differential equation of system poses conditions that must be
satisfied by the solution, hence it is called strong form. On the other hand, the
integral equation states that those conditions need to be satisfied in an average
sense, hence it is called weak form. Following section presents the weak form for
FE model of SWCNT.

24 Comparative Study of Cantilever Carbon Nanotube with Carbon … 323



Let uðxÞ is the presumed trial function and letWðxÞ is the weighting function. By
using (24.1), the weighted residual equation can be written as

ZL

0

WðxÞ EIþ lAl2
� � d4w

dx4

� �
dx ¼ 0 ð24:14Þ

By integrating (24.8), following equations are obtained

EIþ lAl2
� � d3w

dx3
WðxÞ

� �L
0
�
ZL

0

dWðxÞ
dx

EIþ lAl2
� � d3w

dx3

� �
dx ¼ 0 ð24:15Þ

�P :WðxÞ½ �L0�
ZL

0

dWðxÞ
dx

EIþ lAl2
� � d3w

dx3

� �
dx ¼ 0 ð24:16Þ

� dWðxÞ
dx

EIþ lAl2
� � d2w

dx2

� �L
0
þ

ZL

0

d2WðxÞ
dx2

EIþ lAl2
� � d2w

dx2

� �
dx ¼ P :WðxÞ½ �L0

ð24:17Þ

After applying the essential boundary condition (24.9a)–(24.9d) in (24.14), weak
form can be obtained as

ZL

0

d2WðxÞ
dx2

EIþ lAl2
� � d2w

dx2

� �
dx ¼ P :WðxÞ½ �L0 ð24:18Þ

The weighting functions can be written as

W1 ¼ 1� 3x2

L2
þ 2x3

L3
ð24:19aÞ

W2 ¼ x� 2x2

L
þ x3

L2
ð24:19bÞ

W3 ¼ 3x2

L2
� 2x3

L3
ð24:19cÞ

W4 ¼ � x2

L
þ x3

L2
ð24:19dÞ
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After substituting the weighting functions one by one in (24.18), final FE model
for SWCNT can be obtained as

EIþ lAl2
� �

12
L3

6
L2 � 12

L3
6
L2

6
L2

4
L � 6

L2
2
L

� 12
L3 � 6

L2
12
L3 � 6

L2

6
L2

2
L � 6

L2
4
L

2
6664

3
7775

w1

h1
w2

h2

2
6664

3
7775 ¼

P

0

0

0

2
6664

3
7775 ð24:20Þ

Now, the weak form FE model of DSWNTS is constructed in this portion. Let
uðxÞ is the presumed trial function and let WðxÞ is the weighting function. By using
(24.8), the weighted residual equation can be written as

ZL

0

WðxÞ EIþ lAl2
� � d4u

dx4
þ 2kw

� �
dx ¼ 0 ð24:21Þ

EIþ lAl2
� � d3w

dx3
WðxÞ

� �L
0
�
ZL

0

dWðxÞ
dx

EIþ lAl2
� � d3w

dx3

� �
dxþ 2k

ZL

0

WðxÞwdx ¼ 0

ð24:22Þ

�P :WðxÞ½ �L0�
ZL

0

dW
dx

EIþ lAl2
� � d3w

dx3

� �
dx

þ 2k
ZL

0

WðxÞwdx ¼ 0

ð24:23Þ

� dWðxÞ
dx

EIþ lAl2
� � d2w

dx2

� �L
0
þ

ZL

0

d2WðxÞ
dx2

EIþ lAl2
� � d2w

dx2

� �
dx

þ 2k
ZL

0

WðxÞwdx ¼ P :WðxÞ½ �L0

ð24:24Þ

After applying the essential boundary condition (24.3) in (24.24), weak form can
be obtained as

ZL

0

d2W
dx2

EIþ lAl2
� � d2w

dx2

� �
dxþ 2k

ZL

0

WðxÞwdx ¼ P:WðxÞ½ �L0 ð24:25Þ
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Then weighting functions can be written as

W1 ¼ 1� 3x2

L2
þ 2x3

L3
ð24:26aÞ

W2 ¼ x� 2x2

L
þ x3

L2
ð24:26bÞ

W3 ¼ 3x2

L2
� 2x3

L3
ð24:27Þ

W4 ¼ � x2

L
þ x3

L2
ð24:28Þ

After substituting the weighting functions from (24.28) one by one in (24.25),
the final FE model for DSWNTS can be obtained as

EIþ lAl2
� �

12
L3

6
L2 � 12

L3
6
L2

6
L2

4
L � 6

L2
2
L� 12

L3 � 6
L2

12
L3 � 6

L2
6
L2

2
L � 6

L2
4
L

2
664

3
775þ 2k

13L
35

11L2
210

9L
70 � 13L2

420
11L2
210

L3
105

13L2
420 � L3

140
9L
70

132
420

13L
35 � 11L2

210

� 13L2
420 � L3

140 � 11L2
210

L3
105

2
6664

3
7775

2
6664

3
7775

w1

h1
w2

h2

2
664

3
775

¼
P
0
0
0

2
664

3
775

ð24:29Þ

24.5 Finite Element Simulation

The covalent bonds among the carbon atoms of a CNT help to form a hexagonal
lattice. All the bonds possess a specific bond angle and a bond length in space.
These atomic bonds constrain the displacement of the carbon atoms, caused by any
external force. So, the interaction among the bonds causes the resultant deformation
of the CNT. Here, CNTs are considered as space-frame structures. In this process,
bonds as assumed as load carrying members and atoms are considered as joints of
connecting members. The mechanical behaviour of CNTs can be analysed using
structural mechanics methods. The ANSYS commercial FE code is used to develop
three-dimension FE model. The bonds are modelled as 3D elastic element
BEAM188 of ANSYS. BEAM188 is a uniaxial element, which is able to deal with
axial, bending and torsion related solution capabilities. The six degrees of freedom
at each node comprise of three translations and three rotations, each about nodal x,
y and z-axes. Together with nodes, element is defined by two dimensions, two
moments of inertia, and material properties and cross-section area of the element.
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The constitutional element of CNT is a hexagon, which is considered as
space-frame based structural element while simulating. The same process is adopted
to simulate entire CNT. The element length of each C–C bond is considered as Le.
The coordinates of the carbon atoms are used by FE model to create the nodes and
beam elements are generated by appropriate connection of the node. Initially, one
beam element per bond was used to compare the stiffness matrices. However,
convergence tests showed that there is not much variation in the result, if more
elements are used. The size of the FE model has 1620 elements for the armchair
CNT of chirality (5, 5) and length L = 20 nm.

24.6 Result and Discussion

24.6.1 SWCNT

The maximum transverse deflections in cantilever SWCNT are represent in
Fig. 24.1a, b. The properties of armchair SWCNT of chirality (5, 5) are taken as
length of SWCNT = 20 nm, radius of 0.34 nm, elastic modulus of 1TPa, poisons
ratio of 0.3 and density of 2300 kg/m3. Under a point load of 1 nN at the free end of
SWCNT, it is found out as 8.1 nm. This is ANSYS simulation result, represented in
Fig. 24.1a. For the same SWCNT, the analytical solution, presented in Fig. 24.1b,
gives the transverse deflection at free end equal to 8.32 nm. Obviously, the ana-
lytical and simulation results show a good agreement.

24.6.2 DSWNTS

The transverse deflection of a cantilever type DSWNTS is present in Fig. 24.2. It
has two SWCNTs connected in parallel with the same properties as given in
Sect. 24.6.1. The result of ANSYS simulation, shown in Fig. 24.1a, is compared
with that of analytical results shown in Fig. 24.1b. Under point load of 1 nN at the
free end, the transverse deflection of DSWNTS is obtained as 2.51 nm. With the
same load, the analytical value turns out as 3.28 nm.

Even a better comparison can be drawn if the results from FE model, presented
in Sect. 24.4, are evaluated. It is so because this FE model considers the CNTs as
Euler–Bernoulli beam, similar to analytical method; whereas FE simulation studies
the CNT directly without considering it as a beam. It can be deduced here that,
analytical method to derive the governing equation using MCST is quite efficient
for analysing the nanosystems.
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24.7 Conclusions

In the work presented, a mathematical model to study transverse deflection of
SWCNT and DSWNTS is developed. Finite element model is presented for the
same model. SWCNT and DSWNTS are modelled using nanotube modelling
software and studied using ANSYS. The results show a good agreement between
analytical and ANSYS simulation results. The transverse deflection in the case of
SWCNT is more as compared to DSWNTS. This implies that SWCNT will have
lesser resonating frequency as compared to that of DSWNTS. It means DSWNTS is
a better design as a resonator, to be opted for biosensor. This model is useful to
design a biosensor, to be operated anywhere for judging the presence of any
bio-molecules. This analytical model might be useful for further static analysis of
other similar numerical or experimental models. This can be further extended for
dynamic analysis.
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Fig. 24.2 Transverse deflection in DSWNTS: a ANSYS simulation, b analytical method
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Chapter 25
On Free Vibration Analysis of FGPM
Cylindrical Shell Excited Under d15
Effect

Sandeep Kumar Parashar and Amit Gahlaut

Abstract Piezoelectric vibrating shell is the major component of the various
equipments related to mechanical, nuclear, aeronautical and aerospace engineering.
Shells especially exhibit certain effects that are not present in beams or even in
plates. Analysis of vibrational characteristics of functionally graded piezoelectric
circular cylindrical shell is quit complex than beams and plates. This is because the
coupling of vibration of shell between the three directions can no longer be
neglected. Dynamic analysis of FGPM continuum is quite complex, due to the
synchronization of electric and mechanical terms. Closed form solution for complex
FGPM model by analytical method is quite a tedious task. Approximation method
provides an alternate path for solving such kind of problems. Paper contains free
vibration analysis of a full three dimensional FGPM cylindrical shell model excited
under d15 effect. Shear piezoelectric coupling coefficient d15 is much higher than the
other piezoelectric coefficients d31 or d33. Rayleigh–Ritz, an approximation method,
is used to obtain the eigenvectors and eigenfrequencies for FGPM cylindrical shell.
Orthogonal polynomial functions are used with Rayleigh–Ritz method to formulate
the linear eigenvalue problem. Higher order polynomials are generated by Gram–

Schmidt method. MATLAB 2015a Symbolic Toolbox is used for calculation and
obtained solution is validated using commercial finite element software COMSOL
Multiphysics 2014.

25.1 Introduction

Piezoelectricity is a direct conversion of mechanical load to electric field and vice
versa. Various class and categories of piezoelectric materials are available at pre-
sent. Rochelle salt, tourmaline, topaz and quartz are some natural piezoelectric
crystals. These have low scale conversion capacity. For enhancing the strength and
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capabilities of piezoelectric effect, many crystals are synthesized in laboratories.
Artificial crystals provide better control over the energy conversion rate. Lead
Zirconate Titanate (PZT), Langasite (La3Ga5SiO14) and Barium Titanate (BaTiO3)
are some famous artificial piezoelectric materials.

At present, piezoelectricity belongs to the second biggest application field of
dielectric materials, just after semiconductors. Nowadays, pure piezoelectric
materials have limited use in the engineering applications because of conflicting
property requirements. Functionally graded technique is used for enhancing the
smartness of the components such as automotive sensors, foetal heart monitors,
hydrophones, ultrasonic actuators etc. Wide range of application of the FGPM
makes it more promising field and has attracted many scholars working on it.

In the past, various methodologies were adopted to analyze the vibration phe-
nomenon of cylindrical shell such as, Love’s first approximation theory, Donnell’s
approximate theory, Flügge’s theory, Reissner’s linear theory of thin shell, Sander’s
first-order approximation theory, Lur’ye-Flugge-Byrne second-order approximation
theory, finite element method, Fourier series expressions, differential quadrature
method and power series expansion approach. In majority of above mentioned
traditional methodologies, different kind of assumptions are adopted to simplify the
equations of the motion so that the complexity can be reduced. Consequently, the
results obtained have limited validity, reliability and accuracy due to restriction,
imposed on behaviour of model by such assumptions. Utility of these results have
limited application domain for some specific geometrical restrictions and boundary
conditions. Attributing to these facts, a full three-dimensional model of FGPM
cylindrical shell is being formulated in the present work.

In the present work, Rayleigh–Ritz, an approximate method is used to obtain the
eigenvectors and eigenfrequencies for functionally graded piezoelectric cylindrical
shell. Bhat [1] introduced the orthogonal polynomial in Rayleigh–Ritz method for
vibration analysis of simple plate structure and got sumptuous level of accuracy.
Rayleigh–Ritz method, by orthogonalization of the polynomials using
Gram-Schmidt process shows numerically stable process, high convergence rate
and precise solution for the higher modes. Orthogonal polynomial function satis-
fying geometric boundary conditions are used here with Rayleigh–Ritz method to
formulate the linear eigenvalue problem.

25.2 Modeling

In this section, first, the linear constitutive relations are obtained in cylindrical
coordinate system for FGPM cylindrical shell. Then, kinetic and potential energy
expressions are derived and further utilized in Rayleigh–Ritz formulation. Let
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displacement in r, h and z directions be u(r, h, z, t), v(r,h, z, t), and w(r, h, z, t),
respectively. In Fig. 25.1, indices r or 1 are used for radial direction while h or 2 for
circumferential direction and z or 3 represents axial direction.

25.2.1 Linear Constitutive Equations

The linear constitutive relations [2] in the case of direct piezoelectric effect for
functionally graded piezoelectric materials can be written as

Tf g ¼ CE
� �

Sf g � e½ �T Ef g and Df g ¼ e½ � Sf gþ eS
� �

Ef g: ð25:1Þ

In the case of converse piezoelectric effect linear constitutive relations can be
expressed as

Sf g ¼ sE
� �

Tf g � d½ �T Ef g and Df g ¼ d½ � Tf gþ eT
� �

Ef g: ð25:2Þ

where T, C, S, e, E, D and e represent stress vector (N/m2), stiffness coefficient
matrix (N/m2), strain vector, piezoelectric constants (C/m2), electric field vector
(V/m), electric displacement vector (C/m2) and dielectric constants (C/V m)
respectively. Notations are adopted from the IEEE standards on piezoelectricity [2].

In three-dimensional cylindrical coordinate system, for FGPM cylindrical shell,
(25.2) in matrix form can be written as

Fig. 25.1 Axially polarized
FGPM cylindrical shell

25 On Free Vibration Analysis of FGPM Cylindrical Shell Excited … 333



s1
s2
s3
s4
s5
s6

2
666666664

3
777777775
¼

sE11 rð Þ sE12 rð Þ sE13 rð Þ 0 0 0

sE12 rð Þ sE11 rð Þ sE13 rð Þ 0 0 0

sE13 rð Þ sE13 rð Þ sE33 rð Þ 0 0 0

0 0 0 sE44 rð Þ 0 0

0 0 0 0 sE44 rð Þ 0

0 0 0 0 0 sE66 rð Þ

2
666666664

3
777777775

T1
T2
T3
T4
T5
T6

2
666666664

3
777777775

þ

0 0 d31 rð Þ
0 0 d31 rð Þ
0 0 d33 rð Þ
0 d15 rð Þ 0

d15 rð Þ 0 0

0 0 0

2
666666664

3
777777775

E1

E2

E3

2
64

3
75;

ð25:3Þ

D1

D2

D3

2
64

3
75 ¼

0 0 0 0 d15ðrÞ 0

0 0 0 d15ðrÞ 0 0

d31ðrÞ d31ðrÞ d33ðrÞ 0 0 0

2
64

3
75

T1
T2
T3
T4
T5
T6

2
666666664

3
777777775

þ
eT11ðr

�
0 0

0 eT11ðr
�

0

0 0 eT33ðr
�

2
64

3
75

E1

E2

E3

2
64

3
75:

ð25:4Þ

Superscripts E and T stand for constant electric field and constant stress,
respectively. Here stiffness coefficients, piezoelectric coefficients, dielectric coeffi-
cients and density all are the functions of radius r. Material properties are graded
continuously in the radial direction according to the power law distribution from
inner to outer surfaces of cylindrical shell.

v rð Þ ¼ v0 � við Þ r � ri
r0 � ri

� �n

þ vi: ð25:5Þ

In the above expression, v0 and vi are the properties of the outer and inner
surfaces, respectively, r is the radius of the cylindrical shell and n is the power law
index. Stiffness coefficients, piezoelectric coefficients, dielectric coefficients and
density all vary with the same rule as expressed in (25.5).
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25.2.2 Kinematic Relations

For shear mode of excitation, the kinematic relations between strain S and dis-
placements u(r, h, z, t), v(r, h, z, t) and w(r, h, z, t) in radial, circumferential and
axial directions, respectively, are given by

Sr ¼ @u
@r ; Sh ¼ 1

r
@v
@h þ u

r ; Sz ¼ @w
@z ; Shz ¼ 1

r
@w
@h þ @v

@z ;

Szr ¼ @u
@z þ @w

@r ; Srh ¼ @v
@r þ 1

r
@u
@h � v

r

ð25:6Þ

The electric field E in terms of the electric potential /(r, h, z, t) is given by

Er ¼ � @/
@r

; Eh ¼ � 1
r
@/
@h

; Ez ¼ � @/
@z

: ð25:7Þ

25.2.3 Energy Expression

The kinematic energy expression for FGPM cylindrical shell can be written as

Z
V

TdV ¼ 1
2

Z
V

q rð Þ � _u2 þ _v2 þ _w2� �
dV ; ð25:8Þ

where q(r) is density variation of piezoelectric material from inner to outer surface
according to power law expression in FGPM cylindrical shell and dot [�] denotes
the derivative with respect to the time. Here x stands for angular frequency and
V indicates volumetric integration.

Conventionally, electric enthalpy H is defined through

Tp ¼ @H
@Sp

; Di ¼ � @H
@Ei

: ð25:9Þ

Here H is termed as electric enthalpy even if it contains mechanical, electrical and
coupling terms [3]. Mason [4] suggested the name electric enthalpy and later it
became standard in piezoelectric literature. For the FGPM cylindrical shell one can
obtain

H ¼ 1
2

TrSr þ ThSh þ TzSz þ ThzShz þ TzrSzr þ TrhSrh � DrEr � DhEh � DzEzð Þ
ð25:10Þ

Substituting (25.1) into (25.10), the electric enthalpy density can be expressed as
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H ¼ 1
2

CE
11 rð Þ� �

S2r þ
1
2

CE
11 rð Þ� �

S2h þ CE
12 rð Þ� �

ShSr þ CE
13 rð Þ� �

SzSr þ CE
13 rð Þ� �

SzSh

þ 1
2

CE
33 rð Þ� �

S2z þ
1
2

CE
44 rð Þ� �

S2zr þ
1
2

CE
44 rð Þ� �

S2hz þ
1
2

CE
66 rð Þ� �

S2hr � e31 rð Þ½ �SrEz

� e31 rð Þ½ �ShEz � e33 rð Þ½ �SzEz � e15 rð Þ½ �SzrEr � e31 rð Þ½ �ShzEh � 1
2

eS11 rð Þ� �
E2
r

� 1
2

eS11 rð Þ� �
E2
h �

1
2

eS33 rð Þ� �
E2
z

ð25:11Þ

Now using strain displacement relations, (25.6) and electric field expression
from (25.7) the electric enthalpy for FGPM cylindrical shell can be expressed as

Z
V

HdV ¼
Z
Z

Z
h

Z
r

1
2r2

CE
11 rð Þ� �

u2 þ 1
2

CE
11 rð Þ� � @u

@r

� �2

þ 1
r2

CE
11 rð Þ� �

u
@v
@h

� � 

þ 1
2r2

CE
11 rð Þ� � @v

@h

� �2

þ 1
r

CE
12 rð Þ� �

u
@u
@r

� �
þ 1

r
CE
12 rð Þ� � @u

@r

� �
@v
@h

� �

þ CE
13 rð Þ� � @u

@r

� �
@w
@z

� �
þ 1

r
CE
13 rð Þ� � @v

@h

� �
@w
@z

� �
þ 1

r
CE
13 rð Þ� �

u
@w
@z

� �

þ 1
2

CE
33 rð Þ� � @w

@z

� �2

þ 1
2

CE
44 rð Þ� � @u

@z

� �2

þ CE
44 rð Þ� � @u

@z

� �
@w
@r

� �

þ 1
2

CE
44 rð Þ� � @v

@z

� �2

þ 1
2

CE
44 rð Þ� � @w

@r

� �2

þ 1
2r2

CE
44 rð Þ� � @w

@h

� �

þ 1
r

CE
44 rð Þ� � @v

@z

� �
@w
@h

� �
þ 1

2r2
CE
66 rð Þ� �

v2 þ 1
r

CE
66 rð Þ� � @u

@h

� �
@v
@r

� �

� 1
r2

CE
66 rð Þ� � @u

@h

� �
vþ 1

2r2
CE
66 rð Þ� � @u

@h

� �2

þ 1
2

CE
66 rð Þ� � @v

@r
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25.3 Rayleigh–Ritz Method

Bhat [1] introduced the orthogonal polynomial function in Rayleigh–Ritz method to
calculate the natural frequencies for free edged rectangular plate. The same method is
used for piezoceramic beam and annular plate-type problems by Parashar et al. [5].
Anubhav et al. [6] extended this method to find the natural frequencies for piezoce-
ramic cylindrical shell. Here, above mentioned method is used to obtain the eigen-
vectors and eigenfrequencies for FGPM cylindrical shell excited under d15 effect.

Assume displacement parameters u, v, w and electric potential / as

u r; h; z; tð Þ ¼ U r; h; zð Þ sinxt;
v r; h; z; tð Þ ¼ V r; h; zð Þ sinxt;
w r; h; z; tð Þ ¼ W r; h; zð Þ sinxt;
/ r; h; z; tð Þ ¼ U r; h; zð Þ sinxt:

ð25:13Þ

By substituting above relations into (25.8), we get maximum kinetic energy
terms as

Tmax ¼ 1
2
x2
Z
V

q rð Þ � U2 þV2 þW2� �
dV : ð25:14Þ

Similarly one can easily obtain maximum electric enthalpy terms after substi-
tuting (25.13) into (25.12). The displacement amplitudes U, V, W and the electric
potential U for the free vibrations of functionally graded piezoelectric may be
expressed as

U ¼ W1 r; h; zð Þf gT Pf g aþ 1ð Þ bþ 1ð Þ�1;

V ¼ W2 r; h; zð Þf gT Qf g iþ 1ð Þ jþ 1ð Þ�1;

W ¼ W3 r; h; zð Þf gT Rf g eþ 1ð Þ f þ 1ð Þ�1;

and

U ¼ W4 r; h; zð Þf gT Lf g pþ 1ð Þ qþ 1ð Þ�1; ð25:15Þ

where {P}, {Q}, {R} and {L} are the unknown coefficient while {W1}, {W2}, {W3}
and {W4} are
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W1f g aþ 1ð Þ bþ 1ð Þ�1¼ af g bf gT� �S
cos nhð Þ;

W2f g iþ 1ð Þ jþ 1ð Þ�1¼ df g cf gT� �S
sin nhð Þ;

W3f g eþ 1ð Þ f þ 1ð Þ�1¼ kf g lf gT� �S
cos nhð Þ;

W4f g pþ 1ð Þ qþ 1ð Þ�1¼ nf g ff gT� �S
cos nhð Þ:

ð25:16Þ

Stacks operator (.)S is used for mapping the matrix into the column vector [7].
Here n stands for the number of nodal diameter; aa(r), bb(z), ci(r), dj(z), km(r), ln(z),
fr(r) and ns(z) are polynomial functions (a, b, i, j, m, n, r, s = 0, 1, 2, …) satisfying
the geometrical boundary conditions and can be expressed as

a rð Þf g ¼ a0; a1; . . .; aa½ �T ;
b zð Þf g ¼ b0; b1; . . .; bb½ �T ;
d rð Þf g ¼ d0; d1; . . .; di½ �T ;
c zð Þf g ¼ c0; c1; . . .; cj

� �T
;

k rð Þf g ¼ k0; k1; . . .; ke½ �T ;
l zð Þf g ¼ l0; l1; . . .; lf

� �T
;

n rð Þf g ¼ n0; n1; . . .; np
� �T

;

and

f zð Þf g ¼ f0; f1; . . .; fq
� �T

: ð25:17Þ

For a free-free hollow FGPM cylinder the starting function for each of these ones
is simply a constant term. Gram-Schmidt process is used to obtain higher order
functions [1]. The starting functions for displacements U, V and W are constant
terms for free-free boundary conditions.

a0 ¼ b0 ¼ d0 ¼ c0 ¼ k0 ¼ l0 ¼ const ð25:18Þ

If the FGPM cylinder is used as an actuator then an external electric field is
prescribed at the boundaries with electrodes (i.e. at r ¼ r1; r2). For the free vibra-
tions, it is appropriate here to assume that the electric potential in the piezoelectric
vanishes at the boundaries [3]. Hence, electrodes are considered to be
short-circuited in the present case (i.e. / = 0 at r ¼ r1; r2). For the side of the
FGPM shell (i.e. at z = −l/2, l/2) without electrodes, since the dielectric constant of
the air is negligible in comparison to the dielectric constant of the piezoelectric
material, the surface charge density is assumed to be zero. Hence for the electric
potential, satisfying the electric boundary conditions, we have
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n0 ¼ const; f0 ¼ r2 � r1 þ r2ð Þrþ r1r2: ð25:19Þ

The higher order functions are obtained using Gram-Schmidt process [1] as

b1 ¼ r � J1ð Þbo rð Þ; ð25:20Þ

bi ¼ r � Jið Þbi�1 rð Þ � Gibi�2 rð Þ; ð25:21Þ

where Ji and Gi are calculated as

Ji ¼
R r2
r1
rr rð Þb2i�1 rð ÞdrR r2

r1
r rð Þb2i�1 rð Þdr ; ð25:22Þ

Gi ¼
R r2
r1
rr rð Þbi�1 rð Þbi�2 rð ÞdrR r2

r1
r rð Þb2i�2 rð Þdr : ð25:23Þ

Here weighting function ϭ(r) is assumed as unity. In the case of a0(x), di(x),
km(x) and nr(x), the interval is from −l/2 to l/2. MATLAB 2015 Symbolic Toolbox
is used for calculation of higher order polynomials. As order of polynomials
increases, accuracy level of obtained results also improves. For higher order
polynomials more computations are required. Computation time directly relates
with the hardware capabilities.

25.3.1 Expressions for Maximum Kinetic and Potential
Energies

After substituting (25.15) into (25.14), we get modified expression for maximum
kinetic energy as

Tmax ¼ 1
2
x2
Z
V

q rð Þ� Pf gT W1f g W1f gT Pf gþ Qf gT W2f g W2f gT Qf g�
þ Rf gT W3f g W3f gT Rf g�dV

ð25:24Þ

and after substituting the expressions of U, V, W and / from (25.15) into (25.12),
maximum electrical enthalpy expression can be expressed as
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Hmax ¼
Z
Z

Z
h

Z
r

1
2r2

CE
11 rð Þ� �

Pf gT W1f g W1f gT Pf gþ 1
2

CE
11 rð Þ� �
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ð25:25Þ

Now after taking the derivatives of maximum energy expression from (25.24)
and (25.25) with respect to unknown coefficients {P}, {Q}, {R} and {L}, we get

@Tmax
@coeff


 �
¼ x2

Z
V

q rð Þ
W1f g W1f gT

W2f g W2f gT
W3f g W3f gT

zeros½ �

2
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3
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0
BBB@

1
CCCAdV

P

Q

R

L

8>>><
>>>:

9>>>=
>>>;
;

ð25:26Þ
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@Hmax

@coeff


 �
¼
Z
V

Cmech½ � Cpiezo
� �

Cpiezo
� �T

Cdielectric½ �

" # !
dV

P
Q
R
L

8>><
>>:

9>>=
>>;: ð25:27Þ

Details of the matrices Cpiezo, Cdielectric and Cmech are given in Appendix A. In
(25.27), diagonal matrix contains the zero value corresponds to coefficient {L}. It
generates the singularity in the matrix. Guyan reduction method [3] is used for
removing the singularity and reduced form equation for eigenvalue problem is
expressed as

C½ � � x2 M½ �� � P
Q
R

8<
:

9=
; ¼ 0; ð25:28Þ

where

C½ � ¼
Z
V

Cmech½ � � Cpiezo
� �

Cdielectric½ ��1 Cpiezo
� �T� 

dV ; ð25:29Þ

M½ � ¼
Z
V

q rð Þ
W1f g W1f gT

W2f g W2f gT
W3f g W3f gT

2
4

3
5

0
@

1
AdV : ð25:30Þ

After calculating the eigenvalues and eigenvectors from the reduced eigenvalue
problem, coefficients {L} are calculated as

Lf g ¼ � Cdielectric½ ��1 Cpiezo
� �T P

Q
R

8<
:

9=
;: ð25:31Þ

25.4 Numerical Results

FGPM cylindrical shell has inner radius 17 mm, outer radius 19 mm and length
10 mm. It is assumed that inner surface is made of purely PZT-5H material and
outer of PZT-2 material and properties vary from inner to outer surface according to
power law expression as expressed in (25.5). Material parameters of PZT-5H and
PZT-2 are listed in Table (25.1).
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25.4.1 Convergence Study

First four natural frequencies for free-free FGPM cylindrical shell with zero-, one-,
two- and three-nodal diameters are listed in Tables 25.2, 25.3, 25.4 and 25.5,
respectively. For all the calculations, power law index n is assumed as unity. It can
be observed that convergence rate for natural frequencies are very high, and suf-
ficient level of convergence is achieved with the six polynomials in both axial and
radial directions. For higher number of polynomials, more calculations are required
and highly configured hardware is needed.

Table 25.1 Material
parameters of PZT-5H and
PZT-2 materials [8]

Material parameters Values for
PZT-5H

Values for
PZT-2

q (kg/m3) 7500 7600

CE
11 (N/m2) 1.272 � 1011 1.348 � 1011

CE
12 (N/m2) 8.021 � 1010 6.788 � 1010

CE
13 (N/m2) 8.467 � 1010 6.808 � 1010

CE
33 (N/m2) 1.174 � 1011 1.133 � 1011

CE
44 (N/m2) 2.298 � 1010 2.222 � 1010

e31 (C/m2) −6.622 −1.816

e33 (C/m2) 23.240 9.050

e15 (C/m2) 17.034 9.778

eS11=eo 1704.4 504.1

eS33=eo 1433.6 270.1

Table 25.2 Convergence
study for mode with
zero-nodal diameter

No. of
polynomials

f1
(kHz)

f2
(kHz)

f3
(kHz)

f4
(kHz)

3 37.780 38.677 74.264 168.14

4 37.761 38.643 71.163 152.61

5 37.668 38.643 65.948 135.98

6 37.668 38.643 65.704 135.04

Table 25.3 Convergence
study for mode with
one-nodal diameter

No. of
polynomials

f1
(kHz)

f2
(kHz)

f3
(kHz)

f4
(kHz)

3 3.929 21.987 37.430 45.409

4 3.912 21.932 37.373 45.332

5 3.904 21.932 37.265 45.332

6 3.904 21.932 37.256 45.332
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25.4.2 Validation

At present, no solution is available in literature for free vibration analysis of FGPM
cylindrical shell excited under d15 effect. Hence the results, obtained using
Rayleigh–Ritz method, are validated with finite element software COMSOL
Multiphysics.

Table 25.6 presents the comparison of calculated natural frequencies with FEA
results. Present results have close agreements with the results of FEA software.
Figure 25.2 shows the mode shapes with zero- and one-nodal diameters.

25.4.3 Mode Shapes

The eigenvectors {P}, {Q} and {R} are calculated by solving (25.28). Coefficient
{L} is obtained after substituting values of eigenvectors in (25.31).
Equations (25.15) provide mode shapes by putting the values of {P}, {Q}, {R} and
{L}. Figure 25.3 displays the mode shapes at various natural frequencies for

Table 25.4 Convergence
study for mode with
two-nodal diameter

No. of
polynomials

f1
(kHz)

f2
(kHz)

f3
(kHz)

f4
(kHz)

3 11.513 25.309 38.662 63.922

4 11.418 25.214 38.293 63.916

5 11.385 25.214 38.187 63.913

6 11.382 25.214 38.148 63.913

Table 25.5 Convergence
study for mode with
three-nodal diameter

No. of
polynomials

f1
(kHz)

f2
(kHz)

f3
(kHz)

f4
(kHz)

3 21.137 26.914 43.753 81.098

4 20.889 26.809 42.914 78.864

5 20.816 26.807 42.854 72.854

6 20.810 26.807 42.783 72.690

Table 25.6 Comparison between Rayleigh–Ritz method and COMSOL multiphysics results

Nodal diameter Natural frequency (Hz)
Rayleigh–Ritz

Natural frequency (Hz)
COMSOL multiphysics

Difference (%)

0 37,668 37,865 0.52

1 21,932 22,050 0.53

2 25,214 25,381 0.66

2 68,913 68,565 0.50

4 29,124 29,210 0.29
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Fig. 25.2 Mode shapes of FGPM cylindrical shell using COMSOL multiphysics: a at 37.86 kHz
and b at 22.05 kHz with zero- and one-nodal diameters, respectively
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Fig. 25.3 Mode shapes of
FGPM cylindrical shell using
Rayleigh–Ritz method: a at
37.668 kHz with zero-nodal
diameter, b at 21.932 kHz
with one-nodal diameter and
c at 25.214 kHz with
two-nodal diameter
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different nodal diameters. Only axial deformation is considered during plotting of
these mode shapes because radial and circumferential displacements for such a thin
cylindrical shell is not so prominent. The displacement values are scaled here to aid
visualization.

Variation of normalized displacement parameters along with thickness and
length is plotted in Figs. 25.4, 25.5, 25.6 and 25.7 at 21.932 kHz. Sinusoidal
variation can be noticed for electric potential Ф along the length. It is an important

Fig. 25.4 Normalized variation of radial displacement U along thickness and length at
21.932 kHz
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observation because similar behaviour has been observed in the case of pure
piezoceramic beam [3] and is used to obtain reduced order model.

Variation of normalized natural frequency with d/D ratio and L/D ratios are also
presented in Figs. 25.8 and 25.9, respectively. In the case of d/D ratio, curves in
Fig. 25.8 for all diameters from one- to four-nodal have decreasing nature.
However, for zero-nodal diameter, the curve has entirely different behaviour and
increases as d/D ratio increases. While for L/D ratio (see Fig. 25.9), as ratio
increases normalised natural frequency also increases for all the nodal diameters.

Fig. 25.5 Normalized variation of circumferential displacement V along thickness and length at
21.932 kHz
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Fig. 25.6 Normalized variation of axial displacement W along thickness and length at
21.932 kHz
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Fig. 25.7 Normalized variation of electric potential Ф along thickness and length at 21.932 kHz
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Fig. 25.8 d/D ratio versus normalized first natural frequency for different nodal diameters

Fig. 25.9 L/D ratio versus normalized first natural frequency for different nodal diameters
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25.5 Conclusion

In present work, free vibration behaviour of FGPM cylindrical shell excited under
d15 effect has been analysed. The linear constitutive relations are obtained in
cylindrical coordinate system for FGPM cylindrical shell. Then, kinetic energy and
electric enthalpy expressions are derived and further utilized in the Rayleigh–Ritz
formulation. The Rayleigh–Ritz method is used for calculating the eigenfrequencies
and eigenvalues for FGPM cylindrical shell. Convergence study is carried out for
the first four natural frequencies with various nodal diameters. From the present
results, it can easily be concluded that the Rayleigh–Ritz method provides fairly
accurate results, which have close agreement with FEA software’s results. Variation
of normalised natural frequency with d/D and L/D ratios are also presented here.
Variation of displacements along radius and length are also plotted.

Model is solved for free–free boundary conditions only. A detailed analysis for
other boundary conditions and comparison with present case will be the subject of
future scope. Application of this model in sensors and instrumentation field has a
bright future and also a challenging field for researchers.

Appendix 1

Expressions for the matrices Cpiezo, Cdielectric and Cmech are given below:

Cpiezo ¼
e31 rð Þ½ � W1;r

� 	
W4;z
� 	T þ 1

r e31 rð Þ½ � W1f g W4;z
� 	T þ e15 rð Þ½ � W1;z

� 	
W4;r
� 	T

1
r e31 rð Þ½ � W2;h

� 	
W4;z
� 	T þ 1

r e15 rð Þ½ � W2;z
� 	

W4;h
� 	T

e33 rð Þ½ � W3;z
� 	

W4;z
� 	T þ þ e15 rð Þ½ � W3;r

� 	
W4;r
� 	T þ 1

r2 e15 rð Þ½ � W3;h
� 	

W4;h
� 	T

2
664

3
775

Cdielectric ¼ � eS11 rð Þ� �
W4;r
� 	

W4;r
� 	T� 1

r2
eS11 rð Þ� �

W4;h
� 	

W4;h
� 	T� eS33 rð Þ� �

W4;z
� 	

W4;z
� 	T� �
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Cmech ¼

1
r2 CE

11 rð Þ� �
W1f g W1f gT 1

r2 CE
11 rð Þ� �

W1f g W2;h
� 	T 1

r CE
13 rð Þ� �
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� 	T

þ 2
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W1f g W1;r

� 	T þ 1
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Chapter 26
Applied Theory of the Vibration
of Inhomogeneously Polarized
Axisymmetric Bimorph Piezoelements

Arkadiy Soloviev, Pavel Oganesyan, Pavel Romanenko,
Le Van Duong and Olga Lesnjak

Abstract Piezoelectric generators (PEG) are effective for energy harvesting in
machines vibrating elements. Using inhomogenously polarized piezoelements in
PEG allows one to increase its output characteristics (output electric potential and
output power). The paper considers piezoelements, which are circular multilayer
plates (bimorphs), consisting of piezoceramic layers with inhomogeneous polar-
ization (in thickness and in radial direction). Such a method of polarization makes it
possible to use a piezomodule d33 for bending vibrations, which is significantly
larger than piezomodule d31. PEG optimization can be performed on the base of
mathematical modeling of the process. Linear electroelastic theory, implemented in
ACELAN and ANSYS software, was used as mathematical model. Moreover, the
applied theory of axisymmetric bending vibrations with a piecewise constant
polarization was created. In the applied theory, hypotheses about the distribution of
displacements and electric potential along the thickness of the piezoelectric element
have been adopted. System of ordinary differential equations and boundary con-
ditions for steady bending vibrations for deflection and electric potential, depending
on the radial coordinate, has been formulated. A series of calculations was per-
formed in which resonance frequencies, antiresonance and output characteristics of
PEG were determined depending on the design parameters.
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26.1 Introduction

Simulation of the performance of PEG energy harvesting devices can be carried out
on the base of finite element modeling in computer software such as ACELAN,
ANSYS, etc. Experimental and numerical studies of PEG of stack and bimorph
types are discussed in [1–4]. The ACELAN software implemented the possibility of
calculating the process of polarization of piezoelectric elements based on the theory
developed in [5]. The use of inhomogeneously polarized piezoelements in the
bimorph type of PEG significantly increases its output characteristics [6]. In [7–10],
a method for inhomogeneous polarization of rectangular bimorph piezoelements
was developed and an applied theory of calculating its cylindrical bending vibra-
tions for piecewise constant polarization was constructed. In this paper we consider
axisymmetric vibrations of a bimorph piezoelement in the form of a multilayer
circular disk with piezoceramic layers are partially covered with electrodes and are
inhomogeneously polarized, with circular and annular regions with a thickness
polarization (they are covered with electrodes along one flat face) and an
electrically-connected annular section between them with radial polarization
(Fig. 26.1).

26.1.1 Research Purpose

The efficiency of PEG with the shape of a bimorph circular plate with axisymmetric
bending vibrations is studied. The piezoceramic layer of the transducer has an
inhomogeneous polarization.

26.1.2 Research Scope

At this study, we consider the following frameworks of the problem:

(i) Inhomogeneous polarization creation technology and PEG design;
(ii) Applied theory of flexural axisymmetric vibrations of PEG;

Fig. 26.1 a Piezoelectric
element top view, axial
section, b polarization scheme
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(iii) Finite element modeling of PEG with an inhomogeneously polarized
piezoelement;

(iv) Numerical and analytical calculation of the output characteristics of the
power harvesting device;

(v) Optimization of the structural characteristics of PEG for obtaining its greatest
efficiency.

26.2 Research Method

26.2.1 Continuous Formulation of the Problem

The mathematical model of flexural steady vibrations of a bimorph circular plate
can be reduced to the boundary problem of electro-elasticity, which consists of a
system of differential equations [11, 12].

We assume that the following constitutive equations are satisfied (piezoelectric
medium is Xj = Xpk):

qpk€uþ adjqj _u�r � r ¼ f j; r � D ¼ 0; ð26:1Þ

r ¼ cEj � �ðeþ bdj _eÞ � eTj � E; Dþ 1d _D ¼ ej � �ðeþ 1d _eÞþ эSj � E; ð26:2Þ

e ¼ ðruþruTÞ=2; E ¼ �ru; ð26:3Þ

where q(x, t) is the continuous function of coordinates (density); u(x) is the dis-
placement vector-function; r is the stress tensor, f are the mass forces vector; D is
the electric induction vector; cj

E is the elastic constant tensor; ej is the tensor of
piezoelectric constants; e is the strain tensor; E is the electric field vector; u(x) is the
electric potential function; эj

S is the dielectric permittivity tensor; adj, bdj, fd are
non-negative damping coefficients, and the other symbols are the standard desig-
nations for theory of electroelasticity with the exception of index “j”, corresponding
to area Xj. (For elastic media Xj = Xe, the piezomodules ej are equal to zero.)

For the media Xj = Xem with pure elastic properties, only stress fields would be
considered. Similar (26.1)–(26.3) and constitutive relationships are used, neglecting
electric fields and piezoelectric connectivity effects. Equations (26.1)–(26.3) are
added to the mechanical and electrical boundary conditions, as well as the initial
conditions in the case of non-stationary problem. Numerical modeling of devices
that can be described with (26.1)–(26.3) are performed using finite element method.

The boundary conditions are divided into mechanical and electrical. In partic-
ular, for an electrode ðSeÞ, included in external circuit, besides the condition of
constancy of the electric potential, which presents itself unknown function in this
case, it is necessary to add the condition, defining electric current passes through
this electrode:
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Z
Se

_Dmds ¼ I: ð26:4Þ

In addition to previous equations, all material properties are handled as functions
of coordinates:

qk ¼ qpkðxÞ; cEj ¼ cEj ðxÞ; eSaj ¼ eSajðxÞ; eTj ¼ eTj ðxÞ; ð26:5Þ

where we have

g ¼ gi þ Pj jðga � giÞ; for tensors cEj and эSj ; and g ¼ Pj jga; for tensor eTj : ð26:6Þ

Here g are corresponding tensor components, i points isotropic state, a points
anisotropic state. Tensor of piezoconstants eTj will be zero for isotropic bodies. In
previous paper [4], we presented specific modules of ACELAN software for
describing, presenting and modeling the non-homogeneous polarization.

The matrices of elastic constants, piezoelectric constant and permittivity have the
corresponding forms for regions with transverse polarization, respectively:

c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 1

2 c11 � 1
2 c12

2
6666664

3
7777775
;

0 0 e31
0 0 e31
0 0 e33
0 e15 0
e15 0 0
0 0 0

2
6666664

3
7777775
;

g11 0 0
0 g11 0
0 0 g33

2
4

3
5:

ð26:7Þ

For regions with polarization in radial direction, we have another forms:

c33 c13 c13 0 0 0
c13 c11 c12 0 0 0
c13 c12 c11 0 0 0
0 0 0 1

2 c11 � 1
2 c12 0 0

0 0 0 0 c44 0
0 0 0 0 0 c44

2
6666664

3
7777775
;

e33 0 0
e31 0 0
e31 0 0
0 0 0
0 0 e15
0 e15 0

2
6666664

3
7777775
;

g33 0 0
0 g11 0
0 0 g11

2
4

3
5:

ð26:8Þ
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26.2.2 Technology of Piezoelements Polarization

Polarization of the piezoelement is performed in two stages using technological
electrodes on the lower surface, which are removed after the second stage.
Calculation of the residual polarization field is conducted in the finite element
software ACELAN [7]. Figure 26.2 shows half of the axial section of the upper
piezoceramic disk and two polarization stages: the first stage involves transverse
polarization of the regions, covered by the electrodes (Fig. 26.2a), and the second
stage involves polarization in radial direction of the section between them
(Fig. 26.2b).

The lower piezoceramic disk is polarized in a similar way to the circuit, shown in
Fig. 26.2 (�V0 is replaced on þV0).

26.2.3 Applied Theory of Flexural Axisymmetric Vibrations
of PEG

Under the assumption of Kirchhoff-Love hypotheses for mechanical quantities and
a single normal, the angle of inclination of the normal #, radial and circular
deformation, expressed through the deflection Uz ¼ UzðrÞ of the median surface,
takes the form, respectively:

# ¼ � dUzðrÞ
dr

; er ¼ � d2UzðrÞ
dr2

z; et ¼ � 1
r
dUzðrÞ
dr

z: ð26:9Þ

Electrical potential distribution in parts with transverse polarization is found as

uðr; h; zÞ ¼ Vp
z
2h

1� 2z
h

� �
þVm

z
2h

1þ 2z
h

� �
þUðrÞ 1� 4z2

h2

� �
: ð26:10Þ

where h is the plate thickness; Vm;Vp are the electrical potentials on the upper and
lower electrodes, respectively.

Fig. 26.2 First (a) and second (b) stages of piezoelement polarization
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In a ring with polarization in radial direction, we have:

uðr; h; zÞ ¼ UðrÞ: ð26:11Þ

System of differential equations for areas with transverse polarization for a
two-layer piezoactive bimorph for deflection Uz ¼ UzðrÞ and the electric potential
of the mid-surface U ¼ UðrÞ will take the forms:

d4Uz

dr4
Dþ 2D

1
r
d3Uz

dr3
� D

1
r2
d2Uz

dr2
þD

1
r3
d2Uz

dr2
� F

d2U
dr2

� F
1
r
dU
dr

� x2qhUz

¼ pðrÞ;
ð26:12Þ

d2U
dr2

� 3G
d2Uz

dr2
� G

1
r
dUz

dr
þHð�Vm þVp � 4UÞ ¼ 0; ð26:13Þ

where H ¼ 3 c33g33 þ e233
h2gnc33

, F ¼ 2h
3
ðc13e33�c33e31Þ

c33
, G ¼ c13e33�c33e31

2g11c33
, x is the angular fre-

quency of vibration.
Internal mechanical (Mr is the moment, Qr is the transverse force) and electrical

(u is the electric potential, Dr is the electric induction) factors are expressed as

Mr ¼ �D
d2Uz

dr2
þ 1

r
dUz

dr

� �
� h3

18
ð�Vm þVp � 4UÞH;

Qr ¼ �D
d3Uz

dr3
þ 1

r
d2Uz

dr2
� 1

r
dUz

dr

� �
� J

dU
dr

;

ð26:14Þ

u ¼ 1
12

ð�Vm þVp þ 8UÞ; Dr ¼ � 2
3
g11

dU
dr

; ð26:15Þ

where J ¼ 2
3 h

ðc33e15�c13e33 þ c33e31Þ
c33

.
For a region with longitudinal polarization, the system of differential equations

corresponding to the system (26.11), (26.12) has the form:

D1
d4Uz

dr4
þ 2D1

1
r
d3Uz

dr3
� D2

1
r2
d2Uz

dr2
þD2

1
r3
dUz

dr
� F1

d3U
dr3

� F2
1
r
d2U
dr2

� x2qhUz

¼ pðrÞ;
ð26:16Þ

K
d2U
dr2

þ L
d3Uz

dr3
� N

1
r
d2Uz

dr2
þN

1
r2
dUz

dr
¼ 0; ð26:17Þ
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where

D1 ¼ h3

12
ðc11c33 � c213Þ

c11
; D2 ¼ h3

12
ðc211 � c212Þ

c11
; F1 ¼ h2

4
ðc11e33 � c13e31Þ

c11
;

N ¼ h
4
ðc12e31 � c11e31Þ

c11
; F2 ¼ h2

4
ð2c11e33 � c13e31 þ c12e31 � 2c13e31Þ

c11
;

K ¼ ðc11g33 þ g231Þ
c11

; L ¼ h
4
ðc11e33 � c13e31Þ

c11
:

Internal mechanical and electrical factors are expressed as

Mr ¼ �D1
d2Uz

dr2
� D3

1
r
dUz

dr
þF1

d
dr

U;

Qr ¼ �D1
d3Uz

dr3
� D1

1
r
d2Uz

dr2
þD2

1
r2
dUz

dr
þF1

d2U
dr2

þF3
1
r
dU
dr

;

ð26:18Þ

u ¼ UðrÞ; Dr ¼ 1
h
F1

d2Uz

dr2
þN

1
r
dUz

dr
� K

d
dr

U; ð26:19Þ

where

D3 ¼ � h3

12
ðc11c13 � c12c13Þ

c11
;F3 ¼ h2

4
ðc11e33 � c13e31 � c11e31 þ c12e31Þ

c11
:

The boundary conditions and congruence conditions have the forms:

for r ¼ 0:
# ¼ 0 and in the absence of concentrated force or inertial mass, we have
Qr ¼ 0 from (26.14) and Dr ¼ 0 from (26.13);
for r ¼ ri; i ¼ 1; 2, we have congruence of parts with different polarizations.

The conditions for continuity of deflections Uz, angles #, moments and trans-
verse forces, we obtain from (26.14) and (26.18), electric potential and electrical
induction are found from (26.15) and (26.19).

26.3 Results and Discussion

26.3.1 Static Load

Next, the efficiency of a uniformly and inhomogeneously polarized PEG is com-
pared. The thickness of the piezolayers (from PZT-4) is equal to 0.2 mm, the radius
is 19 mm, the thickness of the steel plate, on which they are pasted, equals 0.1 mm.
The load is a uniform pressure with intensity of 1 kPa. For piecewise constant
polarization, the dimensions of the electrodes vary.
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Table 26.1 presents the results of calculation of deflection and output potential
for PEG with homogeneous polarization (No. 1) and for different electrode sizes
(Nos. 2–4).

26.3.2 Steady-State Vibrations

Steady-state vibrations of the PEG at the first antiresonance frequency are con-
sidered. The shape of the vibrations, with the distribution of the axial displacement,
is shown in Fig. 26.3a, the distribution of the electrical potential for homogeneous
polarization (No. 1 in Table 26.2) is shown in Fig. 26.3b, and for the inhomoge-
neous polarization (No. 3 in Table 26.2), it is shown in Fig. 26.3c.

Table 26.1 Static load

No. Type of PEG and sizes of electrodes
(mm)

Deflection at the center
(mm)

Output
potential (V)

1 Uniform polarization 0:5� 10�3 0.85

2 Inhomogeneous polarization
r1 ¼ 3; r2 ¼ 6

0:54� 10�3 13.82

3 Inhomogeneous polarization
r1 ¼ 2; r2 ¼ 7

0:58� 10�3 21.4

4 Inhomogeneous polarization
r1 ¼ 1; r2 ¼ 8

0:62� 10�3 28.3

Fig. 26.3 Distributions of deflection (a) and electric potential (b) at homogeneous polarization,
(c) inhomogeneous polarization
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Table 26.2 shows the calculation results for the first antiresonance frequency: the
deflection at the center and the output potential for PEG with homogeneous
polarization No. 1 and for different electrode sizes Nos. 2–4.

26.4 Conclusion

An applied theory of axisymmetric vibrations of PEG with a piecewise constant
polarization is constructed. The results of the calculations show the significant
efficiency of PEG with regions of polarization in radial direction, when generating
an output potential in comparison with PEG with homogeneous polarization of
piezoceramic layers. It is shown that the output potential increases with the growth
of the region with polarization in radial direction. There is a limiting size of this
section, which can be efficiently polarized. So, it is possible to make several such
sections of a given size to create an effective device.
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Chapter 27
Propagation and Attenuation of Elastic
Guided Waves in Laminate
Fiber-Reinforced Composite Plates

Artem Eremin, Eugen Zimmermann and Rolf Lammering

Abstract Elastic guided wave phenomenon in modern fiber-reinforced laminates is
a complex mechanical process. Along with the amplitude and dispersion directivity
of source-induced wave fields conditioned by the microscopic material anisotropy,
the effects originating from the microstructure of fibrous composites play a
non-neglectable role. Among such features are the wave attenuation due to the
polymer matrix viscosity and the continuous mode conversion phenomenon orig-
inating from the severe difference between matrix/fiber mechanical properties.
Possessing remarkable intensity, these features should be accounted for in ultra-
sonic non-destructive testing and structural health monitoring systems for the
reliable operation. In this work, we investigate their influence on guided wave
propagation in unidirectional laminates experimentally and numerically. In the
computational model, viscosity driven attenuation is addressed through the complex
stiffness matrix, and semi-analytical integral approach is employed for parametric
analysis of source-induced guided wave dispersion properties and transient prop-
agation. To handle the continuous mode conversion effect, the concept of spatially
varying material properties and the finite element method are used. Experimental
measurements are performed for piezoelectrically excited guided waves with
scanning laser Doppler vibrometry technique.
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27.1 Introduction

Fiber-reinforced polymer (FRP) composite materials are widely adopted for
structural components in modern applications due to their remarkable strength and
stiffness properties and possibilities of weight reduction, which makes them being
the main among objectives of research efforts in the fields of Non-Destructive
Testing (NDT) and Structural Health Monitoring (SHM) [1, 2]. Among the
approaches to integrity evaluation of prolonged thin-walled constructions manu-
factured from composites with NDT/SHM systems, ultrasonic guided waves
(GWs) are recognized as an efficient solution, allowing for the detection of possible
damage and used for the continuous diagnostics of material degradation.

Effective implementation of GW-based methods requires rigorous experimental
investigations, extensive computer simulations and reliable parametric analysis of
wave phenomena, taking into account a possible complexity of structure mechan-
ical properties. The latter is especially important for FRP laminates, characterized
by fiber-induced anisotropy of elastic properties and non-neglectable wave damping
resulting from polymer-based matrix [3]. Another distinctive feature, observed in
fibrous composites, is the “continuous mode conversion” (CMC) phenomenon [4,
5]. It is conditioned by the complex material microstructure, i.e., severe difference
in mechanical properties of fibers and polymer matrix, which induces a spatial
variation of mechanical properties. This phenomenon is pronounced by the
occurrence of the fundamental anti-symmetrical wave A0 inside and immediately
after the wave packets corresponding to the symmetrical one (S0) passes every-
where through the structure. These properties have a strong effect on GW propa-
gation and, therefore, should be adequately addressed in mathematical and
computer models and considered, when interpreting measured wave signals.

In the current contribution, the results of theoretical and experimental investi-
gations of the influence of viscoelastic material behavior and CMC phenomenon on
GWs in unidirectional laminates are present and discussed. Evaluation of GW
dispersion properties (complex wave numbers and energy velocities) and computer
simulation of transient GW propagation are realized in the context of general 3D
elastodynamics of viscoelastic laminate anisotropic homogeneous structures
through integral equation based asymptotic solutions for forced GWs [6].
Continuous mode conversion is reproduced for the plane waves propagating along
the composite principal axis, assuming the spatial variation of material Young’s
modulus and density in the form of a two-dimensional random field with expo-
nential covariance function [7]. Corresponding numerical implementation is
achieved with the Karhunen-Loeve expansion (KLE) and spectral finite element
method (FEM). The attenuation of piezoelectrically induced GWs and arising CMC
phenomenon in the considered laminate are experimentally quantified with a
non-contact 1D scanning laser Doppler vibrometer (SLDV).
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27.2 Guided Waves in Viscoelastic Anisotropic Waveguide

If the time harmonic motion uðx;xÞe�ix t; u ¼ ðux; uy; uzÞ, x ¼ ðx; y; zÞ of a plate-
like traction-free anisotropic waveguide D ¼ ðx; y; zÞ : xj j; yj j\1;�H\z\0f g is
considered (Fig. 27.1), linear viscoelasticity can be modeled by assuming complex
components in the material’s stiffness matrix: eC ¼ C � ig, where C and g are
real-valued frequency-independent (hysteretic model [8]) 6� 6 matrixes. The
components of eC might be determined directly from experiments, e.g., utilizing
ultrasonic interferometry methods [9], or, alternatively, parametrically expressed
through the C-matrix elements [10]. In the case of a transversely isotropic elastic
layer with its symmetry axis (fiber alignment direction) coinciding with the x-axis,
the following relations are suggested:

eCii ¼ Cii=ð1þ ip
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C55=Cii

p
Þ; i ¼ 1; 5; eCii ¼ Cii=ð1þ ipb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C55=Cii

p
Þ; i ¼ 2; 4eC12 ¼ ðC12 þC55Þ=ð1þ ip

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C55=Cii

p
Þ � eC55:

ð27:1Þ

Here parameter p is the damping factor, and b is the additional coefficient
employed for the attenuation enhancement in the direction orthogonal to the
symmetry axis.

Assuming that the structure is excited by a load qðx;xÞe�ix t; q ¼ ðqx; qy; qzÞ,
localized at the top surface z = 0 of the waveguide (the time-harmonic factor e�ix t

is further omitted), the integral Fourier transform Fxy over the horizontal spatial
variables x, y could be applied to derive the explicit solution of the considered
boundary value problem in terms of inverse Fourier two-fold path integral. With the
polar coordinates (r, u) and (a, c), introduced in spatial and Fourier domains,
respectively, it takes the form:

uðxÞ ¼ 1
4p2

Z
Cþ

Z2p
0

Kða; c; zÞQða; cÞe�ia r cosðc�uÞdcada; ð27:2Þ

where K = Fxy[k] and Q = Fxy[q] are Fourier symbols of the Green’s matrix
k(x) and the contact stress vector q(x, y) (the notation of [6, 11] is employed). Since

Fig. 27.1 Geometry of the problem (left) and the schematic representation of the experimental
setup
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the poles of the matrix K elements are now complex values with positive imaginary
part, the integration path C+ goes in the complex plane directly along the real
semi-axis Re a � 0, Im a = 0. With the residue technique and the stationary phase
method, the relations (27.1) is reduced to the asymptotic expansions in terms of
quasi-cylindrical guided waves un:

uðxÞ ¼
XNr

n¼1

unðxÞþOððfnrÞ�1Þ; fnr ! 1;

unðxÞ ¼
XMn

m¼1

anmðu; zÞeisnmr=
ffiffiffiffiffiffiffi
fnr

p
:

ð27:3Þ

Here snm ¼ snðcnmÞ are the complex wave numbers of the GWs un; cnm are the
stationary points of the phase functions, ŝnðcÞ ¼ Re½fnðcþuþ p=2Þ� sin c, that is
ŝ0nðcnmÞ ¼ 0; Nr is the number of poles fn closest to the real axis; Mn is the number
of stationary points cnm of the n-th phase function ŝn; amplitude factors anm are
expressed via the residues of the product KQ from the real poles fnðcnmÞ. Each term
in the second sum of the (27.3) is a cylindrical guided wave (CGW), specified in the
radial observation direction u by the complex wave number snmðuÞ and wave
length knm ¼ 2p=Re snm. In the case of lossy media, the conventional relation for
group velocities cg;nmðuÞ ¼ dx=dsnm has no physical meaning, therefore, energy
velocities ce;nm are used to characterize the speed of propagating wave packets.
They are expressed in the following form [12]:

ce;nmðuÞ ¼
e � nu
� �

H

KþPh iH
; ð27:4Þ

where the brackets h::iH denote the average over the waveguide thickness, symbol
“�” is for scalar product of complex-valued vectors, e(z) is the time-averaged
Umov-Poynting vector, nu stands for the unit vector along the observation direction
u; K and P are time-averaged kinetic and potential energy:

K ¼ qx2

4
ðu; uÞ; P ¼ 1

4
Reðe; rÞ

and the six-component strain and stress vectors e and r are obtained from the
corresponding tensors by means of the Voigt notation. Since (27.4) is derived
within the plane wave assumption, the displacement vector is rewritten as follows

unmðxÞ ¼ anmðu; zÞ exp �i1nmðx cosðcnmÞþ y sinðcnmÞÞ½ �;

and the terms anmðu; zÞ; 1nm; cnm are taken from (27.2).
After numerical testing of the proposed computational model over the results

from [13, 14], it has been adopted for experimental carbon FRP sample with
unidirectional [0°]4 lay-up of prepregs. The dimensions of the specimen are
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1000 � 1000 � 1.12 mm3; the material density is 1482 kg/m3 and the elastic
properties in the principal directions of material symmetry are the following (in
GPa) [15]: C11 ¼ 117:2, C22 ¼ 10:2, C12 ¼ 4:7, C44 ¼ 2:79, C55 ¼ 3:51.

Preliminarily, the parameters p and b from (27.1) have been estimated to fit the
frequency dependences of the attenuation factor vðf Þ (x ¼ 2p f , f [Hz] is dimen-
sional frequency) measured along the material principal axis. It is directly related to
the imaginary part of the complex wave number snm and is calculated through the
relation:

vðf Þ ¼ 1
d
ln

vzðx1; f Þ
vzðx2; f Þ
���� ����; d ¼ x2 � x1j j;

where vzðx1;2; f Þ is the spectrum of the measured out-of-plane velocities vzðtÞ at
surface points x1 and x2. To minimize the beam spreading effect, the GW excitation
has been performed with a couple of elongated rectangular piezoelectric wafer
active sensors (PWAS) of dimensions 30 � 10 � 0.25 mm3 (further referred as
RA), aligned either along the x or y direction. The actuators are adhesively attached
to the structure and are driven with transient voltages in the form of sine-windowed
two-cycle sinus tone bursts for a range of several central frequencies fc. The
location of measurement points x1 and x2 is chosen in such a way that the wave
packets, corresponding to S0 and A0 modes, are well separated and, therefore,
attenuation factors vS0ðf Þ and vA0ðf Þ might be estimated. The obtained results are
summarized in Fig. 27.2, where markers stand for the experimental data and solid
lines show Im snm curves for p ¼ 0:07 and b ¼ 2:5.

To reveal the importance of taking into consideration the material viscosity,
measured velocities vzðtÞ are compared with theoretical data, computed for the
described lossy model and for the ideally elastic structure. Small circular PWAS of
radius R = 3 mm and thickness 0.25 mm is used for GW generation, and the tone
burst with fc ¼ 180 kHz is applied to the actuator. Due to the relatively small
thickness of the actuator, the arising contact stresses qðx;xÞ are approximated with
the pin-force model [16], i.e., by ring delta-like distribution of surface radial ten-
sion. Wave patterns at the points P1ð80mm; 0Þ, P2ð130mm; 0Þ, P3ð0; 80mmÞ and
P4ð0; 130mmÞ are shown in Fig. 27.3 in the normalized form. While for the

Fig. 27.2 Experimental (markers) and computed (solid lines) attenuation of fundamental S0 and
A0 modes for propagation direction along (a) and perpendicular (b) to the fiber alignment
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propagation direction along the fiber alignment (points P1 and P2) the influence of
viscosity is marginal, the attenuation of A0 mode in the perpendicular direction is
substantial and could not be neglected, i.e., at the point P4 antisymmetric wave is
almost indistinguishable from the measurement noise. On the other hand, in the
considered frequency range up to the first cut-off frequency of the lossless, aniso-
tropic waveguide GW dispersion curves are almost insensitive to the damping. The
latter is illustrated in Fig. 27.4, where the relative difference between group
velocities of fundamental modes evaluated for the ideally elastic structure and
energy velocities calculated for the same waveguide with attenuation is plotted.

27.3 Continuous Mode Conversion in Unidirectional
Laminate

If an intact waveguide with homogeneous macroscopic mechanical properties is
considered (either isotropic or anisotropic), no mode conversion could be observed
in the computations (theoretical results in Fig. 27.3 serving as an example).
Therefore, possible spatial fluctuation of elastic moduli conditioned by complex
material microstructure, should be taken into account, e.g., by describing them as
second order random fields [17, 18]. Numerical treatment of wave propagation
problem in such a case is usually performed in the FEM framework.

SLDV visualization of piezoelectrically excited fundamental Lamb waves in
unidirectional FRP samples reveals that for a broad frequency range, CMC phe-
nomenon is primarily detected, when S0 mode travels along the material horizontal
principal axes (x and y axes in Fig. 27.1) [5]. Since plane wave motion is possible for
these two directions, in the current simulations, the initial three-dimensional problem
is reduced to a plane-strain statement for two laminates with lay-ups [0°] and [90°]. It
corresponds to the wave propagation along and perpendicular to the fiber alignment

Fig. 27.3 Normalized measured and computed time histories of out-of-plain velocities at surface
points P1, P2, P3 and P4 (subplots from (a) to (d), respectively)
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respectively. The waveguides are occupying the finite domain eD ¼ fx ¼ ðx; zÞ :
jxj\A; �H\z\0g, A ¼ 500mm, H ¼ 1:12mm, and the transient oscillations are
initiated by shear point forces qðx; tÞ ¼ m f ðtÞfdðx� aÞ; 0g, a ¼ 5mm, simulating
the PWAS action and being located symmetrically on top and bottom specimen
surfaces so that only S0 mode is initially excited (Fig. 27.5). Function f(t) is a
sine-windowed two-cycle sinus tone burst. The structure is discretized with 8 � 4
nodes spectral finite elements (100 in x-direction and 4 for the vertical one) and
Newmark method is used for time integration.

Proceeding from the real-valued stiffness matrix C of a transversally isotropic
material described above (viscosity is now omitted) to a set of five engineering
constants, it is further supposed that parameter E2 (Young’s modulus in the
direction perpendicular to fiber alignment) and the density q exhibit spatial
stochastic variation. The reason for this choice consists in that S0 dispersion
properties for unidirectional laminates in the considered frequency range are
affected only by these parameters. The Young’s modulus E1 has a constant value.
The reason is that the Young’s modulus of carbon fibers in the longitudinal
direction is almost two orders of magnitude higher that the corresponding parameter
for the polymer matrix. Therefore, even being present, the fluctuations in fiber
alignment do not introduce considerable scattering in the global Young’s modulus
E1 of the unidirectional composite [19]. Applying KLE, the following expansions
for E2 and q are obtained [17]:

Fig. 27.4 Relative discrepancy (in percents) between group velocities of fundamental modes
(lossless waveguide) and energy velocities (waveguide with viscosity) for propagation direction
along fiber alignment (a) and in the perpendicular one (b)

Fig. 27.5 Schematic view of the FEM model and stacking sequences of the investigated
laminates
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E2ðx; hÞ � E2 1þ rE2

XNKL

n¼1

ffiffiffiffiffi
kn

p
nnðhÞfnðxÞ

 !

qðx; hÞ � q 1þ rq
XNKL

n¼1

ffiffiffiffiffi
kn

p
gnðhÞfnðxÞ

 !
:

ð27:5Þ

Here E2 ¼ 8:05GPa and q ¼ 1482 kg/m3 are the mean values of corresponding
parameters, rE2 ¼ 0:2 and rq ¼ 0:05 are standard deviations, NKL ¼ 1000 is the
number of preserved terms in KLE, nnðhÞ and gnðhÞ are uncorrelated random
variables, h is the element of a sample space. Deterministic quantities kn and fnðxÞ
represent the eigenvalues and eigenfunctions of the random field covariance
function, which is assumed to have the exponential form:

Ĉðx1; x2Þ ¼ r2e�
jx1�x2 j

bx
�jz1�z2 j

bz ;

and, since the problem domain eD is a rectangular, have closed analytical expres-
sions [7]. The quantities bx ¼ 3mm and bz ¼ 1:12mm are the correlation distances
in the x- and z-direction, respectively. They specify the decay of the mutual
influence of two locations of the random field and, therefore, control the necessary
number of terms in KLE. The particular choice of values for bx and bz is condi-
tioned, respectively, by the minimum A0 wavelength in the frequency range con-
sidered and the waveguide thickness. Expansions (27.5) cause the analogous
decomposition of the stiffness and mass matrices of the FEM scheme. Generating a
set of independent Gaussian variables with zero mean and unit variance nnðh0Þ,
gnðh0Þ, n ¼ 1; . . .;NKL for a particular realization h0 allows assembling these
matrices, and the implementation of the time integration scheme becomes possible.

It should be noted that since the stiffness matrices of the considered 2D
waveguides are obtained from the global matrix C, which now implicitly depends
on E2ðx; hÞ through the inverse of the compliance matrix, the stochastic fluctuation
of this Young’s modulus would affect elastic properties of both specimens and
might influence on calculated wave patterns.

To visualize the CMC phenomenon and to provide qualitative comparison of the
numerical and experimental results, out-of-plane velocities vzðx; tÞ are computed
and measured at a set of points on the specimen surface (depicted as red lines in
Figs. 27.1 and 27.5), post-processed with Hilbert transform, and combined to the
B-scan plots (Fig. 27.6 for the tone burst excitation at fc ¼ 240 kHz). These sur-
faces are the time-amplitude data of each observation point with distance r between
it and PWAS center on the horizontal axis and time on the vertical one. In the
experiments GWs are excited by elongated rectangular piezoactutors (type RA)
aligned along the material principal axes to follow approximately the plain wave
assumption of the computational model. The primary wave packages of funda-
mental modes reveal themselves as oblique thick lines with various inclination
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angle, and the CMC phenomenon is pronounced as spurious spots following S0
mode propagation. As expected, its intensity is stronger for the propagation
direction perpendicular to the fiber alignment, which is also observed in the
numerical simulations. Oblique lines in the upper part of the subplot (a) stand for
the waves reflected from the boundaries of the computational domain.

Since the out-of-plane velocities of the converted (secondary) A0 and the inci-
dent S0 waves might be of the same order of magnitude, the question arises how
such energy losses would affect the dispersion properties of the fundamental
symmetric wave. Its importance is caused by the high potential of S0 mode uti-
lization for reliable and fast estimation of Young’s moduli of the FRP sample [15].

Applying two-dimensional Fourier transform over spatial and temporal coordi-
nates to the simulated signals acquired for B-scans, frequency-wave number rep-
resentation is obtained (Fig. 27.7a for the [90°] composite sample with simulated
CMC), and wave numbers of normal modes are becoming visible. Plotting theo-
retical dispersion curves for the same waveguide but with deterministic elastic
properties readily proves that the spurious motion relates to A0 mode, since the
location of strong local peaks almost coincide with its wave number curve. It is also
visible that at higher frequencies the trajectory of local maxima for S0 wave starts
deviating quite sufficiently from the theoretical curve. This behavior is illustrated in
Fig. 27.7c where S0 phase velocity dispersion curves obtained with the
semi-analytical technique and from FEM simulations are compared. Additionally,
in Fig. 27.7b analogous values for [0°] laminate are provided. Though both
FEM-based curves do not coincide directly with the theoretical one, they fluctuate
regularly around it.

Fig. 27.6 Theoretical (a, c) and experimental (b, d) B-scans of the composite specimen surface
along fiber alignment direction (a, b) and in the perpendicular direction (c, d); in each subplot the
data are normalized to the highest observed amplitude of the primary S0 mode
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27.4 Conclusions

The influence of viscoelastic material behavior and CMC phenomenon on elastic
GWs in unidirectional FRP laminates has been investigated both theoretically and
experimentally. It is shown that although viscosity driven wave attenuation should
be taken into account for the adequate simulation of amplitude decay of propagating
GWs, especially in the direction perpendicular to the fiber alignment, its effect on
GW dispersion properties in the frequency range of fundamental modes is
inessential. It is also illustrated that the CMC effect, observed, at first, experi-
mentally, could be adequately qualitatively represented with the FEM-based
computational model assuming random spatial distribution of material elastic
properties. Parametric analysis within the developed approach reveals the possible
non-zero impact of CMC on dispersion curves of fundamental symmetric wave.
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Chapter 28
Modelling of Elastic Wave Propagation
Through Damaged Interface
via Effective Spring Boundary
Conditions

Mikhail V. Golub, Anders E. Boström and Olga V. Doroshenko

Abstract The present work deals with the application of spring boundary condi-
tions in order to describe elastic wave propagation in composites with damaged
interfaces. Dynamic behaviour of the damaged zone is described by means of a
distribution of micro-cracks and introduction of spring boundary conditions, where
stresses are proportional to the jump in displacement along the damaged interface
and the proportionality factor is the distributed spring stiffness. The stiffness in the
spring boundary conditions is determined from the equivalence of the transmission
coefficients for these two models. As a result, the normal and tangential components
of the spring stiffness tensor depend on the concentration of the defects, their typical
size and elastic properties of the contacting materials. The three-dimensional
problem with elastic wave scattering by a random or periodic distribution of rect-
angular microcracks is considered, the latter with a boundary integral equation
method. The transmission through the damaged interface with random and periodic
distribution of rectangular cracks is compared with a good correspondence giving
confidence that the models are appropriate.

28.1 Introduction

Elastic wave scattering by delaminations and debondings is of considerable
importance for ultrasonic non-destructive evaluation and structural health moni-
toring, where ultrasound is widely used to detect interfacial damage [1]. A precursor
to destruction of a sample of a composite material is usually the formation of a set
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of microcracks, which are simulated as a stochastic or as a periodic distribution of
micro-defects. Detection of internal inhomogeneities and identification of their
parameters, particularly detecting internal and interfacial defects by non-destructive
testing requires the presence of effective mathematical models describing the
diffraction of elastic waves by such damage. Domains containing distribution of
microdefects can be modelled as a set of cracks [2, 3] or with the help of special
boundary conditions [4]. Wave diffraction by a single crack can be modelled using
numerical [5] and semi-analytical methods [6]. If imperfect contact or a partially
debonded interface is considered, then modified approaches should be applied [7].

The present work deals with the application of spring boundary conditions in
order to describe elastic wave propagation in layered composites with damaged
interfaces. Dynamic behaviour of the damaged zone is described by means of a
random distribution of micro-cracks and introduction of the spring boundary con-
ditions, which point on the jump in displacement along the damaged interface, and
the proportionality factor is the distributed spring stiffness. The stiffness for the
spring boundary conditions is determined from the equivalence of transmission
coefficients for these two models. As a result, the normal and tangential components
of the spring stiffness tensor depend on the concentration of defects, their typical
size and elastic properties of the contacting materials. Wave scattering by a random
distribution of rectangular cracks is simulated, using the ensemble average. The
latter allows consideration of the random distribution array of micro-cracks, based
on the solution of the problem for a single rectangular crack. Wave scattering by a
periodic array of interface rectangular cracks is also considered, using a boundary
integral equation method. The transmission through the damaged interface is
simulated by a random or periodic distribution of cracks.

28.2 Spring Boundary Conditions and Random
Distribution of Rectangular Cracks

Consider an interface with a random distribution of rectangular cracks at the
interface, located between two dissimilar half-spaces Vj; j ¼ 1; 2, see Fig. 28.1.
The half-spaces are determined by the following material properties: densities qj,
Lamé constants kj and lj. Wave velocities vj s are also used; here subscript s cor-
responds to the longitudinal ðs ¼ LÞ and transversal ðs ¼ TÞ waves. The dis-
placement vector uj obeys the Lamé equation, written in terms of wave numbers
kj s ¼ x=vj s:

k�2
jL rr � uj � k�2

jT r� r� uj
� �þ uj ¼ 0:

The distribution is assumed translationally invariant, and all the cracks are of the
same size. The wave interaction between the cracks is neglected by assuming small
cracks compared to the wavelength. The density of cracks is defined as
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C ¼ Sdam=Stotal, where in a three-dimensional case, Sdam is the damaged area and
Stotal is the total area of the considered surface. Then the ensemble average tech-
nique can be applied for the construction of the scattered field, which is represented
in the form of plane waves in a far-field zone from the interface [8, 9]. The
Betty-Rayleigh reciprocal theorem is applied along a rectangular contour with the
interface in the centre to two elastodynamic states [9]: incident and scattered
wave-fields uin and usc. The ensemble average of the scattered field has the fol-
lowing representation:

uscs
� � ¼ P�

s e�i k1sx3 ; x3\0;
Pþ
s ei k2sx3 ; x3 [ 0:

�
The integrals along parts of the contour, which are orthogonal to the interface,

cancel each other. Finally, the total transmission coefficient for the distribution of
crack in the case of incident longitudinal ðs ¼ LÞ and transversal ðs ¼ TÞ waves
becomes:

eTs ¼ T�
s þPþ

s ¼ T�
s 1� 1

2
ps Dus

� �
: ð28:1Þ

Here ps is the polarization vector and Dus is average COD for all the cracks,
which is calculated as

Dus ¼ 1
SX

ZZ
X

D us x1; x2ð Þdx1x2 ð28:2Þ

in the case of cracks of equal size, where SX is the area of a single crack. The
random distribution of cracks is then compared with the distributed spring model,
where the damaged interface is described via spring boundary conditions. These
boundary conditions demand that the stresses are continuous, while the displace-
ment jump is proportional to the stresses:

Fig. 28.1 Geometry of the problem: damaged interface
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s1ðxÞ ¼ s2x ¼ j � u1 � u2ð Þ: ð28:3Þ

Here j is a three-by-three matrix, sj is the vector of normal and tangential stress
components. The elements of the stiffness matrix j are calculated by a comparison
of transmission coefficients for the random distribution of cracks and for the spring
model. According to this procedure a normally incident incoming longitudinal
wave is used to determine the stiffness matrix component j33 ¼ jL. The incoming
incident plane wave in a three-dimensional case has the following representation:

us ¼ ps eik1sx3 þ R̂se�ik1sx3
� �

; x3\0
psT̂se

ik2sx3 ; x3 [ 0

�
where the amplitude reflection and transmission coefficients depend on wave
number and spring stiffness as

R̂s ¼ i k1sc1sk2sc2s þ js k1sc1s � k2sc2sð Þ
i k1sc1sk2sc2s þ js k1sc1s þ k2sc2sð Þ ;

T̂s ¼ 2 js k1sc1s
i k1sc1sk2sc2s þ js k1sc1s þ k2sc2sð Þ :

ð28:4Þ

At the next step, plane wave diffraction by a rectangular interface crack
X ¼ x1j j � l1; x2j j � l2; x3 ¼ 0f gð Þ is considered. Incident wave-field is calculated,
assuming j ¼ 0 in (28.3). The total wave-field is the superposition of the incident
field uin in the absence of the crack and the wave-field scattered by the crack usc.
The wave-field, scattered by an interface rectangular crack X, can be represented as
the Fourier integrals [9]:

uscj ¼ 1
4 p2

ZZ
C1C2

Kj a1; a2 x3ð Þ � Q a1; a2ð Þ � e� i a1x1 þ a2x2ð Þda1da2; ð28:5Þ

where the Fourier transform Q a1; a2ð Þ of the traction vector ssc x1; x2; 0ð Þ at the
interface is related with the Fourier transform of the unknown COD Du ¼
u x1; x2; 0�ð Þ � u x1; x2; 0þð Þ as follows:

Q a1; a2ð Þ ¼ L a1; a2ð Þ � DU a1; a2ð Þ;
L a1; a2ð Þ ¼ K1 a1; a2ð Þ �K2 a1; a2ð Þ½ ��1:

Substitution of the integral representation for ssc into the boundary condition
(28.3) gives the following boundary integral equation:

1
4 p2

ZZ
C1C2

L a1; a2ð Þ � DU a1; a2ð Þ � e� i a1x1 þ a2x2ð Þ da1da2 ¼ �sinðxÞ: ð28:6Þ
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To discretize the integral equation (28.6), the COD is expanded into series:

Du ¼
X1
k1¼0

X1
k2¼0

ck1k2pk1 x1=l1ð Þ � pk2 x2=l2ð Þ; ð28:7Þ

where the Chebyshev polynomials of the second kind are used as basis functions.
The one-dimensional Fourier transforms of basis functions are

Pkða lÞ ¼ p i ðkþ 1Þ Jkþ 1ða lÞ
a

:

The unknown coefficients ck1k2 in (28.7) can be found applying the Bubnov–
Galerkin scheme to the integral equation (28.6), which leads to the system of linear
algebraic equations

X1
k1¼0

X1
k2¼0

Ak1k2k01k
0
2
ck1k2 ¼ f k01k02 ; ð28:8Þ

Ak1k2k01k
0
2
¼ 1

4 p2

ZZ
C1C2

L a1; a2ð Þ � Pk1 a1 l1ð ÞP�
k01

a�1 l1
� �

Pk2 a2 l2ð ÞP�
k02

a�2 l2
� �

da1da2;

f k01k02 ¼ �
Z
X

sin x1; x2; 0ð Þ � pk01k02 x1; x2ð Þdx1dx2:

The kernel of the integral equation (28.6) can be expanded as follows:

L a1; a2ð Þ ¼ a1L1 þ a2L2 þ eL a1; a2ð Þ

Keeping one term in the expansion (28.7) and taking into account thatZZ
C1C2

eL a1; a2ð Þ � Pk1 a1l1ð ÞP�
k01

a�1 l1
� �

Pk2 a2 l2ð ÞP�
k02

a�2 l2
� �

da1da2 ! 0

As lmkjs ! 0, an asymptotic solution for single rectangular crack can be
obtained. Indeed, the matrices in the system (28.8) can be derived in the analytic
form:

Aas
0000 ¼

8 l1
3 p

m1
m2

1�m2
3

0 0

0 1
m2

0
0 0 m1

m2
1�m2

3

0B@
1CAþ 8 l2

3 p

1
m2

0 0
0 m1

m2
1�m2

3
0

0 0 m1
m2

1�m2
3

0B@
1CA
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m1 ¼ k1 þ 2l1
l1 k1 þ l1ð Þ þ

k2 þ 2l2
l2 k2 þ l2ð Þ

	 

; m2 ¼ 1

l1
þ 1

l2

	 

;

m3 ¼ 1
2

1
k1 þ l1

� 1
k2 þ l2

	 

:

A similar trick was also used for a distribution of circular cracks in [10].
Asymptotic solution for longitudinal and two transverse waves, polarized along
axes x1 and x2, are given by the following expressions, respectively:

uP ¼
0

0

cP

0B@
1CA

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x21

l21

s ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x22

l22

s
; cP ¼ 3 p3l1l2f1 m2

1 � m2
3

� �
32m1 l1 þ l2ð Þ ;

uSV ¼
cSV
0

0

0B@
1CA

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x21

l21

s ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x22

l22

s
; cSV ¼ 3 p3l1l2f2 m2

1 � m2
3

� �
m2

32 m2
1 � m2

3

� �
l1 þm1m2l2

� � ;
u SH ¼

0

cSH
0

0B@
1CA

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x21

l21

s ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x22

l22

s
; cSH ¼ 3 p3l1l2f2 m2

1 � m2
3

� �
m2

32 m2
1 � m2

3

� �
l2 þm1m2l1

� �
ð28:9Þ

fs ¼ 2 i k1sc1sk2sc2s
k1sc1s þ k2sc2s

:

To determine the spring stiffness js the expression (28.4) for T̂s should be set
equal to the amplitude transmission coefficient for the random distribution of crackseT given by the relation (28.1). Using the asymptotic solution for a single rectan-
gular crack (28.9), the average COD gives

jP ¼ 512m1 l1 þ l2ð Þ
3p5C m2

1 � m2
3

� �
l1l2

� f1
2
;

jSV ¼ 512 m2
1 � m2

3

� �
l1 þm1m2l2

� �
3p5Cm2 m2

1 � m2
3

� �
l1l2

� f2
2
;

jSH ¼ 512 m2
1 � m2

3

� �
l2 þm1m2l1

� �
3p5Cm2 m2

1 � m2
3

� �
l1l2

� f2
2
:

ð28:10Þ

28.3 Periodic Array of Rectangular Cracks

Periodic distribution of cracks is a special case, which has been attentively studied,
e.g. [11–13]. Of particular interest for this paper is a doubly periodic array of
rectangular cracks Xj1j2 , placed at the interface in a square lattice. The cracks are of
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equal size, their centres are situated in the plane x3 ¼ 0 at the square lattice, based
on two vectors g1 and g2 g1j j ¼ g2j j ¼ sð Þ. The geometry is shown in Fig. 28.2. Let
us denote a reference cell as

G00 ¼ x x1; x2; 0ð Þ ¼ b1g1j þ b2g2; x3j j\1f g; bi 2 �1=2; 1=2½ �:

The interface can be divided into a doubly periodic array of the unit-cells:

Gj1j2 ¼ y y ¼ xj þ j1g1 þ j2g2f g; x 2 G00:

The centres of the cracks are situated at the points:

vj1j2 ¼ aj1j21 ; aj1j22 ; 0
� �

; aj1j21 ¼ s j1; aj1j22 ¼ s j2:

The total wave-field can be represented as a sum of incident a wave-field uin and
scattered by each cracks Xj1j2 wave-fields u

sc ¼ P1
j1;j2¼�1 uscj1;j2 . The periodicity of

the array of rectangular cracks implies that

usc x1; x2; x3ð Þ ¼ usc x1 � s j1; x2 � s j2; x3ð Þ; j1; j2 2 Z: ð28:10Þ

Of course, the relation (28.10) is valid for the COD, Du, so that the Fourier
transform of the total COD is written as

DU a1; a2ð Þ ¼
X1

j1;j2¼�1
DUj1;j2 a1; a2ð Þ ¼

X1
j1;j2¼�1

DU00 a1; a2ð Þ � e�i a1 a
j1 j2
1 þ a2 a

j1 j2
2ð Þ:

ð28:11Þ

Substitution of the representation (28.11) into the boundary integral equation
(28.6) gives the following boundary integral equation, written in terms of the COD
at the reference crack:

Fig. 28.2 Geometry of the problem: periodic array of rectangular cracks
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1
4 p2

X1
j1;j2¼�1

ZZ
C1C2

L a1; a2ð Þ � DU00 a1; a2ð Þ � e�i a1a
j1 j2
1 þ a2a

j1 j2
2 a1x1 þ a2x2ð Þda1da2

¼ �sinðxÞ:
ð28:12Þ

The kernel of the integral equation (28.12) is evaluated using the relation
between an exponential series and a sum of Dirac delta functions δ:

X1
j¼�1

ei b j ¼
X1
j¼�1

d
b
2p

� j

	 

:

Finally, the integral equation (28.12) is reduced to a system of linear algebraic
equations in the same manner as system (28.8) has been obtained for a single
rectangular crack.

28.4 Numerical Analysis

Let us analyse the influence of crack density and sizes on the wave transmission
through interfaces with a random and periodic distribution of rectangular cracks.
Information about wave-fields can be illustrated by the energy flux vector
e (Umov-Poynting vector) [14, 15]:

ej ¼ x
2
Im rij u

�
j

� �
:

For further analysis the energy transmission coefficient gþ is introduced as the
ratio of the time-averaged energy Eþ , transmitted through a single unit-cell
cross-section in the presence of the array of cracks to the energy E0, transferred by
the incident wave-field. In the same way, the energy reflection coefficient g� is
defined.

Figures 28.3, 28.4, 28.5, 28.6, 28.7, 28.8, 28.9 and 28.10 demonstrate the
energy reflection and transmission coefficients g� for longitudinal and transverse
waves, scattered by random and periodic distributions of square cracks of different
sizes. We study two pairs of materials: identical (aluminium/aluminium) and dis-
similar (aluminium/copper). Material properties are given in Table 28.1.

A good coincidence between the energy reflection and transmission coefficients
g� for random and periodic distributions can be seen at lower frequencies both for
identical and dissimilar media. Periodic organization of the cracks leads to cut-off
frequencies, which can be observed as peaks in the plots. Of course, the number of
cut-off frequencies is greater for dissimilar materials, this gives more rugged lines.
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Fig. 28.3 Energy reflection and transmission coefficients g� for longitudinal wave, scattered by
random and periodic distributions of square cracks l1 ¼ l2 ¼ 0:25 sð Þ; aluminium/aluminium

Fig. 28.4 Energy reflection and transmission coefficients g� for longitudinal wave, scattered by
random and periodic distributions of square cracks l1 ¼ l2 ¼ 0:25 sð Þ; aluminium/copper

Fig. 28.5 Energy reflection and transmission coefficients g� for longitudinal wave, scattered by
random and periodic distributions of square cracks l1 ¼ l2 ¼ 0:375 sð Þ; aluminium/aluminium
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Fig. 28.6 Energy reflection and transmission coefficients g� for longitudinal wave, scattered by
random and periodic distributions of square cracks l1 ¼ l2 ¼ 0:375 sð Þ; aluminium/copper

Fig. 28.7 Energy reflection and transmission coefficients g� for transverse wave, scattered by
random and periodic distributions of square cracks l1 ¼ l2 ¼ 0:25 sð Þ; aluminium/aluminium

Fig. 28.8 Energy reflection and transmission coefficients g� for transverse wave, scattered by
random and periodic distributions of square cracks l1 ¼ l2 ¼ 0:25 sð Þ; aluminium/copper
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Reflection of a transverse wave by periodic and random distributions compared
to longitudinal wave is similar (cf. Figs. 28.7 and 28.8). Corresponding values of
the energy reflection and transmission coefficients g� have very similar values in a
much wider frequency range.

Crack densities C ¼ 0:25 and C ¼ 0:5625 for distributions are considered here,
corresponding plots for the coefficients g�, are depicted in Figs. 28.3, 28.4, 28.5,

Fig. 28.9 Energy reflection and transmission coefficients g� for transverse wave, scattered by
random and periodic distributions of square cracks l1 ¼ l2 ¼ 0:375 sð Þ; aluminium/aluminium

Fig. 28.10 Energy reflection and transmission coefficients g� for transverse wave, scattered by
random and periodic distributions of square cracks l1 ¼ l2 ¼ 0:375 sð Þ; aluminium/copper

Table 28.1 Material properties

No Material Longitudinal wave
velocity, vL (m/s)

Transverse wave
velocity, vT (m/s)

Density,
q (kg/m3)

1 Aluminium 6420 3040 2700

2 Copper 5010 2270 8930
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28.6, 28.7, 28.8, 28.9 and 28.10 for both kinds of incoming waves. It can be
concluded that transmission through a damaged interface modelled by a random
and periodic distribution of cracks is in good agreement for lower values of the
crack density C for both identical and dissimilar media.

To demonstrate the application of the spring boundary conditions for different
ultrasonic applications, consider two layered elastic plates with damaged interfaces.
Thicknesses of two sub-layers with contact, described by the spring boundary

Fig. 28.11 Group velocities of Lamb waves in aluminium plate with distribution of damage
situated at the middle of the plate h1 ¼ h2ð Þ

Fig. 28.12 Group velocities of Lamb waves in aluminium plate with distribution of damage,
situated far from the middle of the plate h1 ¼ 3h2ð Þ
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conditions (28.3), are denoted h1 and h2. Group velocities of Lamb waves in two
damaged plates are depicted in Figs. 28.11 and 28.12 for different values of spring
stiffness and two different ratios between thickness (h1 ¼ h2 and h1 ¼ 3h2). If
adhesion between layers decreases (jii decreases at the same time), then the cut-off
frequencies shift to lower frequencies and group velocities become smaller. This
information can be employed for damage or adhesion identification [16].

28.5 Conclusion

The main goal of the present paper is to derive simple, explicit expressions for the
spring constants, (28.10), that can be used to model interface damage. This is
accomplished by first solving for a single rectangular interface crack and then using
ensemble averaging techniques. Results, obtained with these spring constants, are
also compared to results for a periodic distribution of cracks and for small interface
cracks (compared to the wavelengths) the two approaches give very similar results.

These distributed spring constants should be of value, when interface damage is
investigated by ultrasound. They could, for example, be used to investigate the
scattering by a finite damaged interface or to see the influence on the phase and
group velocities, when a long part of an interface is damaged.

Acknowledgements The work is supported by the Russian Science Foundation (Project
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Chapter 29
Wave Energy Evaluation for Ultrasonic
Air-Coupled Material Characterization

O. A. Miakisheva, E. V. Glushkov and N. V. Glushkova

Abstract Ultrasonic non-destructive evaluation and material characterization
involve the processing of the acquired data on the basis of efficient computer
models both for transducer generated beams and scattered wave fields. The simu-
lation of wave processes in coupled source-structure environments is also beneficial
for the design and optimization of such non-destructive inspection systems. The
present work deals with the development of analytically based, and so
cost-effective, simulation tools for ultrasonic probing of fluid-immersed elastic
plates, using contactless (air-coupled) transducers. Explicit integral representations
for the generated and scattered wave fields have been obtained, using the Fourier
transform technique. In the far field, the bulk acoustic waves and guided elastic
waves are described by asymptotic representations, derived from those path inte-
grals as the contribution of phase saddle points and residues from the integrand’s
poles. The present study is focused on the source energy partition among the
generated waves of different types and among different directions of wave propa-
gation. The dependence of the total source energy and its parts on the frequency and
source distance to the plate is illustrated by numerical examples.

29.1 Introduction

The determination of effective elastic moduli is a classical problem of structural
mechanics. Ordinarily, the mechanical properties are determined by experimental
methods that have a destructive invasive nature. For example, even to predict
material parameters on the basis of high precision experimental measurements and
computer simulation of vibration eigenfrequencies and eigenmodes [1], one has to
cut out a test sample from the inspected plate. On the other hand, non-destructive
prediction of elastic constants is possible on the basis of ultrasonic techniques that
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utilize bulk waves and guided waves (GWs) [2, 3]. The GW-based methods use
sensing devices implemented into the engineering structure under investigation [4,
5]. There are two basic GW-based approaches for the identification of effective
elastic moduli. First, identification is achieved through the minimization of an
objective function, defining some metric between the experimentally measured and
theoretically calculated GW characteristics [6–9]. The second approach is based on
the evaluation of a direct dependence of wave numbers or group velocities on the
material constants [10–14].

The methods and systems of non-destructive evaluation and material charac-
terization are increasingly used for structural health monitoring (SHM) of
safety-critical engineering constructions such as aircrafts, pipelines, nuclear stor-
ages, etc. The SHM technologies of elastic constant prediction are based on the GW
excitation and registration by a comparatively sparse net of piezoelectric wafer
active sensors (PWAS) [15]. Along with the nets of permanently attached PWASs,
non-contact (air-coupled) transducers are also widely used both for excitation and
for registration of bulk and guided waves in plate samples immersed in an acoustic
environment (air or fluid). Not infrequently, the air-coupled transducers (ACTs) are
regarded as a cheaper alternative to the laser Doppler vibrometry (LDV). To
optimize the operation of ACT-based systems, it is useful to develop effective
mathematical and computer models for the simulation of wave processes underlying
their work.

The interaction of incident acoustic waves, generated by an ultrasound trans-
ducer with a multilayered plate, immersed in acoustic fluid, excites GWs propa-
gating over the plate and in the adjacent environment. These travelling waves
re-radiate the wave energy into the environment in the course of their propagation,
becoming actually leaky guided waves. Modern commercial finite-element pack-
ages are quite sufficient for the simulation of such wave processes but their use is
often too expensive. Alternatively, analytically based computer models can provide
a fast parametric analysis and better insight into the wave structure. That is why, we
have been developing the models that are based on the explicit integral and
asymptotic representations for the point-source solutions of the corresponding
boundary value problems (BVP) for the coupled source-fluid-plate structures as a
whole (i.e., on the Green’s functions of such structures). The present paper deals
with the parametrical analysis of the total wave energy, emitted by a source, located
in the fluid at a certain distance to the inspected plate and its partition among the
excited GWs and transmitted through and reflected from the plate bulk waves.

29.2 Mathematical Framework and General Solution
Scheme

A steady-state time-harmonic oscillation uðxÞe�ixt; where u ¼ ðux; uy; uzÞ,
x ¼ ðx; y; zÞ, of an elastic layer of thickness h, immersed in acoustic fluid is under
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consideration (Fig. 29.1, left). The displacement vector u obeys the full set of 3D
Navier–Lamé equations:

ðkþ lÞrdivuþ lDuþ qx2u ¼ 0; ð29:1Þ

where k and l are Lamé constants, and q is the density of the layer; hereinafter, the
time-harmonic factor e�ix t is conventionally omitted.

Acoustic pressure pðxÞ in the surrounding liquid satisfies the Helmholtz
equation:

Dpþ j20p ¼ dðx� x0Þ; ð29:2Þ

where j0 ¼ x=c0 is a wave number, and c0 is a sonic velocity. Dirac’s delta
function models a monopole source located in the upper half-space at a point
x0 ¼ ð0; 0; z0Þ. The pressure pðxÞ can be represented as a sum of the direct source
field p0ðxÞ and the scattered field pscðxÞ. The spherical body waves radiated by the
point source are described by the classical fundamental solution of the Helmholtz
equation:

p0 ¼ � 1
4pR

eij0R; R ¼ jx� x0j; ð29:3Þ

while the scattered field psc is unknown.
The total field pðxÞ ¼ p0ðxÞþ pscðxÞ and the vertical displacement component

uz ¼ 1
x2q0

@p
@z are continuous at the fluid-solid interfaces: z ¼ 0 and z ¼ �h. These

interface boundary conditions are augmented by the radiation conditions at infinity
following from the principle of limiting absorption.

The application of the Fourier transform Fxy with respect to the horizontal
coordinates x and y allows one to obtain explicit integral representation of the BVP
solution. The unknown fields p�sc and u are expressed in terms of their Fourier

Fig. 29.1 Ultrasonic sounding by an air-coupled transducer (left); lateral cylindrical and
horizontal plane surfaces for the calculation of energy fluxes ER and E�

V , respectively (right)
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symbols P�
sc ¼ Fxy½p�sc� and U ¼ Fxy½u� (here and further, plus and minus are for the

acoustic half-spaces z� 0 and z� � h, respectively):

p�scðxÞ ¼ F�1
xy ½P�

sc�
1
4p2

Z
C1

Z
C2

P�
scða; zÞe�iða1xþ a2yÞda1da2; ð29:4Þ

uðxÞ ¼ F�1
xy ½U�

1
4p2

Z
C1

Z
C2

K3ða; zÞQ(aÞe�iða1xþ a2yÞda1da2: ð29:5Þ

Here a ¼ ða1; a2Þ is the vector of Fourier parameters, K3 is the third column of
the Green’s matrix for the two-layered half-space z� 0 (elastic layer �h� z� 0
underlain by the fluid z� � h) in the conventional notations of [16]. Its three
components can be expressed via two functions Tða; zÞ and Rða; zÞ, which depend
only on the radial variable a ¼ jaj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a21 þ a22

p
:

K3 ¼
�ia1T
�ia2T
R

0
@

1
A;

Q ¼ Fxy½q� is the Fourier symbol of the interface load q that can be explicitly
expressed via the Fourier symbol of the source field p0 at the interface z ¼ 0:

Q ¼ 2r0P0

x2q0R� r0
; P0 ¼ � e�r0z0

2r0
; r0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ j20

q
:

The Fourier symbol of the scattered pressure field P�
sc can be written in the form

P�
sc ¼ P�ðaÞe�r0ðz�z0Þ. The integration paths C1 and C2 go along the real axes,

rounding the real poles fn of the integrand in accordance with the principle of
limiting absorption. Here and further, we use the formulas and notations of [16–18].

By using the polar coordinates: x ¼ r cosu; y ¼ r sinu; a1 ¼ a cos c;
a2 ¼ a sin c, double integrals (29.4) and (29.5) are reduced to the one-fold path
integrals:

p�scðr; zÞ ¼
1
2p

Z
C

P�
scða; zÞJ0ðarÞada; ð29:6Þ

urðr; zÞ ¼ � 1
2p

Z
C

Tða; zÞQðaÞJ1ðarÞa2da; ð29:7Þ

uzðr; zÞ ¼ 1
2p

Z
C

Rða; zÞQðaÞJ0ðarÞada; ð29:8Þ
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where J0 and J1 are the Bessel functions and a ¼ ja j. The contour C goes along the
real semi-axis Re� 0. The application of the residue technique to these path inte-
grals yields far-field asymptotic representations of the excited wave fields in terms
of cylindrical guided waves propagating in the lateral direction:

uðr; zÞ ¼
XN
i¼1

anðzÞHð1Þ
0 ðfnrÞfn and p�scðr; zÞ ¼

XN
i¼1

b�n ðzÞHð1Þ
0 ðfnrÞfn; ð29:9Þ

where

an ¼ i
2
resK3ð@=@x; @=@y; zÞ a¼fnQðfnÞ; b�n ¼ i

2
resP�

scða; zÞ
����

����
a¼fn

;

and fn are real and nearly real poles of the integrands in (29.6)–(29.8) that play the
role of wave numbers in GW representations (29.9).

Wave fields, generated by a real dimensional (non-point) transducer, can be
represented via the convolution of the point-source solution (Green’s function) with
a load uðxÞ distributed over the area of its radiating element. Such a distribution
simulates its action on the surrounding acoustic medium. In the case of a horizontal
circular radiating area of radius a, the source is modeled by an axially symmetric
distribution uðxÞ ¼ uðrÞ, r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
, and the convolution is analytically

brought to the path integrals of the same form as in (29.6)–(29.8) but with the
additional factor:

UðaÞ ¼ Fxy½u� ¼ 2paJ1ðaaÞ=a

in the integrands.
Hereinafter, the numerical results are presented in the dimensionless form. The

thickness h, shear wave velocity cs, and density q of the plate are taken as three
basic variables. In these variables, the dimensionless parameters for a steel plate
immersed in water are as follows: P-wave velocity cp ¼ 1:85, cs ¼ 1; q ¼ 1, and
h ¼ 1 in the elastic plate; c0 ¼ 0:47 and q0 ¼ 0:125 in the surrounding fluid. The
dimensionless angular frequency x ¼ 2pfh=cs, where f is dimensional frequency.

Figure 29.2 shows dispersion curves of GWs propagating in a fluid-loaded plate
with such dimensionless parameters: solid and dashed lines are for the real and
imaginary parts of their complex wave numbers fn, i.e. for Refn and Imfn,
respectively.

The real parts of these dispersion curves are not too different from the dispersion
curves of classical Lamb waves in a free elastic plate. The appearance of imaginary
parts (dashed lines, see also Fig. 29.3) indicates the transformation of Lamb waves
into leaky waves. In addition to the leaky Lamb waves, two Schotler–Stoneley
guided waves appear in the liquid close to the immersed plate [19, 20]. In Fig. 29.2,
their pure real dispersion curves are conventionally denoted as A and
S (antisymmetric and symmetric Scholter–Stoneley waves). These waves propagate
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with almost the same phase velocity as bulk acoustic waves in the fluid (the cor-
responding dispersion curves in Fig. 29.2 are pressed to the asymptote j0 ¼ x=c0).

Small dissipation, specified by the imaginary parts of the wave numbers fn of
former Lamb waves (Fig. 29.3), is due to the wave energy re-radiation into the fluid
in the course of GW propagation over the plate. As the result, leaky Lamb waves
cannot carry the wave energy received from the source to infinity. On the contrary,
the Scholter–Stoneley waves with pure real wave numbers transport the wave
energy along the plate to infinity.

Thus, the energy emitted by the source into acoustic fluid with an immersed elastic
plate is transported to infinity upward and downward by the reflected and transmitted
bulk waves p�sc and laterally along the plate by Scholter–Stoneley guided waves.
Figure 29.4 gives an example of the typical pattern of energy stream lines, which
visualize the trajectories of time-averaged energy fluxes from a circular transducer of
radius a ¼ 2:5. Ordinarily, only a few close to the central axis stream lines go directly
through the plate, the others either turn laterally depicting winding trajectories of
energy transfer along the plate with the excited GWs or turn upward being reflected
from the plate. To obtain the quantitative characteristics of the source energy partition
among these waves, we use the formulae given in the next section.

Fig. 29.2 Real (solid lines) and imaginary (dashed lines) parts of the complex dispersion curves
for steel plate immersed in water (left); zoomed-in cutout with purely real curves of Scholte–
Stoneley modes A and S (right)

Fig. 29.3 Zoomed-in
imaginary parts Imfn of the
dispersion curves of leaky
Lamb waves in Fig. 29.2
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29.3 Energy Fluxes

The expression for the time-averaged energy E0, radiated by a point source into a
fluid-loaded structure has been presented and numerically validated in [18] and the
earlier papers cited therein. The energy conservation law has been checked for the
energy fluxes going through spherical surfaces of various radii centered at the
source point. On the other hand, the side and end surfaces of a closed cylinder
(Fig. 29.1, right) are also of interest for the evaluation of energy fluxes. To maintain
the energy balance, we equal the sum of the amounts of energy, transferred by the
waves of different types through these surfaces

Ec ¼ E�
V þEþ

V þER;

to the source power E0. Here, E�
V (transmitted energy) and Eþ

V (reflected energy)
are time-averaged amounts of the wave energy, carried by the transmitted and
reflected acoustic waves through the upper and lower horizontal plane surfaces
z ¼ z1 and z ¼ z2, respectively (see Fig. 29.1, right); ER is the energy flux, carried
by GWs (more precisely, only by Scholter–Stoneley waves) through the lateral
cylindrical surface of arbitrary radius r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2

p
	 1, enclosed between the

planes z ¼ z1 and z ¼ z2.
The energy flux through a horizontal plane z ¼ const can be calculated as the

integral of the normal component ez of the Umov-Poynting vector of energy density
e ¼ ðer; ezÞ:

Ez ¼
ZZ þ1

�1
ezdxdy: ð29:10Þ

Fig. 29.4 Example of energy
stream lines for a circular
transducer: a ¼ 2:5, z0 ¼ 4,
and x ¼ 1
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In the acoustic fluid,

ez ¼ 1
2xq0

Im[p0zp

�:

The asterisk denotes here the complex conjugation. Integral representations
(29.4) and (29.6) allow us to bring (29.10) for the energy fluxes through the planes
z ¼ z1 and z ¼ z2 to the forms:

E�
V ¼ 1

4pxq0
Im

Z
C

r0jP�
scj2ada; z\� h; and ð29:11Þ

Eþ
V ¼ � 1

4pxq0
Im

Z
C

r0jP0 þPþ
sc j2ada; z[ z0: ð29:12Þ

The energy flux ER through the lateral surface of the cylinder is calculated as

ER ¼
Zz¼z2

z¼z1

Z2p
0

erðr;u; zÞrdudz ¼ 2p
Zz¼z2

z¼z1

erðr; zÞrdz; ð29:13Þ

where

er ¼
x
2 Im[srru
r þ srzu
z �; � h\z\0;

1
2xq0

Im @p�sc
@r p�


sc

h i
; z� 0 and z� � h:

(

The numerical tests have shown that, indeed, within the model developed, the
power balance E0 ¼ Ec holds for any horizontal planes z1 [ z0 and z2\� h, and
large enough radius r 	 1 of the side cylindrical surface. In more details, the
examples of energy partitions are given in the next section.

29.4 Energy Balance and Numerical Examples

In the current paper, we confine ourselves to illustrating and discussing numerical
examples for an isotropic steel plate immersed in water. The plots in Figs. 29.5,
29.6, 29.7, 29.8, 29.9 and 29.10 are for a monopole point source, while Fig. 29.11
is for a non-point air-coupled transducer. We have compared the power energy and
the sum of energy fluxes, transmitted through the lateral and end surfaces of the
closed cylinder (Fig. 29.1, right) for the three source distances: z0 ¼ 1, 2, and 4,
selected for the verification examples. The curves E0 (solid lines) and Ec (circle
markers) in Fig. 29.5 confirms that the energy balance holds for any of them.
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Moreover, Fig. 29.5 illustrates the energy distribution among the directions of
radiation. The main part of the source energy E0 reflects from the plate surface
z ¼ 0 and goes to infinity through the upper plane z ¼ z1 (the curves Eþ

V in the
figure). While a much smaller part of the source energy passes through the plate
with the bulk waves (E�

V ) and goes through the lateral surface with the Scholter–
Stoneley waves (ER).

Figure 29.6 depicts the partition of the Scholter–Stoneley wave energy between
A and S modes. One can see that at low frequencies the main part of this energy is
transferred by the A mode while at higher frequencies the energy of both modes
becomes practically equal.

Figure 29.7 shows the transverse profiles (dependence on z) of the horizontal
component erðzÞ of the energy density vector, calculated separately for the modes A
and S. The profiles are shown for three fixed frequencies x ¼ 0:5 (left column),
x ¼ 1 (middle column), and x ¼ 2 (right column) and the same source distances as
above. For those frequencies, the energy of mode A is greater than that of mode S as
in Fig. 29.6. One can see that although, at low frequencies, a considerable part of
the A mode energy flows inside the plate, with increasing frequency the over-
whelming majority of energy flows outside the plate, in the adjacent fluid, con-
centrating at the fluid-solid interfaces.

To understand general rules of energy partitions, Figs. 29.8, 29.9 and 29.10
depict the total source energy and its constituents as functions of two variables:
frequency x and distance z0. For convenience, all these amounts are normalized to
the value of the point-source energy in the unbounded acoustic space,
E1 ¼ 1=ð8pc0q0Þ. In this way, the level-line patterns of these figures display:

E0
^ ¼ E0=E1, Eþ

V

^
¼ Eþ

V =E1, E�
V

^ ¼ E�
V =E1, EA

^ ¼ EA=E1, and ES

^ ¼ ES=E1.
Note that the scales in these figures are different.

Figure 29.8 shows the normalized total energy E0
^ ðx; z0Þ of the point source. Its

pattern is featured by the alternating concave bands of local maxima and minima of
the source power. In the plots of Fig. 29.5, this alternation appears as wave-like
frequency dependences for fixed distances z0. Figure 29.9 depicts the normalized

Fig. 29.5 Check of the energy balance: frequency dependencies of the source energy E0 (solid
lines), total energy flux through the closed cylindrical surface Ec (markers), and its parts Eþ

V
(dashed lines), E�

V (dot lines), and ER (dash-dot lines) through the upper, lower and lateral surfaces
of the cylinder for various source distances: a z0 ¼ 1, b z0 ¼ 2, c z0 ¼ 4
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amounts of energy E�
V

^
and Eþ

V

^
, transferred through the lower and upper horizontal

planes z ¼ z1 (transmitted) and z ¼ z2 (reflected), respectively. It demonstrates that
the most part of source energy reflects from the plate surface z ¼ 0 and only small
part transmits through the plate with any distance z0, especially at higher fre-

quencies. Figure 29.10 shows the normalized energy EA

^
(left) and ES

^
(right), i.e. the

summands of the normalized GW energy ER, carried through the lateral surface of
the cylinder by A and S modes.

To estimate the effect of transducer dimension on the energy emission and
partition, Fig. 29.11 presents the same energy characteristics as in Fig. 29.5c, but

Fig. 29.6 Energy fluxes EA and ES carried out to infinity by A and S Scholter–Stoneley modes
(two parts of ER in Fig. 29.5) for the same source distances as in Fig. 29.5

Fig. 29.7 Vertical profiles of energy density erðr; zÞr [integrands in (29.13)] for A and S modes
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Fig. 29.8 Normalized source energy E0
^

as a function of x and z0

Fig. 29.9 The same as in Fig. 29.8 for the transmitted wave energy E�
V

^
(left) and reflected wave

energy Eþ
V

^
(right)

Fig. 29.10 The same as in Fig. 29.8 for the normalized energy fluxes EA

^
(left) and ES

^
(right),

carried laterally by the GW modes A and S
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for the air-coupled transducer with the same radius a = 2.5 and distance z0 = 4 as in
Fig. 29.4. The power emitted by such a transducer into the medium is tens of times
greater than the point source power in Fig. 29.5c. The reflected energy Eþ

V is much
greater than the transmitted energy E�

V , and ER is the smallest.

29.5 Conclusion

The analytically based computer model for the fluid-loaded elastic plate has been
developed on the base of explicit integral and asymptotic representations for the
generated and scattered wave fields. The numerical examples confirm the fulfill-
ment of the energy balance within the model framework. Numerical examples
illustrate general regularities of the source energy spatial distribution as well as its
partition among the excited bulk and guided waves depending on the source
location and frequency.

Acknowledgements The work is supported by the Russian Science Foundation (Project
No. 17-11-01191).
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Chapter 30
Three-Dimensional Boundary-Element
Modeling of Transversal Vibrations
of a Poroelastic Plate

Leonid Igumnov, Igor Vorobtsov and Andrey Petrov

Abstract The problem of the effect of a transversal harmonic load on a poroelastic
rectangular plate in a 3D formulation is considered. The poroelastic continuum is
described using Biot’s mathematical model. The material is assumed to consist of a
solid phase constituting an elastic form-defining skeleton and carrying most of the
loading, and a liquid phase filling the pores. Dynamic equations of the poroelastic
medium are written for unknown functions of displacement of the elastic skeleton
and pore pressure of the filling material. The boundary-value problem is analyzed
using a direct approach of the boundary integral equation (BIE) method. Relations
for transversal displacement as a function of frequency have been obtained. For a
posteriori analysis of the boundary-element poroelastic solution, boundary-element
computations for drained and undrained models of the material are given.

30.1 Introduction

Studying dynamic processes in poroelastic materials, as well as parts and structural
elements made of them, gains considerable attention because of their wide use in
modern technologies. Special attention of the researching community is paid to
mechanical vibrations of poroelastic bodies of simple geometries, such as beams,
plates etc. Such structural elements are used in automotive and aircraft industries
because of their acoustic absorptivity.

The results of modeling the dynamic response of elastic isotropic, orthotropic
and functionally graded plates, obtained using numerical and analytical approaches,
are widely covered in scientific literature. Reviews of Liew et al. [1], Noor [2],
Reddy [3] and Tessler et al. [4] contain detailed information on such studies.
Poroelastic formulations are used much more rarely. To solve this kind of problems,
adequate mathematical, methodological and the related software provision is
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required. Even with considerable simplifications, use of a model of a
liquid-saturated porous material substantially complicates the computational
scheme of the boundary-value problem as compared with an elastic or viscoelastic
formulation. A poroelastic formulation makes it possible to account for liquid flows
into or out of any regions formed by pores. This account is especially important,
when analyzing wave processes, because a contribution of the dynamic behavior of
the liquid alters their picture drastically.

The solution of the problem of vibrations of a simply supported plate, obtained
on the base of classical Kirchhoff’s theory, using defining relations of Biot’s
poroelastic medium [5, 6], are presented by Theodorakopoulos and Beskos [7].
A similar formulation, but for the case of incompressible components of a poroe-
lastic medium, is used by Leclaire et al. [8]. Vibrations of a poroelastic plate under
harmonic loading, using asymptotic series expansion in combination with the
finite-element methodology, are analyzed by Nagler and Schanz [9]. At the same
time, the results of boundary-element computations in a 3D formulation for similar
problems in scientific literature are absent.

30.2 Mathematical Model

The constitutive equations for a poroelastic medium in terms of stress according to
works by Biot can be formulated as follows:

rij ¼ 2Gesij þ K � 2
3
G

� �
eskkdij � adijp; ð30:1Þ

where K and G are the elastic moduli of the porous material, p is the porous
pressure of the filling material. Coefficient a is determined as

a ¼ 1� K
Ks

; ð30:2Þ

where Ks is bulk modulus of the skeleton grains. The stress tensor components of
the solid body are esij. The kinematic relations, in the assumption of small strain
gradients, have the following form:

esij ¼
1
2

usi;j þ usj;i
� �

; ð30:3Þ

where usi are solid body displacements.
In addition to net stress rij, change of the liquid volume per unit of initial volume

is introduced as
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f ¼ aeskk þ
u2

R
p; ð30:4Þ

where porosity is designated as+

u ¼ V f

V
; ð30:5Þ

The parameter characterizing the relation between the solid body and the liquid:

R ¼ u2K fKs2

K f ðKs � KÞþusðKs � K f Þ ð30:6Þ

In (30.5), V f is the volume of interconnected pores in a specimen with volume
V, in (30.6), K f is the bulk modulus of the liquid. Change of the liquid is described
by the continuity equation:

_fþ qi;i ¼ 0: ð30:7Þ

In (30.7), the notion of specific flow, or filtration vector is introduced as

qi ¼ uð _u f
i � _usi Þ: ð30:8Þ

where u f
i is displacement of the liquid. To describe liquid transfer, a dynamic

version of Darcy law is used:

qi ¼ �j p;i þ qa
u
ð€u f

i � €usi Þþ qf €u
f
i

� �
; ð30:9Þ

where j is permeability, qf is density of the filling material. To describe the
dynamic interaction between the liquid and the skeleton, Biot introduced an
additional density:

qa ¼ Cuqf ; ð30:10Þ

where C is a coefficient depending on the pore geometry and excitation frequency.
In what follows, the coefficient C is taken equal to 0.66.

Transformation into Laplace region makes it possible to write an expression for
qi, keeping in mind (30.8) and (30.9), as follows:

q̂i ¼ � jqfu
2s2

b
1

s2qf
ðp̂;i þ s2qf û

s
i Þ; b ¼ u2sþ s2jðqa þuqf Þ ð30:11Þ
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Symbol «^» denotes Laplace transform with complex variable s. The momen-
tum balance equation for a mixture is formulated in Biot’s work. Dynamic equi-
librium, with the account of (30.11), is defined as:

r̂ij;j þ F̂i þ s2qûsi ¼ bðp̂;i � s2qf û
s
i Þ ð30:12Þ

where q ¼ qsð1� uÞþuqf , qs is density of the skeleton grains, F̂i is volume force
density.

The differential equation system in Laplace representations for displacements ûsi
and pore pressure p̂ in the absence of volume forces has the following form:

Gûsi;jj þ Kþ 1
3
G

� �
ûsj;ij � ða� bÞp̂;i � s2ðq� bqf Þûsi ¼ 0; ð30:13Þ

b
sqf

p̂;ii � u2s
R

p̂� ða� bÞsûsi;i ¼ 0; x 2 X; X � R3: ð30:14Þ

A generalized displacement vector and a generalized force vector are addition-
ally introduced as

uðx; sÞ ¼ ðûs1; ûs2; ûs3; p̂Þ; ð30:15Þ

tðx; sÞ ¼ ð̂t1; t̂2; t̂3; q̂Þ; ð30:16Þ

where t̂i ¼ r̂ijni, and q̂ ¼ qini, ni are components of the vector of the normal to the
boundary of region X.

Equations (30.13) and (30.14), supplemented with boundary conditions:

uðx; sÞ ¼ ~u; x 2 Cu; ð30:17Þ

tðx; sÞ ¼ ~t; x 2 Cr; ð30:18Þ

where Cu is the Dirichlet’s boundary and Cr is the Neumann’s boundary, fully
describe the boundary problem in the representations of the 3D isotropic dynamic
theory of poroelasticity.

30.3 BIE and Boundary-Element Methodology

Boundary-value problem (30.13)–(30.18) is solved using the direct
boundary-element method (BEM), based on a combined use of integral Laplace
transform and BIE’s of the 3D isotropic theory of poroelasticity:
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CðyÞu y; sð Þþ
Z
C

T x; y; sð Þu x; sð ÞdC ¼
Z
C

U x; y; sð Þt x; sð ÞdC; x; y 2 C;

ð30:19Þ

where Uðx; y; sÞ and Tðx; y; sÞ are matrices of fundamental and singular solutions,
respectively, x is an integration point, y is an observation point. The values of the
coefficients of matrix C are defined by the geometry of boundary C. A procedure
for obtaining BIE’s, based on the weighted residual method can be found in [10].
Some of the problems of the arising kernels of BIE’s are discussed in [11].

Equation (30.19) comprise singular integrals in the sense of Cauchy, which are
quite difficult to compute. Use of the boundary properties of retarded potentials
makes it possible, based on [12], to write down a regular representation of (30.19):

Z
C

Tðx; y; sÞuðx; sÞ � T0ðx; yÞuðy; sÞ � Uðx; y; sÞtðx; sÞ� �
dC ¼ 0; x; y 2 C;

ð30:20Þ

where T0ðx; yÞ is singularity matrix. Using (30.20), it is possible to construct a
boundary-element solution of the BIE.

In the result of spatial discretization, boundary C is represented with a set of KE

quadrangular eight-node boundary elements. The geometry of each element Ek is
defined by biquadratic functions of form Nm [13] and the global coordinates of
nodes xkm, related as

xðnÞ ¼
X8
m¼1

NmðnÞxkm; k ¼ 1::K ð30:21Þ

where n ¼ ðn1; n2Þ 2 �1; 1½ �2 are local coordinates. According to correlated
interpolation model [14], displacements are described using bilinear elements with
the related bilinear functions of form RlðnÞ, and surface generalized forces are
described with constant boundary elements:

uðnÞ ¼
X4
l¼1

RlðnÞukl ; ð30:22Þ

tðnÞ ¼ tk; ð30:23Þ

where ukm and tk are nodal values of displacements and tractions, respectively, over
element Ek .

A discrete representation of BIE’s written at the nodes of the approximation of
boundary functions yi, using the collocation method and accounting for (30.21)–
(30.23), is of the following form:
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XKE

k¼1

X4
m¼1

DTk
miu

k
m ¼

XK
k¼1

DUk
mit

k; ð30:24Þ

DUk
mi ¼

Z1

�1

UðxkðnÞ; yi; sÞJkðnÞdn; ð30:25Þ

DTk
mi ¼

Z1

�1

½RmðnÞTðxkðnÞ; yi; sÞ � I � T0ðxkðnÞ; yiÞ�JkðnÞdn; ð30:26Þ

where I is unit matrix, Jk is Jacobean of the local coordinates into global ones.
The elements of matrices DUk

mi, DT
k
mi are computed using numerical integration

schemes chosen depending on the kind of integral (nonsingular or singular).
Nonsingular integrals arise, when the collocation point does not belong to the
element. Here, standard Gaussian-type formula are used in combination with a
hierarchical subdivision of the elements [15]. Singular integrals arise, when the
collocation point belongs to the element being integrated over. In this case, new
local coordinates are introduced, making it possible to eliminate a singularity in the
integrand and to use Gaussian integration.

30.4 Numerical Example

Consider a poroelastic impermeable rectangular 4.0 � 4.0 � 0.2 m3 plate. The
poroelastic skeleton is assumed to be rigidly fixed along the sides of the plate, and a
normal harmonic force with the amplitude of 500 Pa is assumed to act on the upper
surface (Fig. 30.1a). The center of the global coordinate system coincides with the
center of the plate. The geometry of the problem and the loading mode make it
possible to use a quarter of the boundary-element mesh (Fig. 30.1b). The mesh
consists of 880 square boundary elements.

(a) (b)

Fig. 30.1 Schematic representation of the problem (a) and the boundary-element mesh (b)
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In computations according to the poroelastic material model, parameters of
water-saturated sand are used (Table 30.1). Two limiting cases of deformation of a
two-phase medium—drained and undrained [16, 17]—are also considered.
Figure 30.2 shows diagrams of displacement u3 as function of x at point with
coordinates x1 ¼ x2 ¼ 0; x3 ¼ 0:1, and a comparison for the three models.
Substantial difference in the behavior of the solution is observed for x close to the
eigen-frequencies: the vertical displacements in the solutions for drained and
undrained models of the material are higher than the corresponding displacements
in the poroelastic solution. This feature demonstrates the effect of the filling moving
inside the pores. For x 2 ½0; 50�, the poroelastic solution lies between the solutions,

Fig. 30.2 The posteriori evaluation of the poroelastic solution according to elastic material
models

Table 30.1 Material data

Parameter Poroelastic Elastic drained Elastic undrained

Bulk modulus K½N=m2� 8� 109 8� 109 1:6� 1010

Shear modulus G½N=m2� 6� 109 6� 109 6� 109

Density q½kg=m3� 2458 2458 2458

Solid bulk modulus Ks½N=m2� 3:6� 109 – –

Fluid bulk modulus K f ½N=m2� 3:3� 109 – –

Fluid density qf ½kg=m3� 1000 – –

Porosity u½�� 0:19 – –

Permeability j½m4=ðN sÞ� 1:9� 10�7 – –
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obtained using the drained and undrained models, but as the frequency increases,
the undrained solution tends to describe the dynamic response of the two-phase
porous plate better.

The displacement u3 in dependence on the frequency x for different values of
the porosity is present in Fig. 30.3. It is observed that u3 increases when
approaching the eigenfrequency.

The BIE method is used for computing unknown generalized displacements or
tractions along boundary C of random region X. The solution inside the region is
obtained based on a generalized Somigliana formula:

u y; sð Þ ¼
Z
C

U x; y; sð Þt x; sð ÞdC�
Z
C

T x; y; sð Þu x; sð ÞdC; x 2 C; y 2 X:

ð30:27Þ

Table 30.2 depicts displacements and pore pressure in the points with coordi-
nates ðx1; x2Þ ¼ ð0:1; 0:0Þ for x ¼ 100 Hz.

Fig. 30.3 Effect of porosity u on displacement u3

Table 30.2 Generalized displacements in external points of the plate

x3 u1½m� u2½m� u3½m� u4½N=m2�
0.1 9:56523� 10�8 �2:19245� 10�11- 7:41139� 10�6 �5:33455� 103

0.05 4:72488� 10�8 �8:46398� 10�12 7:43937� 10�6 �3:77777� 103

-0.05 �4:72697� 10�8 8:46578� 10�12 7:44041� 10�6 3:99567� 103

-0.1 �9:56741� 10�8 2:19376� 10�11 7:41345� 10�6 5:55240� 103
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30.5 Conclusion

A mathematical model of a boundary-value problem of the 3D dynamic poroelastic
theory using integral Laplace transform is presented. The description of the
mathematical model of a fully saturated porous medium is based on Biot’s model
with four basic functions. The boundary-element modeling methodology is
described. The problem on normal harmonic force, acting on the upper plane of a
rectangular 3D plate is solved. Diagrams of transversal displacements of the plate as
a function of frequency are present. The boundary-element poroelastic solution is
assessed using the drained and undrained models of a two-phase porous medium.
A pronounced effect of the behavior of the filling pores on the dynamic response of
the plate is noted. Results of computing unknown fields in internal points of the
plate are given.
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Chapter 31
Comparative Study on Progressive
Damage Models for Composites

K. S. S. Reddy, Anna A. Nasedkina, Andrey V. Nasedkin, B. Saswata
and A. Rajagopal

Abstract The evolution of damage in laminated fiber reinforced composites is a
complex phenomenon, which involves interaction of different modes of failure like
fiber breakage, matrix cracking, fiber-matrix debonding and delamination. In the
present work the effect of fiber volume fraction and different damage mechanisms
such as fiber breakage, fiber-matrix debond and matrix cracks on the effective
properties of unidirectional fiber-reinforced composites is predicted based on a
micromechanical analysis. The material properties are calculated using a
three-dimensional micromechanical representative volume element (RVE). A finite
element based progressive damage model is developed to predict failure behavior of
a laminate in respective load-constraint conditions. The proposed model also helps
to determine where and how failure occurs first and how the damage evolves.
Hashin’s and Puck’s failure models are used for laminated composite plates of
various stacking sequences and their respective numerical results are compared. The
influences of the failure criteria and material degradation model are studied through
a numerical analysis. The case studies considered vary from a unidirectional lam-
inate with a hole, laminates with single bolt lap joint.
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31.1 Introduction

Composite materials are the materials, which have strong fibers surrounded by a
weak matrix material. The matrix serves to transmit the load to the fibers and also
distribute the fibers. The bondage between fibers and matrix is created while
manufacturing and this has fundamental influence on the mechanical properties of
the composite material. The evaluation of effective properties of composite mate-
rials is of great importance in engineering design and application. Two approaches
are considered in obtaining the global properties of composites: (i) micro
mechanical analysis and (ii) macro mechanical analysis. The material is considered
as a homogeneous orthotropic continuum in micromechanical analysis and the
study is at the level of fiber and matrix. The overall behavior of the composite is
determined by knowing the properties of the fiber and matrix using unit cell
technique. Murari and Upadhay [1, 2] have developed a damage model by con-
sidering the effect of different damage modes and fiber volume fraction on effective
properties based on the RVE analysis. Harish et al. [3] found the homogenized
properties for unstrengthen masonry and also strengthened masonry using CFRP
(inserted in bed joints) with help of modified rule of mixture. Bhalchandra et al. [4]
compared the properties of transversely isotropic lamina using method of cells and
composite cylinder assemblage. Wu et al. [5] explained the method of applying
periodic boundary conditions using finite element analysis. Gay [6] and Jones [7]
gave the constitutive equations for different types of materials.

Mechanically fastened joints are used in complex structures as they can be easily
disassembled without damage and avoid surface preparation for joining. The only
dependence on the materials is the strength of the materials at the joint location. For
instance, if the materials are weak in compression, the compressive force, excreted
by bolts and nuts, could lead the materials to deform. Moreover, if the materials are
not strong in shear, screws may not hold. Strong and durable composite joints are
crucial for the structural members made of composite laminates. It is difficult to
analyze the joint behavior of the composites because of its anisotropic and
heterogeneous nature compared to isotropic materials. The load carried by each
fastener increases accordingly as the efficiency of the structure increases because of
the better design of joints thereby increasing the probability of failure. Therefore,
for damage-tolerant design it is difficult to assess the stresses around the fasteners
holes. The presence of unknown contact stresses and contact region between the
fastener and the laminate makes the analysis of a pin-loaded hole considerably more
complex than that of a traction-free hole. For reliable strength evaluation and failure
prediction it is essential to accurately predict the stress distribution along the
hole edge. Progressive damage analysis is important to calculate the maximum
load capacity of a joint under an overload situation and to understand the failure
process [8].

There have been more recent works on progressive failure or damage analysis of
composites. A comparison between failure theories and experimental results is
given in [9¸ 10]. A modified maximum stress failure criterion is proposed in [11].
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A three-dimensional failure criterion for laminates is proposed in [12]. The effect of
fasteners on mechanical behavior of lap joints is studied in [13].

31.2 Modeling and Analysis Methods

31.2.1 Micromechanical Analysis

In a lamina there can be several micro damage mechanisms that are possible. In this
study, only three types of damage mechanisms are present. They are: (i) fiber
breaking (due to r11), (ii) fiber-matrix debonding (due to r12 and r13) and
(iii) matrix cracks (due to r22 and r33). In the present study, the fiber breaking is
represented by a centrally located crack in the fiber. The strong interface is assumed
and fiber-matrix debonding is modeled by a complete debonding. A linear elastic
analysis is conducted for various lengths of the crack in the depth direction, with
maximum length equal to the cell length, l. The fiber-matrix debonding can grow
either due to r12 or r13, in the direction along the fiber. The matrix cracks are
represented as radial cracks, whose growth is assumed to be along the fiber. All the
damage modes assumed are shown in Fig. 31.1.

31.2.1.1 Definition of Damage Parameters

Fiber break: d1 ¼ 0 (no fiber break); d1 ¼ 1 (complete fiber break).

Fiber-matrix debond: d2 ¼ 2pRf ld
2pRf l

¼ ld
l

Matrix cracks: d3 ¼ 2pRf ld
2pRf l

¼ ld
l
2 l�Dfð Þlc
2 l�Dfð Þl ¼

lc
l

where ld and lc are the length of debonding and length of matrix cracks, respec-
tively. The range of damage variables, considered for the current study, is from
0.2 to 0.8.

Fig. 31.1 a Fiber breakage. b Fiber-matrix debond. c Matrix cracks
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31.2.1.2 Evaluation of Effective Properties of Composites

The finite element software package ANSYS is used to evaluate the effective prop-
erties of composite. The program is written in APDL (ANSYS Parametric Design
Language), using three-dimensional structural solid element SOLID186 to determine
elastic properties, which is defined by 20 nodes having three translational degrees of
freedom. The stress strain relation for a transversely isotropic material whose prop-
erties are isotropic in one of its planes and the stiffness tensor is represented as

�r11
�r22
�r33
�r23
�r13
�r12

0
BBBBBB@

1
CCCCCCA

¼

C11 C12 C12 0 0 0
C12 C22 C23 0 0 0
C12 C23 C22 0 0 0
0 0 0 C22�C23

2 0 0
0 0 0 0 C66 0
0 0 0 0 0 C66

0
BBBBBB@

1
CCCCCCA

�e11
�e22
�e33
�e23
�e13
�e12

0
BBBBBB@

1
CCCCCCA

The elastic properties of the material are computed once the components of the
transversely isotropic stiffness tensor are known as given below:

Longitudinal modulus:

E11 ¼ C11 � 2C2
12

C22 þC23ð Þ

Transverse modulus:

E22 ¼
C11 C22 þC23ð Þ � 2C2

12

� �
C22 � C23ð Þ

C11C22 � C2
12

� �
Poisson’s ratio:

m12 ¼ C12

C22 þC23ð Þ ; m23 ¼ C11C23 � C2
12

C11C22 � C2
12

Shear modulus:

G12 ¼ E11

2 1þ m12ð Þ ; G23 ¼ E22

2 1þ m23ð Þ

31.2.1.3 Boundary Conditions for Evaluation of Elastic Properties

Composites can be represented as a periodic array of the RVEs. Hence, periodic
boundary conditions are applied to the RVE models, which implies that each RVE
in the composite has the same deformation mode without any separation or overlap
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between the neighboring RVEs after deformation. The average stress is calculated
as follows

�rij ¼ 1
V

Z
V

rijV
e

where �rij is the average stress, rij is the stress in each element, V is the total volume
of the RVE and Ve is the volume of each element.

31.2.2 Macromechanical Analysis

Progressive failure analysis (PFA) is a numerical procedure, which involves
repetitive solutions of equilibrium during the growth of cracks, flaws or voids.
Once the damage criterion is satisfied, further loading will cause the reduction of
stiffness coefficients. It is a challenging task to predict the strength and failure
mechanism because of the heterogeneity and anisotropic nature of composites.
Since the prediction of strength and failure mechanism by conducting sufficient
tests are time consuming and very expensive, predictive tools such as finite element
method (FEM) are getting wide acceptance [14]. However, there are few disad-
vantages of using finite element analysis. One of the major problems encountered
while performing analysis using finite element analysis is mesh sensitivity. Results
from FEA tend to vary with the size of mesh, where the damage/stress
concentration/change in properties tend to be more focused and concentrated,
when the element size is decreased [15]. This makes the analysis slightly unreliable.
The mesh size, used for both Hashin and Puck criteria is same thereby, the error due
to mesh sensitivity also remains same in both cases. The phenomenon of stiffness
degradation of composite laminates under continuous load is an important response
to the damage initiation and evolution and this is a key principle for progressive
failure analysis.

In the present work, we adopt Hashin’s and Puck’s failure criteria on different
laminate configurations. A progressive damage model is thus formulated and
implemented, considering both the theories in a finite element framework.
A comparative study on accuracy of the two theories is performed, to understand
the differences in detailed prediction of constituent mode of failure, distribution of
load-deflection and stress–strain curves. A parametric study is thus performed by
considering different lay-up sequence of laminates together with different structures,
which include unidirectional laminate, laminated plate with a hole and a single-bolt
lap joint.
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31.2.2.1 Hashin’s Failure Criterion

Hashin’s failure criterion involves more than one stress component to evaluate the
different failure modes, indicating that the stresses interact with each other to cause
failure. These criteria were developed for unidirectional polymeric composites.
Usually Hashin’s criteria are implemented in two-dimension classical lamination
approach for point stress calculations with ply discounting as the material degra-
dation model [16]. Hashin’s criteria involve four failure modes and failure indices
are related to fiber and matrix failures. The maximum stress criteria are used for
transverse normal stress component for analyzing three-dimension problems. The
failure modes included in Hashin’s criteria are as follows:

i. Fiber failure under tensile load; ðrxx � 0Þ

rxx
XT

� �2

þ rxy
� �2 þ rxzð Þ2

S2xy
¼ � 1 failure;

\1 no failure:

�

ii. Fiber failure under compressive load; ðrxx\0Þ

rxx
XC

� �2

¼ � 1 failure;
\1 no failure:

�

iii. Matrix failure under tensile load; ðryy þ rzz [ 0Þ

ryy þ rzz
� �2

Y2
T

þ r2yz � ryyrzz
S2xz

þ r2xy þ r2xz
S2xy

¼ � 1 failure;
\1 no failure:

�

iv. Matrix failure under compressive load; ðryy þ rzz\0Þ

YC
2Syz

� �2

�1

" #
ryy þ rzz

YC

� �
þ ryy þ rzz

� �2
4S2yz

þ r2yz � ryyrzz
S2yz

þ r2xy þ r2xz
S2xy

¼ � 1 failure;

\1 no failure:

�

v. Fiber-matrixshear-out; ðrxx\0Þ

rxx
XC

� �2

þ rxy
Sxy

� �2

þ rxz
Sxz

� �2

¼ � 1 failure;
\1 no failure:

�
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Here rij represent the stress components. The parameters XT ; YT represent the
allowable tensile strengths along the principal material directions, whereas XC; YC
represent the allowable compressive strengths. Further, Sxy; Sxz and Syz represent
allowable shear strengths along the respective principal material directions.
Hashin’s criterion assumes a quadratic interaction between the tractions acting on a
plane of failure by calculating the angle of fracture for an element.

31.2.2.2 Puck’s Failure Criterion

The fiber failure and inter-fiber failure in a unidirectional composite are identified
by Puck’s criterion. Fiber failure gives two different physical modes and inter-fiber
failure gives three different physical modes [17]. Puck’s failure criteria are listed
below:

i. Fiber Failure due to tension

1
Rt
k

r1 � m?k � m?kf mrf
Ek
Ekf

� �
ðr2 þ r3Þ

	 

� 1

ii. Fiber Failure due to compression

1
�Rc

k
r1 � m?k � m?kf mrf

Ek
Ekf

� �
r2 þ r3ð Þ

	 

� 1

iii. Inter Fiber Failure:Mode A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s21
S21

� �2

þ 1� p?k
YT
S21

� �2 r2
YT

� �2
s

þ p?k
r2
S21

¼ 1� r1
r1D

����
����

iv. Inter Fiber Failure:Mode B

1
S21

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s221 þ p?kr2

� �2q
þ p?kr2

� �
¼ 1� r1

r1D

����
����

v. Inter Fiber Failure:Mode C

s21
2ð1þ p??ÞS21

� �2

þ r2
YC

� �2
" #

YC
�r2

¼ 1� r1
r1D

����
����

where Rt;c
k is the fiber parallel strength in tension or compression; r1 is the longi-

tudinal stress in fiber direction; r2 and r3 are the transverse stresses to fiber
direction; m?k is the major Poisson’s ratio of the lamina; m?kf is the major Poisson’s
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ratio of the fiber; Ek is the longitudinal modulus of the lamina parallel to the fibers;
Ekf is the longitudinal modulus of the fibers; mrf is a magnification factor for the
transverse stress in the fibers, which assumes the typical values of 1.3 for glass fiber
and 1.1 for carbon fiber composites; YT ; YC are the tensile and compressive
strengths of the unidirectional layer transverse to the fiber direction; p??; p?k are
the slopes for stress plane fracture envelope; S21 is the shear strength of a unidi-
rectional layer transverse and parallel to the fiber direction; s21 is the shear stress of
a unidirectional layer in the elastic symmetry direction (the first subscript indicates
the direction normal to the plane on which the shear stresses acting; the second
subscript indicates the direction of the shear force); fw is the weakening factor due
to the degrading influence of high r1 stresses; RA

?? is the fracture resistance of the
action plane against its fracture due to transverse/transverse shear stressing and r1D
is the stress value for linear degradation.

31.3 Results and Discussion

31.3.1 Micromechanical Analysis

The concentration of stress in the RVE for different loading conditions are shown
below. The initiation damage is likely to occur in these areas of stress concentra-
tions (see Figs. 31.2, 31.3 and 31.4).

Fig. 31.2 Stress concentration in the RVE. a e11 ¼ 1. b e22 ¼ 1
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31.3.1.1 Effect of Variation of Fiber Volume Fraction on Effective
Properties

The effect of perturbation of fiber volume fraction on the effective properties is
studied by conducting a series of numerical experiments on an undamaged unit-cell
RVE with different fiber volume fractions (see Fig. 31.5).

Fig. 31.3 Stress concentration in the RVE. a e33 ¼ 1. b e23 ¼ 1

Fig. 31.4 Stress concentration in the RVE. a e13 ¼ 1. b e12 ¼ 1
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31.3.1.2 Effect of Damage on Effective Properties

The effect of damage on the effective properties is studied by conducting a series of
numerical experiments on the unit-cell RVE at the reference volume fraction with
different damage modes and sizes (see Figs. 31.6, 31.7 and 31.8).

31.3.2 Macromechanical Analysis

In unidirectional symmetric laminate 0�=0�=0�=0�, when it follows Hashin’s cri-
teria, the elements that undergo tension around the hole (element along the line of
action) fracture due to matrix failure caused by compression, where as the elements

Fig. 31.5 Effect of fiber volume fraction on the effective properties

Fig. 31.6 Effect of damage modes on a longitudinal modulus and b transverse modulus
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that are transverse to the line of action fracture due to fiber failure caused by
compression. The elements, which are not near the proximity of the hole, fracture
due to fiber failure caused by tension. When the Puck criterion for failure is used,
the distribution of failure differs vastly. The elements that are in proximity to the
hole fracture due to inter fiber failure (mode A and mode C). The elements away
from the hole again fracture due to fiber failure in tension as shown in Fig. 31.9.

In unidirectional antisymmetric cross ply laminate 0�=90�=0�=90�, when it
follows Hashin’s criteria, the elements that undergo tension around the hole (ele-
ment along the line of action) fracture due to matrix failure caused by compression,
where as the elements that are transverse to the line of action fracture due to fiber
failure caused by compression. Failure shear out and fiber failure in tension is also
observed in regions away from the hole region as shown in Fig. 31.10. When Puck
criterion for failure is adopted we observe a different distribution of failure. The
elements that are in proximity to the hole region fracture due to the inter fiber failure
(mode C along the loading direction and in mode A in the transverse direction). At
regions away from the hole very little fiber failure in tension is observed together
with inter fiber failure of mode A type as shown in Fig. 31.10.

Fig. 31.7 Effect of damage modes on in-plane a Poisson’s ratio and b shear modulus

Fig. 31.8 Effect of damage modes on out-of-plane a Poisson’s ratio and b shear modulus
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In unidirectional symmetric cross ply laminate 0�=90�=90�=0�; when it follows
Hashin’s criteria, the elements that undergo tension around the hole (element along
the line of action) fracture due to matrix failure caused by compression, where as
few elements that are transverse to the line of action fracture due to fiber failure,
attributed to fiber shear out. Rest of the elements in the proximity to the hole region
fracture due to matrix failure in tension as shown in Fig. 31.11. In regions away
from hole region, fiber failure in tension and shear out, matrix failure in tension and
matrix failure in compression are also observed (see Fig. 31.11). When Puck’s
criterion for failure is adopted we observe a different distribution of failure. The
elements that are in proximity to the hole region fracture due to the inter fiber failure

Fig. 31.9 a Hashin’s failure, b Puck’s failure and c load-displacement plot for symmetric
laminate 0�=0�=0�=0�

Fig. 31.10 a Hashin’s failure, b Puck’s failure and c load-displacement plot for antisymmetric
laminate 0�=90�=0�=90�
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(mode C along the loading direction and in mode A in the transverse direction). At
regions away from the hole very little fiber failure in tension is observed togther
with inter fiber failure of mode A type as shown in Fig. 31.11.

In lap joint, both Puck’s criterion and Hashin’s criterion show similar distribu-
tion of failure (see Fig. 31.12), where deformation largely occurs due to matrix
failure caused by tension, significant failure is also observed due to fiber failure
caused by compression. There are matrix failure due to compression, fiber matrix
shear out and fiber failure due to tension, when Hashin’s criterion is adopted. When
Puck’s criterion is adopted, damage occurs largely due to IFF (mode A), significant

Fig. 31.11 a Hashin’s failure, b Puck’s failure and c load-displacement plot for symmetric
laminate 0�=90�=90�=0�

Fig. 31.12 a Hashin’s failure, b Puck’s failure and c load-displacement plot for lap joint
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failure is also observed due to fiber failure caused by compression, IFF (mode C),
fiber failure caused by tension, IFF (mode B). Failure is mainly observed only in the
lap region. Both fixed strap and pulling strap show the same pattern of failure.

31.4 Conclusion

The elastic moduli are increasing and Poisson’s ratio is decreasing with increase in
fiber volume fraction. Longitudinal modulus is severely affected by fiber breakage.
It is reduced by 90% (approx.) at 0.5 fiber volume fraction. All the effective
properties are significantly affected except the longitudinal modulus in case of
fiber–matrix debonding. E22, G12 and G23 are reduced by 80% (approx.) by
fiber-matrix debonding at 0.5 fiber volume fraction. The effect of matrix cracks is
not significant on any of the properties.

Progressive damage modelling of composite laminates can be employed to get
detailed and accurate failure analysis of a composite laminate structure (this is
validated by experimental results also). It is observed that except for a few cases,
both Hashin and Puck criteria work very well with the PDM technique in detecting,
where an element failure occurs. It is also observed from both distribution of failure
and plots of load-displacement and stress-strain that Hashin’s failure criterion can
be adopted to get an overall damage information, i.e., main failure reason can be
spotted and the structure can be designed accordingly. However, to get a detailed
analysis of where and how damage in individual constituent occurs, Puck’s crite-
rion works best to predict the distribution of failure.
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Chapter 32
Numerical Study of Crack Initiation
in Surface Hardened Ti6Al2V Alloy
Based on the Residual Stress Analysis

A. N. Savkin, D. S. Denisevich, V. P. Bagmutov, I. N. Zakharov
and A. A. Sedov

Abstract In this study, a three-dimensional (3D) finite element model of residual
stresses after thermo-force surface hardening is developed. Numerical solution of
the coupled thermo-mechanical problem is considered. A mathematical model of
the phase transition, based on a complex analysis of calculated data on the
dynamics of temperature fields and continuous cooling temperature diagram is
developed. The mechanical part of the model accounts for the thermoviscoplastic
behavior of the material coupled with martensitic phase transformation. The sim-
ulated results for titanium alloy Ti6Al2V are present, non-uniform distribution of
residual stresses and potential cracking zones is determined.

32.1 Introduction

The surface treatment techniques that combine several types of treatments,
including high-powered heat and pressure treatments is a well-known method for
improving mechanical properties of metals and alloys [1]. At the same time
thermo-force loading often leads to crack initiation, which is closely connected to
the residual stress distribution [2]. Residual stresses have been studied intensively
in the past years a lot of research has been carried out on its magnitude and
distribution during different technological processes [3–5]. However, few works
have dealt with the investigation of non-uniform residual stresses formation,
influenced by phase transition. Experimental study of such distribution for thin
surface layers by X-Ray diffraction method can be very hard and sometimes even
impossible. In this case, numerical simulation is only available tool to optimize the
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hardened areas location. The objective of this study is investigation of residual
stresses in case of Ti6Al2V alloy after thermo-force surface treatment in order to
prevent the possibility of cracking in the heat-affected zones.

32.2 Mathematical Model

In this paper, we consider the simulation of contact thermo-force treatment by
alternating current [1] in 3D case, based on the coupled solution of the next
equations:

(i) balance of linear momentum;
(ii) balance of energy;
(iii) phenomenological equation of martensitic phase transition kinetics.

32.2.1 Governing Equations and Basic Assumptions

We assume large deformations and consider together the balance law of momentum
without inertial term and balance law of energy with coupled terms in explicit form
as

r � rþ f ¼ 0; ð32:1Þ

r � k � rTð ÞþQJ þQL þQD ¼ cq _T; ð32:2Þ

where r is the nabla-operator in actual configuration of deformable body; r is the
Cauchy stress tensor; f is the body force vector; k is the conductivity tensor; c is the
specific heat capacity; q is the density of the material; T is the temperature; QJ is the
Joule heating; QL is the latent heat; QD is the heat dissipation under plastic
deformation.

Governing equations are complemented by initial and boundary conditions for
thermal and mechanical parts of model [1] (Fig. 32.1) (32.3)–(32.5).

Contact tool is taken as absolutely-rigid ellipsoidal die. In addition to the
mechanical boundary conditions, we assume well-known in contact mechanics
Hertz–Signorini conditions for the frictionless contact. Also at the infinity and at the
initial time, displacements and stresses are zero:

r � n ¼ 0; C 62 Cc

r � n ¼ tc;
R
Cc

tcdC ¼ fext; C 2 Cc

gn � 0; rn � 0; gnrn ¼ 0;

ð32:3Þ
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where n is the unit normal vector; fext is the external load, applied to the tool; tc is
the contact traction vector; gn is the gap function; rn ¼ tc � n is the contact pressure.

Due to the small curvature of the surface and the local character of the contact,
the calculation area is considered as a half-space with subregions, which has dif-
ferent thermo-physical properties. These zones correspond to the metal with dif-
ferent microstructure, which forms after thermo-force treatment (for example,
fragments with the martensitic structure and the base metal, zones 1 and 2 in
Fig. 32.1). Their current position is determined at each calculation step from the
solution of the coupled problem.

In the contact zone between rigid die and flexible half-space acts uniformly
distributed surface heat source q. Temperature at the initial time T0 and at the
infinite T1 is taken equal to the environment temperature Tenv. To consider heat
losses, both thermal radiation and convective transfer are taken into account:

k � rTð Þ � n ¼ �h T � Tcp
� �� T4 � T4

env

� �
; C 2 Cc

q ¼ q tð Þ; T0 ¼ Tenv; T1 ¼ Tenv;

�
ð32:4Þ

where h is a convective heat transfer coefficient; r is a Stefan–Boltzmann constant;
e is the heat emissivity. According to the Joule law, we consider heat source for the
impulse thermo-force treatment (alternating current) as

q tð Þ ¼ 2kUI sin2 2pmtð Þ; ð32:5Þ

Fig. 32.1 Heterogeneous body phase change problem with thermo-force contact loading
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where I is a effective current value; U is a effective value of contact voltage; k is a
coefficient that takes into account heat exchange between tool and half-space; m is
the current frequency.

32.2.2 Phase Change Phenomena

Mathematical model of phase change during thermal impact of titanium
pseudo-a-alloy Ti6Al2V includes simulation of the phase transformation a ! b
upon heating and b ! a0ða00Þ (martensitic) transformation during cooling process
based on continuous cooling temperature diagram analysis [6].

For the current time step at the considered point martensite start and finish
temperatures as well as the phase composition of the alloy can be defined through
the thermokinetic diagram as a function of the cooling rate (Fig. 32.2). Due to the
high growth rate of martensite during the transformation (close to the speed of
sound), it is commonly assumed that the transformation occurs instantaneously. In
this case, the kinetics of the martensitic phase change can be well defined by
empirical Koistinen–Marburger equation [6]:

Fig. 32.2 Continuous cooling diagram a and an example of the thermal cycle of Ti6Al2V alloy
b (a, a′, a″ are the stable and metastable phases, formed during the decay b-phase in the process of
continuous cooling Ms, Mf are the temperatures of martensite transformation start and finish; Ta!b

is the a ! b temperature transformation) [6]

432 A. N. Savkin et al.



f ¼ 1� exp �b Ms � Tð Þð Þ; ð32:6Þ

where f is the martensite volume fraction, Ms is the martensite start temperature,
b is a empirical coefficient (b = –0.05 for Ti6Al2V).

In case of high-speed heat treatment processes, heat rate dependence of critical
temperatures should be taken into account. For titanium alloys, as the heating rate
increases, temperature transformation Ta!b increase can be observed due to the
suppression of the b phase growth, the phase transition is carried out only by the
formation of new nuclei in the high temperature range. Maximum increase around
90 °C can be observed at the heat rate about 105–107 °C/s [7].

32.3 Finite Element Solution

Balance of energy equation is solved via standard weak form of Galerkin finite
element method. The solution of the nonlinear thermal problem is performed using
Picard iterations in combination with simple relaxation formula.

Mechanical analysis is carried out using updated Lagrangian formulation with
the presence of additional contact term. The regularization of the received varia-
tional inequality is performed using penalty approach for unilateral contact between
a rigid die and a flexible half-space. The constitutive equations, used in this work, is
based on the additive decomposition of the rate of deformation tensor into the sum
of elastic, plastic and volume change parts, respectively:

D ¼ De þDp þDd; ð32:7Þ

D ¼ 1
2 r� vþr� vTð Þ is the rate of deformation tensor; D ¼ aTþ 1

3 dpf
� �

1 is
the volume change part of rate of deformation tensor; a is a thermal expansion
coefficient; dp is the volume change of phase transformation; 1 ¼ dijei � ej is the
second order unit tensor; dij ¼ dij is the Kronecker delta.

Stress–strain relationship is introduced via hypoelastic law within the framework
of the Jaumann rate of the Cauchy stress tensor, according to the principle of
material objectivity:

r ¼4 C : D� Dp � Dd� �þ 4Crot : W; ð32:8Þ

where r is the full time derivative of Cauchy stress tensor; 4C ¼ kþð2=3Þlð Þ1�
1þ 2l41dev is the forth order elasticity tensor; 4Crot ¼ 1=2 rildjk

� þ rjldik �
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rikdjl � rjkdilÞei � ej � ek � el is the forth order tensor, which represents rota-
tional effect of Cauchy stress tensor; k, l are Lame constants; 41dev ¼ 4 1� 1

3 1�
1 is the fourth order unit deviatoric tensor; 41 ¼ 1=2 dikdjl þ dildjk

� �
ei � ej � ek �

el is the fourth order unit tensor.
Integration algorithm of constitutive equations, implemented in this work, is

based on standard return mapping scheme and Hughes–Winget algorithm. We used
von-Mises yield function with isotropic hardening in combination with Johnson–
Cook material model in order to take into account thermoviscoplastic effect:

r ep; ep; Tð Þ ¼ AþB epð Þn½ � 1þC ln
ep

e0

� �p	 

1� T � Tenv

Tf � Tenv

� �m	 

; ð32:9Þ

Tf is the fusion temperature; A, H, C, n, m, p are material constants. The solution
of the mechanical part nonlinear problem is carried out using the Newton–Raphson
method.

32.4 Calculation Results

32.4.1 Temperature Fields and Microstructure

Thermal cycles at different distances from the surface (0, 0.25, 0.5 and
0.75 mm) during thermo-force treatment in case of titanium pseudo-alpha-alloy
Ti6Al2V are shown in Fig. 32.3 (effective current I = 400 A, processing speed
t ¼ 1:23 m/min).

The temperature influence on the material is quite complex, different points of the
material can pass several times the stage of hardening and hardening (Fig. 32.3, 1).
The maximum temperature almost reaches melting point, but is local and rapidly
decreases. The depth of the hardened zone, corresponding to quenching, is of the order
of 0.2 mm. The maximum cooling rate is around T ¼ 1:2� 1:5ð Þ � 105 �C=s.

32.4.2 Residual Stresses

Based on the developed model, an analysis of residual stresses during surface
thermo-mechanical processing of titanium pseudo-alpha alloys is considered.
Figure 32.4 shows residual stress distribution at the surface after thermo-force treat-
ment. From the figure, it can be seen that residual stress distribution has periodic
non-uniform structure with zones of stresses which repeats microstructure fragmenta-
tion. Maximum value of the tensile stress in quasistationary region reaches 350 MPa
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and the same time in the comprehensive region is about 295 MPa at the distance of
about 0.5 mmfrom the center of treatment direction axis. Frommain stress analysis, it is
determined that hardened zones mainly correspond closely to comprehensive region of
stresses in comparison with annealing zones, which corresponds to tensile region of
stresses.

Fig. 32.3 Thermal cycle and microstructure of Ti6Al2V alloy surface during processing at a rate
of t ¼ 1:23 m/min
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Fig. 32.4 Calculated residual stress distribution
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32.5 Conclusions

Finite element model of thermo-force heat treatment is developed. Temperature
cycles and residual stress distribution, obtained from the simulation, which is based
on thermo-mechanical model, coupled with phase transition problem, are presented.
From the simulated results the following conclusions can be drawn:

(i) The temperature distributions after heat source passes are unsteady in nature.
Cyclic thermal impact on the surface of titanium alloy Ti6Al2V forms peri-
odic microstructure;

(ii) high temperatures, which is observed during thermo-force treatment, leads to
formation of plastic zone near the contact region;

(iii) residual stress distribution have the same periodic fragmentation as
microstructure with highly tensile regions corresponds to annealing zones,
which can lead to crack initiation.
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Chapter 33
Modeling of Contact Stresses
for Condition Monitoring Using
Finite-Element Method
and Semi-analytical Approach

Evgenia V. Kirillova, Wolfgang Seemann and Maria S. Shevtsova

Abstract In this article, three different models simulating the wave propagation in
an infinite isotropic structure are compared. The first semi-analytical model is based
on the Fourier transform and Galerkin method for the calculation of the occurring
contact stresses, when the function of displacements in the contact area is specified.
The wave fields excited by this model are compared to the results calculated for a
finite element (FE) model of an isotropic layer during the steady-state analysis. The
structure is loaded by the given displacements in the contact zone. According to the
third approach, the effect of the actuator is approximated by a pin-force model. This
problem is simulated using the FE formulation as well. In both FE models, the
infinite boundary conditions are simulated using the perfectly matched layers
(PML). The efficiency of the presented approaches is assessed by comparing the
obtained results.

33.1 Introduction

Damages in composite structures, such as delaminations, voids or inclusions,
considerably diminish the strength of the whole system. Guided waves are exten-
sively used in condition monitoring [1, 2], structural health monitoring [3, 4] and
nondestructive control of engineering systems made of composite materials. The
Condition Monitoring (CM) method makes it possible to take into account
high-frequency waves with the short wave lengths and is thus suitable for the
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detection of small-size defects. It starts with using permanently installed sensors,
which help to collect data about the current state of the structure. Then the collected
data are used for the subsequent analysis of changes in the condition of a structural
component while it is in operation. Condition monitoring enables to describe the
present state of the considered structural component and indicates the deviation of
the collected data from standard parameters, thus, the deterioration of a component
can be predicted in the early stages.

Nowadays, a large number of methods for excitation and measurement of elastic
waves exists. However, the method based on the use of piezoelectric elements
remains the most frequently used [3–5], due to the small size and exceedingly low
weight of the elements. Piezoelectric sensors and actuators can be installed onto the
structure or embedded inside; they do not require high production costs and can
also be used simultaneously for sensing and actuating the response of the structure
[6]. When an electric charge or a voltage is applied to the structure, the piezoelectric
element and the structure interact electromechanically, then longitudinal deforma-
tions appear in the piezo element and lead to the vibrations of the elastic surface.
The investigations of the interaction between a piezoelectric sensor or an actuator
and the elastic structure showed that the occurring contact shear stresses concentrate
at the edge of the contact area [6, 7]. This explains the use of simplified models
describing the effect of contact stresses by means of concentrated forces (pin-force
models) applied in the opposite directions to the boundaries of the contact zone [4,
8, 9]. Such models can be applied for isotropic structures [10] as well as for
structures with anisotropic characteristics [11]. However, most of the simplified
models do not take into account the interaction between the actuators and the host
structure.

The purpose of this paper is to analyze the wave excitation in an isotropic infinite
layer using three different approaches and to estimate the validity ranges of these
methods. According to the first method, the interaction between the structure and
the piezoelectric element is described with the help of integro-differential equations.
The unknown contact stresses occuring in the contact area are calculated using the
Galerkin method [9]. In the second approach, the considered isotropic structure is
loaded by the given displacements in the contact zone and the displacement field is
obtained by means of a steady-state analysis performed in the FE package
COMSOL Multiphysics. The third approach describes the effect of a thin actuator
using the pin-force model. This problem is simulated and solved by the FE package
as well. For both FE models the absorbing boundary condition is described by
means of perfectly matched layers (PMLs). The occuring wave fields are analyzed
at different angular frequencies.

33.2 Mathematical Formulation of the Model

An isotropic infinite waveguide of thickness h (see Fig. 33.1), which occupies the
volume D ¼ x; zð Þj �1\x\1;�h� z� 0f g is considered. The oscillations of
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the considered layer are excited by a thin piezoelectric actuator bonded on the upper
surface in the region ½�a; a�. The time dependency is assumed harmonic in the form
e�ixt, where ω is an angular vibration frequency. This coefficient is omitted here-
inafter. Lame’s equations for the steady-state harmonic vibrations can be written in
compact form:

Luþ qx2u ¼ 0 ð33:1Þ

where ρ is the mass density and u is the displacement field. The upper and bottom
surfaces are free of stress and the contact between the layer and the actuator is
assumed frictionless:

rz z¼0j ¼ 0; ð33:2Þ

sxz z¼0j ¼ qðxÞ; xj j\a
0; xj j[ a

�
; ð33:3Þ

u z¼0j ¼ f ðxÞ; xj j\a ; ð33:4Þ

where u is the first component of u, q(x) is the unknown contact stress and f(x) is the
function of the horizontal displacement of the actuator.

The aim of this study is to determine the displacement field u, caused by the
harmonic vibrations of a piezoelectric patch, bonded on the upper surface of the
considered strip. In order to calculate the unknown displacement field, three dif-
ferent methods are applied. The first approach, which is based on the Fourier
transform and Galerkin method and described in details in [9], is implemented in
Matlab. The second considered method is based on the simplified model commonly
used in engineering calculations [4, 8]. According to this approach, the action of the
patch can be approximated by two oppositely directed delta-functions, applied at
the boundary points of the contact area. Simulation of this model is realized by FE
package COMSOL Multiphysics. According to the third model, an isotropic layer
of a finite length is actuated by a thin actuator. Two perfectly matched layers
(PMLs) on the sides of the layer imitate the absorbing boundary condition and help

Fig. 33.1 Scheme of the loaded structure
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to simulate the open boundaries. The displacement field in the contact area is
specified by known function of coordinate x. An unknown wave-field is obtained by
carrying out the frequency response analysis performed in COMSOL Multiphysics
as well. The aforementioned approaches are described in more detail below.

33.3 Semi-analytical Solution and Galerkin Method

The formulated problem (33.1)–(33.4) is solved using an approach based on the use
of integral representations of the wave fields that are used jointly with the condi-
tions of a contact between an elastic structure and an actuator of small thickness.
When this approach is used, the considered problem can be reduced to a boundary
value problem for a system of integro-differential equations with respect to the
unknown stresses occurring in the contact zone. When the unknown contact stresses
are calculated, the wave fields in the considered system are calculated using integral
representations [9].

The Fourier transform with respect to the spatial coordinate x is applied to
(33.1)–(33.3) with Fourier variable α, and the solution of the initial problem is
written as follows

uðx; zÞ ¼ 1
2p

Z
C

Kða; zÞQðaÞe�iaxda; ð33:5Þ

where K and Q are the Fourier transforms of the Green’s matrix and of the
unknown contact stresses, respectively. As the contact stresses are assumed to act in
x-direction, q has only one component, q(x). In accordance with the limiting
absorption principle [12] the integration contour C goes in the complex plane α
along the real axis deviating when traversing the poles of Fourier transform K of the
Green’s matrix k. According to the boundary condition (33.4), the integral equation
(33.5) is transformed for the first component of Q into the form:

1
2p

Z
C

K11ða; 0ÞQðaÞe�iaxda ¼ f ðxÞ; ð33:6Þ

where QðaÞ ¼ R1
�1 qðxÞeiaxdx and K11 is the first element of K, thus

1
2p

Z
C

K11ða; 0Þ
Z1

�1
q nð Þeiandne�iaxda¼ f ðxÞ: ð33:7Þ

The integral equation (33.7) is solved with respect to the unknown function
using the Galerkin method [9], when the correct solution q(x) is approximated by a
solution qN(x), composed of linearly independent basis functions φi(x) in L2:
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qðxÞ � qNðxÞ ¼
XN
i¼1

CiuiðxÞ: ð33:8Þ

The solution (33.8) depends on the unknown parameters Ci, where φi(x) is a
system of linearly independent basis functions in L2 for
i ¼ 1;N; Dx ¼ 2a=N; xi ¼ �aþði� 0:5ÞDx.

For i ¼ 2;N � 1, we have

uiðxÞ ¼ 1� x� xið Þ=Dxj j; x 2 xi�1; xiþ 1½ �
0; x 62 xi�1; xiþ 1½ �

�
: ð33:9Þ

For i = 1 and i = N the basis functions have the forms:

u1ðxÞ ¼ 2 � x1 � xð Þ=Dx; x 2 �a; x1½ �
0; x 62 �a; x1½ �

�
ð33:10Þ

and

uNðxÞ ¼ 2 � x� xNð Þ=Dx; x 2 xN ; a½ �
0; x 62 xN ; a½ �

�
; ð33:11Þ

respectively. The unknown coefficients Ci are determined by solving the linear
algebraic system, obtained by projection of the unknown function q in L2 on the
system of the basis functions φi:

KqN � f ;uið ÞL2
¼ 0; i ¼ 1; . . .;N: ð33:12Þ

Once the coefficients Ci are calculated, the wave field u x; zð Þ could be obtained
in each point. Numerical calculations are performed using two different types of
basis functions. The first type is described by (33.9)–(33.11). In order to take into
account the root singularities of contact stresses near the boundaries of the contact
zone between the considered structure and the actuating patch, we performed cal-
culations using basis functions with the already given singularity as well:

qNðxÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � x2

p �
XN
i¼1

CiuiðxÞ: ð33:13Þ

In order to estimate the convergence rate of the approximated functions of
contact stresses qN(x) to a correct solution q(x), we specify the function of dis-
placements in the contact area:
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f ðxÞ ¼ umax � x=a; ð33:14Þ

where umax ¼ 10�4, and check the error by gradually increasing the number of basis
functions.

All the numerical calculations are performed for the structure with dimensionless
parameters. Material properties are described by density ρ = 1 and Lame parame-
ters λ = 1.5 and μ = 1. A half-length of the contact area and the thickness of the
considered layer are equal to a = 1 and h = 1, respectively. Non-dimensional
angular frequency is calculated using the formula:

x ¼ fr � h � 2p=cs; ð33:15Þ

where cs ¼
ffiffiffiffiffiffiffiffi
l=q

p
is the S-wave velocity and fr is the dimensional angular fre-

quency in Hz. In Fig. 33.2 the contact stresses, obtained using both kinds of basis
functions, are presented. Numerical calculations are performed for the three dif-
ferent frequency ranges: fr 2 ½0; 5�, fr 2 ½5; 100� and fr 2 ½100; 200� kHz. All the
results of the numerical calculations are presented in the dimensional form for the
convenience of subsequent comparison with the results of the FE-models. Analysis
of the obtained contact stresses and displacement fields shows that for the two first
considered frequency ranges, the required number of basis functions is lower than
for the third range. Considering the frequencies fr � 100 kHz, the number of basis
functions N = 70 is used for the functions described by (33.9)–(33.11) and N = 50
in the case of basis functions, described by (33.13); N = 100 and N = 120 for the
third considered frequency range.

In Fig. 33.3 the displacement fields across the right half of the contact zone,
calculated for fr ¼ 50 kHz, are presented. These displacements are compared to the
specified function of displacement (33.14).

Fig. 33.2 Contact stresses, obtained without (a) and with (b) account of the singularity for
angular frequency fr = 50 kHz and calculated using Galerkin method
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The numerical error is calculated in accordance with the formula:

e ¼
XNx

i¼1

f xið Þ � uN xið Þj j=Nx: ð33:16Þ

Here Nx and N are the number of points and intervals, used for the calculation of
the integral (33.7), and the number of basis functions, respectively. Figure 33.4
shows a convergence estimate, calculated using the basis functions of both types
(33.9)–(33.11) and (33.13). It is apparent that the use of the weight functions
accelerates the convergence.

33.4 Finite Element Problem Formulation

Finite element models of an isotropic layer, actuated in two different ways, are
simulated with FE package Comsol Multiphysics. Let us consider a steel layer
S of the thickness h = 0.01 m and length l = 1 m (Fig. 33.5). A part of the upper
surface x 2 �a; a½ �, when a = 0.01 m, is considered as a contact zone. Elastic

Fig. 33.3 Displacement fields without (a) and with (b) account of the singularity

Fig. 33.4 Numerical error, calculated for angular frequency fr = 50 kHz
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properties of the layer are taken as mass density ρ = 7850 kg/m3, Poisson’s ratio
v = 0.3 and Young’s modulus E = 200 GPa.

In order to simulate a reflectionless boundary condition, an artificial absorbing
subdomain S1 or a perfectly matched layer (PML) of a finite length l1 = 0.1 m is
used. Two identical PMLs are placed on the edges of the region S. For all sub-
domains elastic properties are taken equal, the only difference is that the
PML-properties of the considered isotropic subdomain S are disabled, whereas for
the side-subdomains an absorbing in x-direction is specified. In both models, the
side surfaces of PMLs are fixed. All other boundaries, except the contact area on the
upper surface, are assumed to be free.

The difference between the considered FE-models can be explained by two
different types of loading excitation. According to the first model, a function of
displacement (33.14) with umax ¼ 1� 10�4m is specified on the contact surface
x 2 �a; a½ �. Thereby the displacement field in the contact area is assumed to be
known, and the occurring contact stresses in this zone as well as the wave-field out
of the contact surface must be calculated.

In the second model, contact stresses appearing under the actuating patch on the
surface x 2 �a; a½ � are described by means of a simplified approach. According to
this model, the bonding between the thin piezoelectric patch and the waveguide is
assumed to be ideal and the shear stress distribution along the actuator’s surface can
be expressed using two Dirac delta-functions:

sxzjz¼0ðxÞ ¼ as0 dðx� aÞ � dðxþ aÞ½ �; ð33:17Þ

where as0 is the pin force applied at the boundary points x ¼ �a of the contact area
[4, 8].

For both models, the frequency response analysis is used to calculate the
response of the considered structure about steady-state oscillatory excitation. Using
the parametric solver, the displacement fields at different angular frequencies can be
obtained. In our research, we consider the frequency range fr 2 ½5; 200� kHz.

Fig. 33.5 Half of the simulated structure
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33.5 Simulation Results and Analysis

Contact stresses appearing in the contact area as well as the displacement fields in
actuated isotropic structures are calculated using both semi-analytical and
FE-approaches. The obtained results are compared at different angular frequencies.
Figure 33.6 presents the comparison of the contact stresses calculated on the upper
surface of the considered structure by the aforementioned methods. Figure 33.6a
corresponds to the angular frequency fr ¼ 5 kHz. It is apparent that all three

Fig. 33.6 Comparison of the wave-fields, obtained by the implemented methods for fr = 5 kHz
(a), fr = 50 kHz (b) and fr = 150 kHz (c)
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methods give very close results and the error does not exceed 5–10% across the
whole surface. In Fig. 33.6b, the calculated displacements for the angular frequency
fr ¼ 50 kHz are present. The error does not exceed 2–3% for all the methods. The
worst results are obtained for the higher frequency fr ¼ 150 kHz. It can be seen
from Fig. 33.6c that the simplified engineering approach gives a displacement field
similar to the other two methods only in the far field, when the results are not in
good agreement close to the contact area.

33.6 Conclusion

Calculated wave fields occurring in a thin infinite isotropic layer, described using
three different actuation methods, are presented in this work. Comparison of the
obtained results shows that all the applied methods can be effectively used in the
frequency range fr 2 ½0; 100� kHz. In this range, the FE-models and the
semi-analytical approach give comparable results for lower frequencies fr 2
½0; 5� kHz with the difference in displacement fields less than 5–10% and 2–3% for
fr 2 ½5; 100� kHz. It can be concluded that the accurate preliminary adjustment of
the finite element mesh is required. It is shown that the efficiency of engineering
approach decreases with increasing frequency. The wave field, obtained by this
method for fr 2 ½100; 150� kHz, differs significantly from the results corresponding
to the other approaches near the vibration source. The results’ discrepancy
decreases with distance from the contact zone. The results, obtained by the
FE-model of the contact problem, are in a good agreement with the semi-analytical
results across the whole considered frequency range. However, it is required to
substantially refine the FE-mesh with increasing frequency, which has no signifi-
cant effect during the analysis of steady-state vibrations, but can lead to consider-
able time and computational costs for transient analysis. The integration approach
shows good efficiency for the whole considered frequency range.

Acknowledgements This research was supported by the German Federal Ministry of Education
and Research (BMBF), Grant No. 03FH009IX5 and grant of the Russian Foundation for Basic
Research No. 16-08-52013-MNT_a.
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Chapter 34
Contact Interaction for Bodies
of Complex Shape Taking
into Account Wear

M. I. Chebakov, S. A. Danilchenko and A. A. Lyapin

Abstract Into framework of the linear theory of elasticity, the problem of the
thermoelastic contact interaction of the brake disk and the pads studied. In
the contact zone, the process of heat generation is realized due to friction forces.
The friction coefficient is adopted as a function of temperature on the base of
experimental data. The wear amount is calculated on the base of Archard model
taking into account the dependency of model parameters on temperature. A number
of calculation experiments is performed for various materials of braking pad.

34.1 Introduction

In the process of work of various technological joints and moving elements of
machines and mechanisms, inevitable wear of friction surfaces occurs. The result is
a change in the shape and size of the mechanical components, which leads to a
disruption in the operation of the devices and brings the failure time closer. There
are many methods to reduce the wear of parts based on the use of lubricants and
antifriction coatings. However, studying the mechanics of the interaction of elastic
bodies with regard to wear is still an important problem.

Wear is a process of some continuous loss of material from the surface of the
elastic body due to contact with other bodies. It is associated with complex phe-
nomena involving both mechanical interaction [1, 2], physical and chemical phe-
nomena in the contact zone [3, 4]. The phenomenon of wear on contacting surfaces
is attracting the attention of researchers for a long time. The most proven mathe-
matical model of mechanical wear on the surfaces of elastic bodies is the Archard
model [5], which characterizes the wear value as a function of contact pressure,
sliding speed and a certain wear coefficient. This model is used in the study of
contact interaction within the linear theory of elasticity and correlates well with
experimental data [6–9].
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In such technological joints as the systems of braking, the wear proves most
obviously because of the large amount of work of friction forces. Moreover, the
presence of high sliding speeds of the contact surfaces leads to a significant heating
of the contact zone. In such cases, it becomes necessary to study the wear amount of
the contacting bodies taking into account the dependence on the temperature field.
It is known that the coefficient of friction changes with increasing or decreasing
temperature [10, 11]. Consequently, the wear value will vary under different tem-
perature conditions.

In the present work, an investigation of the contact interaction of elastic bodies
in sliding, releasing of heat from friction, taking into account the wear of friction
surfaces was made.

34.2 Formulation of Problem

In a cylindrical coordinate system Oquz the elastic disc (Ri
d � q�Ro

d; 0�u� 2p;
0� z� hd) rotates counterclockwise about an axis Oz with a constant angular
velocity of rotation xz. On the surface of disk (Ri

d � q�Ro
d; 0�u� 2p; z ¼ hd) the

braking pad in the form of the sector of a disk (Ri
k � q�Ro

k ; 0�u� p=3;
hd � z� hd þ hk) is located. It is loaded with a normal uniformly distributed force P
(Fig. 34.1). The inner (q ¼ Ri

d; 0�u� 2p; 0� z� hd) and outer (q ¼ Ro
d;

0�u� 2p; 0� z� hd) side surfaces of the disc that do not interact with the pad are
stress-free. The lower boundary (Ri

d � q�Ro
d ; 0�u� 2p; z ¼ 0) is fixed along the

axis Oz. Between the disc and the pad, Coulomb friction with a coefficient k is
given.

The study includes the solution of two problems: the nonstationary thermoelastic
contact problem of pressing the brake pad against a rotating brake disc and the
problem of wear of the friction surfaces of the bodies under study, taking into
account the previously obtained temperature fields. In the result of the work of

Fig. 34.1 Geometry of the
problem
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frictional forces in the contact zone, the bodies begin to warm up, which is
simultaneously taken into account in the form of an adjustment of the friction
coefficient on the base of experimental data on its temperature dependence.

To solve the problems, the finite element method and the special software
complex ANSYS were used. For each task, the solution was carried out in two
stages. At the first stage, the static contact problem of the theory of elasticity was
solved concerning the pressing of an elastic pad into an elastic disc. At the second
stage, for task 1, the non-stationary problem of pressing the braking pad into a
rotating disc was considered for friction and heat generation; for task 2, the
non-stationary problem of pressing the braking pad into a rotating disc was con-
sidered for friction and wear. It is assumed that the wear rate of the disc is small in
comparison with the wear rate of the braking pad. Therefore, to reduce the time of
calculations, the wear of the disc was not taken into account.

The Archard model, which simulates the process of wear of friction surfaces is
represented as

w ¼ K
H
Pmvnrel; ð34:1Þ

where, w is the displacement of the points of the contact surface in the direction of
wear, K is a wear coefficient, H is the material hardness, P is the contact pressure,
vrel is the relative sliding speed of the contacting surfaces, m, n are the some
parameters characterizing the dependence of the wear value on the contact pressure
or the relative velocity.

34.3 Results

Calculations were made for a steel disc and three different pad materials. In both
problems, the same geometric parameters (Table 34.1), physical-mechanical and
thermophysical properties of materials (Table 34.2), disk rotation speed and load
were used.

Angular rotation speed xz ¼ 10 rps, stress P ¼ 0:1MN, rotation time t ¼ 5 s.
Table 34.3 shows the friction coefficient values for selected materials as a

function of temperature. For the task 1 the value of 20 �C was used. After the
calculation, the dependence of the heating temperature of the pad on time was
determined. These results were compared with the data in Table 34.3, after which

Table 34.1 Geometric
parameters of the problem

Parameter Value for disk Value for pad

Inner radius (m) Ri
d ¼ 0:12 Ri

k ¼ 0:14

Outer radius (m) Ro
d ¼ 0:22 Ro

k ¼ 0:2

Thickness (m) hd ¼ 0:02 hk ¼ 0:02
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the friction coefficient was plotted against time. This dependence was used in the
calculation in problem 2.

The values of wear resistance coefficients for selected materials are present in
Table 34.4. The indices m and n and formula (34.1) were taken equal to 1.

From the plot shown in Fig. 34.2, it can be seen that the maximum heating
temperature of the base of the pad from cast iron and TIIR 300 is almost the same. It
should be noted that the pads from cast iron heat has more uniform temperature,
while the pad from TIIR 300 has a sharp temperature jump after t ¼ 4:5 s. At the
initial stage (until t ¼ 3 s), the value of temperature and the heating pattern of the
pad from a phenylon coincide with the pad from TIIR 300. However, with a further
increase in the rotation time, it does not experience such a sharp temperature rise.
The maximum value is much lower than that of the pad from cast iron and TIIR
300.

Denote lines q ¼ ðRo
k � Ri

kÞ=2, 0�u� p=3, z ¼ hd (i ¼ 1) and Ri
k � q�Ro

k ;
u ¼ p=6; z ¼ hd (i ¼ 2) as l1 and l2. Figure 34.3 presents wear and contact pres-
sure along lines li, i ¼ 1; 2 at different times for the pad from cast iron.

From the results obtained, it follows that on the sole of the pad in the direction of
movement of the disk (along the line q ¼ ðRo

k � Ri
kÞ=2, 0�u� p=3, z ¼ hd)

contact pressures and wear are significantly reduced, while along the line
Ri
k � q�Ro

k , u ¼ p=6, z ¼ hd the changes are insignificant. Thus, wear from the
inner radius to the outer radius of the pad is almost uniform. Similar changes are
also characteristic for the pads from phenylon and TIIR 300 (Figs. 34.4 and 34.5).

With increasing rotation time for the shoe from cast iron, the following picture is
observed: the contact pressures at the boundary u ¼ 0, q ¼ Ro

k decrease and at the
boundary u ¼ p=3, q ¼ Ri

k they increase.

Table 34.2 Material properties of disc and pads

Parameter Steel Cast iron Phenylon TIIR 300

Density q ðkg/m3Þ 7826 7100 1350 2100

Elastic modulus E ðGPa) 200 100 3.2 5

Poisson’s ratio 0.3 0.3 0.3 0.36

Thermal conductivity
K ðW/(m K))

48 54 0.3 1.4

Coefficient of thermal
expansion a ðK�1Þ

1.19 � 10−5 0.95 � 10−5 3.9 � 10−5 3.9 � 10−5

Specific heat C ðJ/(kg K)) 437 480 1860 1480

Table 34.3 Dependence of
friction coefficients of
materials on temperature

Material of pad Temperature value (°C)

20 50 100 150

Cast iron 0.4 0.4 0.39 –

Phenylon 0.38 0.38 0.39 0.4

TIIR 300 0.41 0.43 0.46 0.47
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Table 34.4 Values of the coefficient of wear resistance

Material of pad Coefficient of wear resistance l

Cast iron 4 � 10−13

Phenylon 3.9 � 10−13

TIIR 300 4.1 � 10−13

Fig. 34.2 Heat curves of the sole of the braking pad made of cast iron (1), phenylon (2) and TIIR
300 (3)

1a 1b

2a 2b

Fig. 34.3 Wear (ai) and contact pressure (bi) along lines li, i ¼ 1; 2, at different times for the pad
from cast iron
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1a 1b

2a 2b

Fig. 34.4 Wear (ai) and contact pressure (bi) along lines li, i ¼ 1; 2, at different times for the pad
from phenylon

1a 1b

2a 2b

Fig. 34.5 Wear (ai) and contact pressure (bi) along lines li, i ¼ 1; 2, at different times for the pad
from TIIR 300
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For pads from phenylon and TIIR 300, changes in contact pressures at the
boundaries have a slightly different character. The difference lies in the fact that the
contact pressures on the boundary q ¼ Ro

k with time also increase.
It can be seen from Figs. 34.4 and 34.5 that the plots of wear and contact

pressure changes for pads from phenylon and TIIR 300 have a similar appearance,
but differ in their values. The maximum wear values for the pad from TIIR 300 are
higher.

34.4 Conclusion

Computational experiments have shown that, depending on the material used, the
distribution of contact stresses and temperatures on the contact surfaces can vary
significantly. This fact leads to uneven wear and requires analysis in each specific
case. The complexity of the geometry of the elements of the brake systems requires
additional analysis of the degree and magnitude of the heating, as well as the
forecast of the wear resistance of the structure.
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Chapter 35
Model of Composite Wear
with Abrasive Particles

Alexey Shpenev

Abstract Composite materials show as high mechanical properties (strength and
rigidity) as high tribological characteristics (heat resistance and wear resistance). In
this study, we model the fibrous composite friction process that involves fiber tips
break-off and abrasive particles wear, which is typical for aircraft brake disks based
on carbon-carbon composites. We define the influence of matrix and fiber param-
eters on wear resistance of composite material.

35.1 Introduction

Composite materials are increasingly used in engineering as the base for various
friction joints. Thus, in contrast to the theory of strength and fracture of the com-
posites, the theory of friction and wear of composites is much less developed. The
first steps in describing the wear of heterogeneous materials were undertaken by
Khrushchev and Babichev [1]. They proposed a hypothesis of equal linear wear
rates for different materials that make up the composite in the process of steady
friction (“Equal Wear” (“EW”) mode). Together with the assumption of a linear
dependence of the wear rate on the contact pressure, it is possible to obtain a
formula which describes the wear resistance of the composite material, known as
the “rule of mixture.” Later, this model was improved by Goryacheva et al. [2],
taking into account the nonlinear character of the dependence of the wear rate on
the contact pressure and elastic deformations of the surface. This approach
describes real composite materials wear resistance upper limit, since it does not take
into account the processes of destruction and degradation of the heterogeneous
structure of the composite (fiber peeling off the matrix, dying reinforcing particles,
etc.). Phenomenological approach, taking into account the processes of composite
material structure destruction during wear, was proposed by Zum-Gahr. This
approach is based on the assumption of contact pressure uniform distribution in the
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composite material frictional surface (“Equal Pressure” (“EP”) mode) and allows
obtaining a formula which describes the lower limit of the composite wear resis-
tance (“inverse rule of mixture”) [3]. The rule of mixture and the inverse rule of
mixture give a very wide range in which the wear resistance of real composite
materials rests, and these models do not take into account the specific mechanisms
of material failure in the wear process. The methods of modeling the composite
failure mechanisms during friction have been developed by Dharan et al. for fiber
composites [4] and for particles filled materials [5]. These approaches do not take
into account the process of surface stresses redistribution between the phases of the
composite in the process of wear and the abrasive action of particles arising from
the composite surface destruction.

In technical applications, abrasive particles often plays important role in wear
process of friction joints containing composite materials. In particular, this situation
occurs in aviation braking systems, based on carbon-carbon composite discs.
Materials, based on carbon fibers and carbonized pitch carbon matrix when worn,
give relatively hard particle material of the fibers, which make a significant con-
tribution to the wear of brake disks [6].

Like many other composites, based on tough fibers and a relatively soft matrix,
the wear of such materials is unsteady and cyclic. The process of wear involves the
fact that due to uneven wear the more rigid and wear-resistant fiber starts to rise
above the friction surface, after what its tip breaks off and the process begins again.
In this study, we build a model of the composite wear by abrasive particles taking
into account pressure redistribution between matrix and fiber surfaces and fiber tips
break-offs.

35.2 Problem Statement

The fibrous composite slides over the surface of a flat rigid half-space with a
velocity V (Fig. 35.1). The fibers of the composite are located along the normal to
the friction surface; the surfaces are pressed against each other with an average
specific load P. The contacting surfaces are separated by rigid spherical particles of
diameter D and of concentration on the friction surface Na. The contact between the
particle and the surface occurs according to the plastic scenario, the indentation of
the particle is assumed equal to the geometric intersection of the sphere with the
friction surface, and the pressure in the contact surface of the particle and the body
is equal to the hardness of the body [7].

According to Zhao and Rabinovich, the volume wear amount DG, caused by the
single particle, is proportional to the projection of the intersection of the particle and
the surface into which it is embedded on a plane perpendicular to the slip direction
with a coefficient, depending on the “attack angle” of the particle h (Fig. 35.2) [7, 8]:
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DG ¼ KVtd
ffiffiffiffiffiffi
dD

p
; K ¼ 3

p
tan h ¼ 3

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dD� d2

p

D=2� d
; ð35:1Þ

DG ¼ 3
p
Vt

d2
ffiffiffiffi
D

p ffiffiffiffiffiffiffiffiffiffiffiffi
D� d

p

D=2� d
; ð35:2Þ

where d is the indentation of the particle into the material, D is the diameter of the
particle, V is the slip velocity. From (35.1) and (35.2) we obtain the average linear
wear rate of the surface of the fibers uf and matrix um:

uf =m ¼ dDG
dt

Na ¼ 3
p
V
2
Na

d2f =m
ffiffiffiffi
D

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D� df =m

p
D=2� df =m

: ð35:3Þ

The normal force, arising in the contact between the particle and the fiber surface
Ff (matrix surface Fm), is:

Fig. 35.1 Contact diagram

Fig. 35.2 The process of
particle indentation into a
worn surface

35 Model of Composite Wear with Abrasive Particles 461



Ff =m ¼ Hf =mpDdf =m
2

: ð35:4Þ

The averaged pressure on the fiber surface pf and matrix surface pm is obtained as

pf =m tð Þ ¼ Ff =mNa ¼ Hf =mpDdf =m tð ÞNa: ð35:5Þ

From (35.5) we obtain the indentation of a particle into the fiber surface df and
the matrix surface dm:

df =m tð Þ ¼ pf =m tð Þ
Hf =mpDNa

ð35:6Þ

Substituting (35.6) into (35.3) we obtain:

uf
m
tð Þ ¼ 3

p
V
2
Na

pf
m
tð Þ

Hf
m
pDNa

� �2 ffiffiffiffi
D

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D� p f

m
tð Þ

Hf
m
pDNa

r

D=2�
pf
m
tð Þ

Hf
m
pDNa

: ð35:7Þ

Far from the contact surface, the distribution of normal stresses in the compo-
nents of the fibrous composite will be determined by the hypothesis of equal
deformations:

P ¼ mr1f þ 1� mð Þr1m
e1 ¼ r1f

Ef
¼ r1m

Em

(
ð35:8Þ

where r1f is the normal stress in the fiber (r1m is in the matrix), e∞ are the normal
deformation far from the contact surface; Ef is Young’s modulus of fiber, (Em of
matrix), P is averaged contact pressure on the surface of the composite (Fig. 35.3).

According to the “shear-lag” model of composite materials [9], the distribution
of axial normal stresses near the fiber end can be described by the equation:

drf
dz

¼ 2s
r
; rf
�
z¼0¼ pf ; rf

�
z¼L¼ r1f ; ð35:9Þ

where s is the shear stress in the fiber/matrix interface; r is the radius of the fiber;
L is the length of region, where matrix slips over fiber surface. Therefore:

L tð Þ ¼ r
pf tð Þ � r1f

2s
: ð35:10Þ
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From (35.10) and equilibrium conditions, we obtain:

pf tð Þ ¼ r1f þ 2sL tð Þ
r

; ð35:11Þ

pm tð Þ ¼ P� mpf tð Þ
1� m

: ð35:12Þ

Taking into account that particle indentation into composite surface is relatively
small we can assume that, under load, the surfaces of the fiber and matrix are
practically at the same level. Thus, we can obtain the difference in the levels of the
fiber and matrix without load hf at each instant in the form:

hf tð Þ ¼
ZL
0

ef zð Þ � em zð Þ� �
dz ¼ L

r1f þ pf tð Þ
2Ef

� r1m þ pm tð Þ
2Em

� 	

¼ 2
L tð Þ2s

r
1
Ef

þ m
Em 1� mð Þ

� �
;

ð35:13Þ

where ef and em are the normal strains of the fiber and matrix in the z-direction in the
vicinity of the contact surface.

Now let us consider the dynamic process of the fiber elevation growth above the
matrix surface, starting from the flat (polished) surface of the composite (hf = 0)
and resulting from the different wear rates of the fiber and matrix. As was men-
tioned above, fiber tip elevation is considered in unloaded state. The magnitude of
the elevation can be defined as the integral of the difference between the linear wear
rates of the fiber and the matrix:

Fig. 35.3 Detachment of the
matrix from the fibers in the
process of friction surface
destruction

35 Model of Composite Wear with Abrasive Particles 463



hf tð Þ ¼
Z t

0

um � uf
� �

dt ) dhf
dt

¼ um � uf : ð35:14Þ

Initially, t ¼ 0: hf ¼ 0; pf ¼ r1f ; pm ¼ r1m . Subsequently hf value increases
until it reaches a critical value hcr, then the tip of the fiber breaks off and the process
starts from the beginning.

From (35.13), we obtain:

L tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rhf tð Þ
2s 1

Ef
þ m

Em 1�mð Þ

 �

vuut : ð35:15Þ

Substituting (35.15) into (35.11) we obtain:

pf tð Þ ¼ r1f þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2shf tð Þ
r 1

Ef
þ m

Em 1�mð Þ

 �

vuut ð35:16Þ

Substituting (35.16) into (35.12) we obtain:

pm tð Þ ¼

P� m r1f þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2shf tð Þ
r 1

Ef
þ m

Em 1�mð Þ


 �s0
B@

1
CA

1� m
: ð35:17Þ

Substituting (35.16) and (35.17) into (35.7) and then (35.7) into (35.14) one can
obtain a differential equation of the form (it is too cumbersome for direct
recording):

dhf
dt

¼ F hf
� � ð35:18Þ

After solving it by the finite differences method, we have a model of the evo-
lution of the fiber from the onset of wear, to its breaking off after reaching the
critical value hcr (Fig. 35.4). Then the process will start again. The mean linear
wear rate of the composite would be:

u ¼
R T�
0 um tð Þdt

T�
¼
R T�
0 uf tð Þdtþ hcr

T�
; ð35:19Þ

where T� is the period of fiber elevation growth before fiber breakage.
If the fiber tip break-off does not occur, fiber and matrix wear rates come to

asymptotic equilibrium; fiber elevation growth tends to zero and composite friction
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process comes to equal wear mode (upper boundary of the composite wear resis-
tance). In this case, the composite wear rate and fiber elevation will be equal:

u� ¼ 3
p
V
2
Na

d2
ffiffiffiffi
D

p ffiffiffiffiffiffiffiffiffiffiffiffi
D� d

p

D=2� d
; d ¼ P

pDNa mHf þ 1� mð ÞHm
� � ; ð35:20Þ

h�f ¼
P2r
2s

1
Ef

þ m
Em 1� mð Þ

� �
1

mþ Em
Ef

1� mð Þ �
1

mþ Hm
Hf

1� mð Þ

 !2

: ð35:21Þ

35.3 Result and Discussion

Figure 35.5 shows the dependence of the average wear rate of composite material
on the volume concentration of the fibers for the “EW” mode and for the mode of
breaking off the fiber tips. Expectedly fibers tip, breaking off wear mode, shows
greater wear rate but the difference tends to zero, when the fiber concentration tends
to zero and unity. Figure 35.6 shows the dependence of the average wear rate on the
magnitude of the critical fiber elevation above the matrix at which the fiber tip
breaks. Reduction of the critical value (and, consequently, the size of fiber frag-
ments in our assumptions) causes an increase in the average wear rate. This is due
to the fact that in the limit as hcr tends to zero, the friction of the material switches
to the “EP” wear mode, since the redistribution of pressures does not occur during
the wear process (fiber tip that begins to elevate immediately breaks off). At the
same time, the “EP” mode, as mentioned above, is the lower limit of the wear
resistance of the composite. When hcr tends to a possible maximum h�f , the wear
rate of the composite decreases, but remains significantly higher than the wear rate
in the EB mode.

Calculations were made for values, typical for aircraft brake disks, based on
carbon-carbon composites properties:

Fig. 35.4 Fiber tip elevation hf versus time t for different volume fiber concentration m
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Ef = 500 GPa
Em = 150 GPa
Hf = 1 GPa
Hm = 0.2 GPa
r = 10−2 mm
s = 10−4 GPa
P = 5�10−2 GPa
V = 10 mm/s
D = 5 � 10−5 mm
Na = 4 �108 mm−1

Fig. 35.5 Composite linear wear rate u versus volume fiber concentration m for “equal wear
mode” (green) and tip break-off process (red)

Fig. 35.6 Composite linear wear rate u versus critical fiber tip elevation hcr for “equal wear
mode” (green) and tip break-off process (red)
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35.4 Conclusion

The process of fiber tips breaking off during friction significantly increases the wear
rate of the composite material, reducing its tribological characteristics. In this case,
the regulation of the fragments size can only reduce the composite wear rate to a
limited extent. The most promising method of increasing the composite wear
resistance is the fiber tips breaking off process termination and switching the
friction to “EW” mode. The most obvious way to achieve this is to reduce (ideally
up to zero) the maximum possible elevation of the fiber tip over the matrix h�f by
adjusting the properties of the composite. Figure 35.7 shows the dependence of h�f
on the properties of fiber and matrix. As follows from the plot and from the formula
(35.21), at Hm/Hf = Em/Ef, the value of the maximum fiber elevation is zeroed,
which automatically means access to “EW” mode. Since it is possible for carbon
materials to adjust both the toughness and rigidity over a wide range sufficiently
independently due to heat treatment conditions, this way to increase the wear
resistance of carbon-carbon composites could be widely used.

Acknowledgements The work was financially supported by the Federal Agency of Scientific
Organizations (Reg. No. АААА-А17-117021310379-5), and partially supported by Russian
Foundation for Basic Research (project No. 17-58-52030).

Fig. 35.7 Maximum fiber tip
elevation h�f versus matrix to
fiber hardness and stiffness
quotient
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Chapter 36
Study of Physical, Mechanical
and Tribological Properties
of Nanocomposites Based
on Oil-Filled Polymers

P. G. Ivanochkin, S. A. Danilchenko, E. S. Novikov
and D. S. Manturov

Abstract Oilynit (oleaginous polymer) is a multifunctional, universal wear inhi-
bitor of tribosystems. It is an oil-filled polymer characterized by intellect: the ability
of dynamically adjustment of its own functional properties at friction. The paper
contains the comparative studies of physical, mechanical and tribological charac-
teristics of two types of antifriction self-lubricating polymer composite materials,
developed in Rostov State Transport University under the Maslyanit trade mark.
The study of physical and mechanical properties of composites (microhardness,
modulus of elasticity, elastic recovery) was carried out by the nanoindentation
method on NanoTest 600, a special set-up for determining physical and mechanical
properties of the materials. Tribological tests were carried out at a fixed sliding
speed and a stepped loading on the friction machine of Amsler type by a
“finger-roller” scheme.

36.1 Introduction

The creation of non-lubricated friction units with a large operating lifetime and
minimal friction losses is an urgent task of the contemporary mechanical engi-
neering. At present, Russian industry suffers from a lack of structural materials of
its own production for friction units operating under severe conditions (sliding
bearings, face seals, piston rings, etc.). In some cases, non-ferrous metals and alloys
are used for such purposes. At the same time, these materials have a number of
significant drawbacks when used in friction units. They are a large labor-intensive
and material-intensive production, operation and repair, insufficiently high
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antifriction properties, a relatively high consumption of lubricants and inability to
work under conditions of dry friction, insufficient leak tightness, relatively low
resistance to fracture due to fatigue, etc.

One of the most promising directions of creating materials with controlled
properties is the use of antifriction self-lubricating polymer composites [1–3].
A composite is a multicomponent system, each component of which has its own
functional purpose and ensures the development of a certain property. Simultaneous
operation of all composite components in combination with effects arising from
friction on their surfaces can be accompanied by a synergistic effect and lead to an
improvement of the corresponding properties of the material.

One of the most up-and-coming methods of creating polymer composite mate-
rials with new or improved properties is the introduction of diverse types of
nanomodified fillers and nanodimensional additives into the polymer matrix [2, 4–
9]. The properties of composite materials with nanodimensional additives differ
significantly from composites with macrodispersed fillers due to the developed
surface and high surface activity [10–12].

It is economically expedient to create composite materials based on such
polymers that are characterized by their production capacities, for instance, aro-
matic polyamide phenylone. Phenylone (Phenylone C-2) is a linear heterocyclic
copolymer whose macromolecule’s stem nucleus contains amide group –HNCO–,
connected with phenyl fragments on both sides. It is obtained by emulsion poly-
condensation of metaphenylenediamine with isophthalic and terephthalic acid
dichlorides in the ratio 3:2. In friction units, Phenylone C-2 has a load-bearing
capacity up to 25 MPa and withstands operating temperatures up to 250 °C.

Phenylone occupies a special place among the polymers due to the relatively
high deformation and strength parameters, high wear resistance, chemical resistance
to aggressive media, and stability of a shape in a wide temperature range. However,
the possibility of using this material in friction units is limited due to a sufficiently
high coefficient of friction [13]. Our previous studies were devoted to the investi-
gation of the influence of the type and percentage of certain nanofillers to the
aromatic polyamide Phenylone C-2 on the physical, mechanical, and tribological
properties of antifriction composites, based on Phenylone, created for work at
unlubricated friction [14, 15].

The given paper depicts the possibility of creating oil-filled composites, based on
the obtained materials. It is necessary to mention that Federal State Unitary
Enterprise Special Design and Technological Bureau «Orion» have been long and
successfully carrying out researches of oil-filled composites. Moreover, there was
created a whole set of self-lubricating polymer materials of «Maslyanit» trademark
[16–18].

Maslyanit is a multifunctional, universal wear inhibitor of tribosystems. It is an
oil-filled polymer characterized by intellect: the ability of dynamical adjustment of
their own functional properties at friction, expressed in the ability to clad selectively
the most worn areas of the friction surface under the influence of friction energy,
initiating physical and chemical processes of primary and secondary adjustment of
the structure of its polymer matrix. Materials of this class can generally be regarded
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as three-component systems, consisting of a polymeric binder, a plasticizer and
multifunctional additives-fillers.

Hence, the paper contains the results of the carried out comparative studies of
physical, mechanical, and tribological properties of antifriction self-lubricating
polymer composite material, «Maslyanit-GM» and materials, developed at Rostov
State Transport University.

36.2 Tribolical Tests of Oil-Filled Nanocomposite
Materials

The oil-filled composite materials were obtained by saturating the previously
acquired composite based on Phenylone C-2 [1] with oils of PFPE (per-
fluoropolyether) and PMPS (polymethylphenylsiloxane) at a temperature of 200 °C
for 2–2.5 h at different pressures.

The tribological tests were carried out at a speed 0.3 m/s and loadings 209, 310,
420, 520, 620, 720, 820, 920, 1020 N on the friction machine of Amsler type by
a «finger-roller» scheme. Table 36.1 presents the measurement results of the mass
wear of samples according to the test outcomes.

Table 36.1 Mass wear of samples during testing

The name of the sample Wear (g)

Maslyanit of SDTB «Orion» 0.007

Phenylone + Arimid 5% + Fluoroplastic 10% 0.050

Phenylone + Arimid 5% + Fluoroplastic 10%, PFPE oil 0.055

Phenylone + Arimid 5% + Fluoroplastic 10%, PMPS oil 0.048

Phenylone + Arimid 10% + Fluoroplastic 20% + aerosil 5% 0.130

Phenylone + Arimid 10% + Fluoroplastic 20% + aerosil 5%, PFPE oil 0.043

Phenylone + Arimid 10% + Fluoroplastic 20% + aerosil 5%, PMPS oil 0.132

Phenylone + Arimid 5% + Fluoroplastic 20% + spinel 3% 0.024

Phenylone + Arimid 5% + Fluoroplastic 20% + spinel 3%, PFPE oil 0.022

Phenylone + Arimid 5% + Fluoroplastic 20% + spinel 3%, PMPS oil 0.114

Phenylone + Arimid 5% + Fluoroplastic 20% + serpentinite3% 0.035

Phenylone + Arimid 5% + Fluoroplastic 20% + serpentinite 3%, PFPE oil 0.029

Phenylone + Arimid 5% + Fluoroplastic 20% + serpentinite 3%, PMPS oil 0.035

Phenylone + Arimid 5% + Fluoroplastic 10%, PFPE oil, 10 atm. 0.033

Phenylone + Arimid 10% + Fluoroplastic 20% + aerosil 5%, PFPE oil, 10 atm. 0.092

Phenylone + Arimid 5% + Fluoroplastic 10%, PMPS oil, 10 atm. 0.059

Phenylone + Arimid 10% + Fluoroplastic 20% + aerosil 5%, PMPS oil, 10 atm. 0.083

Phenylone + Arimid 5% + Fluoroplastic 10%, PFPE oil, 5 atm. 0.041

Phenylone + Arimid 10% + Fluoroplastic 20% + aerosil 5%, PFPE oil, 5 atm. 0.078

Phenylone + Arimid 5% + Fluoroplastic 10%, PMPS oil, 5 atm. 0.177
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As specified by the obtained data, «Maslyanit» samples by SDTB «Orion» made
of polyamide 6 have the greatest abrasion resistance. Moreover, the best results were
obtained while introducing PFPE oil into the composites. The introduction of PMPS
oil, on the contrary, led to the increasing of samples wear.

The friction coefficient of the samples was determined during the set of tribo-
logical tests. Some of the obtained results are present in Fig. 36.1, 36.2, 36.3 and
36.4.

Fig. 36.1 Plots of the coefficient of friction of samples at V = 0.3 m/s: Phenylone + Arimid
5% + Fluoroplastic 10%

Fig. 36.2 Plots of the coefficient of friction of samples at V = 0.3 m/s: Phenylone + Arimid
10% + Fluoroplastic 20% + aerosil 5%
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Based on the gained results, it can be concluded that the oil introduction into the
composite material has a positive effect. However, the introduction PFPE oil
resulted in a significant reduction of the friction coefficient practically in the entire
loading range only in composites with aerosil. PMPS oil, on the contrary,
strengthened the antifriction effect in the load range of 209–720 N in samples

Fig. 36.3 Plots of the coefficient of friction of samples at V = 0.3 m/s: Phenylone + Arimid
5% + Fluoroplastic 20% + spinel 3%

Fig. 36.4 Plots of the coefficient of friction of samples at V = 0.3 m/s: Phenylone + Arimid
5% + Fluoroplastic 20% + serpentinite 3%
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containing spinel and serpentine. The minimum value of the coefficient of friction
equal to 0.1, obtained for «Maslyanit» samples by SDTB «Orion» made of poly-
amide 6, was attained at the lowest loads of 209 and 310 N. Further increase of
loads led to a sharp increase of the friction coefficient up to 0.5.

36.3 Determination of Physical and Mechanical Properties
of Oil-Filled Nanocomposite Materials

The determination of physical and mechanical properties of the studied materials
was performed according to the procedure described in [14] using the NanoTest 600
set-up. To implement such an experiment, according to the test methodology, there
were pre-made the samples. A piece of material with a size of 10 � 10 � 1.5 mm3

was cut with the automatic high-precision cutting machine Briliant 221, then at a
temperature of 180 °C and a pressure of 11 MPa, it was pressed into a “pellet” in
Opal 460, a fully automated press for hot-pressing. Bakelite was used as the basis
for pressing. The obtained samples were ground with a single disk grinding and
polishing machine Sapphir 550. After this procedure, the fragments of the material
were extracted from press forming. Grinding was performed to reduce the surface
roughness of the test sample and thereby reduce its effect on the final indentation
results.

The procedure of nanoindentation consisted of 40 shots for each prepared
sample. All shots were divided into 5 columns. The distance between the shots in
the same column was 50 µm. The distance between the columns was also equal to
50 µm. The same maximum force of indentation was set as 150 mN and rate of rise
and the rate of load is relieving was set as 0.2 mN/s in each “loading–unloading”
cycle.

Time lag of the indenter in the static position at the maximum load was set to 5 s
to determine the creep degree of the material. While unloading, when the value of
the applied force was reduced to 20 mN, the temperature drift with 60 s pause was
set to exclude the possibility of the temperature effect on the final results. “P–h”
diagram depicting the load depending on the penetration depth of an indenter was
built and maintained for each cycle of “loading–unloading”.

Based on the measurement results there was made a table for each sample. Such
values as the maximum depth of indenter penetration, microhardness H, modulus of
elasticity E, ratio H/E and H3/E2, coefficient of elastic recovery for each individual
injection. Emanated from the given tables, we created a summary table containing
the averaged values of these properties (see Table 36.2).

As it follows from Table 36.2, samples Phenylone C-2 + 5% Arimid + 10%
Fluoroplastic in PFPE oil, manufactured without pressure and at a pressure of 5
atmospheres, Phenylone C-2 + 10% Arimid + 20% Fluoroplastic + 5% Aerosil in
PFPE and PMPS, manufactured under pressure of 10 atmospheres, got the highest
physical and mechanical properties.
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Table 36.2 Averaged values of physical and mechanical properties of the samples

Sample Micro-hardness
H (GPa)

Modulus
of
elasticity
E (GPa)

H/E H3/E2 Coefficient
of elastic
recovery

Phenylone + Arimid
5% + Fluoroplastic
20% + spinel 3%, PFPE oil

0.226 3.958 0.057 0.000756 0.184

Phenylone + Arimid
5% + Fluoroplastic
20% + spinel 3%, PMPS oil

0.238 3.789 0.063 0.000958 0.209

Phenylone + Arimid
5% + Fluoroplastic 10%,
PFPE oil, 10 atm.

0.239 3.368 0.072 0.001240 0.237

Phenylone + Arimid
5% + Fluoroplastic
20% + serpentinite 3%,
PMPS oil

0.242 3.987 0.061 0.000907 0.204

Phenylone + Arimid
5% + Fluoroplastic 10%,
PMPS oil

0.243 2.796 0.087 0.001894 0.283

Phenylone + Arimid
5% + Fluoroplastic
20% + serpentinite 3%,
PFPE oil

0.246 3.842 0.064 0.001030 0.218

Phenylone + Arimid
5% + Fluoroplastic 10%,
PMPS oil, 5 atm.

0.252 3.401 0.074 0.001405 0.254

Phenylone + Arimid
10% + Fluoroplastic
20% + aerosil 5%, PMPS
oil, 5 atm.

0.258 4.287 0.060 0.000960 0.21

Phenylone + Arimid
10% + Fluoroplastic
20% + aerosil 5%, PFPE oil

0.259 3.744 0.069 0.001279 0.236

Phenylone + Arimid
5% + Fluoroplastic 10%,
PMPS oil, 10 atm.

0.262 2.914 0.090 0.002158 0.3

Phenylone + Arimid
10% + Fluoroplastic
20% + aerosil 5%, PMPS oil

0.265 3.954 0.067 0.001213 0.237

Phenylone + Arimid
10% + Fluoroplastic
20% + aerosil 5%, PFPE oil,
5 atm.

0.267 3.481 0.077 0.001600 0.271

Phenylone + Arimid
5% + Fluoroplastic 10%,
PFPE oil

0.278 3.317 0.086 0.002057 0.302

(continued)
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In addition, it can be concluded that the pressure increases when manufacturing
samples generally led to an increase of the mechanical properties of the resulting
composites.

Furthermore, we compared the values of the microhardness and modulus of
elasticity of the studied samples and Maslyanit by Experimental Design
Bureau «Orion» . The microhardness value of the given Maslyanit is 0.168 GPa,
and the modulus of elasticity is 2.492 GPa. Hence, the conducted comparison
demonstrated that the values of mechanical properties of the obtained composites
are much higher (up to two times) than of the selected Maslyanit.

To assess the way the oil introduction affects physical and mechanical properties
of the materials, the values, presented in Table 36.2, were differentiated with the
measurement data of samples, prepared without the oils. The results for such
samples are partially described in [14, 15]. The differentiation showed that the
microhardness and modulus of elasticity of oil-filled composites are reduced by 20–
25%. In addition, the oil introduction also led to an increase of the value range of
physical and mechanical properties, i.e. to greater heterogeneity of the material.
However, we cannot make an unambiguous conclusion about the use of which of
the selected oils leads to a greater decrease of mechanical properties.

Since the value H/E characterizes the ability of a material to change its size and
shape during deformation, it can be used to evaluate the wear resistance of materials
at friction. Based on the obtained results, it can be stated that the wear resistance of
oil-filled composites decreases while introducing PMPS oil and remains at the same
level or increases slightly while introducing PFPE oil.

Table 36.2 (continued)

Sample Micro-hardness
H (GPa)

Modulus
of
elasticity
E (GPa)

H/E H3/E2 Coefficient
of elastic
recovery

Phenylone + Arimid
10% + Fluoroplastic
20% + aerosil 5%, PFPE oil,
10 atm.

0.283 3.668 0.077 0.001721 0.286

Phenylone + Arimid
5% + Fluoroplastic 10%,
PFPE oil, 5 atm.

0.297 3.607 0.083 0.002035 0.309

Phenylone + Arimid
10% + Fluoroplastic
20% + aerosil 5%, PMPS
oil, 10 atm.

0.327 4.559 0.072 0.001702 0.288
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36.4 Conclusion

The conducted researches allow drawing a conclusion about the change of physical,
mechanical, and tribological properties of oil-filled polymer composite materials
with a matrix based on Phenylone C-2, depending on the used nanofillers and oil.

The introduction of PFPE oil led to a significant decrease of the coefficient of
friction practically in the entire loading range only in composites containing aerosil.
At the same time introduction of PMPS oil, in contrast, strengthened the antifriction
effect of the samples, containing spinel and serpentine.

The results of tribological tests correlate well with the studies of the physical and
mechanical properties of the developed composites.

On the base of these results, it can be concluded, which composition is most
suitable for use in non-lubricated friction units.
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Chapter 37
The Study of Tribological Properties
of Composites Based on Phenylone
and Hybrid Filler

I. V. Kolesnikov, N. A. Myasnikova, D. S. Manturov
and Ph. V. Myasnikov

Abstract The paper conveys the creation principles of hybrid composites for
friction units, based on binder Phenylone C-2, filled with modified polyte-
trafluoroethylene and inorganic nanoadditives, natural minerals, dispersed to a
colloidal state. The optimal methods for modifying the fillers surface were selected
in order to improve the adhesion strength at the components interface and to
improve the properties of composite materials. The conducted tribological tests and
morphological studies made it possible to optimize nanocomposites composition. It
is shown that the dispersity increase of the filler leads to an improvement of
tribocontact characteristics. Spectroscopic studies of the triboconjugation surface
confirmed that the frictional film, formed on the friction surface, imparts high wear
resistance and good antifriction properties to the friction unit.

37.1 Introduction

The current stage of mechanical engineering development is characterized by
tightening the requirements for used tribotechnical materials. The present-day level
of the mechanical engineering development dictates contradictory requirements to
the structural elements of the crucial friction units. These requirements consist in
solving the problem of optimizing their construction while ensuring the maximum
tribological stability and preserving the minimum mass of the mobile elements. The
mentioned requirements can be fulfilled by the use of new composite polymer
materials that are more technologically efficient under the given conditions of
friction and wear of mechanical systems.

The use of polymers as a matrix of composite materials of antifriction purposes
is determined by the low friction coefficient in comparison with metals, high
specific strength, and resistance to many liquid and gaseous media that are corrosive
to metals. However, the expansion of the polymers use is possible only by modi-

I. V. Kolesnikov � N. A. Myasnikova � D. S. Manturov (&) � Ph. V. Myasnikov
Rostov State Transport University, Rostov-on-Don, Russia
e-mail: manturovds@rgups.ru

© Springer International Publishing AG, part of Springer Nature 2018
I. A. Parinov et al. (eds.), Advanced Materials, Springer Proceedings
in Physics 207, https://doi.org/10.1007/978-3-319-78919-4_37

479

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78919-4_37&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78919-4_37&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78919-4_37&amp;domain=pdf


fying the properties of known types of polymers. The most accessible and
acceptable type of modification is the creation of composite materials, which are a
multicomponent system capable of changing the initial properties of the polymer
[1–3]. One of the most promising areas in the development of polymer composite
materials is the creation of hybrid composites, the materials that include three or
more components. These materials allow solving a number of problems that cannot
be eliminated using mono-reinforced composites.

The paper is aimed to the developing, studying the properties and defining the
optimal composition of new polymer composite materials, based on the
heat-resistant aromatic polyamide Phenylone C-2.

Phenylone C-2 is a linear heterocyclic copolymer, whose macromolecule’s stem
nucleus contains amide group −HNCO−, connected with phenyl fragments on both
sides. In friction units, phenylone C-2 has a load-bearing capacity up to 25 MPa
and withstands operating temperatures up to 250 °C. Arimid fiber (Arimid 29.4
Tex) in an amount of 10–20 wt% and carbonic hydrogen-cellulose fibers in an
amount of 30–40% wt% were selected as reinforcing fillers, while the powder of
F4 MB polytetrafluoroethylene (copolymer of tetrafluoroethylene with
hexafluoropropylene) in an amount of 10–20 wt% was used an antifriction filler.

In tribotechnical practice one of the most promising ways of targeted selection of
nanoadditives for polymer composites is the use of natural minerals dispersed to a
colloidal state. This direction is based on the ability of some elements to form
chemical compounds of coordination type under friction or special external con-
ditions. We detected a whole class of natural materials, nonmetallic ones, the wastes
of domestic mining industries that being introduced in small amounts into polymers
(up to 5 wt%) can increase the tribological properties of the friction unit.

Such minerals are minerals of the silicate class: magnesium hydrosilicates
(layered structure) and mixed oxides (spinel type structure). Nanodimensional
additives (40–100 nm) were introduced into the composite for improving its
properties. Hence, there were introduced nanodimensional additives of spinel (iron,
manganese, magnesium, and chromium), serpentinites, fulerene soot, modified
graphite. The concentration of nanoadditives does not exceed 1.5–3 wt%.
Moreover, as the filler dispersity increases, it is possible to minimize the degree of
polymer matrix filling with the filler, in which its strength and wear resistance grow
without increasing the modulus of elasticity, roughness and coefficient of friction.

37.2 Result and Discussion

37.2.1 Methods of Testing and Research of Nanocomposites
at Tribocontact

The nanodimensional components were obtained with the Netzsch MicroCer Bead
Mill. The grinding process (40–50 nm) and dispersion there leads to the effect of
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mechanical activation, i.e. the change in the energy state of the material in the
grinding process. The particle size, obtained by grinding in a bead mill, was ana-
lyzed using CPS Model DC24000 analyzer, which measures the distribution of
particle size (in the range from 10 to 400 nm) with centrifugal sedimentation in
optically clear spinning disc filled with fluid. It allows conducting measurements
with high accuracy, resolution, and reproducibility. The use of nanodimensional
particles as additives promotes the formation of new compounds in the surface
layer, characterized by a low coefficient of friction and increased wear resistance.

Some optimal methods for modifying the filler surface were selected to enhance
the adhesive strength at the interface between components and to improve the
properties of composite materials [4]. In the result of the plasma-chemical modi-
fication of the surface, a change in the chemical composition and structure of the
surface layers was revealed [5], while the properties and composition of the main
bulk of the material remained unchanged. Studies of the chemical structure of the
modified polymers surface or their fillers were carried out using IR-Fourier spec-
troscopy of MFTIR. Spectrum analysis provides information about the component
composition of the sample surface.

In the FTIR spectra of MFTIR for F4 MB samples treated with a
low-temperature glow discharge plasma, there are bands specific for double bonds
and conjugated double bonds of RFCF = CF2, RFCF = CO, C2F3O (1400–
1750 cм−1), as well as for CH2 and CH3 (550–700 cм−1). It leads to an increase of
fluoroplastic adhesive ability to polymer binders. In addition, when calculating the
adhesion bond, for example, magnesium spinel and modified fluoroplastic, in which
part of –C2F4– links are replaced with –C2F3O– links, it turned out that the values
of both chemical and van der Waals interactions are much higher than for
unmodified ones. The energy of fluoroplastic – spinel chemical bond is 0.39 and
1.76 eV for unmodified and modified ones respectively, i.e. in 4.5 times larger [6].
Due to that, the processes of structure formation initiate and the mechanism of its
crystallization changes [7]. Thus, there were obtained hybrid fillers with well-bound
components.

The comparative tribological tests were carried out without external lubrication
and with a discretely varying load (in the ranges of 209, 310, 420, 520, 620, 720,
820, 920, 1020 N) on the friction machine AI-5018 by a «finger-roller» scheme in
order to assess the wear resistance of the composite material at a constant specific
pressure. During the entire test time there was a continuous record of the moment of
friction force on the lower shaft of the machine. After the end of the test, weight
wear was measured.

Moreover, tribological tests were carried out on the end type friction
machine «finger-flat disk» constructed in the laboratory. It is able to simulate the
thrust sliding bearing at different loadings (from 0.3 to 10 MPa) and in a wide range
of sliding speed (from 0.1 to 10 m/s).

The results of the tribological test are present in Tables 37.1 and 37.2.
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There is an almost complete agreement between the results on the friction
coefficients and the correlation of the weight and linear wear of the same com-
posites with different tribological conjunction methods. The best results were
obtained for the compositions of Phenylone C-2 + F4 MB (10%) + serpentine
(3%) and, especially, for Phenylone C-2 + F4 MB (10%) + spinel (3%). It was
studied the nanomodified additives effect to the composites with various nanodi-
mensional additives, on the microrelief of the friction surface and the surface state
of the metal counterbody after friction (using the surface analysis system of the
interference microscope—the optical profilometer “NewView-600”). This study
showed that the surface roughness value correlates with the value of the weight
wear, obtained at friction by the “finger-roller” scheme (Table 37.1).

Table 37.1 Weight wear of the tested composite materials at a sliding speed of 0.4 m/s and test
time of 2 h («finger-roller» friction scheme), the roughness of the metal counterbody after friction

Material Wear
(g)

Coefficient of
friction

Roughness
Ra (µm)

Phenylone C-2 0.0458 0.4–0.34 0.513

Phenylone C-2 + F4 MB (10%) 0.0627 0.28–0.25 0.626

Phenylone C-2 + Arimid-Т (10%) 0.0321 0.36–0.32 0.548

Phenylone C-2 + F4 MB
(10%) + serpentinite (3%)

0.0323 0.24–0.22 0.565

Phenylone C-2 + F4 MB (10%) + spinel (3%) 0.0318 0.20–0.16 0.476

Phenylone C-2 + silver graphite (5%) 0.0311 0.19–0.16 0.467

Phenylone C-2 + Arimid-Т (5%) +
thermally expanded graphite (10%)

0.0291 0.21–0.15 0.433

Phenylone C-2 + Arimid-Т (5%) + F4 MB
(10%) + spinel (3%)

0.0297 0.22–0.19 0.439

Table 37.2 Average linear wear of polymer samples on the end type friction machine at load of
1 MPa, sliding speed of 0.5 m/s and test time of 2 h

Tested samples Average linear
wear (mm)

Phenylone C-2 0.43

Phenylone C-2 + 10% F4 MB 0.46

Phenylone C-2 + 10% Arimid-Т 0.37

Phenylone C-2 + 10% F4 MB + 3% serpentinite 0.245

Phenylone C-2 + 10% F4 MB + 3% spinel 0.22

Phenylone C-2 + 10% thermally expanded graphite + 5% Arimid-Т 0.15
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37.2.2 Study of Frictionally Transferred Phenomenon
Under Influence of Nanodimensional Additives

The study of anti-friction tribopolymer film on the surface of the disk after tribo-
mating on the end friction machine was conducted by studied by FTI method of
MFTIR spectroscopy at Nicolet 380 spectrophotometer. It helped to research the
influence of various factors on the formation of anti-friction tribopolymer film.
These factors include changes in the test conditions, the addition of various fillers
and nanoadditives to the test material. As noted above the formation of transferred
film is the result of the interaction between the polymer and the metal surface. The
transferred film is characterized by various thicknesses on the sample area. In
transferred film often there are fragments of polymer molecules, formed in the result
of the destruction of polymer composite, products of molecular oxidation, particles
of the metal counterbody that are in the chemical bond with the molecular frag-
ments of the polymer, etc. Each friction surface prepared for tests is like a shear or
snapshot of the friction process at the time moment, at a certain load and relative
sliding velocity. If the film thickness on tribocontact is comparable with the
information depth of analysis method (0.1–3 lm), then using the infrared spectra,
obtained from a large area, it is possible to view the presence of the transferred film
on the tribomating surface, its composition and structural properties. The sequence
of output of composite component in the transferred film, the destruction processes
of polymer molecules, i.e. natural and broken bonds of atoms in the polymer
molecule, etc. are reflected in these spectra.

The conclusions about these processes can be made by comparing the intensity
and the energy position of the spectra lines, obtained from the friction surfaces with
the spectra of initial polymer compositions. The presence and condition of the
frictionally transferred film at friction with various tested composites studied under
different loads and tribomating times were evaluated, based on analytical lines in
the FTIR spectra of the friction surfaces.

The analysis of the obtained data shows that there is formation of a stable
frictionally transferred film on the steel disk surface while tribomating the tested
composite material based on Phenylone C2 for the period of 5 h at a load of 1 MPa.
The introduction of nanoadditives in an amount of 1.5–3% into the initial composite
leads to a significant increase of the intensity of the absorption bands (1000–1200
cм−1), i.e. increase the thickness of the film. The formation of the frictional film
depends not only on the presence and concentration of nanoadditives, but also on
their size. Creating composites, we selected nanoadditives with the maximum
distribution of the particles sizes of 40 and 100 nm.

Figure 37.1 demonstrates FTIR spectra of the frictionally transferred films on a
steel disk while tribomating with composites based on Phenylone C2.
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Fig. 37.1 FTIR spectra of the frictionally transferred filmson a steel disk while tribomating with
composites based on Phenylone-C2: a phenylone C2 + 10% F4 MB, b Phenylone C2 + 10%
F4 MB + 3% spinel Mn (40 nm), c Phenylone C2 + 10% F4 MB + 3% spinel Mn (100 nm)
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37.3 Conclusion

The results of tribological tests and studies of the tribocontact surface allow
revealing influence regularities of functional additives on the structural state of the
surface layers at the nanoscale and tribophysical properties of tribosystem. It is
shown the increasing of filler dispersion improves conditions of friction film for-
mation at the tribocontact, which significantly improves tribological properties and
reduces the friction coefficient up to 0.15–0.18.

Based on the above-mentioned facts we examined the possibility of regulating
the wear of tribocontact surface with the selection of specific complex nanodi-
mensional additives in composite materials and formulated the development and
technology principles of creating nanocomposite polymer materials of a tri-
botechnical purpose. The obtained results allowed pointing out the most promising
hybrid fillers to polymer composites and nanoadditives that contribute to the for-
mation of frictionally transferred films at tribocontact.
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Chapter 38
Polarizable Models in Molecular
Dynamics for Identification of Effective
Properties

A. N. Soloviev, R. U. Gruzdev, C.-Y. Jenny Lee, Hsiao-Wen Tin
and C.-C. Yang

Abstract The importance of mathematical modeling of modern materials is
emerged due to high cost of test samples and dependence of created samples on
pre-modeling. Today scientists tend to develop such research methods that describe
test samples as accurately as possible. In this chapter, we describe two
highly-effective methods of molecular dynamics (MD): (i) Fluctuating charge
method and (ii) Effective moduli method. The first one is used for modeling of
polarization effect by combining charge equilibration with electronegativity prin-
ciple. The second one is used in mechanics for identification of homogeneous
materials and composites properties. Computational experiments were performed
using the LAMMPS software. Test sample is a nanorod of zinc oxide. It was built
on wurtzite basis cell with 8 basis atoms. COMB3 potential was chosen for its
accuracy and capability of taking into account polarization effect. The sample is
divided into 3 parts: loading area, “computational” area and fixation area. Our goal
was to identify its piezoelectric effective constants and we used the next experi-
ment: first we performed relaxation of the sample and then continued research with
relaxation/loading periods. After each relaxation/loading stage, we computed
piezoelectric effective constant using effective moduli method and after all stages
were studied, we analyzed all results. We also investigated three different sizes of
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the sample to detect size effect. Results of computational experiments are given in
tables and diagrams and correspond to other experiments in this area. Effective
constant value tends to the value of this constant for crystal with increasing the
sample size, demonstrating the expected size effect.

38.1 Introduction

Molecular dynamics method is a computer simulation method for studying physical
movements of atoms and molecules, and presents thus a type of N-body simulation.
With some assumptions, it is capable to take into account polarization effect.
Fluctuating charge method of LAMMPS software has shown good results, both in
accuracy and computational time [1]. Zinc oxide (ZnO) nanorods of different
configurations are point of interest in this paper. ZnO was chosen due to its unique
properties: for example, piezoelectricity in textile fibers coated in ZnO have been
shown capability to fabricate “self-powered nanosystems” with everyday
mechanical stress from wind or body movements [2, 3].

Main idea of numerical experiments is to apply periods of loading/relaxation to
the sample and after period of relaxation to compute efficient piezoconstant.
Boundary conditions and averaging rules were grounded on effective moduli
method.

By investigating samples of different sizes, we expect to calculate values of
piezoconstants and detect size effect.

38.1.1 Research Purpose

We study size effect and applicability of effective moduli method for nano-scale
samples with complex parameters, included into the model.

38.1.2 Research Scope

At this study, we consider following framework of the problem:

(i) the sample is ZnO nanorod;
(ii) investigation of size effect and identification of effective properties;
(iii) first relaxation duration is 30 ps;
(iv) alteration of loading/relaxation period duration to 20 ps.
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38.2 Research Method

Firstly, we built ZnO sample on the wurtzite basis cell with 8 atoms:

a1 ¼ 4:34; 0; 0ð Þ; a2 ¼ 0; 7:51; 0ð Þ; a3 ¼ ð0; 0; 7:08Þ;

b1 ¼ 0; 0; 0ð Þ; b2 ¼ 0:5; 0:5; 0ð Þ; b3 ¼ 1
3
; 0; 0:5

� �
; b4 ¼ 5

6
; 0:5; 0:5

� �
;

b5 ¼ 0; 0; 0:625ð Þ; b6 ¼ 0:5; 0:5; 0:625ð Þ; b7 ¼ 1
3
; 0; 0:125

� �
; b8 ¼ 5

6
; 0:5; 0:125

� �
;

where ai are basis vectors of elementary cell and bi are basis coordinates of atoms in
LAMMPS notation. By using the ZnO basis cell (see Fig. 38.1), we built three
samples (see Table 38.1):

The structure of investigated sample is presented in Fig. 38.2.

Fig. 38.1 ZnO basis cell

Table 38.1 Parameters of
model samples

Rod
number

Number of
atoms

Sizes along the axes (Å)

x y z

1 1080 9.747 8.441 156.18

2 3000 16.245 14.068 156.18

3 5880 22.743 19.696 156.18
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Since molecular dynamics simulations operate with interaction potentials,
COMB3 potential was chosen for this study [4]. The total energy of a system of
atoms is given as

ET ¼
X
i

Eself
i qið Þþ

X
j[ i

Eshort
ij rij; qi; qj

� �þECoul
ij rij; qi; qj

� �h i
þEpolar qi; rij

� �þEvdW rij
� �"

þEbarr qið ÞþEcorr rij; hjik
� ��

;

where Eself
i is the self-energy of atom i (including atomic ionization energies and

electron affinities), Eshort
ij is the bond-order potential between atoms i and j, ECoul

ij is

the Coulomb interaction, Epolar is the polarization term for organic systems, EvdW is
the van der Waals energy, Ebarr is the charge barrier function, and Ecorr are the
angular correction terms. Decision on using certain potential is critically important
point of any MD simulation. We had chosen COMB3 potential due to several its
advantages. First, it is a potential, which takes into account charges (LAMMPS
variable charge potential family) and hence is suitable for simulation of polarization
effects. Second, it supports the electronegativity equalization method [5] and hence
is available for modeling of polarization effect by combining charge equilibration
with electronegativity principle. The COMB3 potential is still under development;
new versions arise with refined parametrization and new modeled materials. The
current state of studying the COMB3 potential is described in Table 38.2.

Fig. 38.2 Structure of
investigated sample: A is
fixation area, B is loading
area, C is identification area,
P is polarization vector
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First, 30 ps relaxation time period is considered to obtain initial state of the
sample. After that, we use series of 20 ps loading/relaxation time periods for
identification of piezo-constant.

The idea of effective moduli method consists of conduction of experiments with
specific initial and boundary conditions for obtaining material properties:

e11 6¼ 0 ) cEeff
11 ¼ r11h i

e11
; cEeff

12 ¼ r22h i
e11

; cEeff
13 ¼ r33h i

e11
; eeff31 ¼ D3h i

e11
;

e33 6¼ 0 ) cEeff
33 ¼ r33h i

e33
; cEeff

13 ¼ r11h i
e33

¼ r22h i
e33

; eeff33 ¼ D3h i
e33

;

e23 6¼ 0 ) cEeff
44 ¼ r33h i=2e23; eeff15 ¼ D2h i=2e23;

E1 6¼ 0 ) eeff15 ¼ � r13h i=E1; e
Seff
11 ¼ D1h i=E1;

E3 6¼ 0 ) eeff31 ¼ � r11h i=E3 ¼ � r22h i=E3; eeff33 ¼ � r33h i=E3; e
Seff
33 ¼ D3h i=E3;

hi ¼ 1
X

R ðÞdX:

38.3 Results

After series of experiments, the next material constants were obtained (Table 38.3):
The size effect, estimated by modeling e33 pirzoconstant, is present in Fig. 38.3.

Table 38.2 Current state of
the investigation of COMB3
potential [6]: F—fully
optimized; M—only
optimized for dimer molecule;
P—in progress

O Cu N C H Ti Zn Zr

O F F F F F F F F

Cu F F P F F P F P

N F P F M F P P P

C F F M F F M M M

H F F F F F M M F

Ti F P P M M F P P

Zn F F P M M P F P

Zr F P P M F P P F

Table 38.3 Summary of
experiments’ results

Elastic modules
(GPa)

Piezoconstant

C11 219 Rod number e33
C12 120 1 2.21

C13 104 2 1.98

C33 230 3 1.88

C44 51

C55 44 Bulk crystal 1.4
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38.4 Discussion and Conclusion

COMB3 potential showed good results in identification of both elastic and piezo-
electric properties, corresponding to results of similar studies. The highest value of
piezoconstant e33 is derived from the smallest sample and vice versa for the largest
one. From these results, it is proved that piezoconstant tends to its bulk value,
demonstrating the expected size effect.

Developed by one of the authors ACELAN (ACoustic and ELectrical ANalysis)
software [7, 8] allows ACELAN-COMPOS module to work in the multiscale
framework [9].

Figure 38.4 demonstrates a possibility to add almost any MD model or algo-
rithm to ACELAN. Restrictions are related to the chosen MD solver. The
nearest-future task is to add models for nanotubes modeling and atomistic finite
element method framework [10].

Fig. 38.3 Size effect for e33 pirzoconstant
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Chapter 39
Evaluation of Mechanical Properties
of the Two-Layer Coating Using
Nanoindentation and Mathematical
Modeling

E. V. Sadyrin, B. I. Mitrin, L. I. Krenev, A. L. Nikolaev
and S. M. Aizikovich

Abstract The mechanical properties of the NiO–Ni two-layer coating, deposited
by magnetron sputtering, on the Si substrate from the series of experiments on
nanoindentation were investigated. A comparison of the experimental results with
the results, obtained using the mathematical model that takes into account the
internal structure of the coating was conducted. The effect of thin surface oxide film
on the effective Young’s modulus of the coating during nanoindentation was
demonstrated.

39.1 Introduction

Deposition of thin films and coatings on surfaces of parts can significantly change
the physical and mechanical properties of the details without affecting their volume.
This is achieved owing to the combination of the properties of the materials con-
stituting the coating. On the one hand, the synthesis of modern coatings is aimed at
creating thinner coatings, and, on the other hand, at constructing coatings of more
complex structure, such as composite (multilayer or functionally graded) coatings
[1]. Coatings deposition can largely improve wear and erosion resistance, dura-
bility, protection against abrasion and corrosion, increase thermal and chemical
stability, reduce friction coefficient of the construction, instrumental and other
materials.

However, the adoption of composite materials into various industries is limited
due to lack of research, certification and diagnostic methods of their properties,
which require the development of new characterization methods. Implementation of
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nanoindentation as a set of methods, using precise local force, applied to the
material with simultaneous recording of the deformation response at nanometer
resolution [2], is becoming common for these tasks. Nanoindentation is actively
used to evaluate mechanical properties of single layer [3, 4] and multilayer coatings
[4–7].

Nonetheless, the methodology for determining the mechanical characteristics of
coatings by means of nanoindentation is not developed enough. The interpretation
of the experimental results, even for homogeneous materials is associated with the
need to consider a number of factors, namely: roughness and coating thickness,
temperature drift, imperfect geometry of the indenter, the structural features of the
material, etc. [8]. Layered coating study is complicated by the fact that the elastic
properties vary by depth. In the interface between the layers, there may be a
significant change of the elastic properties. The correct interpretation of the results
of the layered coating indentation is only possible by methods developed on the
base of mathematical models that take into account the peculiarities of the coating
internal structure.

The aim of the present study is to investigate the mechanical properties of the
magnetron sputtered NiO–Ni two-layer coating on the Si substrate. During the
research, a series of experiments on nanoindentation was held. The comparison of
the experimental results with the results, calculated using a mathematical model,
which take into account the peculiarities of the internal structure of the coating, is
made.

39.2 Sample Preparation

A monocrystalline Si plate was selected as a coating substrate. Before coatings
deposition, the substrate was prepared in several stages by holding it in baths with
the following liquids:

(i) reagent grade acetone, brought to boil,
(ii) H2O2, brought to boil and then cooled,
(iii) CH3COOH, diluted with distilled water by volume of 1: 1,
(iv) deionized water,
(v) solution of 2% HF,
(vi) deionized water.

The coating was deposited by using a DC magnetron sputtering unit BH-2000 M at
the voltage of 470–520 V and the constant current of 35 mA. Before the deposition,
the pressure of*2 � 10−5mbar was created in the vacuum chamber. After that, the
argon admission to a pressure of*2.2 � 10−1 mbar was held. Deposition time was
44.5 min. The distance from the target to the sample was 65 mm. Magnetron
sputtering allows one to obtain the coating of high purity and homogeneity (even on
large surfaces) with strong adhesion to the substrate [9]. Before the deposition,
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the substrate was partially masked for the subsequent evaluation of the mechanical
characteristics of the substrate.

As a result, the NiO–Ni two-layer coating was obtained. On the difference in
height between the deposited coating and the substrate (which was covered with a
mask), the total thickness of the coating was determined by using a Contour Elite K
(Bruker, USA) 3D optical microscope (Fig. 39.1). The total thickness was
*300 nm.

To obtain the thickness of the NiO oxide thin film, the ion beam etching by using
a scanning electron microscope (SEM) was carried out. As a result, the thickness of
NiO film was *50 nm (Fig. 39.2). Thus, thickness of Ni layer was *250 nm.

The values of the mechanical characteristics of the materials, constituting the
coating, were obtained from available references and preliminary experiments.
These values are shown in Table 39.1 (if the reference is not pointed, this char-
acteristic was obtained from preliminary experiments).

Fig. 39.1 NiO–Ni coating thickness determination

Fig. 39.2 NiO layer thickness determination
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It should be noted that moduli of elasticity of the materials, constituting the
coating is significantly different: NiO and Ni differ in 2.2 times, Ni and Si substrate
differ in 1.4 times.

39.3 Micro-Geometry Characteristics

Using an atomic force microscope (AFM) Nanoeducator (NT-MDT, Russia), the
following microgeometrical characteristics of the Si substrate were obtained:

(i) maximum roughness height Rt not exceeding 25.1 nm,
(ii) average roughness Ra not exceeding 3.71 nm (Fig. 39.3).

After that, the same characteristics were obtained for the coating:

(i) maximum roughness height Rt not exceeding 18.7 nm,
(ii) average roughness Ra not exceeding 3.2 nm (Fig. 39.4).

Table 39.1 Mechanical
characteristics of the
materials, constituting the
coating

Material Young’s modulus E (GPa) Poisson’s ratio (m)

NiO 90 [10] 0.21 [11]

Ni 203 ± 7 [12, 13] 0.31 [13]

Si 145.7 ± 2.3 0.22 [14]

Fig. 39.3 Si-substrate surface profile
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39.4 Theory

To achieve the aims of the present research, we consider the dependence of the
value of the effective Young’s modulus on the indentation contact depth [2] as

E ¼ 1� v2
� � 1

Er
� 1� v2i

Ei

� ��1

; ð39:1Þ

where m and mi are the Poisson’s ratios of the material under test and the indenter
respectively; Ei is the Young’s modulus of indenter; Er is the reduced indentation
modulus. The reduced modulus Er can be calculated from the formula:

Er ¼ S
ffiffiffi
p

p
2b

ffiffiffiffiffi
Ac

p ; ð39:2Þ

where Ac is the projected area of the print on the plane normal to the pressing force;
S is contact stiffness; b is adjusting coefficient, proposed by King [15] to account
for the influence of the shape of the indenter on the contact stiffness in elastic
contact of material with rigid non-spherical indenters (for Berkovich indenter
b = 1.034 [16]). The experimental values of the effective Young’s modulus were
determined by using the Oliver and Pharr method [2] from the analysis of the
unloading part of the force—displacement curve.

Due to the spherical blunting of the Berkovich indenter tip, it is possible to use a
spherical indenter mathematical model for the simulation of indentation at small
depths. For the theoretical calculation of the Young’s modulus as a function of
indentation depth, we apply the solution of the elasticity theory for contact problem
on the penetration of a rigid spherical indenter into an elastic coating inhomoge-
neous by depth. The coating is coupled with a homogeneous elastic half-space [17].

Fig. 39.4 Coating surface profile
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On the base of assumptions about the rigidity and the spherical shape of indenter,
we selected for modeling results: Er = E and b = 1.

Theoretical curves, demonstrating dependence of Young’s modulus on contact
depth for the elastic spherical indenter, which penetrates into Ni–Si and NiO–Ni–Si
structures, are shown in Fig. 39.5.

39.5 Experimental Details and Results

For the experimental investigation of the mechanical properties of coating, a Nano
Test 600 (Micro Materials, UK) for nanoindentation testing was used. During all
the experiments, a functional block “Nanotest”, allowing one to apply the load from
0.01 mN up to 500 mN, was connected. The device was equipped with a chamber,
in which the temperature is kept constant (during all the experiments it was equal to
27.5 °C). The test unit was situated on the antivibration table with an air bag. In all
the experiments, the Berkovich indenter with the diamond tip was used. Radius of
curvature of the indenter tip was *100 nm.

Experiments were conducted with the load range from 0.1 up to 75 mN.
“Loading—holding—unloading” time was equal to 30 s for each of the stages. The
approach speed of the indenter to surface was 20 nm/s. Special experimental mode
was applied for the registration of the thermal drift. This mode comprises the hold
period of the indenter for 60 s under the constant load at the beginning of the
loading and at the end of the unloading. Correction of the thermal drift was per-
formed by using the software of the nanoindentation test unit.

Fig. 39.5 Comparison of experimental and theoretical results
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The values of effective Young’s modulus, depending on the contact depth,
obtained in the each experiment are plotted in Fig. 39.5 with dots. The dependences
of the effective Young’s modulus on the contact depth for the elastic spherical
indenter, penetrating into Ni–Si (curve 1) and NiO–Ni–Si (curve 2 and 3) struc-
tures, are demonstrated. The curve 3 is plotted for abrupt change of the mechanical
properties between NiO and Ni layers, while the curve 2 corresponds to smooth
change of the mechanical properties between these layers.

Analysis of the experimental and theoretical results allows one to establish the
following:

(i) smooth change of the mechanical properties between NiO and Ni layers
(curve 3), taken into account in mathematical modeling, better corresponds to
the experimental data; the results, presented below, relate to this case;

(ii) theoretical dependences for the Ni and NiO–Ni coatings differs significantly
throughout the load range;

(iii) experimental results correspond to the theoretical curve for the NiO–Ni
coating; it confirms the hypothesis about the influence of the oxide film on
the indentation experiment results;

(iv) the effective values of Young’s modulus (both experimental and theoretical
for NiO–Ni coating), depending on the indentation depth, may differ sig-
nificantly from the values for Ni. In this case, application of the standard
approach, namely indentation to a depth of � 10% on the coating thickness
(ISO 14577—1:2015), will lead to the erroneous results in determining the
elastic modulus of the Ni coating.

39.6 Conclusions

Theoretical calculations and experimental results have shown that the presence of
the thin oxide film significantly affects the deformation response of the coating.
Studying the coating structure and mathematical modeling of indentation process is
crucial for accurate determination of the mechanical properties of thin coatings by
means of nanoindentation. It is important with viewpoint of the possibility that an
oxide film might form on the sample (particularly in experiments at elevated
temperatures [18]).
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Chapter 40
Benchmark Analysis of a Helmholtz
Resonator for Estimating Acoustic
Metamaterial Properties

Karisma Mohapatra and D. P. Jena

Abstract Acoustic metamaterial gets significant attention due to possibility in
control, direct and manipulate sound waves. Various metamaterial models have
been proposed mostly for air medium, however applicable to water medium for
cloaking purpose. Control of the various forms of sound waves is possible with a
negative refractive index material, mostly accomplished through bulk modulus and
density of the material. However, in case of acoustic metamaterial, the shapes and
structures play vital role in accomplishing the same. Present research focuses in
analysing the most known acoustic structure, Helmholtz resonator, to estimate the
metamaterial properties such as effective mass density and effective bulk modulus.
The transfer matrix of Helmholtz resonator is used to extract the scattering matrix,
which is subsequently used to estimate the effective bulk modulus and effective
mass density. Next, a finite element analysis (FEA) has been carried out using
two-load boundary condition to estimate the transfer matrix, validated against
experimental results. In a similar manner, the effective mass density and effective
bulk modulus have been extracted and validated against analytical results.
Moreover, two Helmholtz resonators separated with a known duct have been
analysed to evaluate the applicability of transfer matrix method in estimating
acoustic metamaterial properties. All analytical results have been validated against
numerical results for air medium.

40.1 Introduction

Metamaterial is a recent trend in material science, in general, is not available in
nature due to its uncommon material properties in an effect can manipulate the
conventional laws of physics. If we talk about specifically acoustic metamaterial,
we can say that using such materials the sound wave gets manipulated as an
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outcome bending and twisting phenomena can be introduced. Metamaterials can be
classified with zero or negative refractive index. The refractive index can be con-
trolled by controlling the effective mass density or effective bulk modulus or both in
case of acoustic metamaterial. Various acoustic metamaterial patterns have been
introduced and reported till date to demonstrate the possibilities of such phenomena
which is really uncommon in nature [1–10].

In present work, the possibilities of estimating acoustic metamaterial properties
from electro-acoustic modelling is investigated [1]. In line with the objective, the
most classical acoustic filter such as a Helmholtz resonator has been taken for
analysis. First the analytical technique has been used to estimate the transfer matrix
followed by extraction of effective mass density and effective bulk modulus
[1, 4]. Subsequently, an array of Helmholtz resonator, specifically, two different
Helmholtz resonators separated by a duct have been analysed. The report demon-
strates the potential of analytical modelling, potential of numerical modelling of the
experiment defined by ASTM E2611 to extract the transfer matrix which is sub-
sequently used in estimating the metamaterial properties. However, it can be
noticed that the acoustic metamaterial properties such as negative bulk modulus and
negative mass density are estimated by using transfer matrix, which is very essential
to extract transmission and reflection coefficient.

40.1.1 Research Purpose

The present research aims to extract the reflection and transmission coefficients of a
Helmholtz resonator using analytical or transfer matrix method. The estimated
reflection and transmission coefficients will be used to extract the effective mass
density and effective bulk modulus. The estimated results will be judged against the
numerical results.

40.1.2 Research Scope

At this study, we consider the following observations of the problem:

(i) benchmarking of Helmholtz resonator;
(ii) extracting the metamaterial properties such as effective mass density and

effective bulk modulus;
(iii) Helmholtz resonator and two Helmholtz resonators separated by a duct have

been investigated by analytically, numerically and experimentally.
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40.2 Analytical Modelling

Helmholtz resonator is a kind of classical acoustic filter, more specifically a passive
acoustic band stop filter, which is modelled analytically with electro-acoustic
modelling theory using the empirical model to estimate the lumped acoustic
impedance of the resonator [1]. In general, it is essential to get transfer matrix of
any acoustic filter to estimate corresponding acoustic properties. As the focus of the
work is to understand the behaviour of a Helmholtz resonator from metamaterial
prospective, we first try to model the resonator of a given dimension. The analyt-
ically extracted transfer matrix is subsequently used to estimate the acoustic
transmission loss of the given resonator and two resonators separated by a duct.
Mathematically, the corresponding transfer matrix for resonators, shown in
Fig. 40.3c, b, can be written as

TM1 ¼ TMduct�1 � TMHR�1 � TMduct�2

TM2 ¼ TMduct�1 � TMHR�1 � TMduct�2 � TMHR�2 � TMduct�3

�
ð40:1Þ

The transfer matrix of any acoustic duct ðTMductÞ in liner acoustics can be
modelled using duct radius (dr), and duct length (lr). In a similar fashion, the
lumped system can also be modelled for any Helmholtz resonator, TMHR, using the
geometrical parameters such as cavity volume (Vc), neck radius (rn), and length (ln).
Mathematically it can be written [1–3] as

TMduct ¼ cosðklrÞ �j Yr sinðklrÞ
�j=Yr sin ðklrÞ cosðklrÞ

� �
; where Yr ¼ c=pd2r ; ð40:2Þ

and

TMHR ¼ 1 0
Z�1
HR 1

� �
; where ZHR ¼ j w leq

Sn
� c2

wVc

n o
þ w2

p c2

leq ¼ ln þ 1:7rn; ðneglecting thicknessÞ

(
ð40:3Þ

In above expressions, w is the frequency in radian, c is the speed of sound and
k is the wave number.

40.3 Extraction of Metamaterial Properties

Now, using aforementioned electro-acoustic modelling, the transfer matrix of any
acoustic filter can be presented as mentioned below. The upper subscript ‘1’ and ‘2’
stands for two different acoustic filter configurations, shown in Fig. 40.3c, b:
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TM1 ¼ TM1
11 TM1

12
TM1

21 TM1
22

� �
; and TM2 ¼ TM2

11 TM2
12

TM2
21 TM2

22

� �
ð40:4Þ

The effective acoustic metamaterial properties such as acoustic impedance (Zeff)
and refractive index (neff) can be extracted using reflection coefficient of the acoustic
filter (R) and transmission coefficient of the filter (T) as mentioned below [4]:

Keff =K0 ¼ neff =Zeff ; and qeff =q0 ¼ neff Zeff
Zeff ¼ r

1�2RþR2�T2 ; and, neff ¼ �j log xþ 2pm
kd ;

where r ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðR2 � T2 � 1Þ2 � 4T2

q
; x ¼ 1�R2 þT2 þ r

2T

8><
>: ð40:5Þ

In order to extract the aforementioned properties, the reflection coefficient
(R) and transmission coefficient (T) are essential which can be extracted from the
corresponding transfer matrix using below mathematical relations [5]:

R ¼ T11 � qcT21
T11 þ qcT21

; and T ¼ 2ejkd

T11 þ T12=qcþ qcT21 þ T22
ð40:6Þ

The transmission loss can be estimated as

TL ¼ 20 log 10
1
T

� �
ð40:7Þ

40.4 Numerical Modelling

From design prospective numerical modelling is essential, particularly, from
industrial prospective. In line with this, first a Helmholtz resonator configuration is
taken from literature for analysis as shown in Fig. 40.1a [6]. The modelling and
analysis has been carried out in COMSOL platform, which is a boundary element
method (BEM) based software. The analyses, mimicking two source experiment
ASTM E2611, have been carried. The sound pressure from four different micro-
phone positions (m1 to m4 mentioned in Fig. 40.1 have been used to extract the
corresponding transfer matrix following ASTM E2611 standard. The perfectly
matched layer (PML) has been used at outlet to simulate the non-reflecting
boundary condition).

The corresponding results such as real part of effective mass density ratio and
effective compressibility ratio, extracted using aforementioned equations, are shown
in Fig. 40.2. It can be noted that if outlet is modelled by applying characteristic
acoustic impedance, Zair ¼ qc, as boundary conditions, the same fact also is
observed. Analysing results, it can be concluded that the analytical result agrees
adequately with numerical result. So now we can do further analyses using above
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said technique to understand the response of a single Helmholtz resonator and two
Helmholtz resonators, separated by a duct, in detail from acoustic metamaterial
point of view.

40.5 Experiment

So as to authenticate the analytical modelling, subsequently, a Helmholtz resonator
and two Helmholtz resonators, separated by a duct, have been fabricated using 3D
printing for experimental investigation as shown below in Fig. 40.3. The neck
radius, neck length, and cavity radius of Helmholtz resonators are 5, 30, and
15 mm, respectively. However, the cavity length of smaller one is 30 mm and the
larger one is 37.5 mm and the duct length attached to each resonator is 80 mm,
where the resonator is mounted on the mid of the duct. The experiments have been
conducted with a B&K© make transmission loss tube and corresponding results
against analytical results have been shown in Fig. 40.4. From experiments, the
potential of transfer matrix method again gets re-established through adequate
agreement with experimental results, which motivate us for further investigation.

Fig. 40.1 Numerical model of Helmholtz resonators; a Helmholtz resonator from literature [6],
and b experimental Helmholtz resonator

Fig. 40.2 a Effective mass density ratio, and b effective compressibility ratio of Helmholtz
resonator [6]
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40.6 Results and Discussion

Now, the objective is to understand the possibilities of estimating effective material
properties of a Helmholtz resonator and an array using linear electro-acoustic
modelling. Accordingly, first the transfer matrix of the single Helmholtz resonator
has been estimated. The transmission and reflection coefficients have been extracted
using aforementioned (40.6).

Subsequently, those coefficients have been used in (40.5) for estimating the
effective material properties. In a similar fashion, the numerical model as discussed

Fig. 40.3 Experimental test setup; a B&K© make transmission loss tube, b two Helmholtz
resonators, separated by a duct, and c single Helmholtz resonator, fitted in test setup (the
experiments have been carried out at IIT Bhubaneswar)

Fig. 40.4 Acoustic transmission loss of Helmholtz resonators; a single Helmholtz resonator,
b two Helmholtz resonators, separated by a duct
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earlier has been analysed to estimate the transfer matrix using two source condi-
tions. The numerically extracted transfer matrix has also been processed using
aforesaid equations to estimate the effective material properties. The corresponding
results have been shown in Fig. 40.5.

In a similar fashion, the array of Helmholtz resonators has also been analysed.
The corresponding analytical and numerical results have been shown in Fig. 40.6.
From above analyses, it can be noticed that in the case of single Helmholtz res-
onator, the real part of compressibility only gets negative in resonant frequency.
However, in the case of array the real part of both effective mass and compress-
ibility get negative. The effect may be justified with the phenomena of resonance
considering the array as a single meta-atom.

Fig. 40.5 Effective metamaterial properties of a single Helmholtz resonator (“Re” stands for real
part and “Im” stands for imaginary part)
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40.7 Conclusion

From experimental analyses, it is re-established that the linear acoustic modelling
can be used to extract almost accurate transfer matrix of an acoustic filter.
Moreover, it can be noticed that the corresponding transfer matrix can be used to
extract the transmission and reflection coefficient to estimate the effective acoustic
metamaterial properties such as effective mass density and effective compressibility
or bulk modulus. The numerical and analytical results agree to each other ade-
quately. The above report also may be perceived that the layers of acoustic meta-
material is possible to model using corresponding transfer matrix, based on linear
electro-acoustic modelling theory, if the impedance of the meta-atom is known.
Last but not the least, the potential of numerical technique, mimicking experiment
of two source method defined by ASTM E2611, has been demonstrated to be
effective in estimating the effective metamaterial properties in case of unknown
metamaterial which is essential from industrial design prospective.

Fig. 40.6 Effective metamaterial properties of two Helmholtz resonators, separated by a duct
(“Re” stands for real part and “Im” stands for imaginary part)
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Chapter 41
Thermoelectric Converter Based
on Metal–Dielectric–Semiconductor–
Metal Structures and Its Experimental
Investigation

G. Ya. Karapetyan and I. A. Parinov

Abstract The thermoelectric converter of field-effect transistor type, based on
metal–dielectric–semiconductor–metal (MDSM) structures, is proposed, in which a
thermal energy transforms into the potential energy of a charged gate capacitor.
Experiments with field-effect transistors in a circuit with diodes were performed
upon the action on the circuit a sinusoidal electric signal with bias. The excess of
the power, released to the elements of the circuit, over the power consumption by
tens of percents was obtained, which in a whole confirms the correctness of the
proposed concept of the conversion of heat into electricity.

41.1 Introduction

The state of the art in the field of thermoelectric conversion is described in the
reviews [1, 2], in which the principle of thermoelectric conversion is not questioned
and assumes mandatory presence a heater and a refrigerator. From this principle of
thermoelectric conversion it follows that the presence of thermal conductivity
substantially reduces the efficiency of the thermoelectric conversion, since some of
the heat passes unhindered from the hot end to the cold end, without being con-
verted to electric energy.

For many decades until the end of the last century, the properties of thermo-
electric materials on the dimensionless quality parameter ZT were at the level of
*1, which corresponds to efficiency of about 5% when used in practical devices.
The main reserve for further increase in ZT is the decrease in the thermal con-
ductivity of the material. In this direction, the most active research has been con-
ducted recently. Physically, this means that it is possible to create in a solid such
heterogeneities that would be effective for phonon scattering, reducing their mean
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free path and, consequently, thermal conductivity, and at the same time, practically
do not affect the scattering of charge carriers, would not change their mobility, and
hence the electrical conductivity. The creation of materials with strong phonon
scatterers is based on the filling of interstices (micropores) of the initial crystal—
matrix by heavy atoms, the effective radius of which is smaller than the micropore
radius. It ensures their weak coupling with the matrix and the appearance of large
anharmonicity of local oscillation modes. This makes it possible to improve the
transformation of the heat flux into electrical energy in the manufacture of branches
of the thermal element of p- and n-types in the form of solid solutions containing
magnesium, silicon, lead, and barium, and also one or more additional alloying
materials [3]. Thanks to careful selection of the concentrations of these impurities, it
was possible to obtain an extremely small value of the thermal conductivity, equal
to 0.002 W/(cm K). This is reasonably expected to lead to an increase in the
thermoelectric quality index ZT to a level of the order of 3 at room temperature.

As noted in [1, 2], thermoelectric studies attracted a significant attention only
with the advent of new concepts and theories aimed at controlling the transfer of
electrons and phonons in nanostructures and bulk materials. For example, it was
shown in [4] that double quantum dots can be used in thermoelectric generators
using different quantum dots as n- and p-branches. The research of quantum points
was also performed in [5, 6]. For example, it was shown in [7] that in pores with a
size of 20 nm in SiGe crystals, it was possible to increase the value of ZT to 1.4,
while pores of about 1 lm size almost do not affect the thermal conductivity of the
crystals. In [8], nanoporous graphene was considered, in which it was possible to
significantly reduce the thermal conductivity to 0.9 W/(m K), i.e. reduce thermal
conductivity by 5000 times.

The results of modern studies of thermoelectric converters show that it is pos-
sible to obtain electric energy not only in the presence of a temperature difference,
but also in its absence. For example, a thermoelectric transducer, based on
samarium sulphide, was proposed in [16], which started to generate a voltage at
uniform heating above 150 °C (without creating a temperature gradient). At the
same time, it cooled absorbing heat from environment. With this purpose, a gra-
dient of samarium ion concentration was created in the samarium sulphide crystal
perpendicular to the electrodes on which the voltage was measured. Such a gen-
erator produced an electric voltage in the form of short pulses, the occurrence of
which took place randomly. This process did not allow the summation of the values
of electrical voltages of several connected in series converters and thereby one to
increase their summary power.

Recently, papers [9, 10] have also appeared, in which an AC design was pro-
posed for a thermoelectric cooler that had not a hot end; it only works for cooling.
However, it can work only at helium temperatures, where superconductivity of
aluminum is possible, which is a significant drawback. Thus, above discussion
shows, that at present all thermoelectric converters use a temperature difference for
their work. Those converters that can work without the presence of temperature
difference (gradient) either do not allow us to obtain the necessary power, or operate
at very low temperatures.
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The proposed in the paper thermoelectric transducer based on MDSM structures
will also operate without a temperature difference, but at room temperatures and
above. Moreover, it will produce a constant voltage or in the form of periodic
pulses, which will allow the summation of voltages from several such converters to
increase power. Therefore, it has a significant novelty and can make a great con-
tribution to the scientific foundations of thermoelectric conversion. It can be argued
that the thermoelectric transducer proposed by us, to some extent, simulates the
situation that occurs in a single-electron cooler: electrons carry heat from the
semiconductor substrate during the discharge–charging cycle of the gate capacitor.

41.2 Main Conception

The semiconductor thermoelectric converter of the field-effect transistor type, based
on metal–dielectric–semiconductor–metal (MDSM) structures (see Fig. 41.1), was
proposed in [11–13]. It should generate a voltage not in the form of random pulses,
but in the form of a constant or alternating voltage with a stable phase. This allows
one to summarize the generated voltages and increase electric power. These studies
showed that during charging a gate capacitor by using an external battery, the
thermal energy, absorbed at the junction “bottom electrode–semiconductor sub-
strate”, converts into the potential energy of the charged capacitor. The electric

Fig. 41.1 MDSM structure
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potential of a near-surface charge is equal to the electric potential of the semi-
conductor substrate (see Fig. 41.1). The concentration of electrons in the
near-surface charge is far higher than into volume of the substrate.

The electric potential of the near-surface charge should be greater than the
voltage U0 of the battery charging the gate capacitor by the value of the potential
barrier Uk = (Ec − EF)/e. Here Ec is the energy at the bottom of the conduction
band, EF is the Fermi energy and e is the charge of electron. This is due to electrons
overcome the potential barrier by absorbing the thermal energy at the junction
“bottom electrode–substrate” (Fig. 41.1). Therefore, the energy of a charged
capacitor is greater than the energy, obtained from the battery, by an amount
CgU0Uk (where Cg is the capacitance of the gate capacitor) [12]. In this case, the
potential of the near-surface charge is not U0, but U0 + Uk. Then the bottom of the
conduction band in the near-surface charge will be disposed at the same level as in
the semiconductor volume (Fig. 41.2). At the same time, the electron concentration
in the near-surface charge will be far higher than in the bulk of the semiconductor.

Since the electron concentration depends on the difference between the bottom
of the conduction band, and it is larger when the difference is lower [14], but the
bottom of the conduction band does not bend, then this leads to the fact that the
Fermi level in the near-surface charge zone is bent (Fig. 41.2). Therefore, this
Fermi level of the near-surface charge differs from the Fermi level in the semi-
conductor substrate and, correspondingly, from the Fermi level in the bottom
electrode. The latter level is equal to the Fermi level in the substrate due to ther-
modynamic equilibrium. In the area of the near-surface charge, the conditions are
not satisfied for thermodynamic equilibrium, but only for electrostatic one, which
does not coincide with the thermodynamic equilibrium. It leads to above-mentioned
bending the Fermi level (see Fig. 41.2) [13].

The electric potential of the bottom electrode (see Fig. 41.1) differs from the
potential of the semiconductor substrate by the magnitude of the potential barrier,
which electrons overcome during the passing from metal into semiconductor. Then
an electric potential difference equal to the potential barrier arises between the

Fig. 41.2 Energy chart of near-surface charge in MDSM structure, presented in Fig. 41.1
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near-surface charge and the bottom electrode. The inequality of the Fermi levels
shows that it creates a source of electromotive force (EMF), in which there is
always an electric potential difference and an inequality of the Fermi levels at the
electrodes. However, in the above-mentioned works, the processes, which arise at
the junction of the near-surface charge with the electrodes, joined to it (Fig. 41.1),
are not explained. It makes these works logically incomplete with an unclear
possibility of practical application.

The following question arises. Is it possible to join a metallic electrode to a
near-surface charge by preserving the arisen electric potential difference, at least in
part? It is not between the near-surface charge and the bottom electrode, but
between the electrodes, one of which is the bottom electrode and the other is the
electrode, joined to the near-surface charge. To answer this question, we consider
two cases.

Case 1. Let the metallic electrode, joined to the near-surface charge, does not form a
barrier layer with a semiconductor substrate, that is can freely exchange charge
carriers with the substrate and near-surface charge, simultaneously. Before charging
the gate capacitor, the Fermi level in this electrode coincides with the Fermi level in
the substrate. After charging the capacitor, near-surface charge forms, in which the
Fermi level is bent [13]. This charge is joined to the electrodes, joined to the drain
and source (see Fig. 41.1). Since the junction area with the substrate will be far
larger than the junction area with the near-surface charge and metal is able to
exchange freely charge carriers with the substrate, the Fermi level in the main part
of the metal will not change. In the region of junction with the near-surface charge,
a transition region is formed in the near-surface charge. In this region, the Fermi
level will vary smoothly from the Fermi level in the substrate to the Fermi level in
the near-surface charge. It is clear that in this case, the electric potential difference
between the electrode, joined to the near-surface charge, and the bottom electrode
will be absent. It is caused by that, what an electric potential difference arises in the
transition region between the near-surface charge and the electrode. It will have the
opposite sign in respect to the potential barrier between the bottom electrode and
the substrate. Then the electrons, passing through the transition region into the
electrode, will give away an additional energy that they acquire during the transition
from metal to semiconductor, overcoming the potential barrier. So, neither the
voltage source nor the cooler cannot be created in this way.
Case 2. Let the metallic electrode, joined to the near-surface charge, forms a barrier
layer with a semiconductor substrate, as initially suggested in [11]. In this case,
before charging the gate capacitor, the Fermi level in the electrode is equal to the
Fermi level in the substrate. However, because of the presence of the barrier layer,
the electrode cannot freely exchange carriers with the substrate. By charging the
capacitor, near-surface charge forms, in which the electrons are in a degenerate
state, and this charge is joined to the electrode (see Fig. 41.1). Therefore, the
electrode can freely exchange electrons with the near-surface charge, but no with
the substrate. Then the Fermi level of this electrode becomes equal to the Fermi
level of the near-surface charge, at least for a while, until there is an exchange of
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electrons between the electrode and the substrate. An electric potential difference
arises at the junction “electrode–near-surface charge”. However, this electric
potential difference Uk1 (potential barrier) is much less than the electric potential
difference between the bottom electrode and the substrate, since the concentration
of electrons in the near-surface charge is much higher. Then the electric potential
difference between the electrodes, joined to the near-surface charge, and the bottom
electrode will be DUk = Uk − Uk1, where Uk is the electric potential difference
between the substrate and the bottom electrode (see Figs. 41.1 and 41.2).

Thus, an electric potential difference forms between the electrode, joined to the
near-surface charge, and the bottom electrode. These electrodes have different
Fermi levels and it allows one to consider the resulting electric potential difference
as a source of EMF. In this case, the heat, released at the junction “electrode–
surface charge Q2” at discharging the gate capacitor, is far less than the heat,
absorbed at the junction “bottom electrode–substrate Q1” at its charging. It takes
place, since the potential barrier between the electrode and the near-surface charge
is much less than the potential barrier between the bottom electrode and the
substrate.

Let us perform charging–discharging of the gate capacitor in the MDSM
structure into range of voltages, at which the near-surface charge is joined to the
metal regions all the time. Then, after each process of charging, the transition layer,
formed due to possible carriers exchange between the metal regions and the sub-
strate, will disappear. This will take place because after each process of charging,
the gate capacitor will acquire an additional energy due to the absorption of heat at
the junction “bottom electrode–substrate”. In the result, it will restore the electric
potential of the near-surface charge in a whole gate region and lead to the disap-
pearance of the transition layer. The near-surface charge is always joined to the
electrode during process of charging–discharging the gate capacitor. Therefore, the
electrode can quickly exchange electrons with a near-surface charge and their Fermi
levels equalize. The time of the electron exchange between the electrode and the
substrate is far longer because of the presence of a barrier layer. Therefore, the
electrode will be recharged always to the electric potential of substrate (if carrier
exchange occurs and a transition region is formed as in Case 1). The energy,
required for this recharging, will be generated at the junction “bottom electrode–
substrate”.

We now discharge the gate capacitor through the resistor R before the exchange
of charges between the metal regions and the substrate. Then, not only the energy,
acquired from the voltage source, but also the energy, obtained during the
absorption of heat at the junction “bottom electrode–substrate”, will be released on
the capacitor minus the energy, released at the junction “metal region–drain/
source”. As noted above, the latter energy is much lesser than the energy, absorbed
at the junction “bottom electrode–substrate”. Then during the charge–discharge
cycle of the gate capacitor, the MDSM structure will cool down and convert the
absorbed heat into electrical energy. This will occur even at exchanging charge
carriers between the metal regions and the substrate. During the charge carriers
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exchange between the drain/source and the bottom electrode, through the resistor,
the current will pass, which shorts circuit of electrodes. This current will restore
after each charging the gate capacitor. Thus, the MDSM structure will operate as a
voltage source and a cooler or only as a cooler, if there is an exchange of charges
between the metal regions and the substrate.

In experiment, we have studied field-effect transistors, which presented also
MDSM structures. However, in the field-effect transistors, the barrier layer, formed
between p-regions and n-type substrate, disappears only between the near-surface
charge and the p-regions. However, it remains between the substrate and the p-
regions, joined to the near-surface charge (see Fig. 41.3) in the regime of strong
inversion, when a negative electric potential is applied to the gate. The barrier layer
does not disappear also between the near-surface charge and the p-regions in the
saturation regime, when a positive potential is applied to the gate. This leads to a
sharp increase in the electric resistance between the bottom electrode and the
connected in parallel drain and source, since a p-n junction forms between them, in
which the current passes in the direction of the junction “substrate–drain/source”.

The area of the p-n junction is much larger than in dot diodes. Therefore, it will
have reverse currents of the order of several fractions of the microampere. During
charging and discharging the gate capacitor, the current passes through this junc-
tion, when a voltage dropping at the junction “substrate–drain/source” exceeds
0.4 V [11, 15]. Therefore, during charging–discharging cycle of the gate capacitor
of field-effect transistor, current will pass through the junctions “bottom electrode–
substrate” and “near-surface charge–drain/source” and heat will absorb or release.
However, because of the bending of the Fermi level (since the p-regions are isolated
from the substrate and cannot freely exchange charges with it for at least some
time), the amount of heat, absorbed in the region of the near-surface charge, can
exceed the amount of heat released. This will lead to cooling the transistor and
converting the absorbed heat into electrical energy. In this case, at the charging–
discharging cycle of the gate capacitor, a greater energy should be released on the
electrical circuit elements than consumed one from the voltage source, which
charges the gate capacitor. Such experiments were described in [12].

Fig. 41.3 Field-effect transistor is the MDSM structure

41 Thermoelectric Converter Based on Metal … 521



In work [11], measurements were carried out in the saturation regime and the
values of output power, exceeding the power consumption by 1–7%, were obtained
for charging–discharging cycle of the gate capacitor. In work [15], measurements,
using the same cycle, were carried out in the regime of strong inversion and an
excess over the consumed power was obtained not less than 10%. In these studies, a
parallel connection of 10 field-effect transistors KP304A (2N4268) was used to
provide a total gate capacitance (90 pF), which was much larger than a capacitance
of the touched probe (5 pF). It was performed in order to minimize the effect of the
touched probe on the measurement results. The voltages of the power supplies U0

and U were higher than the threshold value, at which the drain and source were
always joined to the near-surface charge. Since the parameters of the transistors
were differed from each other, this could lead to a decrease in the ratio of the output
power to the consumed one in comparison with the measurements, carried out for a
single transistor. The touched probe for the single transistor had a capacitance
smaller than the gate capacitance (9 pF). Therefore, the measuring circuit for one
transistor was investigated (see Fig. 41.4).

Fig. 41.4 Measurement electric scheme
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41.3 Description of Experiment

Using diodes D219A (DR482) in this electric scheme allowed instead of charging–
discharging cycle of the gate capacitor one to apply to the circuit a sinusoidal
voltage with a bias up to +12 V to obtain a mode of strong inversion or saturation in
the transistor.

The values of voltage in the circuit were measured at points s1, s2, …, s6 with
respect to point s0, using a digital oscilloscope V-421. The measured voltage was
applied to the oscilloscope by using a touched probe (NR-9060), which had an
input resistance of 10 MX and an input capacitance of 23 pF. To take into account
the influence of the touched probe, the measuring circuit was designed so that
capacitors with a capacity of 23 pF were joined to all measurement points s1, s2,…,
s6. For measurements at the point si, the capacitor Ci (i = 0, 1, …, 4) was disjoined
and instead of it a touched probe with the same capacitance was joined. Therefore,
the operation of the circuit was not disturbed when the touched probe was joined.
The capacitance C0 (connected in parallel to the source of alternating voltage and
the source of direct bias) had practically no effect on the operation of the circuit, and
therefore was not taken into account in the calculations, although it was joined to
the circuit during the measurement. Since resistors R1 and R2 had resistance equal
to 10 kX, and the touch probe resistance was 10 MX (103 times greater), the
influence of the probe resistance on the operation of the circuit could be neglected.
Thus, by measuring in this scheme, the touched probe did not affect the operation of
the circuit and results, obtained during the measurement. The oscilloscope had a
scan of 1024 points (k = 0; 1; 2; …; 1023), and a frequency of alternative sine
signal was f = 597 kHz. At the same time, the number of the considered points per
a period of oscillation T was jmax = 168. The measurements at each point were
averaged based on the results of 104 measurements, which minimized the effect of
random hindrances. These hindrances significantly decreased upon summation and
had almost no effect on the accuracy of the measurements.

The results were processed by using the MathCaD-14 software, which allowed
one to determine the currents and powers in the circuit by using the voltage
measurements. The voltages and currents in the circuit were designed as follows:

UR1 = Us5 − Us0 is the voltage on the resistor R1 and the capacitor C2;
UR2 = Us4 − Us0 is the voltage on the resistor R2 and the capacitor C3;
UR3 = Us3 − Us2 is the voltage on the resistor R3;
UC1 = Us5 − Us0 is the voltage on the capacitor C1;
UC4 = Us4 − Us0 is the voltage on the capacitor C4;
UD1 = Us2 − Us5 is the voltage on the left diode D1;
UD2 = Us2 − Us4 is the voltage on the right diode D2;
U12 = Us1 − Us2 is the voltage between gate and the connected in parallel drain and
source;
U13 = Us1 − Us3 is the voltage between gate and substrate;
U0 = Us1 − Us0 is the voltage on the voltage source (DC-voltage and AC-voltage);
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IC1 ¼ C1
UR1kþ 1�UR1k

dt is the current passing through the capacitor C1, dt = 1/(jmax�f);
IC2 ¼ C2

UR2kþ 1�UR2k
dt is the current passing through the capacitor C2;

IC3 ¼ C3
UR3kþ 1�UR3k

dt is the current passing through the capacitor C3;

IC4 ¼ C4
UC4kþ 1�UC4k

dt is the current passing through the capacitor C4;
IR1 ¼ UR1

R1
is the current passing through the resistor R1;

IR2 ¼ UR2
R2

is the current passing through the resistor R2;

IR3 ¼ UR3
R3

is the current passing through the resistor R3;
ID1 ¼ IR1 þ IC2 is the current passing through the left diode D1;
ID2 ¼ IR2 þ IC3 is the current passing through the right diode D2;
Isub ¼ IC3 þ IC4 þ UR2

R1
þ UR3

R3
is the current passing through the junction “substrate–

bottom electrode”;
Id�s ¼ IC1 þ IC2 þ UR1

R1
þ UR3

R3
is the current passing through the connected in parallel

drain and source;
I0 ¼ IC1 þ IR1 þ IC2 þ IR2 þ IC3 þ IC4 is the current passing through the gate of
transistor.

Numerical calculation of the derivative leads to the appearance of noise on the
time dependences of the current, which could lead to errors in the calculation of
power (see Fig. 41.5). Therefore, by using the MathCaD-14 software, the obtained
dependences were smoothed with help of the built-in smoothing function based on
the Gaussian function ksmooth (z, ICi, b), where b = 4 is the width of the window of
smoothing (see Fig. 41.6).

It is seen that the noise is decreased sharply after smoothing. In this case, the
periodicity of the functions is retained. Average value of the power on resistors
during the oscillation period on the resistors is determined as average value over the

Fig. 41.5 Time dependences of currents passing through capacitors, T = 1/f is the oscillation
period
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oscillation period T of the power, released on the resistors (R1, R2), diodes (D1,
D2) and capacitors (C1, C2, C3, C4). It can be written in discrete form as

IntðSÞ ¼ 1
2jmax

Xjmax�1

j¼1

ð2SjÞþ 1
2jmax

ðS0 þ SjmaxÞ; jmax ¼ 1024
T

t1023
; ð41:1Þ

where values of Sj are defined by the following expressions:

Sj ¼ ðUR1j Þ2
R1

for mean power on the resistor R1; WR1 = Int (Sj) is the power on the
resistor R1;

Sj ¼ ðUR2j Þ2
R2

for mean power on the resistor R2; WR2 = Int (Sj) is the power on the
resistor R2;
Sj ¼ IC1jUC1j for mean power on the capacitor C1; WC1 = Int (Sj) is the power on
the capacitor C1;
Sj ¼ IC2jUC2j for mean power on the capacitor C2;
WC2 = Int (Sj) is the power on the capacitor C2;
Sj ¼ IC3jUC3j for mean power on the capacitor C3;
WC3 = Int (Sj) is the power on the capacitor C3;
Sj ¼ IC4jUC4j for mean power on the capacitor C4;
WC4 = Int (Sj) is the power on the capacitor C4;

Sj ¼ UR1j

R1
þ IC2j

� �
UD1j for mean power on the left diode D1;

WD1 = Int (Sj) is the power on the left diode D1;

Sj ¼ UR2j

R2
þ IC3j

� �
UD2j for mean power on the right diode D2;

WD2 = Int (Sj) is the power on the right diode D2;

Fig. 41.6 Time dependences of currents passing through capacitors after smoothing, T = 1/f is the
oscillation period

41 Thermoelectric Converter Based on Metal … 525



Sj ¼ IC1j þ IC2j þ
UR1j

R1
� UR3j

R3

� �
U12j for mean power at the junction “gate–drain/

source”;
W12 = Int (Sj) is the power at the junction “gate–drain/source”;

Sj ¼ IC3j þ IC4j þ
UR2j

R2
� UR3j

R3

� �
U13j for mean power at the junction “gate–

substrate”;
W13 = Int (Sj) is the power at the junction “gate–substrate”;
Sj ¼ I0jU0j for the mean power, consumed from the voltage source;
W0 = Int (Sj) is the consumed power.

The source of the bias DC takes value of about ± 12 V. In this case, the
near-surface charge is either in the saturation mode, or in the strong inversion mode
and the capacitance of the gate capacitor (Cg) is almost independent of the voltage
applied to the gate. Therefore, if we know the current, passing through the gate, and
the capacitance of the gate capacitor, it is possible to determine the voltage between
the near-surface charge and the gate as

UCgk ¼
T

Cgjmax

Xk
j¼0

I0j þA;

where A is a constant, selected from the condition that average value of UCg per
period is equal to the constant component of the voltage, applied to the circuit (the
voltage of source of the bias DC in Fig. 41.4).

For the mean power, released at the junction “near-surface charge–drain/source”,
we have

Sj ¼ IC1j þ IC2j þ
UR1j

R1
� UR3j

R3

� �
U12j � UCgj

� �
:

Then WNScharge−1 = Int (Sj) is the power, released at the junction “near-surface
charge–drain/source”.

For the mean power, released at the junction “near-surface charge–substrate”, we
have

Sj ¼ IC3j þ IC4j þ
UR2j

R2
� UR3j

R3

� �
U13j � UCgj

� �
:

Then WNScharge−2 = Int (Sj) is the power, released at the junction “near-surface
charge–substrate”.

For the mean power, released at the junction “gate–near-surface charge”, we
have
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Sj ¼ I0jUCgj :

Then WCg= Int (Sj) is the power, released at the junction “gate–near-surface
charge”.

Figures 41.7 and 41.8 show the measured dependences of voltages and currents,
respectively, on the circuit elements.

The calculated values of power, based on formula (41.1), are defined as

WR1 = 5.61�10−6 W, WR2 = 1.25�10−5 W, WC1 = −5.189�10−7 W,
WC2 = −1.014�10−7 W,
WC3 = −2.263�10−7 W, WC4 = −2.198�10−6 W, WD1 = 2.834�10−7 W,
WD2 = 1.749�10−6 W,
W12 = −2.006�10−5 W, W13 = 1.328�10−8 W, W0 = 1.889�10−5 W,
W13 + W12 = −6.782�10−6 W.

The ratio of the sum of the powers on the elements of the circuit to the power
consumed is defined

(i) without taking into account the near-surface charge as

WR1 þWR1 þWC1 þWD1 þWD2 þWC2 þWC3 þWC4 þW12 þW13

W0
¼ 1:0009;

Fig. 41.7 Measured dependences of voltages on the circuit elements, T = 1/f is the oscillation
period

41 Thermoelectric Converter Based on Metal … 527



(ii) with account of the near-surface charge as

WR1 þWR1 þWC1 þWD1 þWD2þWC2 þWC3 þWC4 þW12 þW13 þWNScharge�1þWNScharge�2 þWCg

W0

¼ 1:0009:

It is seen that both ratios are close to 1 (differ from 1 in the fourth significant
digit after the decimal point), which confirms the law of energy conservation for
this electric scheme. Moreover, during measurements, the law of charge conser-
vation was fulfilled. This means that the total current, passing through the resistors
R1 and R2, had not a DC component or this component did not exceed the mea-
surement accuracy (not more than 1%). Measurement of the currents, passing via
these resistors, showed that the DC components of these currents had the opposite
signs and differed in the third significant digit after the decimal point (not more than
1%). The DC components of these currents were determined by using formula
(41.1), where the following expressions were used for the function Sj:

Sj ¼
UR1j

R1
and Sj ¼

UR2j

R2
:

The total power, consumed at the junctions “near-surface charge–substrate” and
“near-surface charge–drain/source” is equal to WNScharge−1 + WNScharge−2 + WCg=
−6.782 � 10−6 W; both values of WNScharge−1 and WNScharge−2 are negative. At the

Fig. 41.8 Measured dependences of currents on the circuit elements, T = 1/f is the oscillation
period
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same time, as can be seen from the last expression, WCg= 2.862 � 10−5 W > 0, i.e.
on the gate capacitor there are losses in contrast to the capacitors C1 and C2.

It is interesting to note that UCgmax [U0max , because UCgmax = 9.27 V and
U0max = 9.07 V, i.e. the gate voltage on the capacitor exceeds the voltage, applied to
the gate.

41.4 Discussion of Results

We note that the power, released on resistors and diodes, exceeds the consumed
power by 52%:

WR1 þWR1 þWC1 þWD1 þWD2

W0
¼ 1:52:

It takes place because of the negative total power at the junctions 1–2 and 1–3
due to the bending of the Fermi level under the action of an external field in the gate
region [16]. Thus, the values of power at the junctions “gate–drain/source” and
“gate–substrate” are negative. This result is explained by that in the field-effect
transistor, besides the junctions “near-surface charge–substrate” and “near-surface
charge–drain/source”, there is also a p-n junction, at which heat absorption or
generation can also take place. In a state of equilibrium, when the voltage on gate is
zero, the junctions “substrate–bottom electrode” and “near-surface charge–drain/
source” have one polarity, but the p-n junction has another polarity, and they cancel
out one of other. However, when the voltage is applied to the gate, the Fermi level
bends in the near-surface charge and the equilibrium is violated. This leads to the
appearance of an uncompensated EMF and the absorption of environment heat in
one of these junctions. Since the voltages are alternative, the Fermi levels will also
vary with time, which leads to a change in the phase shift between the corre-
sponding currents and voltages (see Fig. 41.9) in the regions of the junctions
“near-surface charge–bottom electrode” and “near-surface charge–drain/source”.

In turn, it leads to that what mean values of power at these junctions become
negative. Then, at these junctions, heat is consumed (cooling occurs) from envi-
ronment and then converted into the potential energy of the gate capacitor. Then the
energy of this capacitor becomes larger compared to the value, which it can acquire
from a voltage source. So, in the process of the capacitor charging and discharging,
a greater energy is released on the circuit elements compared to the consumed
energy from the voltage source by the amount of the heat energy, absorbed from
environment.

At power of heat consumption equal to approximately 7 lW, a transistor KP304
with a mass of 1 g will cool with a rate of 10−5 K/s, if we assume that the transistor
and its housing are manufactured of silicon. Then the transistor, when completely
insulated, is cooled by 0.1 K during 104 s. However, full insulation of the transistor
is impossible. Therefore, the heat flux from outside to such an insulated transistor
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during above-mentioned time may exceed the heat absorption in the transistor and
the decrease in its temperature will not exceed the measurement error limits. In spite
of this, the reliability of the measurements is confirmed by the fulfillment of the law
of energy conservation and the law of charge conservation for the proposed circuit
(Fig. 41.4). As noted above, the value at each point was averaged on the base of 104

measurements that minimized the effects of random hindrances, which at summing
up, were reduced substantially and almost did not affect the measurement accuracy
that also confirmed the reliability of the measurements.

In respect to the negative capacities, resulting on the capacitors C1, C2, C3 and
C4, this phenomenon can be explained by the fact that the energy, consumed at the
transistor junctions “substrate–bottom electrode”, “n-area–p-area” and “drain–
source”, in any way was stored on the capacitors. It is more likely, since the law of
conservation of energy in the circuit is carried out only at the negative powers on
the capacitors.

41.5 Conclusion

Thus, the conducted experiment shows that this circuit produces an electric power
that exceeds 52% the power, consumed from the voltage source, by consuming heat
from the environment. For transistor KP304, this power, consumed from the
environment, is equal to 7 lW. This confirms in a whole the correctness of our
concept [11–13] of the conversion of thermal energy into electrical one. The
absorbed power will be significantly increased, if MDSM structure is not fabricated
in the form of a field-effect transistor, but in accordance with the proposed concept.
In this case, the proposed thermoelectric converter presents itself a MDSM struc-
ture, manufactured on a silicon plate. On a low-resistive silicon plate (with a

Fig. 41.9 Time dependences of voltage and current at the junctions “near-surface charge–bottom
electrode” UNScharge-sub, INScharge-sub (black curves) and “near-surface charge–drain/source”,
UNScharge-ds, INScharge-ds (red curves), T = 1/f is the oscillation period
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specific conductivity of 0.01 X cm or less), a 10 lm layer with a conductivity of at
least 1 X cm is created with following manufacture of a MDSM structure. The
electric resistance between the near-surface charge and the low-resistive part of the
plate will be approximately 10 X, if sizes of the MDSM structure are equal to
0.1 � 0.1 mm2. Resistance of the near-surface charge will be equal to 100 X, and
an electron concentration is close to the electron concentration in metal at its
thickness of 50 Å, a length of 100 lm and a width of 100 lm. Thus, the resistance
of the system “bottom electrode–near-surface charge” will be 110 X for such a
MDSM structure. At a capacitor area of 0.01 mm2 and a dielectric coating thickness
of 0.1 lm with e = 50–100 and a voltage of U0 = 5 V, the electron concentration in
the near-surface charge can reach (2.7 ± 5) � 1019 cm−3. This is quite enough for
staying electrons in the degenerate state in the near-surface charge, in order to the
barrier layer disappeared and the near-surface charge joined to the metal electrodes.

At a square of 1 cm2, 104 MDSM structures could be placed. If they are con-
nected in parallel, the resistance of the system “bottom electrode–near-surface
charge” will be 104 times smaller and equal to 0.011 X. The total capacity of the
connected in parallel 104 MDSM structures can be estimated as 1 lF. Then at a
generator frequency of 100 kHz, it will be easy to create an operating current of
about 1 A. In this case, the voltage dropping at an internal resistance of 0.011 X will
be equal to 0.011 V, which is one order of magnitude smaller than
DUk = Uk − Uk1 = 0.1 V [12], but the consumed thermal power will be equal to 1
A � 0.1 V = 0.1 W. Thus, we can obtain 0.1 W of the absorbed heat power with a
square of 1 cm2, and up to 100 W with a square of 103 cm2, which is quite
acceptable for many applications. The consumed heat will be converted in the
MDSM structure into the potential energy of the charged capacitor, and be released
on the resistor R (Fig. 41.1). If rectifiers are used as these resistors, then obtained
electricity can be used for the power supply of generator. It will significantly reduce
the energy consumed or even eliminate its consumption.
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Chapter 42
Finite Element Analysis of Cymbal
Transducer from Porous Piezoceramics
PZT-4 with Various Material Properties

Andrey V. Nasedkin, Anna A. Nasedkina and Amirtham Rajagopal

Abstract The chapter deals with the finite element modeling of the disk piezo-
electric transducer with cymbal-shaped end-caps. Under radial oscillations of
piezoceramic disk this transducer generates axial oscillations with large amplitude
thanks to more flexible metal end-caps. One of the factors contributing to the
efficiency of transformating radial displacement into axial is the value of the
transverse piezomodulus of the piezoceramic material. As it was recently found,
porous piezoceramic with fully metallized pore surfaces exhibits a growth of the
transverse piezomodulus with the porosity growth unlike ordinary piezoceramics,
where the transverse piezomodulus decreases under the growth of porosity. This
work investigates the oscillations of the cymbal piezoelectric transducer with the
disk made of porous piezoceramic with fully metallized pore surfaces for various
percentage of porosity. The results of the numerical experiments have confirmed the
prospects of using new types of piezoceramic materials for a cymbal transducer.

42.1 Introduction

Flextensional piezoelectric transducers are widely used in modern sensors, actuators
and emitters. The flextensional class V piezoelectric transducer comprises two types
of transducers, namely, moonie and cymbal [1]. In standard forms, moonie and
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cymbal transducers are three-layer constructions, where a piezoceramic disk is
sandwiched between two more flexible metal end-caps in the form of disks with
moon-shaped cavities (Fig. 42.1a) or truncated conical plates (cymbals)
(Fig. 42.1b). The main feature of moonie and cymbal transducers is the ability to
generate sufficiently large vertical displacements of the end-caps under radial or
planar oscillations of piezoceramic disk.

The first transducer with such feature was the moonie transducer described in
[2]. The original design of the moonie transducer was improved and analyzed in
[3, 4]. New cymbal transducer was suggested in [5, 6]. The cymbal transducer has
demonstrated high efficiency, and this fact has increased interest to its further
investigation. For example, some reviews and general analysis of cymbal trans-
ducers can be found in [7, 9]. An influence of the geometrical dimensions of cymbal
transducer on the coefficient of electromechanical transformation was analyzed in
[10–14]. In [15–17] the performance of the cymbal transducer in acoustic medium
was studied. The strength of the disk in the places of the end-caps gluing was
investigated in [12, 18]. At present, research on cymbal transducers and their
high-tech applications is still actual (see [19–21] and other works).

As it was shown in [2], an effective longitudinal piezomodule ds33 is a linear
combination of the longitudinal piezomodulus d33 and the transverse piezomodulus
d31 of piezoceramic material, i.e. ds33 ¼ G1d33 � G2d31, where G1, G2 are non-
negative multipliers that depend on geometrical dimensions of various parts of the
cymbal. Thus, the effectiveness of electromechanical transformation can be
increased not only by varying the dimensions of the construction but also by
choosing special piezoelectric material for the transducer, which has high values of
the piezomoduli d33 and jd31j. Recent results on computer simulation of porous
piezoceramic materials with metallized pore surfaces [22–24] have shown that
under the growth of porosity such materials exhibit growth of the piezomoduli d33
and jd31j. Moreover, for a porous material the acoustic impedance is smaller than
for analogous dense material. Therefore, using porous materials for piezoelectric
transducers in acoustic applications results in better generation of waves into
external medium [25, 26].

The reasons provided above have determined the research directions for this
work. The chapter describes the problem setting, the finite element model of the
cymbal transducer and the technologies of numerical experiments. Numerical
results of simulation give opportunity to analyze the effectiveness of exciting the
axial displacements on the top surface of the end-caps under electric influence
depending on the material moduli of a piezoceramic with metallized pore surfaces.

Fig. 42.1 Cross-sections of moonie (a) and cymbal (b) transducers
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42.2 Mathematical Formulation of the Problem and Finite
Element Simulation for the Cymbal Transducer

The object of this study is an axisymmetric cymbal piezoelectric transducer con-
sisting of a piezoelectric disk and two metal cymbal-shaped end-caps bonded to the
top and bottom of the disk. Due to the axial symmetry of the structure, we consider
a meridional section S of the transducer in a cylindrical coordinate system Orzh
(Fig. 42.2). Let us introduce the following notations: Rp is the radius of the
piezoceramic disk, hp is the thickness of the piezoceramic disk, r1 is the maximal
radius of the cavity, r2 is the minimal radius of the cavity, hc is the height of the
cavity along the axis of symmetry, hm is the thickness of the metal end-cap.

We consider that the piezoceramic disk is made of porous piezoceramic PZT-4
which is polarized along the z-axis. Further, we will consider other types of porous
materials for the disk, both ordinary and with metallized pore surfaces [22–24].

Let us consider that the lower Cu1 ¼ 0� r�Rp; z ¼ �hp=2
� �� �

and the upper
Cu2 ¼ 0� r�Rp; z ¼ hp=2

� �� �
end faces of the piezoelectric disk are electrode-

posited, and the side surface r ¼ Rp (CD) is free from stress and electrodes. We also
adopt that along its annular surfaces fr1 � r�Rp; z ¼ �hp=2g the piezoelectric
disk is rigidly glued to the metal cymbal end-caps. On the rest of the boundaries the
end-caps are considered to be stress-free except for the points
r ¼ Rp; z ¼ �ðhp=2þ hmÞ

� �
, in which we assume zero axial displacements uz.

These conditions imitate fixation of the transducer in certain housing. For the
meridional section it is also necessary to adopt the conditions of symmetry along
the axis z ¼ 0.

In order to analyze the transducer we consider the equations of electroelasticity.
Under steady-state oscillations exp ðix tÞ with the frequency f ¼ x=ð2pÞ for the
amplitude values of the functions of displacement u ðxÞ and electric potential u ðxÞ
in Cartesian coordinate system, these equations can be written in the form:

L�ðrÞ � T ¼ �x2u; r � D ¼ 0; ð42:1Þ

Fig. 42.2 Geometry of the meridional section (a) and 3D expansion of the finite element mesh (in
different scales) (b)
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T ¼ ð1þ iQ�1
d ÞcE � S� e� � E; D ¼ e � Sþ eS � E; ð42:2Þ

S ¼ LðrÞ � u; E ¼ �ru; ð42:3Þ

L�ðrÞ ¼
@1 0 0 0 @3 @2

0 @2 0 @3 0 @1

0 0 @3 @2 @1 0

2
4

3
5; r ¼

@1

@2

@3

8<
:

9=
;: ð42:4Þ

Here q is the density; T ¼ fr11; r22; r33; r23; r13; r12g is the array of the stress
tensor components ri j; D is the electric induction vector; S ¼ fe11; e22; e33;
2e23; 2e13; 2e12g is the array of the strain tensor components ei j; E is the electric field
stress vector; cE is the 6 � 6 matrix of elastic stiffness measured at constant electric
field; e is the 3 � 6 matrix of piezomoduli; eS is the 3 � 3 matrix of dielectric
permittivities, measured at constant strain; Qd is the mechanical quality factor for
the frequency independent way of taking damping into account; ð. . .Þ� is the
transposition operation for the matrices and vectors.

When e ¼ 0 the electroelasticity problem (42.1)–(42.4) can be divided into
independent equations of the elasticity theory and quasi-electrostatics, which can be
used to describe the oscillations of elastic bodies. In this case, if the dielectric
permittivities of the piezoceramic are much greater than the dielectric permittivities
of the elastic bodies contacting with the piezoceramic, then the equations of
quasi-electrostatics can be omitted for the elastic bodies. In the problem under
consideration, the piezoceramic disk contacts with metal end-caps through a layer
of glue. Therefore for the piezoceramic disk we can consider equations of elec-
troelasticity (42.1)–(42.4), and for the end-caps we can adopt the equations of
elasticity following from (42.1) to (42.4) when e ¼ 0.

In an axisymmetric problem u ¼ u ðr; zÞ, u ¼ u ðr; zÞ, hence, system of
(42.1)–(42.4) can be presented in a cylindrical coordinate system Orzh. In order to
formulate the boundary-value problem for this system, we should add mechanical
and electric boundary conditions at the boundary: C ¼ @S.

As almost the entire boundary C is stress-free, we can adopt the following
condition for all its parts Cr, except for the fixation points and the axis of
symmetry:

pr ¼ L�ðnÞ � T; pr ¼ 0; x 2 Cr; ð42:5Þ

where n is the vector of external unit vector normal to the boundary.
At the points C u ¼ r ¼ Rp; z ¼ �ðhp=2þ hmÞ

� �
condition (42.5) must be

substituted by the sliding contact condition:

uz ¼ 0; pr r ¼ 0; x 2 C u; ð42:6Þ

Electric boundary conditions are independent from mechanical conditions.
Therefore, they could be set only on the boundary of the piezoelectric disk.
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The side surface of the disk CD does not contain electrodes, hence we can adopt

n� � D ¼ 0; x 2 CD: ð42:7Þ

We set zero electric potential on one of the electrodes, for example on Cu1

u ¼ 0; x 2 Cu 1: ð42:8Þ

On the second electrode Cu2, we can consider two types of electric external
influence. In the first case, on Cu2 we set the potential V, which changes according
to the harmonic law:

u ¼ V ; x 2 Cu 2: ð42:9Þ

(Here we consider the problem for the amplitude values of displacements and
electric potential. Consequently, the multiplier exp ðix tÞ can be omitted
everywhere).

In the second case, the electrode Cu2 is powered by electric current generator
with the amplitude value of electric current I or by electric charge with the
amplitude value of electric charge Q. Hence we can set the following boundary
conditions:

u ¼ U; x 2 Cu2; ð42:10Þ
Z

Cu 2

n� � D d C ¼ �Q; I ¼ � jxQ; x 2 Cu2; ð42:11Þ

where the value of U is unknown, but does not depend on x on Cu2. The integral by
Cu2 should be calculated in cylindrical coordinate system, and the sign “�” in
(42.11) is chosen in accordance with the accepted direction of the current I in the
electric circuit.

In order to solve problems (42.1)–(42.9) or (42.1)–(42.8), (42.10), (42.11)
numerically, we will use the finite element method. Let us make transition to the
weak statements of these problems and apply the technique of finite element
approximations [27–30]. Let us introduce Xh ¼ Sh [ ½0; 2p�, where Sh is a region
occupied by the corresponding finite element mesh, Sh	S, Sh ¼ [ kSek, where Sek

is a separate finite element with the number k. For the problem of steady-state
oscillations we will search the approximate solution uh 
 u; uh 
 uf g in the form

uhðr; zÞ ¼ N�
uðr; zÞ � U; uhðr; zÞ ¼ N�

uðr; zÞ �U; ð42:12Þ

where N�
u is the matrix of the basis (shape) functions for the displacements; N�

u is
the row-vector of the basis functions for the electric potential; U, U are the vectors
of nodal amplitudes for the displacements and electric potential, respectively.
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In accordance with standard finite element technique, we approximate the
continual weak formulation of the piezoelectric problem in finite-dimensional
spaces that correspond to the basis functions N�

u and N�
u [27–30]. Substituting

(42.12) and similar expressions for projection functions into the weak formulation
of the piezoelectric problem in Xh, we get the following finite element system:

�x2Muu � Uþð1þ iQ�1
d ÞKuu � UþKuu �U ¼ Fu; ð42:13Þ

�K�
uu � UþKuu �U ¼ Fu; ð42:14Þ

where Muu is the mass matrix, Kuu is the stiffness matrix, Kuu is the matrix of
piezoelectric coupling, Kuu is the matrix of dielectric permittivity, Fu, Fu are the
vectors of generalized nodal forces and electric charges, resulting from taking
inhomogeneous external influences into account.

Using (42.13), (42.14) we can formulate eigenvalue problems for Q�1
d ¼ 0,

Fu ¼ 0, Fu ¼ 0. Other problems of interest are the problem of finding electric
resonance frequencies frm for electrical boundary (42.7)–(42.9) with V ¼ 0 and the
problem of finding electric antiresonance frequencies fak, when instead of condition
(42.9) the condition of free electrode (42.10), (42.11) with zero electric charge
Q ¼ 0 is used. The solution of these two problems enables us to determine elec-
trically active frequencies [28–30], for which the values frm and fam with the same
number k are significantly different. For such frequencies we can calculate the
dynamic coefficients of electromechanical coupling, kdm ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� f 2rm=f
2
am

p
.

42.3 Input Data for Numerical Experiments

We take the same geometrical dimensions of the cymbal transducer as in [15]:
Rp = 6.3 mm, hp = 0.5 mm, r1 = 4.5 mm, r2 = 1.5 mm, hc = 3.3 mm, hm = 0.22
mm. For the metal end-caps we adopt material properties of brass as an isotropic
material with the density qm ¼ 8400 kg=m3, the Young’s modulus Em ¼ 9:5�
1010 N/m2 and the Poisson’s ratio mm ¼ 0:35.

For the piezoelectric disk, we will consider three types of porous piezoceramics
PZT-4. For the first case, we adopt that the PZT-4 piezocearmic has closed porosity
of stochastic structure. To calculate the effective moduli, we will use the approaches
described in [22–24]. Specifically, in order to determine the full set of effective
moduli cEeffab , eeffia and eSeffij for the representative volume in the finite element
software ANSYS, it is necessary to solve five static problems of electroelasticity
with various linear by x essential boundary conditions for the displacements and
electric potential.

A representative volume X for the porous piezoceramic composite was built as a
regular cubic finite element mesh according to the following algorithm. At the
beginning, a basic cubic cell with the dimensions lc � lc � lc was generated. In the
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center of this cell we set the main cubic finite element with the edge lp, expressed by
the coefficient kp and the length lc of the cell side: lp ¼ kplc. This cubic element was
uniformly surrounded by 26 hexahedral finite elements to fulfill the basic cell. Then
the basic cell of 27 hexahedral finite elements was duplicated nc times along three
coordinate axes. The resulting structure was an array L� L� L L ¼ nclcð Þ con-
sisting of n3c basic cells. Then, depending on the input porosity ps, the random
number generator was used to select Np central finite elements of the cells, and their
material properties were modified to the properties of pores. The value Np was

calculated by the formula Np ¼ ps nc=kp
� �3h i

, where ½. . .� is the integer part of a

number. The real porosity in this case was equal to p ¼ Npðkp=ncÞ3 
 ps.
The described algorithm allows us to obtain the representative volume of porous

piezoelectric material with closed porosity of partly stochastic structure. In this
representative volume, Np elements are pores Xpi, all faces Cpi ¼ @ Xpi of which are
in full contact with the boundaries of the neighboring elements of the composite
material. All elements were set as piezoelectric finite elements SOLID5 with an
option of piezoelectric analysis. The skeleton elements and the pore elements differ
only by their material properties. The calculations for this and two other cases were
performed for the same geometrical dimensions: L ¼ 500 lm, nc ¼ 10, kp ¼ 0:9.
For such dimensions the pore edges were equal to lp ¼ kpL=nc ¼ 45 lm.

The results of the effective moduli calculation for the porous piezoceramics PZT-
4 with various porosities are summarized in Table 42.1.

In the second case, we consider porous piezoceramic with fully metallized pore
surfaces where the thickness of the metal layer is negligibly small. This case differs
from the previous one by the boundary condition of free electrodes (42.10), (42.11)
with Q ¼ 0 instead of (42.7) and by substitution of Cu2 by Cpi. These conditions
will be repeated Np times i ¼ 1; 2; . . .; Np

� �
, i.e. for every pore the boundary

conditions (42.10), (42.11) are satisfied separately. The results of the effective
moduli computation for this case under different porosities are provided in
Table 42.2.

In the third case, we continue to study porous piezoceramic with fully metallized
pore surfaces, taking into account the metal layer of the pore covering. We assume
that the thickness of the layer is uniform for all pore surfaces and is equal to
h s ¼ 1 lm. The material for the metal layer is nickel with the density
qs ¼ 8800 kg=m3, the Young’s modulus Es ¼ 20:4� 1010 N/m2 and the Poisson’s
ratio ms ¼ 0:28. In the computer model for the third case in addition to the boundary
conditions of free electrodes, we cover the pore surfaces by shell elastic finite
elements.

It is important to note that for this case we take large enough value of the shell
elements thickness: h s ¼ 1 lm. For such thickness value the mass fraction of
metal on the pore boundaries with respect to the mass of piezoceramics in the
representative volume equals 2.24% for the porosity p ¼ 0:1 and 6.14% for the
porosity p ¼ 0:5 [23].
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As it can be seen from Tables 42.1, 42.2, 42.3, the pore surface metallization
significantly changes the material properties of the piezoceramic material [23].

Specifically, the stiffness moduli decrease with the increase of porosity for all
considered cases. Moreover, for the pore surface metallization case the presence of
the equipollency condition (42.10), (42.11) alone gives slightly larger decrease
compared to the case of ordinary porous piezoceramic. Naturally, when we take
into account the stiffness of the metallized pore surfaces, it leads to smaller decrease
of the effective stiffness with the growth of porosity p. At the same time, the
effective moduli of dielectric permittivities for ordinary porous piezoceramic
decrease with the growth of porosity (Table 42.1), while the effective moduli of
dielectric permittivities of porous piezoceramic with metallized pore surfaces, on

Table 42.1 Effective moduli of ordinary porous piezoceramics PZT-4

p (%) 0 5 10 15 20 25 30 35 40

q (kg/m3) 7500 7125 6750 6375 6000 5625 5250 4875 4500

cEeff11 (1010 N/m2) 13.9 12.42 11.19 9.94 8.91 7.90 7.08 6.09 5.40

cEeff12 (1010 N/m2) 7.78 6.74 5.86 5.05 4.35 3.73 3.22 2.69 2.31

cEeff13 (1010 N/m2) 7.74 6.38 5.52 4.71 4.03 3.41 2.90 2.42 2.02

cEeff33 (1010 N/m2) 11.5 10.20 9.09 8.05 7.13 6.29 5.51 4.88 4.23

cEeff44 (1010 N/m2) 2.56 2.38 2.18 2.01 1.82 1.62 1.46 1.31 1.14

eeff33 (C/m2) 15.1 14.17 13.27 12.37 11.45 10.60 9.63 8.92 8.01

eeff31 (C/m2) −5.2 −4.64 −4.16 −3.69 −3.26 −2.83 −2.47 −2.05 −1.76

eeff15 (C/m2) 12.7 11.73 10.83 9.87 8.96 8.05 7.22 6.40 5.59

eSeff11 =e0 730 694 659 623 588 552 519 475 442

eSeff33 =e0 635 604 573 540 508 472 439 405 368

Table 42.2 Effective moduli of porous piezoceramics PZT-4 with pore surface metallization,
described by the boundary conditions of free electrodes

p (%) 0 5 10 15 20 25 30 35 40

q (kg/m3) 7500 7125 6750 6375 6000 5625 5250 4875 4500

cEeff11 (1010 N/m2) 13.9 12.25 10.86 9.63 8.49 7.56 6.64 5.80 5.04

cEeff12 (1010 N/m2) 7.78 6.58 5.57 4.74 3.98 3.36 2.78 2.34 1.93

cEeff13 (1010 N/m2) 7.74 6.29 5.38 4.56 3.84 3.26 2.73 2.27 1.88

cEeff33 (1010 N/m2) 11.5 10.15 9.05 7. 96 7.01 6.20 5.47 4.76 4.15

cEeff44 (1010 N/m2) 2.56 2.37 2.18 2.00 1.82 1.63 1.45 1.30 1.14

eeff33 (C/m2) 15.1 13.48 12.15 10.77 9.58 8.56 7.67 6.74 5.92

eeff31 (C/m2) −5.2 −5.90 −6.36 −6.83 −7.15 −7.41 −7.57 −7.74 −7.80

eeff15 (C/m2) 12.7 11.88 11.07 10.28 9.42 8.59 7.74 6.93 6.19

eSeff11 =e0 730 771 808 847 890 933 976 1025 1064

eSeff33 =e0 635 660 682 705 725 741 755 770 783
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the contrary, increase with the porosity growth (see Tables 42.2 and 42.3). In this
case, taking stiffness into account leads to slightly lesser growth of the dielectric
permittivities. The behaviour of piezomodi is even more interesting. Indeed, in the
case of ordinary porous piezoceramic, the piezomoduli eeff33 and eeff31 decrease with
the increase of porosity. However, for both cases of a piezoceramic with metallized
pore surfaces the piezomoduli eeff33 also decrease with the growth of p, and they do it
notably faster than in the first case. Meanwhile, the piezomoduli eeff31 in the second
and third cases increase with the growth of porosity.

Considerable difference in the behavior of material moduli from Tables 42.1,
42.2, 42.3 in the case of pore surface metallization causes differences in the
behavior of other moduli of piezoceramic. Since for an ordinary piezoceramic the
piezomodulus deff33 almost does not depend on the porosity p, and the piezomodulus
jdeff31 j decreases with the growth of porosity p, then taking into account the pore
surface metallization leads to the growth of both moduli deff33 and jdeff31 j. This growth
becomes more significant when decreasing the metal thickness on the pore surfaces.
Thus, we can expect that the use of porous piezoceramic with metallized pore
surfaces and the porosity change will have a significant impact on the efficiency of
the cymbal transducer.

42.4 Numerical Results

Finite element simulation of a cymbal transducer was implemented in ANSYS
finite element package using technique described in [28, 30]. Study of resonance
frequencies under steady-state oscillations was performed in two steps. At the first
step, the values of the first electrically active resonance and anti-resonance

Table 42.3 Effective moduli of porous piezoceramics PZT-4 with pore surface metallization
described by the boundary conditions of free electrodes and shell elements

p (%) 0 5 10 15 20 25 30 35 40

q (kg/m3) 7500 7182 6868 6550 6236 5918 5600 5286 4968

cEeff11 (1010 N/m2) 13.9 12.67 11.57 10.57 9.69 8.86 8.08 7.37 6.74

cEeff12 (1010 N/m2) 7.78 6.82 5.99 5.24 4.61 4.03 3.52 3.06 2.66

cEeff13 (1010 N/m2) 7.74 6.54 5.77 5.07 4.47 3.92 3.42 3.00 2.61

cEeff33 (1010 N/m2) 11.5 10.51 9.65 8.84 8.12 7.45 6.83 6.31 5.78

cEeff44 (1010 N/m2) 2.56 2.41 2.26 2.12 1.98 1.84 1.71 1.59 1.44

eeff33 (C/m2) 15.1 13.86 12.74 11.69 10.68 9.78 8.91 8.24 7.48

eeff31 (C/m2) −5.2 −5.73 −6.15 −6.49 −6.80 −7.02 −7.23 −7.30 −7.45

eeff15 (C/m2) 12.7 11.99 11.29 10.58 9.89 9.20 8.52 7.82 7.09

eSeff11 =e0 730 766 802 841 878 916 955 996 1040

eSeff33 =e0 635 656 677 696 715 732 747 757 769
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frequencies were obtained. In all computations, we used regular mesh consisting of
quadrilateral elements PLANE13 with piezoelectric properties and elastic elements
PLANE182, both with additional option of axial symmetry. The whole transducer
construction in the meridional section was divided in quadrilateral areas, which
were meshed in 29 finite elements along its length, whereas along its thickness there
were 6 elements for metal end-caps and 12 elements for piezoelectric disk. This
mesh ensured sufficient accuracy of computations with respect to the further finite
element mesh refinement.

Figure 42.3 illustrates the dependence of the first electric resonance frequency

f ðiÞr1 , the first electric antiresonance frequency f ðiÞa1 , and the coefficient of elec-

tromechanical coupling kðiÞd1 on porosity. Here and after the superscript in the
brackets denotes the number of the material properties set from Tables 42.1, 42.2,
42.3. Namely, number 1 indicates the curves corresponding to the results for
ordinary porous piezoceramic. Number 2 indicates the curves, corresponding to the
results for porous piezoceramic with pore surface metallization, described by the
boundary conditions of free electrodes. Number 3 is related to the results for porous
piezoceramic with pore surface metallization, described by the boundary conditions
of free electrodes and shell elements. In Fig. 42.3a, solid lines denote the values of
electric resonance frequencies, and dash lines denote the values of electric
antiresonance frequencies. Mode shapes at the first two most electrically active
resonance frequencies for ordinary porous piezoceramic are shown in Fig. 42.4.

Here f ð1Þr1 ¼ 34:98 kHz in Fig. 42.4a, and f ð2Þr1 ¼ 225:2 kHz in Fig. 42.4b.
Moreover, for this case there are two intermediate less electrically active resonance
frequencies with the coefficients of electromechanical coupling equal to 0.018 and
0.024.

As it can be seen in Fig. 42.3a, the values of resonance and antiresonance
frequencies decrease with the growth of porosity for all three cases of porous
piezoceramics. However, the character of the relative decrease of resonance and
antiresonance frequencies for various cases of piezoceramic is significantly differ-
ent. This difference affects the dependences of the electromechanical coupling
coefficients on porosity (Fig. 42.3b). As it can be seen, for the case of ordinary

Fig. 42.3 The first electrically active resonance and antiresonance frequencies (a) and the
coefficient of electromechanic coupling (b)
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piezoceramic the first resonance frequencies become electrically less active (kð1Þd1

decreases) with the growth of porosity. However, the coefficient kð2Þd1 increases with
the growth of p for the case of piezoceramic with pore surface metallization
described by the boundary conditions of free electrodes (case 2), whereas for the
third case, when the thickness of the metal layer is taken into account, the coeffi-

cient kð3Þd1 almost does not change with the growth of porosity. Thus, we can
conclude that the pore surface metallization enhances electrical activity of reso-
nance frequencies.

In order to obtain amplitude-frequency characteristics at steady-state oscillations
for a fixed frequency range fbeg; fend

� �
for various porosity and various types of

porous piezoceramics, we solve problems (42.13), (42.14) dividing the frequency

range into three parts fbeg; f
ðiÞ
r1

h i
, f ðiÞr1 ; f

ðiÞ
a1

h i
, f ðiÞa1 ; fend
h i

. Such approach ensures that

calculations of steady-state oscillations will be performed at resonance frequencies
in their vicinities, and therefore the amplitude-frequency characteristics will be
obtained with sufficient accuracy. For numerical experiments, the ends of the fre-
quency range were taken as fbeg ¼ 34 kHz; fend ¼ 40 kHz; and the frequency step
Df was varied depending on the range length from 10 to 20; the quality factor was
uniform for the whole construction and equal to Qd ¼ 1000.

For the analysis we consider the amplitude-frequency characteristics wðiÞ
p ¼

juzjðiÞp of axial displacement at the upper central point r ¼ 0; z ¼ hp=2þ hc þ hm
� �

and radial displacement uðiÞp ¼ jurjðiÞp at the central point r ¼ Rp; z ¼ 0
� �

of the side
surface of the transducer. As previously, the superscript in the brackets denotes the
number of the material properties set of piezoceramics from Tables 42.1, 42.2,
42.3, and additional index i ¼ 0 corresponds to the material of dense piezoceramic.
Moreover, the lower index p denotes the porosity value at which the computations
are performed (p = 40% and p = 20%).

Some computational results are shown in Figs. 42.5 and 42.6. The curve
numbers 1–3 refer to the same cases of porous piezoceramics as in Fig. 42.3. Solid
curves with numbers 1–3 were obtained for materials with 40% porosity and dash
curves were obtained for materials with 20% porosity. Green curves with number 0
indicate the results obtained for the dense piezoceramic PZT-4.

Fig. 42.4 Mode shapes at the first two most electrically active resonance frequencies
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The amplitude-frequency characteristics in Figs. 42.5 and 42.6 were received for
various electrical influences. Figure 42.5 corresponds to the problem with a given
oscillating potential difference of the amplitude V ¼ 100 V, whereas Fig. 42.6
corresponds to the problem with a given electric charge of the amplitude Q ¼
0:25� 10�6 C at one electrode and grounded other electrode. As it can be seen
from Figs. 42.5 and 42.6, the dependences on porosity for the maximal amplitudes
of displacements in these two problems are significantly different. The porosity type
also considerably affects the amplitude values. As it is usually observed [28], for the
problems with given potential difference, the maximal amplitudes are obtained at
the frequencies of electric resonances, whereas for the problems with given electric
charge, the frequencies of electric antiresonances give maximal amplitudes.

In the case of ordinary porous piezoceramic (case 1), when we set the potential
differences at the electrodes, the amplitudes of displacements at resonance fre-
quencies decrease with the growth of porosity. We note that the amplitudes of axial
displacements decrease faster than the amplitudes of radial displacements. For

Fig. 42.5 Deflection at the top center point a and axial displacement at the side surface b for the
problem with given electric potential

Fig. 42.6 Deflection at the top center point a and axial displacement at the side surface b for the
problem with given electric charge
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porous piezoceramic with infinitely thin metallized pore surfaces (case 2), the
maximal values of axial displacements grow weakly with the porosity increase,
whereas the maximal axial displacements grow much faster. In the case of porous
piezoceramic with sufficiently thick metal covering of the pore surfaces (case 3) the
maximal amplitudes of axial displacements almost do not depend on porosity, while
the maximal amplitudes of radial displacements also grow with the porosity growth,
but less intensively than in the case 2.

The difference in the maximums of axial displacements become less noticeable
when the oscillations of the cymbal transducer are excited by electric charge
(Fig. 42.6). Here for all three cases the maximal displacements slightly increase
with the growth of porosity. As it took place for the previous problem, the maximal
increase is observed for case 2. In the same manner for all three cases the maximal
amplitudes of radial displacements increase with the growth of porosity. The
increase in the amplitudes of both axial and radial displacements is minimal for the
third case with thick metal layer of the pore surface covering.

We note that in all cases at the first resonance frequencies the axial displace-
ments in central end areas of the transducer are in order of magnitude greater
compared to the radial displacements of its side surfaces. Thus, the cymbal trans-
ducer at the first resonance frequency efficiently generates axial oscillations.
Moreover, the use of porous piezoceramic with the pore surfaces, covered by a very
thin layer of metal, excites oscillations in the most effective way. Taking into
account smaller acoustic impedance of porous piezoceramic in comparison with
ordinary dense piezoceramic, we can conclude that piezoceramic materials of such
type are very perspective for use as active materials for the acoustic waves
transducers.

42.5 Concluding Remarks

Using numerical simulation, we have analyzed a cymbal piezoelectric transducer,
consisting of piezoceramic disk with two metal end-caps. As active material of the
transducer we considered both ordinary porous piezoceramic and porous piezoce-
ramic with fully metallized pore surfaces according to technology described in [31].

In the first part of this study, we presented numerical results of the effective
properties calculation for such microporous piezoceramic materials. This investi-
gation was based on a complex approach, which included the effective moduli
method for the mechanics of composites, the simulation of representative volumes,
the finite element solution of the set of static problems of the piezoelectricity theory
with special boundary conditions, and the postprocessing of computation results. To
simulate the metallization on the boundaries of pores with piezoceramic matrix, we
used the boundary conditions of free electrodes and elastic shell finite elements. The
results of the numerical experiments on solving the homogenization problems with
the help of ANSYS finite element package enabled us to estimate the influence of
the pore surface metallization on the values of the effective moduli of piezoelectric
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materials, which were obtained by the method of micro- or nanoparticles trans-
portation into ceramic skeletons [31].

The second part contained the analysis of a cymbal transducer with the piezo-
electric disk made of different types of piezoceramics PZT-4. We have considered
four types: (i) dense piezoceramic, (ii) ordinary porous piezoceramic, (iii) porous
piezoceramic with porous surfaces, covered by infinitely thin layer of metal, and
(iv) porous piezoceramic with porous surfaces, covered by metallized layer with
sufficiently great thickness. For every simulation case for the material of piezo-
electric disk, we adopted suitable effective material moduli of porous piezoceramic
PZT-4 obtained previously. Then we have built solid and finite element models of
the considered cymbal transducer in an axisymmetric statement. Numerical com-
putation was performed in ANSYS finite element software using scripts in APDL
language. The simulation results allowed us to calculate the first electrically active
resonance frequencies and to carry out the harmonic analysis of axial and radial
vibrations of the transducer near to resonance frequencies. The computation results
have shown that the axial vibrations at the first electrically active resonance fre-
quency are the largest for the cymbal transducer made of porous piezoceramic with
the pore surfaces, covered by infinitely thin layer of metal with maximal percentage
of porosity. Thus, we can conclude that microporous piezoceramics with metallized
pore surfaces have perspective properties for practical applications.

By changing the geometrical dimensions, the piezoceramic porosity and the
structure of the pore surface metallization, along with the fixing boundary condi-
tions, it is possible to vary the parameters of the transducer within a fairly wide
range and obtain optimal performance in various ultrasound and piezotechnical
applications.
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Chapter 43
Mathematical Modelling of Stepped
Beam Energy Harvesting Using
Euler–Bernoulli’s Theory

S. K. Prajapati, V. K. Gupta and S. Mukherjee

Abstract Energy harvesting with cantilever beam is the most commonly used
method for small electrical input devices like sensors etc. Uniform cantilever beam
with no concentrated mass at the end produces less energy than the beam with
concentrated mass at end. In this paper, instead of addition of the tip mass, single
step beam with no concentrated mass is studied. Stepped beam with less stiff end as
fixed end, given excitation at the base showing better results than the uniform beam
with base excitation at the fixed end in form of transmissibility function. Frequency
response function (FRF) has been plotted for voltage output, current and power,
showing good results than the uniform beam. While comparing the results between
the uniform beam and stepped beam the total mass kept equal.

43.1 Introduction

Smart materials like piezoelectric materials are immerged as a source of energy
among various non-conventional sources of energy. Piezoelectric material converts
mechanical energy into electrical energy by the electromechanical coupling [1].
Energy harvesting using unimorph cantilever beam with piezoelectric material,
limited to use for small input power electronics and MEMS devices. Energy har-
vesting by using uniform cross-section cantilever beam is studied by many
researchers. Exciting the base of harvester, based on different theories, namely
lumped mass, Euler–Bernoulli, Rayleigh and Timoshenko, and studied for the
output power has been done. Erturk et al. [2] discussed issues, related to uniform
beam harvester modeling. They explained that, single degree of freedom models
have inaccuracy in results and can be corrected either by addition of large proof
mass or by the correction factor [3, 4]. They proposed that by distributed parameters
the lumped mass results can be corrected. In the solution, excitation was not
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restricted to harmonic excitation [5]. Proportional damping has been presented by
them on the base of closed form expression for electrical power output.

Erturk et al. [4] presented the energy harvesting model, based on Euler–
Bernoulli’s assumptions, and gave analytical solution for bimorph cantilevered
harvester model for series and parallel connections to piezoelectric layers. They
experimentally validated the bimorph cantilever model with and without tip mass.
They presented single-mode analytical express-ions for the voltage output and
deflection FRFs. Fakhzan et al. [6] experimentally validated the analytical model
for cantilever beam harvester with and without tip mass for multi-mode FRFs for
voltage output and tip deflection. As the Euler–Bernoulli beam theory neglects the
rotary inertia and shear effects, it gives the simplified formulations, whereas the
Timoshenko beam theory includes both the effects. Dietl et al. [7] had given exact
formulation for voltage output and tip deflection, based on the Timoshenko beam
theory. They compared with the Euler–Bernoulli beam model and concluded that it
over predicts the results for voltage output and tip displacement. The results for
very long Euler–Bernoulli beam are equivalent to the Timoshenko beam, which
was further proved by Wang [8], who used spectral finite element method for
comparison between two models.

To increase the power output, many researchers have done some modifications
to their harvester model. Jagannathan et al. [9] proposed two modifications, first,
voltage inversion method in which voltage was in phase with current, which
increases power by 50% in series inversion. Second, the use of tapered cantilever
beam over rectangular cantilever beams increases power by 3 times. Ayed et al.
[10] used variable width of cantilever harvester, varied either linearly or quadrat-
ically with respect to position. They used Euler–Lagrange equation and enhanced
power density at low frequency of excitation. Annapureddy et al. [11] introduced
cavity along the width of harvester, which increased the strain hence power and
output voltage increased up to 1.75 times. Guan et al. [12] used H-shaped proof
mass for cantilever harvester, which provided large rotary inertia. They experi-
mentally and using FEM analysis verified their results. Sang et al. [13] splits
harvester beam into beams with small width. They found that on single splitting
power increased by 2.45 times and on two splitting power increased by 2.76 times
compared to beam without splitting. Splitting decreases the damping of beam,
which increases the vibration amplitude hence power. Dayou et al. [14] experi-
mentally verified the analytical solution of harvester with split width.

Levinson [15] presented the expressions for the natural frequency for stepped
string and stepped beam by the continuity condition at the junction of two sections.
Exact solution for frequency equation, given by Jang et al. [16], they compared to
theoretical solution with finite element method (FEM) for different end conditions
of the stepped beam. Rosa [17] calculated natural frequency equations for the
Euler–Bernoulli stepped beam with elastic end condition. Naguleswaran [18] used
three types of stepped beams, first, beam with step in width, second, beam with step
in thickness and third, circular beam with step in diameter with similar
cross-section. For all the types of beam model frequency equation was developed
for different end conditions. Bhattacharyya et al. [19] gave an analytical solution for
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the frequency equation for single step change stepped beam for free-free end
condition and they verified theoretical model experimentally. Wickenheiser [20]
used a piezo-electric cantilevered beam with variable cross-sections, multiple dis-
continuity with lumped mass and angle between the steps provided. Equation of
motion and eigen-function was derived and experimentally validated. Vaz et al.
[21] presented the modes shapes of the Euler–Bernoulli beam with multiple step
changes theoretically and validated experimentally.

In this paper, unimorph stepped cantilever beam harvester of rectangular
cross-section is studied. Harvester is excited at the fixed base in the form of
translation and small rotation which is not restricted to be harmonic. As per the
Euler–Bernoulli’s assumptions relative tip displacement of the stepped beam for
transverse vibration is derived. Both types of damping, namely internal (strain-rate
damping) and external (viscous-air damping) are considered. For better comparison
with uniform beam harvester, mass of stepped beam kept equal to uniform beam.
Moment of inertia of the both the model are different. Expression for relative
transmissibility function and voltage, current and power FRFs are derived. FRFs are
plotted against the excitation frequency for different load resistances.

43.2 Stepped Beam Model

43.2.1 Relative Tip Displacement of the Harvester

Stepped cantilever unimorph beam, shown in Fig. 43.1, consists of two sections AB
and BC. The less stiff end (end A) of the harvester is fixed and given excitation at
that end considering no restriction to be harmonic in nature. The excitation is
combination of translation g(t) and small rotation h(t). Assuming as thin beam
enables to neglect the effect of rotary inertia and shear deformation hence Euler–
Bernoulli formulation can be performed. The harvester is unimorph in which
piezo-electric layer is on the substrate layer. The flexural stiffness of section AB of
the beam is going to affect by the configuration of layers of the harvester.

The transverse deflection at the free end of the beam is given by w(x, t). Two
sections AB and BC with different cross-sections of the stepped beam junction at the
B. The undamped equation of motion for the section AB of the beam is given as [22]

Fig. 43.1 Unimorph stepped cantilever beam harvester with base excitation
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Y1I1
@4w1ðx; tÞ

@x41
þm1

@2w1ðx; tÞ
@t2

¼ 0 ð43:1Þ

where Y1I1 is equivalent bending stiffness (Y is the Young’s modulus and I is the
moment of inertia) and m1 is the mass per unit length of section AB of the stepped
beam with PZT layer cross-section. There are two types of damping involved
namely strain rate damping and air-viscous damping. The damped equation of
motion is written as

Y1I1
@4w1ðx; tÞ

@x41
þCs;1I1

@5w1ðx; tÞ
@x41@t

þCa;1
@w1ðx; tÞ

@t
þm1

@2w1ðx; tÞ
@t2

¼ 0 ð43:2Þ

where Ca is viscous air damping coefficient due to air displaced near the beam and
Cs is strain rate damping coefficient due to internal friction in the beam. Both of the
damping considered satisfies the proportional damping criteria, so they are con-
venient for the modal response analysis of the beam. The absolute transverse dis-
placement is given as [4]

wðx; tÞ ¼ wrelðx; tÞþwbðx; tÞ ð43:3Þ

where wrelðx; tÞ is the relative transverse deflection and wbðx; tÞ is the base motion.
The base motion is combination of transverse base motion and small rotation as
shown in Fig. 43.1. Equation (43.2) can be rewritten as

E1I1
@4w1;relðx; tÞ

@x41
þCs;1I1

@5w1;relðx; tÞ
@x41@t

þCa;1
@w1;relðx; tÞ

@t

þm1
@2w1;relðx; tÞ

@t2
¼ �Ca;1

@w1;bðx; tÞ
@t

� m1
@2w1;bðx; tÞ

@t2

ð43:4Þ

The solution of (43.1) for space can be written as

X1ðx1Þ ¼ C1sinb1x1 þC2cosb1x1 þC3sinhb1x1 þC4coshb1x1 ð43:5Þ

where b1 is dimensionless frequency parameter roots of characteristics equation at
frequency x, and given as

b41 ¼
m1x2

Y1I1
ð43:6Þ

The solution of (43.4) is given as [22]

wrelðx; tÞ ¼
X1
r¼1

£rðxÞgrðtÞ ð43:7Þ
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where £r ðxÞ is eigen-function and gr tð Þ is modal coordinate of the beam at r-th
mode. Now applying the boundary conditions to (43.5) as

Deflection; X1ðx1 ¼ 0Þ ¼ 0
Slope; X 0

1ðx1 ¼ 0Þ ¼ 0
X1ðx1Þ ¼ C1 sinb1x1 � sinhb1x1ð ÞþC2 cosb1x1 � coshb1x1ð Þ

ð43:8Þ

Similarly, considering the section BC of the stepped beam, the equation of the
motion can be given as

Y2I2
@4w2ðx; tÞ

@x42
þm2

@2w2ðx; tÞ
@t2

¼ 0 ð43:9Þ

and the solution for the above equation is

X2ðx2Þ ¼ C5sinb2x2 þC6cosb2x2 þC7sinhb2x2 þC8coshb2x2 ð43:10Þ

Here X2ðx2Þ is the normal mode of the section BC at natural frequency x and

b42 ¼
m2x2

Y2I2
ð43:11Þ

As it can be seen from Fig. 43.1, the B is the junction point of two sections,
namely AB and BC. At this junction, beam must satisfy the continuity conditions,
which are given by following equations:

Deflection;X1ðx1 ¼ L1Þ ¼ X2ðx2 ¼ 0Þ ð43:12aÞ

Slope;X 0
1ðx1 ¼ L1Þ ¼ X 0

2ðx2 ¼ 0Þ ð43:12bÞ

Bendingmoment; Y1I1X 00
1 ðx1 ¼ L1Þ ¼ Y2I2X

00
2 ðx2 ¼ 0Þ ð43:12cÞ

Shear force; Y1I1X 000
1 ðx1 ¼ L1Þ ¼ Y2I2X

000
2 ðx2 ¼ 0Þ ð43:12dÞ

where “′” represents the differentiation with respect to position x. Applying above
conditions to (43.8) and (43.10) implies as follows

C1 sinb1L1 � sinhb1L1ð ÞþC2 cosb1L1 � coshb1L1ð Þ ¼ C6 þC8 ð43:13aÞ

b1ðC1 cosb1L1 � coshb1L1ð Þ � C2 sinb1L1 þ sinhb1L1ð ÞÞ ¼ b2ðC5 þC7Þ
ð43:13bÞ

Y1I1b
2
1ðC1 sinb1L1 þ sinhb1L1ð ÞþC2 cosb1L1 þ coshb1L1ð ÞÞ ¼ Y2I2b

2
2ðC6 � C8Þ

ð43:13cÞ
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Y1I1b
3
1 C1 cosb1L1 � coshb1L1ð Þ � C2 sinb1L1 � sinhb1L1ð Þð Þ ¼ Y2I2b

3
2ðC5 � C7Þ

ð43:13dÞ

Solve above equations such that the constants C5; C6; C7 andC8 can be
expressed via constants C1 andC2:

C5 ¼ C1cosb1L1 � C2sinb1L1;

C6 ¼ C1sinb1L1 þC2cosb1L1

C7 ¼ �C1coshb1L1 � C2sinhb1L1;

C8 ¼ �C1sinhb1L1 � C2coshb1L1

Substituting the above values in (43.10), the normal mode function can be
simplified as

X2 x2ð Þ ¼ C1 cosðb1L1Þsinðb2x2Þþ sin b1L1ð Þcos b2x2ð Þð
� coshðb1L1Þsinhðb2x2Þ � sinh b1L1ð Þcoshðb2x2ÞÞ
þC2 �sin b1L1ð Þsin b2x2ð Þþ cosðb1L1Þð Þcos b2x2ð Þ
� sinhðb1L1Þsinhðb2x2Þ � cosh b1L1ð Þcoshðb2x2ÞÞ

ð43:14Þ

The boundary conditions for cantilever beam harvester at the free end C which is
given by

Bendingmoment; E2I2X 00
2 x2 ¼ L2ð Þ ¼ 0 ð43:15aÞ

Shear force; E2I2X 000
2 ðx2 ¼ L2Þ ¼ 0 ð43:15bÞ

Applying above boundary conditions to (43.14), implies:

Y2I2b
2
2ðC1 �cos b1L1ð Þsinðb2L2Þ � sin b1L1ð Þcos b2L2ð Þð

�coshðb1L1Þsinhðb2L2Þ � sinhðb1L1Þcoshðb2L2ÞÞ
� C2 sinðb1L1Þsin b2L2ð Þð � cos b1L1ð Þcos b2L2ð Þ
� sinh b1L1ð Þsinhðb2L2Þ � coshðb1L1Þcoshðb2L2ÞÞÞ ¼ 0

ð43:16aÞ

Y2I2b
3
2ðC1 �cosðb1L1Þcos b2L2ð Þþ sin b1L1ð Þsinðb2L2Þð

� coshðb1L1Þcosh b2L2ð Þ � sinhðb1L1Þsinhðb2L2ÞÞ
þC2 sinðb1L1Þcosðb2L2Þþ cosðb1L1Þsin b2L2ð Þð
� sinhðb1L1Þcoshðb2L2Þ � coshðb1L1Þsinhðb2L2ÞÞÞ ¼ 0

ð43:16bÞ
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Above equations can also be written in simplified form as

Y2I2b
2
2 C1z1 þC2z2ð Þ ¼ 0 ð43:17aÞ

Y2I2b
3
2 C1z3 þC2z4ð Þ ¼ 0 ð43:17bÞ

For characteristic or frequency equation, the determinant of the coefficients C1

and C2 must be equals to zero:

z1z2
z3z4

����
���� ¼ 0 ) z1z4 � z2z3 ¼ 0 ð43:18Þ

Equation (43.18) will give the frequency equation, whose roots will give the
natural frequency of the stepped beam harvester. Since b1 and b2 are the functions
of natural frequency and natural frequency of the stepped beam is the function of
material properties of the beam, it can be calculated from (43.11).

From (43.14) [22], C2 can be eliminated and normal mode function will have
only one constant i.e. C1, which is calculated by the orthogonality condition of the
beam. The normal mode function at r-th mode is given as

£rðxÞ ¼
ffiffiffiffiffiffiffiffiffiffi
1

m2L2

r
cosðb1L1Þsinðb2x2Þþ sinðb1L1Þcos b2x2ð Þð½

� coshðb1L1Þsinhðb2x2Þ � sinh b1L1ð Þcoshðb2x2ÞÞ
� rr � sin b1L1ð Þsin b2x2ð Þþ cos b1L1ð Þcos b2x2ð Þð
� sinh b1L1ð Þsinh b2x2ð Þ � coshðb1L1Þcoshðb2x2ÞÞ�

ð43:19Þ

where rr is given as

rr ¼
� cosðb1L1Þ sinðb2L2Þ � sinðb1L1Þ cos b2L2ð Þ�
coshðb1L1Þ sinhðb2L2Þ � sinh b1L1ð Þ coshðb2L2Þ

� �
sinðb1L1Þ sin b2L2ð Þ � cosðb1L1Þ cos b2L2ð Þ�

sinhðb1L1Þ sinhðb2L2Þ � coshðb1L1Þ coshðb2L2Þ
� �

Above eigen-function is valid only for the Euler–Bernoulli’s stepped cantilever
beam with no load condition at the free end irrespective of fixed end. The
eigen-function also satisfies the orthogonality condition can be given as

RL2
x2¼0

m2£sðxÞ£rðxÞdx ¼ drs

RL2
x2¼0

E2I2£sðxÞ @
4£rðxÞ
@x4r

dx ¼ x2
rdrs

ð43:20Þ
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where drs is Kronecker’s delta, defined as one for i = j and zero for i 6¼ j and xr is
the undamped natural frequency at r-th mode given as

xr ¼ b2L2ð Þ2r
ffiffiffiffiffiffiffiffiffiffi
E2I2
m2L42

s
ð43:21Þ

Solution of following ordinary differential equation gives the model response
function of the stepped beam:

d2grðtÞ
dt2

þ 2frxrð Þ dgrðtÞ
dt

þx2
rgrðtÞ ¼ frðtÞ ð43:22Þ

where

2frxr ¼ csx2
r

Y
þ ca

m
ð43:23Þ

Here fr is overall damping constant, which includes both the damping effect, i.e.
strain rate damping and air-viscous damping, shown in the equation. The strain rate
damping coefficient is proportional to structural stiffness and viscous air damping is
proportional to mass per unit length. From (43.22), modal forcing function fr tð Þ is
given by

frðtÞ ¼ �m cwr
d2gðtÞ
dt2

þ chr
d2hðtÞ
dt2

� �
� ca cwr

dgðtÞ
dt

þ chr
dhðtÞ
dt

� �
ð43:24Þ

where g(t) is the translation and h(t) is the rotation at the base and m is the mass per
unit length of the beam and

cwr ¼
ZL2

x2¼0

£rðxÞdx

chr ¼
ZL2

x2¼0

x£rðxÞdx
ð43:25Þ

Harvester is assumed as thin beam, so we can neglect rotation term, then
h(t) = 0. We solve (43.22), using zero initial condition (Duhamel integral) and
neglecting air-viscous damping far

� �
effect by assuming it has very less effect to

overall damping effect. Then the model response function can be given as
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grðtÞ ¼
mx2ð Þ

x2
r � x2 þ i2frxrx

cwr Y0e
ixt ð43:26Þ

Solution of the beam is given by (43.7), which is the function of the
eigen-function and model response function. Substituting their values in the
equation, the tip displacement of the beam at x2 = L2 is given as

w L2; tð Þ ¼ Y0e
ixt
X1
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

m2L2
cosðb1L1Þ sinðb2L2Þð½

r�

þ sinðb1L1Þcos b2L2ð Þ � coshðb1L1Þsinhðb2L2Þ
� sinhðb1L1Þcoshðb2L2Þ � r �sin b1L1ð Þsin b2L2ð Þð
þ cos b1L1ð Þcos b2L2ð Þ � sinhðb1L1Þsinhðb2L2Þ

� coshðb1L1Þcosh b2L2ð ÞÞ�
�

cwr
mx2ð Þ

x2
r � x2 þ i2frxrx

� �
ð43:27Þ

Relative transmissibility function is defined as the ratio of amplitude of tip
displacement to amplitude of base displacement. It is a dimensionless parameter,
which can be plotted against the ratio of the excitation frequency, given on its base,
to the natural frequnecy of the stepped beam harvester. For comparison with uni-
form beam model [4, 5] for stepped beam relative transmissibility is given as

TEB
rel ¼

X1
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

m2L2
cosðb1L1Þsinðb2L2Þþ sinðb1L1Þcos b2L2ð Þð½

r�

� coshðb1L1Þsinhðb2L2Þ � sinhðb1L1Þcoshðb2L2ÞÞ
� r �sin b1L1ð Þsin b2L2ð Þþ cos b1L1ð Þcos b2L2ð Þð
� sinhðb1L1Þsinhðb2L2Þ

� coshðb1L1Þcosh b2L2ð ÞÞ�
�

cwr
mx2ð Þ

x2
r � x2 þ i2frxrx

� �
ð43:28Þ

Figure 43.2 shows the results of the relative transmissibility function for the
stepped beam and uniform beam harvester. Geometrical and electromechanical
properties taken for the stepped harvester are present in Table 43.1. The results are
compared with the uniform beam, given by Erturk [4], according to that comparison
made, which is shown in Fig. 43.2. We consider the equivalent mass of the stepped
beam to the uniform beam, comparing the transmissibilty function at f = 0.01 of
both the beam models, at which X ≅ 1 shows the maximum peak.

The value of relative transmissibility for the stepped beam at resonance is 337.6
and for uniform beam is 78.27. The relative transmissibility of stepped beam har-
vester is by 3.41 times more than the uniform beam harvester. The plot is drawn
between the relative transmissibility modulus and ratio (X) of the excitation
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frequency to first natural frequency for different damping ratio values (f = 0.01,
0.02, 0.05, 0.1). As the relative transmissibility is function of the f also so that as its
value increases the relative transmissibility peak decreases accordingly.

43.2.2 Power Output from the Harvester

Considering Fig. 43.1, excited at the base, electrical output across the piezoelectric
in form of voltage is calculated here. The configuration has the series connection of
the electric circuit. The circuit is connected through the resistances of different
values (from 100 X to 1 MX) and output in form of voltage is taken out. We
consider the constitutive equation of the piezoelectric and electric displacement
given as [1]

Fig. 43.2 Relative transmissibility function for stepped beam a and uniform beam b harvester
model

Table 43.1 Geometrical and
electromechanical properties
taken for the stepped
harvester

Parameters Values

Length of each section, L1 = L2 (mm) 34

Width of the beam, b (mm) 9

Thickness of piezoelectric layer, hp (mm) 0.5

Thickness of substrate section AB, h1s (mm) 0.5

Thickness of substrate section BC, h2s (mm) 1.0

Young’s modulus of substrate, Ys (GPa) 200

Young’s modulus of piezoelectric, Yp (GPa) 70.92

Piezoelectric constant, d31(pm/V) −290

Permittivity, �s33 (nm/V) 27.22

Density of piezoelectric, qp (kg/m
3) 7600

Density of substrate, qs (kg/m
3) 8000
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D3 ¼ d31T1 þ �T33E3 ð43:29Þ

where 1 and 3 correspond to x- and y-axis, respectively, d31 is the piezoelectric
constant, T1 is the stress in x-direction, �T33 is the permittivity at constant stress and
E3 is the electric field. Substitution of stress, T1 ¼ S1Yp, and replacement on the
permittivity at constant strain and electric field E3 ¼ �v tð Þ=hp in (43.29), give:

D3 ¼ d31YpS1 � �s33
v tð Þ
hp

ð43:30Þ

where S1 is the strain, and at any position x in the piezoelectric layer, it is given as

S1 ¼ �hpc
d2wðx; tÞ

dx2
ð43:31Þ

where hpc is the distance between centre of the piezoelectric layer and substrate
layer and w(x, t) is the tip displacement of the beam end. Then (43.30) is re-written
as

D3 ¼ �d31Yphpc
d2w x; tð Þ

dx2
� �s33

v tð Þ
hp

ð43:32Þ

The electric charge, q(t), collected by the electrode, is integration of the electric
displacement over the electrode area, which can be given as

q tð Þ ¼
Z

D3 � n � dA ¼ �
Z

d31Ypbhpc
d2w x; tð Þ

dx2
þ �s33b

v tð Þ
hp

� �
dx ð43:33Þ

where n is unit normal outward the piezoelectric layer and dA is area of electrode.
The current is electric charge per unit time and by Ohm’s law voltage is load
resistance into current.

IðtÞ ¼ dqðtÞ
dt

; vðtÞ ¼ Rl:IðtÞ ð43:34Þ

v tð Þ ¼ �Rl

Z
d31Ypbhpc

d3w x; tð Þ
dx2dt

dxþ �s33bL
hp

dv tð Þ
dt

� �� 	
ð43:35Þ

where Rl is the load resistance and �s33bL=hp is the capacitance of the piezoelectric
layer, which is generally connected to the load resistance as it stores the energy.
Here voltage generated is function of motion of the beam. Substituting (43.7) to
above equation, we get
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�s33bLhp
dvðtÞ
dt

þ vðtÞ
Rl

¼ �
ZL
0

d31Ypbhpc
X d2£rðxÞ

dx2
dgrðtÞ
dt

dx ð43:36Þ

dv tð Þ
dt

þ hp
�s33bL

v tð Þ
Rl

¼ �
X dgr tð Þ

dt
hpd31Yphpc

�s33L
d£r xð Þ

dx
ð43:37Þ

dvðtÞ
dt

þ 1
s
vðtÞ ¼

X dgrðtÞ
dt

ur ð43:38Þ

where s is the time constant and ur is given at x = L2 as

ur ¼ � hpd31Yphpc
�s33L2

d£r xð Þ
dx

ð43:39Þ

We substitute v tð Þ ¼ V0eixt in the above equation and solve the RHS of (43.39),
which is differential equation, then (43.38) can be written as

ixV0e
ixt þ 1

s
V0e

ixt ¼
X1
r¼1

ur
d
dt

mx2 � ixcað Þ
x2

r � x2 þ i2frxrx
cwr Y0e

ixt

� �
ð43:40Þ

By considering overall damping is less and neglecting the effect of the
air-viscous damping in (43.40), it can be re-written as

ixV0e
ixt þ 1

s
V0e

ixt ¼
X1
r¼1

ur
imx3ð Þ

x2
r � x2 þ i2frxrx

cwr Y0e
ixt

� �
ð43:41Þ

43.2.2.1 FRF of Output Voltage

The frequency response function (FRF) of the voltage is given by the ratio of output
voltage to base acceleration in terms of [V s2/m] as

v tð Þ
x2Y0eixt

¼ 1
ixþ 1

s

� �X1
r¼1

ur
imxcwr

x2
r � x2 þ i2frxrx

� �
ð43:42Þ

Figure 43.3 shows the FRF of output voltage (43.42) at different frequencies for
various load resistances. The output voltage increases when load resistance
increases. The maximum value is obtained at first (natural frequency) mode of
vibration then at second mode and third mode. First mode frequency is equal to
159.5 Hz, at which FRF has the peak value of the voltage 19.35 V s2/m. For all
three modes of vibration, peak is obtained at 1 MX, i.e. at this value of resistance,
the output voltage is maximum.
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Figure 43.4 shows the FRF of output voltage of the uniform beam having
maximum value 6.243 V s2/m at 96 Hz. The stepped beam harvester produces
approximate 3.04 times more voltage than the uniform beam harvester.

It is known that if load resistance is less, then the regime is close to short circuit
condition and if value of load resistance is higher, then it is close to open circuit

Fig. 43.3 FRF of output voltage for stepped beam harvester at different load resistances

Fig. 43.4 FRF of output voltage for uniform beam harvester at different load resistances
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condition. Here among all load resistances, the value of 100 X is lower one means
gives the short circuit condition and the value of 1 MX is higher one gives the open
circuit condition to the circuitry arrangement made for the output voltage. In this
case, there is not such a difference between the short circuit and open circuit in
frequency for any of the modes, which can be seen in Fig. 43.3. In Fig. 43.3, it can
be clearly seen that the FRF of output voltage is independent of the circuit condition
of harvester for any of the mode shapes. All load resistances shows peak in the FRF
of output voltage at the same frequency.

43.2.2.2 FRF of Output Current

The equation for the FRF of output current is given by dividing the FRF of output
voltage ((43.42)) by load resistance, which gives:

I tð Þ
x2Y0eixt

¼ 1
Rl ixþ 1

s

� �X1
r¼1

ur
imxcwr

x2
r � x2 þ i2frxrx

� �
ð43:43Þ

Figure 43.5 shows the FRF of output current (43.43) at different frequencies for
various load resistances. Due to the current has reciprocal effect of load resistance
and it can be seen in Fig. 43.5, the output current decreases with the increase of
load resistance. The FRF of output current also shows that at first mode of vibra-
tion, the output current is more for lower load resistance value in contrast to the
FRF of output voltage.

Fig. 43.5 FRF of output current for different values of load resistance
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It also shows absence of the effect of short circuit and open condition in fre-
quency at any of the modes. At 1569 Hz, an anti-resonance can be seen between the
second and third modes, showing the lowest value of the current with no effect of
circuit condition. The same as Fig. 43.4, It also shows, at first mode of vibration,
the output current is maximum followed by second mode and so on. From the plot,
it can be concluded that for maximal output current, the load resistance should be
minimal.

43.2.2.3 FRF of Output Power

Power, produced by any electrical circuit, is product of the voltage and current. The
expression for the output power is obtained by multiplying (43.42) and (43.43).
Expression for the FRF of output power is given as

P tð Þ
x2Y0eixt

¼ 1
Rl

1
ixþ 1

s

� �X1
r¼1

ur
imxcwr

x2
r � x2 þ i2frxrx

� � !2

ð43:44Þ

In Fig. 43.6, higher value of output power is obtained at the first mode, when
load resistance is equal to 100 KX. In the case of the FRF of output voltage at 1
MX and the FRF of output current at 100 X, the peak values were obtained at first
mode followed by other modes. For the second and third modes, the peak values
were obtained at 10 KX. Due to the power is product of current and voltage, then
this variation of the peak value due to load resistance is occurred. In similar manner,

Fig. 43.6 Power FRF at different values of load resistance
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lower output power at first mode is found at the 100 X whether for the second and
third modes, it is attained at 1 MX. An anti-resonance exists also at 1569 Hz,
showing the least output power at this frequency as it was in Fig. 43.5.

In this plot also there is not such a difference in short circuit and open circuit
conditions. For both the cases there is not change in frequency value, which shows
the change, connected with these conditions. In Fig. 43.6, it can be clearly seen that
one curve intersects another showing the same value of power output at certain
frequency for different load resistances.

43.3 Conclusions

In this chapter, the expressions are derived on the base of the Euler–Bernoulli’s
assumptions for tip displacement and relative transmissibility function. The base
excitation is given to the harvester in the form of translation and small rotation. For
modal response function, damping due to strain rate and air damping is considered.
For the tip displacement of the stepped beam, eigen-function and natural frequency
of the stepped beam is calculated. Mass of the stepped beam is kept equal to the
uniform beam then results can be compared. Relative transmissibility function is for
the stepped beam harvester, compared with the uniform beam model, and it
demonstrate the value in 61 times greater than in the uniform beam.

Expressions for the output voltage, current and power have been derived and
FRF were plotted for each of them. These FRF were obtained in the dependence on
the frequency between 1 and 2000 Hz at different load resistance, changing from
100 X to 1 MX. The FRF plots found are independent of short circuit or open
circuit conditions. The output current and power FRF showed anti-resonance at
1569 Hz and all FRFs showed resonance frequency at 163 Hz. The output voltage,
produced by the stepped beam, is approximately 3 times greater than in the uniform
beam model.
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Chapter 44
The Effect of Operating Frequency
and Needle Diameter on Performance
of Piezoelectric Micropump

Rakesh Kumar Haldkar, Tanuja Sheorey and Vijay Kumar Gupta

Abstract In recent years, there is an increasing interest in development of
micropumps for various applications in the chemical, medical and biomedical
fields. Various researchers have tried to design and develop micropumps to handle
small and accurate quantity of fluid. This paper focuses on the analysis of a
piezoelectric actuator based micropump. Fluid is sucked inside the micropump by
actuation of piezoelectric bimorph. Due to motion of bimorph, back pressure is
generated inside the pump, causing the fluid to flow. Simulations are performed
using ANSYS 12.1® at an applied voltage of 20 V and varying operating fre-
quency. The simulation results show that the performance of micropump in terms of
flow rate is a function of bimorph deflection, which depends on applied frequency.
Effect of microneedle diameter and applied frequency on flow rate has been ana-
lyzed and discussed.

44.1 Introduction

In recent years, there is an increasing interest in development of micropumps for
various applications especially in the field of bio-fluidic and micro-fluidic. Various
researchers have tried to design and develop micropumps to handle small and
accurate quantity of fluid due to the requirements of the applications such as
microelectronic cooling, miniature biochemical analysis system, and biomedical
[1–3]. Some of the potential applications in biomedical field are drug delivery for
diabetic and cancer patients [4, 5]. Beside other mechanisms, piezoelectric actuated
micropumps are gaining attention of the researchers. Flow analysis in micropump
with deferent shapes of microneedle has been analyzed by Haldkar et al. [6, 7].

In this paper effect of variation of operating frequency and diameter of micro-
needle has been analyzed. For the purpose, simulations are performed in ANSYS®
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software. Experiment has been performed on piezoelectric bimorph to validate
simulation results, related to frequency and amplitude. Further, analysis is carried
out on flow of fluid inside the micropump at varying applied frequency, using the
FSI boundary condition.

44.2 Modeling of Micropump

Piezoelectric micropump consists of piezoelectric bimorph actuator, micropump
chamber and microneedle as shown in Fig. 44.1. This micropump is modeled in the
ANSYS 12.1® software and analyzed. The micropump consists of pump chamber
in which fluid is to be collected, piezoelectric bimorph actuator for pumping
actuation and a microneedle through which fluid will be sucked. Inner diameter of
pump chamber is 20 mm, depth is 2 mm and microneedle length is 15 mm
considered.

44.2.1 Piezoelectric Bimorph Actuator

The piezoelectric bimorph actuator works, based on the application of sinusoidal
voltage and its frequency. On application of sinusoidal voltage, upper piezoelement
contracts/expands and the lower piezoelement expands/contract, resulting in
bending motion of the piezoelectric bimorph. The bending direction changes as the

Fig. 44.1 Sketch diagram of micropump
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voltage direction changes. This creates suction and pressure inside the pump
chamber. Piezoelectric bimorph is made of PSI-5H4E and glued with epoxy glue.
Dimension details of the piezoelectric bimorph are shown in Fig. 44.2 and material
properties are summarized in Tables 44.1 and 44.2.

Analysis was carried out on the piezoelectric bimorph actuators. For modeling
piezoelectric bimorph actuator in ANSYS®, symmetry was explored and analysis
was carried out on half-domain. For meshing SOLID226 (Twenty node tetrahedron)
element has been used for the piezoelectric bimorph actuator and SOLID186
(Twenty node tetrahedron) element for the epoxy glue. Figure 44.3 shows finite
element model of the actuator on which analysis has been carried out. Figure 44.4
shows the first mode actuation of the piezoelectric bimorph actuator. Corresponding

Fig. 44.2 Dimensions of piezoelectric actuator

Table 44.1 Piezoelectric material properties (PSI-5H4E)

Compliance matrix for PSI-5H4E

SE ¼

16:5 �4:78 �8:45 0 0 0
�4:78 16:5 �8:45 0 0 0
�8:45 �8:45 20:7 0 0 0
0 0 0 43:5 0 0
0 0 0 0 43:5 0
0 0 0 0 0 42:6

�
�
�
�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�
�
�
�

� 10�12 m2=N

Piezoelectric coefficient matrix

d ¼
0 0 0 0 920 0
0 0 0 920 0 0
�320 �320 650 0 0 0

�
�
�
�
�
�

�
�
�
�
�
�

� 10�12 C/N

Relative permittivity

eT=e0
3800 0 0
0 3800 0
0 0 3800

�
�
�
�
�
�

�
�
�
�
�
�

; e0 ¼ 8:854� 10�12 F/M

Density: 7800 kg/m3

Table 44.2 Epoxy glue properties

Material Density (kg/m3) Young’s modulus (GPa)

Epoxy glue 1400 2.478
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natural frequency is observed as 7615 Hz. Harmonic analysis has been carried out
at an applied voltage of 20 V and maximum amplitude is observed as 29 µm at
7615 Hz frequency as shown in Fig. 44.5. Transient simulations are carried out by
giving actuation voltage as given in (44.1).

Applied voltage ¼ 20 sinð2p ftÞ; ð44:1Þ

where f is the applied frequency, t is the run time for actuator.

Fig. 44.3 FEA model of piezoelectric actuator

Fig. 44.4 First natural frequency
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44.2.2 Fabrication of Piezoelectric Bimorph Actuator

Piezoelectric bimorph actuator was fabricated with two sheets of 21 mm diameter
and 0.196 mm thickness of piezoelectric (PSI-5H4E) material. Both piezoelectric
sheets are glued with epoxy glue as shown in Fig. 44.2. The effective diameter of
piezoelectric bimorph actuator was 20 mm and Outer ring was 0.5 mm. Outer ring
of the piezoelectric bimorph actuator was fixed with the micropump outer case.
Fabricated piezoelectric actuator with micropump chamber is shown in Fig. 44.6.

44.2.3 Experimental Procedure

Experiment was conducted by supplying 20 V with power supply. Sinusoidal
signal was obtained by function generator and supplied to the amplifier. Amplifier
was used to amplify the current. The voltage from amplifier was supplied to the
micropump. Laser Vibrometer (Polytec PDV100®) was used to measure the
amplitude of piezoelectric actuator and recorded in PC through the interface. Line
diagram of the experimental procedure is shown in Fig. 44.7.

Fig. 44.5 Amplitude versus frequency
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44.2.4 Experimental Setup

Figure 44.8 shows experimental setup for measuring piezoelectric actuator ampli-
tude. Laser Virbrometer (Polytec PDV100®) is used to measure amplitude of the
piezoelectric bimorph actuator at 20 V. Amplitude of 20.870 µm was measured and
is shown in Fig. 44.9.

Experimental and simulation results are summarized in Table 44.3. A difference
of 4.2% was observed in natural frequency and 28% in amplitude. This may be due
to the errors during the fabrication process in terms of gluing and boundary con-
ditions. In simulation, perfect gluing and rigidly fixed boundary conditions have
been considered, which could not be achieved in the experiment. After building the
confidence between experiment and simulation results, further analysis was carried
by performing the simulations only.

Fig. 44.6 Piezoelectric actuator with micropump outer case

Fig. 44.7 Line diagram of experimental procedure
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Fig. 44.8 Experimental setup

Fig. 44.9 Amplitude and frequency, measured by laser vibrometer

Table 44.3 Comparison
between experimental and
simulation results

Name Experimental Simulation

Natural frequency (Hz) 7950 7615

Amplitude (µm) 20.87 29.0
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44.3 Simulation of Micropump with Variable
Microneedle Size

Micropump consists of outer case, microneedle and micropump chamber as shown
in Fig. 44.1. The micropump is modeled in the ANSYS® software. Finite element
model of outer case and fluid chamber are shown in Fig. 44.10. Circular micro-
needle has 15 mm length and 200 µm diameter. SOLID186 and FLUID143 ele-
ments were used to mesh outer case and micropump chamber (including
microneedle), respectively.

Fig. 44.10 FEA model: a micropump outer case and b micropump chamber
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44.3.1 Boundary Conditions

For the analysis, boundary conditions were imposed on the finite element model.
All boundary conditions are shown in Fig. 44.11 and summarized here.

(i) Opening condition

As the piezoelectric bimorph moves up, suction starts, resulting in flow of fluid
in the microneedle. When piezoelectric bimorph moves downward, a part of the
sucked volume may flow out through microneedle. Hence opening boundary
condition was applied at the inlet of the microneedle. At the inlet of microneedle,
pressure was considered as 100 kPa corresponding to human blood pressure.

(ii) Wall condition

The flow of fluid is restricted due to solid surface at the bottom and the
peripheral wall of the micropump chamber. Hence, wall condition is applied at
these places.

(iii) Symmetry condition

Only half of the domain is used for the flow analysis. Symmetry condition has
been applied along the central plane of symmetry.

(iv) Interface condition

FSI boundary condition was applied at the interface of fluid region and piezo-
electric bimorph actuator. Under this condition, fluid region tries to follow the
shape of the piezoelectric bimorph actuator.

Fig. 44.11 Boundary conditions
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44.3.2 Results and Discussion

Figure 44.12 shows monitor points A and B inside the pump chamber. Point A is
1 mm above the microneedle and point B is at 1 mm radial distance from the
microneedle (biosensor point). A voltage of 20 V was applied to the piezoelectric
bimorph actuator. At natural frequency, maximum pressure inside the micropump is
observed as 3 MPa, and average velocity is observed as 3.5 mm/s at monitor
point B. Figure 44.13 shows velocity vector and velocity streamline plots.
Figure 44.14 shows variation of the velocity with time. After a short initialization
time, flow is seen accumulating and reaches to almost a constant average velocity of
3.5 mm/s at approximately 1.8 ms.

44.3.3 Effect of Microneedle Diameter

Different cases are considered by varying microneedle diameter from 100 to
400 µm. Applied voltage (20 V) and frequency (7615 Hz) were constant in each
simulation. Results are summarized in Table 44.4. It can be observed that when
microneedle diameter decreases, pressure and velocity inside the micropump
chamber increases.

44.3.4 Effect of Applied Frequency

Effect of applied frequency was observed by fixing the microneedle diameter as
200 µm. Applied frequency varied from 100 to 7615 Hz (natural frequency).
Results are summarized in Table 44.5. It can be observed that when applied fre-
quency increases, pressure inside the micropump chamber and hence velocity
increases.

Fig. 44.12 Monitors points
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Fig. 44.13 Velocity vector (a) and velocity streamline (b)

Fig. 44.14 Velocity at
biosensor point
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44.4 Conclusion

Study began with comparison of experimental and simulation results of piezo-
electric bimorph actuator. A 4.3% difference in natural frequency may be consid-
ered insignificant. Further investigations were conducted on electro—solid—fluid
numerical model. The effects of microneedle diameter and actuation frequency on
flow were observed. With increase in applied frequency, pressure inside the
micropump increases. With the increase in the diameter of the microneedle, pres-
sure and velocity inside the pump decrease. Thus, selection of an optimum value of
microneedle diameter and applied frequency plays crucial role for the desired flow
from the micropump.
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Table 44.4 Effect of microneedle diameter

Microneedle diameter (µm) Pressure (MPa) Velocity (biosensor point) (mm/s)

400 0.5 0.8

300 1.5 2.1

200 3 3.5

100 5 5.2

Table 44.5 Effect of frequency

Applied frequency (Hz) Pressure (kPa) Velocity (mm/s) (at biosensor point)

100 1.98 0.020

135 2.1 0.025

500 200 0.080

1000 900 0.2

5000 2000 1

7615 (NF) 3000 1.5
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Chapter 45
Coded Control of Piezoactuator
Nano- and Microdisplacement
for Mechatronics Systems

Sergey M. Afonin

Abstract In the present chapter, the influence of the rigidity of piezoactuator and
the load rigidity on the mechanical and control characteristics of the multilayered
piezoactuator for the longitudinal, transverse and shear piezoeffect in the case of the
parallel and coded control are considered. The effects of the parameters of the
multilayered sectional piezoactuator and the load on its static and dynamic char-
acteristics are determined. For calculation of the control systems for the nano- and
microdisplacement, the transfer functions of the multilayered piezoactuator with
parallel and coded control are obtained.

45.1 Introduction

The piezoactuator solves problems of the precise adjustment in the microelectronics
and the nanotechnology, the compensation of the temperature and gravitational
deformations, the atmospheric turbulence by the wave front correction [1–12]. The
investigation of static and dynamic characteristics of the multilayered piezoactuator
of the nano- and micrometric movements as the control object is necessary for the
calculation of the piezoactuator for control systems of the nano- and micrometric
displacement. The structural design of the multilayered piezoactuator from PZT
ceramic depends on the manufacture technology. The multilayered piezoactuator
for the longitudinal piezoeffect is made as the compound piezoelectric converter,
from the separate piezoelectric plates, elastically compressed, the stack type or the
block piezoelectric converter from the piezoplates sintered using silver paste, the
compound piezoelectric converter from piezoelectric stacks with elastic reinforce-
ment, the multilayered piezoelectric converter glued from piezoelectric plates, or
the multilayered piezoelectric converter with layers deposited using the thin film or
the thick film technologies. The problems of providing precision of the control
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systems for the deformation of the multilayered piezoactuator of the nano- and
micrometric movements in the case of the parallel and coded control are topical [4–
8]. The solution of these problems requires the determination of mechanical and
control characteristics of the piezoactuator. In the case of the parallel control, all
piezolayers (piezoplates) in the multilayered piezoactuator are connected in parallel.

The application of the multilayer sectional piezoactuator with the coded control
makes it possible to efficiently use the electromechanical digital-analog conversion
for the nano- and microdisplacement. In the case of the coded control, the piezo-
layers in the piezoactuator are connected in parallel in each section and the control
voltage is supplied to each section via the multiplexer. The number of the piezo-
layers in the section is equal to the power of 2, i.e., 1, 2, 4, 8, 16, and so on. In order
to calculate deformation of the multilayered piezoactuator for the control system, it
is necessary to take into account the specific features of its mechanical and control
characteristics in the case of the parallel and coded control. The main parameter of
the external load of the piezoactuator is the load rigidity, i.e., the ratio of the force
of the elastic reaction of the load to the value of the load deformation. The
mechanical and control (adjusting) characteristics of the multilayered piezoactuator
for the longitudinal, transverse and shear piezoeffect in the case of the parallel and
coded control are obtained. By solving the matrix equation with allowance for the
corresponding equations of the piezoelectric effect, the boundary conditions on
loaded working surfaces of the multilayered piezoactuator, the strains along the
coordinate axes are constructed by the transfer functions of the multilayered
piezoactuator.

45.2 Problem Statement

Let us consider the static and dynamic characteristics, the control characteristics and
the transfer functions for the longitudinal, transverse and shear piezoeffect in the
case of the parallel and coded control of the multilayered piezoactuator [5, 11, 12].
We take into account the features of the mechanical and control characteristics in
the code control when calculating the deformation of the multilayer piezoactuator in
the control system. Let us consider the mechanical and control characteristics of the
multilayer piezoactuator under the code control for various structural designs.

The ratio of the magnitude of the elastic load response force to the strain load
value is the main parameter of the external load of the piezoactuator presenting the
rigidity of the load. We obtain the total deformation of the multilayer piezoactuator
with code control in the form of the sum of the deformations of individual sections
of the piezoactuator when the voltage and deformation of the multilayer piezoac-
tuator are applied to them under the action of the load force. When designing the
control systems for nanotechnology equipment, the actual effects of the load rigidity
on the mechanical and control characteristics of the multilayer piezoactuator under
code control are of interest. When using the multilayer sectional piezoactuator with
the longitudinal, transverse or shear piezoelectric effect with code control, we
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obtain nano- and microdisplacements proportional to the control code for the
electromechanical digital-to-analog converter. The multilayer sectional piezoactu-
ator is used for code control of sections (Fig. 45.1) for nano- and micromanipu-
lators in the nanotechnology equipment. In the multilayer sectional piezoactuator
there are N sections with the number nk of the piezolayers in the kth section.
Accordingly, the sections of the piezoactuator are mechanically connected in series,
however electrically isolated. The piezolayers in the section are electrically con-
nected in parallel and mechanically in series.

In general, the equation of the inverse piezoeffect [3–5] for the multilayered
piezoactuator has the following form

Si ¼ dmiEm þ sEijTj; ð45:1Þ

where Si is the relative deformation of the multilayered piezoactuator along the axis
i, Tj is the mechanical tension in the actuator in the axis j of the multilayered
piezoactuator, Em is the electric field strength in the actuator along the axis m, sEij is
the elastic compliance with E = const, dmi is the piezomodule, i, j = 1, 2,…, 6;
m = 1, 2, 3 are the indices.

Fig. 45.1 Kinematic scheme of multilayer sectional piezoactuator with longitudinal piezoeffect at
elastic load
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Accordingly, the equation of the multilayered piezoactuator inverse piezoeffect
[3–5] with the longitudinal piezoeffect of the multilayered piezoactuator has the
form

S3 ¼ d33E3 þ sE33T3; ð45:2Þ

where S3 is the relative deformation of the multilayered piezoactuator along axis 3,
T3 ¼ �F=S0 is the mechanical tension in the multilayered piezoactuator in the axis
3, F is the force, S0 is the cross-section area of the piezoactuator, E3 ¼ U=d is the
electric field strength in the piezolayer along the axis 3, d is the thickness of the
piezolayer, l ¼ nd is the length of the multilayered piezoactuator, n is the number of
the piezolayers, sE33 is the elastic compliance with E = const, U is the voltage at the
electrodes of the piezolayer, d33 is the longitudinal piezomodule.

The equation of the inverse piezoeffect [3–5] for the transverse piezoeffect of the
multilayered piezoactuator has the form

S1 ¼ d31E3 þ sE11T1; ð45:3Þ

where S1 is the relative deformation of the multilayered piezoactuator along axis 1,
T1 is the mechanical tension in the multilayered piezoactuator in the axis 1, E3 is the
electric field strength in the piezolayer along the axis 3, sE11 is the elastic compliance
with E = const, d31 is the transverse piezomodule.

The equation of the inverse piezoeffect [3–5] for the shear piezoeffect of the
piezoactuator has the form

S5 ¼ d15E1 þ sE55T5; ð45:4Þ

where S5 is the relative shear deformation of the multilayered piezoactuator, T5 is
the mechanical shear tension of the multilayered piezoactuator, E1 is the electric
field strength in the piezolayer along the axis 1, sE55 is the elastic compliance with
E = const, d15 is the shear piezomodule.

Let us consider the multilayer sectional piezoactuator in Fig. 45.1 consisting of
n piezolayers (piezoplates), united in N sections, with the longitudinal piezoeffect,
which has nk number of piezolayers in the kth section

nk ¼ 2k�1; ð45:5Þ

length of the kth section

lk ¼ 2k�1d: ð45:6Þ

where k = 1, 2,…, N, and N is the number of sections, l1 ¼ d is the length of the
first section of the piezoactuator; d is thickness of the piezolayer.

Hence, from (45.5) and (45.6), we obtain the total length of the multilayer
sectional piezoactuator with the longitudinal piezoeffect (Fig. 45.1)
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l ¼
XN
k¼1

lk ¼ (2N � 1Þd: ð45:7Þ

From (45.1) and (45.7) we obtain the maximum displacement of the multilayer
sectional piezoactuator with a longitudinal piezoeffect and the connection of
N sections in the form

DlmaxN ¼ d33ð2N � 1ÞU ¼ d33nU ð45:8Þ

where n ¼ 2N � 1 is the number of the piezolayers in the multilayer sectional
piezoactuator.

45.3 Construction of the Static Characteristics
of the Multilayered Piezoactuator

We obtain the static characteristics of the multilayer sectional piezoactuator when
the binary code is fed to the input of the voltage switch and the voltage is connected
from the outputs of the switch to the piezoactuator section. Accordingly, we receive
the displacement of the multilayer sectional piezoactuator with the longitudinal
piezoeffect as

Dl ¼
XN
k¼1

akDlk; ð45:9Þ

Uk ¼ akU;

where ak 2 0; 1f g are digits of the binary code, Uk is voltage on kth section of the
piezoactuator.

From (45.6) and (45.9) we have

Dl ¼
XN
k¼1

akd332k�1U ¼ d33
XN
k¼1

ak2k�1

 !
U: ð45:10Þ

Let us consider the mechanical and control characteristics of the multilayer
sectional piezoactuators with the code control under the longitudinal piezoeffect.
From (45.2), (45.9) and (45.10), we obtain the equation of the mechanical static
characteristic of the multilayer piezoactuator with the longitudinal piezoeffect and
the code controlled voltage
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Dl ¼ d33
XN
k¼1

ak2k�1

 !
U � sE33Fl=S0 ¼ d33

XN
k¼1

ak2k�1

 !
U � F=CE

33; ð45:11Þ

where CE
33 ¼ S0= sE33l

� �
is the rigidity of the multilayer sectional piezoactuator with

the longitudinal piezoeffect.
Hence, we have the equation of the mechanical static characteristic in the form

Dl ¼ Dl3max 1� F=F3maxð Þ; ð45:12Þ

Dl3max ¼ d33nsU; F3max ¼ d33nsUS0
sE33l

; ns ¼
XN
k¼1

ak2k�1;

where Dl3max ¼ d33
PN

k¼1 ak2
k�1

� �
U is the maximum displacement along the axis

3, F3max ¼ d33
PN

k¼1
ak2k�1

� �
US0

sE33l
is the maximum force along the axis 3, where ns is the

number of the piezolayers of the multilayer piezoactuator connected to the voltage
source.

The control (adjustment) characteristic of the multilayer sectional piezoactuator
with the longitudinal piezoeffect and the elastic load (Fig. 45.1), taking into account
(45.2) and (45.11), has the following form

Dl ¼ d33
PN

k¼1 ak2
k�1

� �
U

1þ Ca þCe
CE
33

ð45:13Þ

or

Dl ¼ d33l1=dð Þ PN
k¼1 ak2

k�1
� �

U

1þ Ca þCe
CE
33

; ð45:14Þ

where l1 ¼ d is the length of the 1st section of the multilayer sectional piezoac-
tuator, Ca is the rigidity of the reinforcing element (amplifying element), Ce is the
rigidity of the load.

Accordingly, the adjustment characteristic of the multilayer sectional piezoac-
tuator with the longitudinal (Fig. 45.1), transverse or shear piezoeffect and the
elastic load has the form

Dl ¼ kcU; ð45:15Þ

where kc is the transmission coefficient of the piezoactuator under the code control
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kc ¼

d33l1=dð Þ
PN

k¼1
ak2k�1

1þ Ca þCe
CE
33

;

d31l1=dð Þ
PN

k¼1
ak2k�1

1þ Ca þCe
CE
11

;

d15l1=dð Þ
PN

k¼1
ak2k�1

1þ Ca þCe
CE
55

:

8>>>>>>><
>>>>>>>:

In general, the transmission coefficient of the multilayer sectional piezoactuator
under the code control

kc ¼
dmil1=dð Þ PN

k¼1 ak2
k�1

� �
1þ Ca þCe

CE
ij

; ð45:16Þ

where l1 ¼ d; h; b is the length of the 1st section of the piezoactuator, dmi is the

piezomodule, CE
ij ¼ S0= sEij l

� �
is the rigidity of the piezoactuator.

Accordingly, the transmission coefficient of the multilayer piezoactuator under
the parallel control has the form

kc ¼ dmil=d
1þ Ca þCeð Þ=CE

ij
: ð45:17Þ

The adjustment characteristic of the multilayer sectional piezoactuator under the
code control with the elastic load has the form

Dl ¼ dmil1=dð Þ PN
k¼1 ak2

k�1
� �

U

1þ Ca þCeð Þ=CE
ij

: ð45:18Þ

45.4 Construction of Transfer Functions and Dynamic
Characteristics of the Multilayered Piezoactuator

We obtain the expression for the transfer function [4, 5, 7, 8, 11] of the multilayer
piezoactuator with parallel control and the elastic-inertial load at one rigidly fixed
edge of the multilayer piezoactuator and the longitudinal piezoelectric effect at
m � M in the form

WðpÞ ¼ N pð Þ
U pð Þ ¼

d33n

1þ Ca þCeð Þ=CE
33

� �
T2
33p

2 þ 2T33n33pþ 1
� � ; ð45:19Þ
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l ¼ nd; T33 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

M
Ca þCe þCE

33

s
; n33 ¼

a l2CE
33

3cE
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M Ca þCe þCE

33

� �q

where m is the mass of the multilayer piezoactuator; M is the mass of the load; T33,
n33 are the time constant and the coefficient attenuation, respectively, for the lon-
gitudinal piezoeffect of the multilayer piezoactuator and the elastic-inertial load.

From (45.13) and (45.19) we have, under code control and longitudinal piezo-
electric effect, the transfer function of the multilayer sectional piezoactuator for the
elastic-inertial load for m � M in the following form

W pð Þ ¼ N pð Þ
U pð Þ ¼

d33l1=dð ÞPN
k¼1 ak2

k�1

1þ Ca þCe
CE
33

� �
T2
33p

2 þ 2T33n33pþ 1
� � : ð45:20Þ

Hence, for the length of the 1st section l1 ¼ d, we have the transfer function

W pð Þ ¼ N pð Þ
U pð Þ ¼

d33
PN

k¼1 ak2
k�1

1þ Ca þCe
CE
33

� �
T2
33p

2 þ 2T33n33pþ 1
� � :

In the general form, with the code control, taking into account (45.14) and
(45.19), we obtain the transfer function of the multilayer sectional piezoactuator for
the elastic-inertial load for m � M in the form

W pð Þ ¼ N pð Þ
U pð Þ ¼

dmil1=dð Þ PN
k¼1 ak2

k�1
� �

1þ Ca þCe
CE
ij

	 

T2
ijp2 þ 2Tijnijpþ 1

� � ; ð45:21Þ

Tij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

M
Ca þCe þCE

ij

s
; nij ¼

a l2CE
ij

3cE
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M Ca þCe þCE

ij

� �r ;

where Tij, nij are the time constant and the coefficient attenuation, respectively, of
the multilayer sectional piezoactuator and the elastic-inertial load.

Taking into account (45.15), (45.20), (45.21), the transient response of the
multilayer sectional piezoactuator under the elastic-inertial load is written in the
generalized form

n tð Þ ¼ kcU0h tð Þ ¼ n0h tð Þ; ð45:22Þ

where kc is the transmission coefficient, U0 is the amplitude of the voltage, h(t) is
the normalized transient response of the piezoactuator, n0 is the steady displacement
value.
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In general, the steady displacement value (steady-state displacement) of the
multilayer sectional piezoactuator under the code control is defined as

n0 ¼
dmil1=dð Þ PN

k¼1 ak2
k�1

� �
U0

1þ Ca þCe
CE
ij

; ð45:23Þ

where the corresponding parameters of the multilayer piezoactuator for the longi-
tudinal piezoelectric effect: l1 = d and with the indices mi = 33, ij = 33, for the
transverse piezoelectric effect: l1 = h and with the indices mi = 31, ij = 11, for the
shear piezoelectric effect: l1 = b and with the indices mi = 15, ij = 55.

Hence, we have the expression for h(t) of the dynamic characteristic in the form
normalized transient response of the multilayer sectional piezoactuator under the
code control

h tð Þ ¼ 1� e
�nij t

Tijffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2ij

q sin bijtþuij

� �
; ð45:24Þ

where the parameters

bij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2ij

q
Tij

; uij ¼ arctg

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2ij

q
nij

0
@

1
A:

The effects of the parameters of the multilayer sectional piezoactuator and the
elastic load on the static and dynamic characteristics of the piezoactuator are
obtained. The transfer functions of the multilayered piezoactuator with the parallel
and coded control are determined for the control systems of the nano- and
microdisplacement for the mechatronics systems.

45.5 Conclusion

The analytical solution of the static and dynamic characteristics of the multilayered
piezoactuator are constructed. The transfer functions of the multilayered piezoac-
tuator with the parallel and coded control are received for the nano- and
microdisplacement of the mechatronics systems. The characteristics of the multi-
layer piezoactuator with the parallel and coded control are received using its physics
parameters, namely the rigidity and the mass of the load. The expressions for the
displacements of the multilayered piezoactuator for the longitudinal, transverse and
shear piezoeffect in the case of the parallel and coded control are obtained.

The transfer functions of the multilayered sectional piezoactuator with coded
control are obtained from the transfer functions of the multilayer piezoactuator with
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parallel control, taking into account the features of the deformations and the
transmission coefficient of the multilayer sectional piezoactuator under the code
control. The static and dynamic characteristics of the multilayer sectional
piezoactuator are determined taking into account its physical properties and the
elastic-inertial load.
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Chapter 46
Fiberization and Reuse of Slag for High
Added Value and Its Application

Chang Wook Park and Yun Hae Kim

Abstract The slag is divided into large blast furnace slag and steel slag to more
than 470 million tons emissions in Korea. Much of the blast furnace slag is a trend
that recycled material for cement is recognized as a new resource from waste. This
material can replace the currently used industrial fibers (glass, basalt, carbon fibers).
Slag fibers have economic and environmental benefits because of the waste recy-
cling. Fibers, produced by mixing various slag, have a chemical composition
similar to that of basalt fibers. It is anticipated that this will be possible as alter-
native fibers for basalt fibers that can overcome price competitiveness while pro-
tecting natural resources. As a result of measuring the tensile strength in this study,
the average is measured to be over 3000 MPa. Therefore, it is expected to be
applicable in industrial applications.

46.1 Introduction

Domestic steel-making slag is produced annually 20 million tons or more.
Generally, in the process of producing 1 ton of steel, from 100 to 500 kg of
steel-making slag is generated. For example, Fe–Ni slag is generated more than
1 million tons per year and fly ash, which is an industrial by-product, is generated
1.3 million tons annually, based on one thermal power plant. The generated slag is
dumped into the yard and cools and coagulates in the atmosphere with a large
amount of water-proof. The solidified clay of slag is recycled as raw material for
cement, but some are buried and processed affected by market conditions. However,
it is difficult to create high value-added product or use as a raw material. Therefore,
there is a need for a new method different from the application to low value-added
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industries and the recovery of metals or resources from existing single-composition
waste resources. Therefore, a new recycling method could be presented through the
combination of various process by-products [1–4].

Representative industrial fibers such as carbon fiber, glass fiber, and basalt fiber
have been applied to various industrial fields. Carbon fibers have many advantages
such as tensile strength, elasticity and corrosion resistance, but they are disadvan-
tageous in that they are expensive. Glass fiber is applied to many industrial fields
because of cheap price, but work environment and health problem are serious. So
much effort is being made to replace them [5–8]. Basalt fibers have been developed
for the replacement of glass fibers. Currently, much research is underway to replace
glass fiber, but basalt fiber raw materials are undervalued compared to glass fibers
in terms of its originality of natural resources and low competitiveness of price.
Fibers produced by mixing various slags have a chemical composition similar to
that of basalt fibers. It is anticipated that this will be possible as alternative fibers for
basalt fibers that can overcome price competitiveness while protecting natural
resources [9–11].

In this study, basic characteristics of fiber and spinning process of slag fiber
through raw material analysis were studied.

46.1.1 Research Purpose

We studied the applicability of slag fiber to industrial through the analysis of basic
characteristics, spinning process characteristics, and fiber properties.

46.1.2 Research Scope

At this study, we consider the following issues:

• Analysis of composition of slag
• Characteristics of raw materials
• Vitreous raw material
• Fly ash content ration (wt%): 40–60
• Spinning temperature: 1150–1247 °C
• Single fiber diameter (lm): 18.54–33.43
• Winding speed (m/s): 23.36–38.94
• Weight reduction rate: (wt%): 0.01–0.05
• Single fiber tensile strength (MPa): 1960–4176.
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46.2 Research Method

46.2.1 Raw Materials

First of all, it is necessary to find a suitable component system to which the slag
fibers can be spinned through the combination of Fe–Ni slag, converter slag and fly
ash slag. The suitable component system can have a composition of basicity similar
to that of commercially available basalt so as to have conditions similar to those of
basalt fiber. For the analysis of suitable component system, XRF analysis was
performed and TG/DTA was used to investigate the high temperature characteris-
tics of each raw material.

To investigate the chemical resistance, the raw materials were immersed into
37.5 wt% of barium chloride, 22.37 wt% of hydrochloric acid, 20 wt% of sodium
hydroxide and 98 wt% of sulfuric acid for 24 h, respectively. After that, the weight
changes were compared and analyzed.

46.2.2 Spinning

Generally, a spinning system needs an industrial furnace with a high heat capacity
as the base material of the slag is melted at a temperature above 1300 °C. It also
requires precise controls of heating rate, temperature and diameter of the fiber. In
this study, a feasible lab scale spinning system, which meets above requirements,
has been designed. The designed spinning system consists of three parts: furnace,
bushing, and winding part.

The spinning system has been designed considering the fact that the com-
pounded slag is mainly composited with SiO2 with high amounts of other com-
pounds such as of Al2O3. The furnace part can raise the temperature up to
maximum of 1600 °C, and the refractory of the furnace has been crafted with heat
resisting and insulating materials that is frictionless and thermostable at high
temperature. Figure 46.1 (a) presents the components of the furnace part, and
(b) depicts the actual furnace part in lab scale.

As this is the most core construction of this spinning system, the bushing is made
with alloy of Pt–Rh. The design includes two holes, based on the lab scale. Also,
this part is designed thermostatically, in order to prevent hardening and clogging of
the bushing entrance. Figure 46.2 (a) shows the design specification of bushing,
and (b) the actual bushing part of this design.

Winding system is consisted of two bobbins and a guide, and has a speed control
capacity of 0–6000 rpm. This part has been designed to wind a superfine fiber of 6–
24 lm diameter without breaking it. Also, when a fixed amount of fiber is winded,
the bobbin will shift automatically, allowing further winding. Figure 46.3 (a) shows
the design specification of winder, and (b) the actual winding part of this design.
Slag spinning machine part is present in Fig. 46.4 and the process of spinning is
shown in Fig. 46.5.
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46.2.3 Single Fiber Tensile Test

There are two experimental measurement methods in Short Fiber Tensile
Strength; ASTM D 3822 and ASTM D 4018. ASTM D 3822 is a method of
preparing every strand of specimen by separating spun fibers and then using paper
as a frame (Fig. 46.6). In this method, a tensile test is conducted at 1.0 mm/min in a
small tensile tester. At least 50 data are required because the data error is large.
Therefore, the short fiber tensile strength was tested by ASTM D 4018 instead of
ASTM D 3822. All the filaments were washed using the acetone in order to clean
the fiber surface. Tensile strength was tested by ASTM D 4018 strand tensile test.
This test is to fabricate specimens with fiber bundles. Orientation of the fiber is in
one direction and the fiber content is produced as a 40–50 wt%. Since tensile

Fig. 46.1 Furnace part

Fig. 46.2 Bushing part
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Fig. 46.3 Winding part

Fig. 46.4 Slag spinning machine part

Fig. 46.5 Process of spinning
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strength of resin is very small compared to fiber, tensile strength was calculated by
ignoring resin. Figure 46.7 shows a schematic of the ASTM D 4018 specimen.

MUL ¼ W1=L ð46:1Þ

MUL is the mass per unit length, g/m ð46:2Þ

W1 is the mass of the specimen, g ð46:3Þ

L is the length of the specimen, m ð46:4Þ

Fig. 46.6 Schematic of single fiber tensile test (ASTM D 3822)

Fig. 46.7 Schematic of ASTM D 4018 specimen
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Tensile strength MPað Þ ¼ A� P� qf =MUL ð46:5Þ

P is the maximum load, measured in tensile test, N ð46:6Þ

qf is the fiber density, g/m3 ð46:7Þ

A is an unit conversion factor ¼1; if load in Nð Þ ð46:8Þ

46.3 Result and Discussion

46.3.1 Raw Material

The composition of the compounded slag closely resembles that of basalt rock.
Therefore, the ideal composition of the raw material for spinning would require
compositing the chemical compounds similar to that of the basalt fiber. Table 46.1
shows the components that affects the fiberization of basalt compounds for spinning
continuous fiber.

Table 46.2 presents the composition of the slag compounds using XRF analysis.
Upon comparing the composition of the basalt and the compounded slag, it can be
concluded both compositions are appropriate for manufacturing a continuous fiber.

X-ray diffraction (XRD) analysis was used to confirm vitreous raw material. In
Fig. 46.8, it can be observed that there is no peak line, which means this material is
clearly vitreous. If the crystallinity of the raw material is confirmed during fiber
spinning, it is impossible to spin the long fibers continuously. It is important to
produce an amorphous raw material because a short circuit occurs at the portion
where crystallinity is confirmed. When cooling slowly over several hours after

Table 46.1 Fiberization of basalt compounds for spinning continuous fiber

SiO2

(%)
Al2O3

(%)
FeO + Fe2O
(%)

CaO
(%)

MgO
(%)

TiO2

(%)
MnO
(%)

Na2O
(%)

K2O
(%)

47–56 14–19 7–15 8–11 3.5–10 0.2–2.0 3.5–10 1.5–6.0 –

Table 46.2 Slag compounds, studied by using XRF analysis

SiO2 (%) Al2O3 (%) FeO + Fe2O (%) CaO (%) MgO (%)

Furnace slag 15.41 3.02 23.34 36.45 5.03

Fe–Ni slag 55.50 2.60 7.99 0.55 30.70

Fly ash 61.68 21.89 4.72 4.45 1.29

Slag (40:25:25) 45.70 12.81 15.21 9.52 13.90

Slag (50:25:25) 51.49 17.47 11.21 8.28 6.49

Slag (60:25:25) 54.68 17.56 9.48 8.15 3.48
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melting, much of the spinning raw material becomes crystalline. When it is cooled
at the RT condition, the temperature of the melt is rapidly reduced, but some parts
of the melt are partially crystallized. When it is under water cooling condition, rapid
cooling is achieved, and amorphous raw materials can be formed as a whole (see
Fig. 46.9).

TG/DTA analysis was performed to analyze the thermal decomposition of the
compounded slag. Both basalt and the compounded slag had similar thermal
decomposition behaviors. Basalt had melting point of 1258 °C, Tg of 813 °C,
approximately. The compounded slag had melting point around 1325 °C, which
was about 80 °C higher than the Basalt, and Tg of 838 °C. Figure 46.10 presents
TG/DTA analysis chart.

Fig. 46.8 XRD analysis of slag

Fig. 46.9 a Cooling in furnace, b cooling in air, c cooling in water
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Analysis of the chemical resistance of the raw materials revealed that there was
almost no weight change in the acid and base environment. After immersing for
24 h, the following results were obtained and the chemical resistance was con-
sidered to be excellent: a mass reduction of 0.05% at 37.5 wt% barium chloride;
0.02% at 22.37 wt% hydrochloric acid; 0.01% at 20 wt% sodium hydroxide; 0.04%
at 98 wt% sulfuric acid (see Table 46.3).

Fig. 46.10 a High-temperature characteristics of basalt b and slag
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46.3.2 Spinning

The slag fibers were kept at 1150, 1200 and 1220 °C for one hour, respectively, so
that the raw materials could receive heat sufficiently. This allowed the spinning to
occur at the appropriate spinning temperature. The higher the amount of fly ash, the
higher the spinning temperature (Fig. 46.11) as the content of SiO2 increased. The
slag fibers were produced between 1150 and 1245 °C and winding speed was 9.73–
16.22 m/s. The diameter of the fibers was measured to be about 18–30 lm (see
Fig. 46.12; Table 46.4). It could be produced on average 1244 °C, 416 RPM,
19.78 lm. Unstable spinning conditions are not uniform because the composition
ratio of slag is slightly different and the viscosity of the melt is also different.

Table 46.3 Slag compounds, studied by using XRF analysis

Before weight (g) After weight (g) Mass reduction (%)

BaCl2 50 49.975 0.05

HCl 50 49.99 0.02

NaOH 50 49.995 0.01

H2SO4 50 49.98 0.04

Fig. 46.11 Comparison of spinning temperature with fly ash content

598 C. W. Park and Y. H. Kim



Fig. 46.12 Diameter of slag fiber, studied by using FESEM

Table 46.4 Slag compounds, studied by using XRF analysis

Fly ash:
Furnace:
Fe–Ni

Spinning
temperature (°C)

Winding
speed
(m/s)

Diameter
(lm)

40:25:25 1150 9.93 32.63

1180 Fail Fail

1155 10.01 25.46

1167 Fail Fail

1152 8.24 28.32

50:25:25 1223 16.22 20.34

1220 15.84 24.45

1221 15.48 25.01

1224 16.04 22.34

1220 16.43 18.54

60:25:25 1245 6.49 32.20

1250 7.04 31.73

1245 6.58 32.45

1247 6.50 33.43

1247 6.49 32.51
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46.3.3 Single Fiber Tensile Test

Single-fiber tensile specimens were prepared as shown in Fig. 46.13, using the
ASTM D 4018 standard. The tensile strength test results for each case are shown in
Fig. 46.14. In case of slag fiber, containing 40 wt% of fly ash, the results were not
obtained except for two non-spinning cases. There was a significant difference in
tensile strength, depending on the composition ratio. The average tensile strength of
fibers with fly ash of 50 wt% (see Fig. 46.15) showed the best tensile strength
values of 3959 MPa, which is the average value of three specimens. However, its
value was at least 3215 MPa and at most 4746 MPa, which showed a large

Fig. 46.13 Specimen of tensile strength
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difference of 1500 MPa. Next, fiber, containing 40 wt% of fly ash spinned 3 times
in 5 running times, but the average tensile strength was 1778 MPa. Fiber, con-
taining 60 wt% of fly ash, showed the lowest tensile strength of 595 MPa. In case
of spinning of slag fiber, containing 60 wt% of fly ash, the diameter was large (see
Table 46.5) and the content of SiO2 was large due to the high viscosity of the melt.

Fig. 46.14 Comparison of tensile strength with fly ash content

Fig. 46.15 Tensile strength (fly ash 50 wt%)
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46.4 Conclusion

In this study, the new production technology and estimation of the quality of fibers
using slag is established. The study verifies the applicability of slag fibers to
industrial fibers.

(i) The composition of the slag compounds is studied by using XRF analysis.
The composition of the slag fiber closely resembles that of basalt fiber.

(ii) Through XRD analysis, it can be observed that there is no peak line, which
means this material is clearly vitreous.

(iii) basalt had melting point of 1258 °C, Tg of 813 °C, approximately, and the
compounded slag had melting point around 1325 °C, which was about 80 °C
higher than the basalt, and Tg of 838 °C.

(iv) Analysis of the chemical resistance of the raw materials revealed that there
was almost no weight change in the acid and base environment. This
resistance is very excellent because almost no change in weight.

(v) The higher the amount of fly ash, the higher the spinning temperature as the
content of SiO2 increased. The slag fibers were produced between 1150–
1245 °C and winding speed was 9.73–16.22 m/s. The diameter of the fibers
wasmeasured to be about 18–30 lm. It could be produced at average 1244 °C,
416 RPM, 19.78 lm. Unstable spinning conditions are not uniform because
the composition ratio of slag is slightly different and the viscosity of the melt is
also different.

Table 46.5 Slag fiber compounds, studied by using XRF analysis

Spinning temperature (°C) Winding speed (m/s) Diameter (lm)

1175 38.94 16.8

1240 25.96 20.8

1240 29.20 20.5

1243 23.36 19.8

1243 24.66 19.8

1243 23.36 19.5

1245 29.20 20.8

1245 29.85 20.5

1245 25.96 19.8

1245 25.96 18.5

1245 27.26 18.5

1250 26.61 20.5

1250 25.96 20.5

1250 26.61 19.8

1260 25.96 20.5

1260 25.96 18.2

1270 24.66 22.7
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(vi) The average tensile strength of fibers with fly ash of 50 wt% showed the best
tensile strength values of 3959 MPa, which is the average value of three
specimens. However, its value was at least 3215 MPa and at most
4746 MPa, which showed a large difference of 1500 MPa.
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Chapter 47
Mineral Additives from Technogenic
Raw Materials

N. I. Buravchuk, O. V. Guryanova, M. A. Jani and E. P. Putri

Abstract Description of the material composition and active components of
ash-slag wastes and burnt mine rocks as hydraulic additives is given. The results
of the evaluation of the activity of such additives are present. The influence of
fine-disperse hydraulic additives on hardening processes and the formation of the
structure and properties of cement stone, containing fly ash and burnt mine rocks is
estimated.

47.1 Introduction

The economic part of the concept of stable development implies the optimal use of
natural resources and the use of efficient technologies, the creation of environ-
mentally friendly products, minimization, processing and elimination of wastes [1].
In this context, the utilization of technogenic raw materials acquires a compre-
hensive character and becomes part of the modern economic worldview. Among
the generated and accumulated wastes, the secondary products of the coal and fuel
industries are the most numerous [2–4]. However, the instability of the
chemical-mineralogical composition and properties of ashes of heat electric stations
(HESs), as well as many other technogenic materials [5, 6], restrains their use in the
manufacture of concrete due to significant fluctuations in the properties of the
products obtained on their base. For the effective utilization of technogenic wastes,
a fundamentally new approach [7, 8] is required for their elimination. It requires
expenditures to create an information database on wastes, sanitary and hygienic
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assessment, and development of methods for their applications. The use of ash-slag
mixtures and mine rocks in the building materials industry is one of the strategic
ways to decide the environmental problem in improving the environment in the
zones of operation of HESs and in the regions with a developed coal industry [9].
The number of such regions includes the Rostov region of Russia, on the territory
of which there are significant reserves of coal and facilities for the heat and power
industry.

47.1.1 Research Purpose

The purpose of the research is to study the properties and composition of burnt
mine rocks and ash-slag wastes for use as mineral hydraulic additives in the
technology of binders, concretes and mortars.

47.1.2 Research Scope

In the chapter, we study the next issues:

(i) the composition and properties of ash-slag wastes and burnt mine rocks;
(ii) the ways to increase the activity of ash and slag wastes and burnt mine rocks;
(iii) the processes of hardening the binder with the additives of ash-slag wastes

and burnt mine rocks;
(iv) the formation mechanisms of structureStructure and properties of cement

stone with additives of ash-slag wastes and burnt mine rocks.

47.2 Research Method

The object of research was burnt mine rocks and ash-slag wastes accumulated in
dumps at the area of the Rostov region.

Analytical and laboratory studies were performed to obtain information on the
chemical and material composition of the raw materials. activity and
physical-mechanical properties. The results of the studies make it possible to
determine the directions of the using the such additives. The analysis of the effect of
ash additives and burnt rock on hardening, structure formation and properties of
cement stone is carried out.
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47.3 Results and Discussion

47.3.1 Features of Mineral Composition

The objects of study of this work are burnt mine rocks and ash-slag wastes (ash of
dry selection and with slag mixture). In several papers, the authors observed that the
ash and slag are largely identical to that of natural mineral raw materials on the
chemical-mineralogical, granulometric and phase-mineralogical composition [9–
13]. However, the conditions for the formation of these materials are different.
Burnt rocks are formed during prolonged self-burning of carbonaceous rocks,
which occurs in waste pits, namely the cone-shaped dumps near coal mines at
temperatures of 600–1000 °C. Under the influence of atmospheric oxygen, spon-
taneous burn out of organic substances and sulfur takes place, which continues
dozens of years. In burnt rocks, the content of carbonaceous impurities does not
exceed 5.0%. Ash-slag waste is a product of burning coal in boiler furnaces at
temperatures above 1000 °C, up to 1700 °C. The chemical composition of the raw
materials used is shown in Table 47.1.

The chemical compositions of ash samples and burnt rocks are mainly oxides of
silicon, aluminum and iron. The chemical compositions of the wastes are semiacid
materials, with high content of coloring oxides. The phase-mineralogical and
chemical composition of ash and burnt rocks is determined mainly by the content of
the mineral substances of carbonaceous rocks and fuel and also the changes that it
undergoes in the process of high-temperature treatment, namely annealing in dumps
or in the boilers of HESs.

At the annealing temperature, the mineral part of the fuel is undergone trans-
formations, associated with dehydration, dissociation, oxidation, polymorphic
changes, interaction in the solid phase, in the melt, and amorphization. These
factors affect the properties, the degree of activation and reactivity of the final
products of thermal treatment, namely burnt rocks and ash-slag wastes.

The carbonaceous rocks depositions are composed mainly of mudstones, silt-
stones, sandstones and limestones. Four types of dumps are distinguished: sandy,
sandy-clayey, clayey and calcareous-sandy-clayey. The clayey type of mine dumps
dominates at the area of the Rostov region.

Table 47.1 Chemical composition of mineral raw materials

Material The content of oxides (wt%)

SiO2 Al2O3 Fe2O3 CaO MgO SO3 Na2O K2O P2O5 Loss on
ignition

Fly ash 54.80 23.45 5.13 4.96 1.86 0.52 0.97 1.13 0.93 6.25

Ash-slag
waste

53.31 21.42 7.83 5.10 1.97 0.95 1.23 1.87 0.54 5.78

Burnt
mine rock

56.00 22.41 7.04 2.45 1.46 1.24 1.98 2.27 0.35 4.80
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In the mineral part of solid fuel, as in the original mine rocks, clay minerals
predominate. The most characteristic type of clay minerals in coal seams is kaolinite
(Al2O3�2SiO2�2H2O).

In the ash and burnt rock, there are the main groups of substances: crystalline,
amorphous and organic. The amorphous part of the ashes is a glass phase and an
amorphous clay substance.

Mineral composition of fly ash is described by Fig. 47.1.
Mineral composition of burnt mine rock is described by Fig. 47.2.
The mineral composition of burnt rocks and ash contains crystalline minerals:

quartz and its modifications, iron in the form of magnetite and hematite, a clay
substance represented by hydromica with an admixture of kaolinite and chlorite:

(i) b-SiO2 with d = 3.35; 2.29; 2.12; 1.82; 1.67 Å;
(ii) b-cristobalite with d = 2.81; 2.53; 2.49; 1.59; 1.54 Å;
(iii) c-tridymite with d = 4.29; 3.21; 2.81; 2.49 Å;
(iv) c-Al2O3 with d = 2.70; 2.45; 2.29; 1.97 Å;
(v) mullite with d = 2.20; 1.69; 1.59 Å.

When burning in the waste dump or combustion in the boiler furnaces, the
dehydration and amorphization of clayey matter and the formation of the following
phases are occurred [14]:

Fig. 47.1 X-ray pattern of fly ash

Fig. 47.2 X-ray pattern of burnt mine rock
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(i) metakaolinite is not fully dehydrated and amorphous clay substance, which
retains a distorted crystal lattice and is capable to hydration;

(ii) an amorphous, but not caked substance, characterized by a highly developed
surfaceSurface and consisting mainly of fine mechanical mixture of amor-
phous silica and alumina;

(iii) sintered and partially vitrified substance, having a much smaller specific
surfaceSurface area.

High specific surface area and the greatest hydraulic activity characterize the first
phase. The metakaolinite, which has a large specific surface, reacts actively with
calcium hydroxide at ordinary temperatures to form calcium hydrosilicates and
hydrogelenite according to the reaction:

Al2O3�2SiO2 + 3Ca OHð Þ2 þ nþ 5ð ÞH2O

= 2CaO�Al2O3�SiO2�8H2O + CaO�SiO2�H2O

With a decrease in the specific surface and partial vitrification of amorphous
products of high-temperature treatment of clay minerals, it is reduced the hydraulic
activity of the components of burned rocks, ashes and slag.

Along with the clay substance, sandstone is also exposed to pyroprocesses,
which presents itself cemented grains of quartz. In the burning process, quartz,
having undergone a number of transformations, returns to the low-temperature
modification of the b-quartz, but with a broken structural lattice. The existing
ferruginous impurities also undergo changes under the influence of burning pro-
cesses and pass into forms with greater activity. Thus, the main active components
of burnt rocks, ash and slag, capable to further interaction are metakaolinite, as well
as SiO2, Al2O3, Fe2O3, in which the burning process violates the structure of the
original minerals. The presence of these components is associated with a violation
of the crystal lattice of clay minerals under thermal influences and the appearance of
a certain energy potential in thermo-modified products. This new state of matter
causes the ability of burnt rocks and ashes to hydrate and absorb lime from the
solution. Unlike ashes, burnt rocks contain a considerable amount of clayey, fer-
ruginous and siliceous hydraulic components. Burnt mine rocks show the properties
of active clay, and ash has characteristics of a medium-active silicate-ferruginous
additive. The most active component of ashes and slag is the vitrified substance and
the glass phase. The activity of the ashes is mainly due to the presence of the glass
phase.

In the studied ash-slag wastes, glassy phase is contained in a minor amount. As
ash and burning rocks do not contain calcium oxide in the free form, therefore,
when mixed with water they do not harden. However, in combination with binders
(lime, cement), they exhibit characteristic properties of puzzolana. At the usual
temperatures, they are able to bind calcium hydroxide to form insoluble compounds
capable to hydraulic hardening. The latent hydraulic activity of burnt rocks and
ash-slag wastes causes their use as hydraulic additives in binders, concretes and
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mortars mixed with lime or cement. Methods for assessing the activity of the
additives, exhibiting the properties of pozzolana, are as follows:

(i) setting the time deadline for a binder (normal density dough), consisting of
additives, hydrated lime and gypsum not later than 7 days after mixing;

(ii) setting the time deadline on the base of resistance to water the binder within
3 days of presence in water the samples, containing additive, when blurring
is not detected;

(iii) setting the time deadline on the base of the compressive strength of the
heat-treated samples of the binder, containing additives (compressive
strength should be not less than 3 MPa);

(iv) setting the time deadline on the base of ability to absorb dye from solution.

It is objectively possible to estimate the hidden activity of mineral additives
according to the degree of their involvement in the pozzolanic reaction with the
calcium hydroxide, generated by the hydrolysis of cement.

47.3.2 Kinetics of Involving the Additives in Reaction
of Cement with Calcium Hydroxide

Figure 47.3 shows comparative assessment of the involvement of ash or burnt rock in
reaction with calcium hydroxide. This technique allows comparative assessment of
the activity of pozzolanic additives. Activity is estimated according to the degree (q)
of involvement of the additive in the reaction. It is expressed as a ratio of the mass of
the additives, which entered into reaction, to the mass of all introduced additives.
From the data obtained, it follows that the pozzolanic reaction begins at a fairly early
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Fig. 47.3 Kinetics of the involvement of additives in the reaction with calcium hydroxide: 1—
milled burnt mine rock with a specific surface of 600 m2/kg; 2—ash of dry selection with a
specific surface of 350 m2/kg; 3—ash waste with a specific surface of 200 m2/kg
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age, but a noticeable amount of the additives is involved in the reaction after 7 days.
Then, there is a slow increase in the amount of reacted ash or burnt rock. The data
obtained are consistent with the dispersity of the additives and features of their
amorphous phases, exhibiting pozzolanic activity. From these data, it follows that
fine-milled burnt mine rock (curve 1) is more actively involved in the process of
hydration. The burnt rock is composed mainly of amorphization clayey matter, and
this is the main reason for its active involvement in the pozzolanic reaction. The
influence of the pozzolanic effect increases with increasing specific surface of the
additives (curves 2 and 3). This is due to improved physico-chemical activity along
with chemical one due to the extremely developed surface of the particles.

It is known that with increasing specific surface of the material, its sorption and
chemical activity are increased. This is especially evident in inorganic binders. The
increase in dispersity of binders accelerates and qualitatively changes the processes
of hydration and hardening. It should be noted that a more complete involvement of
the additives in pozzolanic reaction causes the intense binding of calcium
hydroxide, which enhances the hydrolysis of the silicates of the cement and leads to
a further increase in the degree of hydration. This affects the structure and properties
of the solidified material. The simplest method for assessing the quality of various
types of mineral additives is the ability of treated binders, containing additives and
having strength at the age of 7 days, to withstand water resistance tests after 3 days
of water saturation. The results of the evaluation of the quality of additives from
burnt rock and fly ash at different ratios with cement are given in Table 47.2.

47.3.3 Effect of Co-grinding of Mixture of Fly Ash
and Burnt Rock with Alkaline Additives
on the Specific Surface of Mineral Additives
from Technogenic Raw Materials

Figure 47.4 shows the change in the specific surface area of a mixture of ash and
burnt rock, in a ratio of 1:1, at co-grinding with an alkali-containing additive. As

Table 47.2 Assessment of the quality of additives from technogenic raw materials

No. Composition, atomic
weight (%)

Strength at compression
at the age of 7 days
(MPa)

The state of the samples
after 3 days of water
saturation

Fly ash Burnt rock Fly ash Burnt rock Fly ash Burnt rock

1 70 30 8.6 7.4 The blurring of the
samples was not
detected, the clearness
of their sides remains

2 60 40 7.5 6.8

3 50 50 6.3 5.1

4 40 60 5.2 4.8

5 30 70 4.1 3.4
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such an additive, solid wastes of the spent electrolyser solution of sodium
hydroxide production are taken.

It was experimentally proved that the specific surface of hydraulic additives from
ash-slag wastes and burnt mine rocks should be at least 500 m2/kg. This conclusion
agrees with the authors’ statement [16] that the optimum dispersity of the additive
to cement should exceed the dispersity of the cement by 120–200 m2/kg.

The activity of the mineral additives was evaluated at adsorption of dye
methylene blue [17]. Characteristic of adsorption activity is the change in the
optical density of the dye (initial concentration) to treatment with a dye and after
treatment (the final concentration of dye): ΔD = D1 − D2, where D1 is the density
of the dye initial concentration before treatment of mineral supplements, and D2 is
the density of the dye after treatment of mineral supplements.

The comparative determinations of the adsorption capacity of the original fly ash
and burnt rock and their mixture and after mixed grinding with an alkaline additive
confirm the increase in adsorption activity by more than 3.2 times (Table 47.3).

It follows from the data given that fly ash is more active in comparison with a
burnt rock. However, the ability to activate in a burnt rock is more pronounced than
that of fly ash. The greatest effect of activation was observed in a mixture of fly ash
and burnt rock. Obviously, there is a synergistic effect, which is confirmed by
increased values of DD for a mixture of ash and rock.
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Fig. 47.4 Change in the
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Table 47.3 Adsorption activity of mineral additives (DD)

Physical condition of mineral additives Estimation of adsorption activity, DD

Fly ash Burnt rock Fly ash
Burnt rock = 1:1

Original 0.031 0.022 0.05

After grinding 0.071 0.062 0.09

After mixed grinding with alkaline additive 0.13 0.11 0.16

Increase in adsorption activity, times 4.19 5.0 3.2
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47.3.4 Effect of Co-grinding of Mixture of Fly Ash
and Burnt Rock with Alkaline Additive
on Adsorption Activity of Mineral Additive
from Technogenic Raw Materials

Figure 47.5 shows the change in the adsorption activity of a mineral additive
containing fly ash and burnt rock in a 1:1 ratio.

From Figs. 47.4 and 47.5, it follows that when co-grinding ash or rocks with an
alkaline additive, optimum values of their specific surface and adsorption activity
are achieved with an alkaline additive content from 5 to 10%.

The processes of hardening binders with hydraulic additives have not yet been
fully studied and are characterized by the complexity and variety of the interactions
of the mixture of components with water [18, 19], in which there are clinker part,
amorphous clay substance, glass phase, silica in the form of pozzolana and other
active ingredients.

Activated fly ash or burnt mine rocks is involved in the hardening of cement.
Additives ash and milled burnt mine rocks affect the process of structure formation
of cement stone [9], which is divided into three periods: (i) an induction is
immediately after mixing the cement paste with water; (ii) a coagulation, defined by
a grasp and (iii) the period of solidification and formation of the
condensation-crystallization and crystal structure.

The kinetics of the growing the cement stone strength in a mixture with ash
during the initial hardening period can be characterized by a change in the plastic
strength of the cement paste in time, and in later periods, directly by the com-
pressive strength of the samples of cement-ash stone.
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47.3.5 Kinetics of Hardening of Binder with Mineral
Additive from Fly Ash

Figure 47.6 shows the kinetics of hardening of cement stone and cement-ash
mixture, in which 20% of cement with respect to control sample is replaced by ash.

It should be noted that the nature of hardening cement-ash mixture is not fun-
damentally different from the strength of cement stone. The only difference is in the
quantitative values of the plastic strength and the compressive strength of the
samples under consideration and the duration of the periods of structuring. For the
cement-ash mixture, a slow increase in strength is characteristic, both at the initial
period (Fig. 47.6a) and at the subsequent hardening (Fig. 47.6b, c). During the first
day, it is almost impossible to evaluate the plastic strength of a cement mixture. The
initial period of structure formation finishes approximately on the second day.
Further, the structure is hardened, but with lesser intensity than in the control
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sample. In the control sample, a period of the stabilization of strength growth begins
since about 10 days. Cement-ash mixture does not reach this period up to 28 days
and the strength growth of these mixtures is ongoing. Additives of hardening
accelerators not significantly change the nature of processes of structure formation,
changing only the quantitative characteristics. One of the characteristics of addi-
tives, exhibiting the properties of pozzolans is the slow growth of hardness in the
mixture with cement at the initial period and the continuation of the strength growth
for a long time (Fig. 47.6c). Thus, for binders, hardening under natural conditions,
the replacement of part of cement with ash leads to a lower strength in early age.
With the time, the difference in the strength of pure cement binders and binders with
ash gradually decreases, and in late dates of hardening (over 90 days) binders with
ash not only acquire strength equal to the strength of cement without additives, but
even exceed it. This is clearly illustrated by the data presented in Fig. 47.6.

Dispersity plays a positive role in forming the structure and properties of the
mixtures, containing hydraulic additives (fly ash or milled burnt mine rocks). Fine
particles are distributed between the coarse additives, increasing the specific surface
area of the system and defining the effect of fine powders [20]. Increasing in the
strength of artificial stone is due to the formation of new structures at hydration. The
formation of hydrates is mainly due to surface reactions. On the developed surface
similar to a substrate, the nuclei of new structure are deposited. At the initial period,
the hardening effect of addition of ash or burning rocks is mostly physical in nature.
New structures arise in the form of gels. Weak intermolecular bonds between
particles are characteristic of coagulation-type structures. With the time, the poz-
zolanic properties of additives begin to appear in the binding of calcium hydroxide,
formed during the hydration of clinker minerals. Hardening of artificial stone leads
to an increase in the crystallization of the new structures. In addition to the gel, the
hydration products are represented by crystallized low-basic hydrosilicates. The
structures of the coagulation type are converted into reinforced
condensation-crystallization fibrous structures. Felt weave patterns of needle crys-
tals are also formed. The products of hardening fill the pores and microcracks
increasing the contacts of particles. This is a long-time process, therefore, for
systems containing hydraulic additives, it is characteristic that the strength increases
after reaching the design one. The low strength of the artificial stone with the
additions of fly ash or burnt rock is compensated by a higher strength in the later
periods of hardening. The ultimate strength can exceed the design strength by 2–3
times.

The active constituents of the additions of fly ash or burnt rock bind free lime,
forming during the hydration of cement. So, for example, after 6 months, an arti-
ficial mixture of cement with ash may contain 1.8–2.2 times less free calcium
hydroxide than a pure cement mixture. Therefore, materials on mixed binders are
more resistant to aggressive environments than materials, based on a cement binder.
Comparative tests of such materials on corrosion resistance were carried out by
keeping in a 5% solution of sodium sulfate for 2 years. In the composition of the
binder, the content of finely milled burnt mine rocks was 50%.
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In pure cement samples, there is a violation of the integrity of the sample and a
gradual decrease in strength until destruction at the end of the test period.

47.3.6 State of the Samples of Cement Stone, Based on Pure
Cement Binding and with the Addition of Burnt Rock
After Corrosion Test

From Fig. 47.7, it is followed that in the samples with the additives of burnt rocks,
external destruction is not observed.

47.3.7 Influence of Mineral Additives of Fly Ash
on the Structure of Cement Stone

Figure 47.8 shows the microstructure of the cement stone with addition of fly ash.
With increasing storage time in the aggressive solution is the increase of the
strength coefficient of resistance for these samples by the end of the test exceeded
the unit. Ash or burnt mine rocks participates in cement hardening with the for-
mation of low-basic hydrosilicates, which have increased strength and durability.
As a result, all potential possibilities of cement are used and the coefficient of its use
is increased. When this binder is hardened, an optimal dense and more durable
cement stone structure is created, contributing to the formation of a dense, strong,
weather- and corrosion-resistant cement stone with a reduced consumption of
cement clinker.

Fig. 47.7 Samples of cement
stone after the test for
corrosion resistance: a pure
cement samples, b samples,
containing 50% of
fine-disperse burnt rocks
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Corrosion resistance of a binder with hydraulic additives is explained by the fact
that in the presence of fine-disperse ash or burned rock, the formation of hydro-
sulfoaluminate takes place at the initial stage of hardening, when the structure of the
cement stone is still mobile and does not cause an increase in the osmotic pressure.
In the future, the formation of ettringite, which can lead to the destruction of the
stone, does not occur due to the lack of free calcium hydroxide in the solution.
Moreover, in aggressive media, components of ash or burned rock are primarily
active being in a metastable state. Later, cementing substances may fracture. The
compounds, formed under the influence of an aggressive medium, are retained on
the surface of the particles and prevent penetration of the aggressive solution deeply
into the interior. The increased density of cement stone with mineral additives of
ash-slag waste and burned mine rocks causes its high strength, minimal shrinkage,
reduced heat generation, crack resistance, resistance to temperature differences and
the influence of aggressive media.

47.4 Conclusion

Fine-disperse ash-slag wastes and burnt mine rocks as products of thermal effects
exhibit the properties of hydraulic additives. In a mixture with Portland cement, the
pozzolanic activity of these additives promotes an increase in the degree of
hydration of clinker minerals and an increase in the number of cementing sub-
stances and contacts of force interactions. These additional hydrate compounds fill
the microcracks and pores and dense the structure of the cement stone. The strength
of cement stone increases with lower presence of clinker minerals.

Fig. 47.8 Microstructure of cement stone, containing fly ash: a increase is 50�; resolution is
1 mm; b increase is 20,000�; the resolution is 3 lm
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Such additives are recommended for using in the manufacture technology of
binders, concretes and mortars. The use of such additives allows one to economy
the consumption of clinker minerals at simultaneous improving the construction
and technical properties and performance characteristics of building composites.
The results of the studies are confirmed by the practice of using ash-slag wastes and
burned mine rocks.
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Chapter 48
Treatment of Dioxin-Contaminated
Soil by Organic Waste Co-composting
System

C. Lin, A. Kaewlaoyoong, C. T. Vu and W. Y. Huang

Abstract Food waste collected from kitchen leftovers and dinner tables were
applied to co-composting dioxin-contaminated soils. The initial TEQ of the soil was
6048 ng-TEQ/kg dry wt, which was 6 times higher than the limit standard of
1000 ng-TEQ/kg dry wt issued by Taiwan EPA. It then decreased quickly by
around 50% to 2934 ng-TEQ/kg dry wt at the 7 days. Though about 70% of
PCDD/Fs had successfully degraded with co-composting approach after 49 days,
the final TEQ value of 1604 ng-TEQ/kg dry wt remained higher than the standard
limit of dioxins in soil (1000 ng-TEQ/kg dry wt). Subsequent attempts to bring the
final TEQ value down to the standard limit are required. Nevertheless, this study
has successfully demonstrated an enhanced thermophilic biodegradation approach
to degrade dioxins. And the operation of the biological treatment is believed more
robust and easier to operate in comparing to other traditional approaches while
dealing with mesophiles.

48.1 Introduction

The remediation of dioxin [polychlorinated dibenzo-p-dioxins (PCDDs) and
polychlorinated dibenzofurans (PCDFs)] contaminated site, where once was a large
pentachlorophenol production area, has always attracted widespread public atten-
tion in Taiwan [1]. Bioremediation approaches have been reported to be environ-
mentally friendly, creating less or no secondary pollutants, energy-efficient, and
most importantly cost-efficient. Co-composting, a biological treatment approach for
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organic contaminant degradation, has been successfully employed in our previous
study to handle diesel-contaminated soil [2]. Several studies have reported that
dioxin-contaminated soil could successfully be degraded in laboratory scale
co-composting [3–5]. Food waste, a common kitchen organic waste, can be con-
sidered as effective carbon and energy source for composting process.
Co-composting, which includes the addition of readily available wastes (or bulking
agents), relies mainly on the catabolic ability of naturally occurring microorgan-
isms. Appropriate control parameters, e.g. moisture content, pH, temperature,
nutrients, oxygen feeding and ratio of bulking agents determine the efficiency of
co-composting process [2].

Successful composting degradation approaches of polychlorinated biphenyls
(PCBs) [6] and polycyclic aromatic hydrocarbons (PAHs) [2] provide a reliable
technical feasibility support for this study of co-composting on highly
dioxin-contaminated field soil. Further, to our best knowledge, most organic con-
taminant degradation composting studies have been conducted in laboratory-scale
set-up models with simulated contaminated soil materials [6], which in fact cast
doubt on the success of pilot and field-scale setups.

This study was designed to assess the feasibility of co-composting approach on
remediating highly dioxin-contaminated field soil in a pre-pilot scale composting
setup. The correlation between the degradation efficiency and control parameters
(temperature, moisture, pH and odorous NH3) was identified. The results of this
study serve as a foundation for larger scale applications of composting in the
degradation of PCDD/Fs.

48.2 Materials and Methods

Dioxin standard solutions were obtained from Sigma-Aldrich (Missouri, USA) with
17 dioxin compounds mixed in solvent nonane. Other chemicals and reagents
satisfied standards for laboratory use.

Food waste, used for co-composting experiment, contained discarded dairy
products, grains, bread, fruits, vegetables, red meat, seafood and kitchen waste [7].
The ingredient composition was approximately estimated to be 50% of meat carcass
or gizzard wastes from fresh market, 35% of vegetables, and 15% of others. This
ratio was used in our previous study of co-composting degradation of
diesel-contaminated soil [8]. Fresh food waste was shredded into fractions (<5 mm
diameter). Sawdust was used to adjust the moisture content of the compost mixture
[9]. Mature compost was added to enrich the microbial population and to enhance
fermentation processes. The bioreactor (Fig. 48.1) (0.2 m3, 0.7 m in height and
0.45 in width) was packed with 45 kg wet wt of food waste, 5 kg of sawdust, 15 kg
of mature compost, and 15 kg dry wt of highly dioxin-contaminated field soil. The
reactor was laid inside a greenhouse and daily-operated aeration rate (at 8.48 vvm)
adjustment by a mechanical mixer placed inside. Representative compost (100 g
dry wt) was sampled after the experimental setup and every 7 day.
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USEPA SW-846 Test 8280B method [10] integrated with Taiwan NIEA method
M801.13B [11] were adopted for the sample preparation and PCDD/Fs analysis.
Agilent 6890N Gas Chromatography coupled with Agilent 5973N Mass
Spectrometry (Agilent Technologies, Avondale, PA, USA) were used in this study.
All studies are performed by the Selective Ion Monitoring (SIM) mode. Calibration
curve’s average response factors was <20% (or R2 > 0.990). Midpoint recovery
was 100 ± 20% for OCDD and OCDF, and 100 ± 25% for other species. Blanks
showed non-detected PCDD/F concentrations. Sample duplicates showed relative
percent difference (RPD) less than 20%.

48.3 Results and Discussion

48.3.1 Variations in Control Parameters

Temperature and moisture variations are shown in Fig. 48.2. Moisture content was
adjusted to be 30–50% throughout with some exceptions from days 47–49
(55.6–56.5%) due to the dry surrounding conditions. The temperature rose sub-
stantially from the beginning 28.4–56 °C on day 1 and continue climbing to more
than 70 °C on day 10 and remained until day 15 prior to dropping to the ambient
temperature on day 21. It should be noted that the temperature of the co-composting
dramatically rose to 50 °C (thermophilic stage) on day 1, indicating that bioactivity
was not inhibited by the dioxin content (approximately 6000 ng TEQ/kg dry wt).
Thermophilic stage has been reported to favor organic degradation due to benefiting
the development of organisms [8]. Therefore, we tried to maintain this stage by
adding food waste (15 kg each) on days 21 and 35, when the temperature reached
ambient condition. Three stages of thermophilic stages during the co-composting
are shown in Fig. 48.2. Generally, this approach was successful as right after
the food waste addition, temperature profile showed about 70 °C. However, due to

Fig. 48.1 Bioreactor appearance and operational functions
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the effect of cold environment during the winter, thermophilic stage could not resist
too long.

After three days, pH value rose from 5.7 to 7.28 (neutral) and remained constant
at about 8.0 during thermophilic periods. This is in accordance with other studies of
aerobic co-composting and neutral pH value (5.5–8.5) is reported to facilitate the
development aerobic microbial community [4].

48.3.2 Dioxin Degradation

The initial TEQ of the soil was 6048 ng-TEQ/kg dry wt, which was 6 times higher
than the limit standard of 1000 ng-TEQ/kg dry wt issued by Taiwan EPA. It then
decreased by around 50% to 2934 ng-TEQ/kg dry wt after 7 days. This degradation
rate was very high at 444.85 ng-TEQ/kg dry wt/day. This period was, when the
temperature rose rapidly to reach thermophilic stage, where the microbial activity
was higher than any other stages of the composting process. In addition, high
temperature favors the activated energy breakdown of organic compounds [8].
Then, though showing fluctuation, the general trend of dioxin TEQ profile was
going down (1604 ng-TEQ/kg dry wt) on day 49, indicating the success of our
effort to maintain thermophilic period. This stage was more of the maturation stage.
Dioxin degradation at this stage should be less significant [4]. The fact that TEQ
values fluctuated slightly should be attributed to the variability of sampling.
Maturation stage was when microbial activity was slowing down adversely affected
the catabolic ability [4]. The final TEQ value after 49-day incubation period was
1604 ng-TEQ/kg dry wt, which remained higher than the standard limit of dioxins
in soil (1000 ng-TEQ/kg dry wt). Therefore, we have devised subsequent studies
attempting to bring the final TEQ value down to the standard limit. However, about
70% of PCDD/Fs had been successfully degraded with co-composting approach in
this study. Further enhanced monitored natural attenuation (MNA) could also be
feasible with the residual microbial dynamics.
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Chapter 49
Study of Bio-Composites to Search
and Characterize Suitable Material
for Human

Elsen Ronando, Muaffaq Achmad Jani, Ery Sadewa
and Yudha Wrahatnala

Abstract Bio-composite materials are very varied and have some different char-
acteristics depending on the applications. Bio-composite materials that can be
adapted with human characteristic are one of challenging in the current research. In
this paper, we conduct a survey of bio-composite materials based on the compat-
ibility of human properties. Here we also are focused on the quality and the material
properties with more cost efficient and environment-friendly. Pioneering the
research for material properties are used in the field of Prosthetics. Data was pro-
cessed from various physical tests on the characteristics of composite materials,
spe-cifically polypropylene matrix with agricultural filler. An in-depth analysis of
bio-composite materials describe them in detail, by fabricating bio-composite
experimentally by compression molding method, then samples were tested by
mechanical testing afterwards. The result shows that polypropylene with corncob
filler has the highest mechanical properties, 21.1 MPa of tensile strength, 37.5 MPa
of flexural strength, and 9% of tensile elongation. This result is compared with
standard composite materials for prosthetics and it seems the bio-composite
material are promising further research and provides a new direction of materials
that is correlates with human properties.

49.1 Introduction

Bio-composite is a material consisting natural fibers as reinforcement and polymer
as its matrix. Nowadays, bio-composite are widely used in several applications. It is
due bio-composite materials have several advantages, such as reducing weight, easy
to recycle, and easily formed. Therefore, bio-composites materials are very
important to be developed.

Bio-composite materials that can be improved with human properties are one of
the things that need to be advanced. Paper [1] proposed natural fibers for leg
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prosthetic, such as kenaf and corncob. Their research proposed indicated that
natural fibers have a good quality with the advantages of cheaper and easily
recycled. Paper [2] also evaluated bio-composite material from natural fiber for
prosthetics, like ramie, banana, and kenaf fiber with plant-oil based resin. While
paper [3] was focused on kenaf composite for designing prosthetic, bio-composites
researches that adapted with human properties are also widely applied in biome-
dicine [4, 5]. Moreover, several studies were still less talked about mechanical
properties, which has an important role to improve the quality of material.

This research studies a bio-composite material that suitable for human proper-
ties. Thus, we evaluate the mechanical properties and apply results for prosthetic
hand. Moreover, here we also consider other aspects of material determination, as
follows easily available materials and affordable prices [6].

One of composite materials for matrix in prosthetics is polypropylene, which has
good physical and mechanical properties [7]. Based on this, we use polypropylene
as matrix in our research. As reinforcement, we evaluate three composite materials
with the reason of facility to get and cheap, such as corncob, bottom ash, and
bamboo fiber.

Compression molding method is applied to evaluate the mechanical performance
in our experiments. There are three observations in our focus as follows, tensile
strength, flexural strength, and tensile elongation. The results then are compared to
obtain the best results.

49.1.1 Research Purpose

The objective of this research is to search bio-composite material that can be
adapted with human properties. The bio-composite materials thus are applied for
prosthetic hand. The mechanical properties, such as tensile strength, flexural
strength, and tensile elongation, are discussed.

49.1.2 Research Scope

• The material is bio-composite;
• Testing conducted are tensile strength, flexural strength, and tensile elongation;
• Pause between each testing is equal to 5 min.
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49.2 Research Method

Firstly, we combine polypropylene one by one with corncob, bottom ash, and
bamboo fiber by heating 800 °C until melt. Then, we perform a combination
between polypropylene–corncob, polypropylene–bottom ash, and polypropylene–
bamboo fiber. Tensile strength, flexural strength, and tensile elongation are eval-
uated for each combination by using compression molding method as it is illus-
trated in Fig. 49.1.

49.3 Results and Discussion

The results of testing can be seen in Fig. 49.2.
From Fig. 49.2 we can see that polypropylene–corncob has tensile strength with

21.1 MPa, flexural strength with 37.5 MPa, and elongation percentage 9%. For
polypropylene–bottom ash, tensile strength is 15 MPa, flexural strength is 30 MPa,
and elongation percentage 7%. Polypropylene–bamboo fiber has the results: tensile
strength with 10.3 MPa, flexural strength with 26.8 MPa, and elongation percent-
age 5%. The highest testing results demonstrate polypropylene–corncob with
21.1 MPa tensile strength, 37.5 MPa flexural strength, and 9% elongation. It means
that polypropylene–corncob has a good comparative strength for prosthetic hand.

Fig. 49.1 Tensile machine
used to measure tensile
strength, flexural strength, and
tensile elongation
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Although polypropylene–corncob shows a good result, yet several conditions for
testing phase are need to be observed. Thus, it can influence the results of testing.
Another bio-composite materials also still need to be evaluated combining with
polypropylene.

49.4 Conclusion

Based on our experiments, we propose the combination of polypropylene with
corncob filler as bio-composite material for prosthetics hand. It can be showed that
polypropylene with corncob filler has the best result of mechanical properties, as
follows 21.1 MPa of tensile strength, 37.5 MPa of flexural strength, and 9% of
tensile elongation. With the results, bio-composite material proposed is a suitable
material for human properties.

For the future work, we will analyses the feature of suitable bio-composite
material for human, especially prosthetic hand. Further, we will develop a machine
learning system for validating the analysis result in reality and prediction of the
optimal characteristics of bio-composite materials. Thus, we will evaluate the
material performance.
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Chapter 50
The Application of Bottom Ash
Reinforced Aluminum Metal Matrix
Composite for Motorcycle Disc Brake

Maula Nafi, Muaffaq A. Jani, Retno Hastijanti, Ivan A. Parinov
and Shun-Hsyung Chang

Abstract Metal matrix composite (MMC) from aluminum matrix and bottom ash
reinforcement is now developed as a part of automotive, in this case a motorcycle
disc brake. Motorcycle disc brake is fabricated by aluminum matrix and bottom ash
reinforced composite, and then performed T6 heat treatment. Squeal noise testing is
being tested afterward with 600, 700, and 800 rpm and weight variation of 3, 4, and
5 kg. The result shows that composite Al–bottom ash composite has a highest
number of sequel noise of 100.7 dB, compared with original motorcycle disc brake,
the sequel noise is 76.8 dB. So there will be chances of improvements in Al–bottom
ash composite in fabrication. The variation of 600 rpm and 3 kg weight shows the
best squeal noise of 75 dB. Hardness testing with Rockwell F method is performed
to analyze mechanical properties of the disc brake. The result shows the hardness of
Al–bottom ash composite is 80.6 HRF, compared to the original disc brake 59.2
HRF. In a whole, Al–bottom ash composite has good mechanical and thermal
properties, so that it can be advanced as a spare part of automotive, especially
motorcycle disc brake.

50.1 Introduction

Disc brakes are one type of brake widely used in modern vehicle braking systems.
The appearance of noise during braking is done like groan, judder, moan and squeal
still a problem in the braking system. Noises emerging due to obstacles to braking
system support components such as discs, brake pads and calipers [1]. One type of
sound that is very disturbing is the sound squeal (sound shrill), which has a fre-
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quency above 1000 Hz. This sound comes from an unstable brake smile today that
also disturbs the calm as well. To avoid the negative effect of vibration, then in the
early stages it is required to develop vibration shock model that can interfere with
the performance of the brake.

A disc brake has been manufactured by using aluminum matrix composite with
reinforcement of bottom ash coal [2]. Metal matrix composites are combined of two
or more materials, where metal is used as a matrix and ceramic is used commonly as
the reinforcement. Aluminum is selected as the matrix due to its low weight, good
fabrication properties and cheapness. With the development of composite, alu-
minum can be combined with ceramics to get better physical and mechanical
properties [3], so that it can be applied as automotive parts.

T6 heat treatment is commonly used in aluminum alloy fabrication. The purpose
of this heat treatment is to increase the mechanical properties, especially strength
and hardness. It consists of three main steps: solution treatment, quenching and
artificial aging.

This research conducted an experiment of squeal noise testing to a disc brake,
manufactured from Al–bottom ash composite under T6 heat treatment. The result
would be compared to an original disc brake.

50.1.1 Research Purpose

The objective of this research is to understand the effect of using rpm and weight
variation to the squeal noise of Al–bottom ash disc brake. It also would be a
feasibility study of Al–bottom ash composites application in automotive parts.

50.1.2 Research Scope

• The material is Al–bottom ash composite
• Testing conducted are squeal noise and hardness
• Solution treatment: at 540 °C for 6 h
• Artificial aging: 180 °C for 6 h
• Variation of rpms: 600, 700, and 800 rpms
• Variation of load/weight: 3, 4, and 5 kg
• Pause between each squeal noise testing: 5 min.
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50.2 Research Method

Firstly, Al–bottom ash composite is fabricated using the method of stir casting.
Aluminum would be heated until melt in 700 °C, then it is stirred while insert
powder of bottom ash little by little. The temperature is kept at 700 °C, and kept
stirred until the bottom ash mixed properly with the molten Al. Then we pour the
molten metal in the mold.

Machining process is performed to fabricate a disc brake by using CNC
machine. Then T6 heat treatment is executed in a muffle furnace. Hardness test is
conducted for three specimens, namely: original disc brake, Al–bottom ash disc
brake without T6, and Al–bottom ash disc brake with T6. The hardness testing is
used Rockwell F testing because it is purposed for annealed copper alloy, aluminum
alloy and soft sheet metals [4]. Braking and squeal testing are then conducted by
using the natural model (see Fig. 50.1) and tools (see Fig. 50.2).

The squeal noise testing is started by adjusting the speed control for the motor.
The rotation of tire, measured by digital tachometer, exactly corresponds to 600,
700, and 800 rpm. After rotating performed steadily, load is given to the brake lever
so that the braking starts until squealing. Squeal noise is measured by sound level
meter and all three specimens are tested the same way.

Fig. 50.1 Model to execute squeal noise testing
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50.3 Results and Discussion

The results of hardness testing are present in Table 50.1.
From the hardness results in Table 50.1, basically Al–bottom ash disc brake has

higher value of hardness, compared to the original disc brake. There is growth of
hardness value because of T6 heat treatment and Al–bottom ash became harder
after T6 heat treatment. From viewpoint of these results for mechanical properties,
we can conclude that Al–bottom ash is a well alternative for disc brake because it
has higher hardness value.

The results of squeal noise testing can be seen in Fig. 50.3. From Fig. 50.3 we
can see that original disc brake has squeal noise of 76.8 dB. For Al–bottom ash disc
brake, the squeal noises are varied with changing considered parameters. The case
of 800 rpm and 3 kg load demonstrates the loudest squeal noise, 100.7 dB. The
lowest squeal noise of 75 dB is gotten for the case of 600 rpm and 3 kg load. This
result is better than the original disc brake. It means that by using squeal noise test
results, we can conclude that at specific values of rpm and loads, Al–bottom ash
composite is a good alternative material for disc brake.

The faster the rotation and the heavier the load, squealing is getting noisier.
However, at rotation of 800 rpm, the squealing noise is decreasing at loads of 4 and
5 kg. We can conclude that there are optimum values of rotation speed and load.
Therefore, we assume to conduct more experiments with more variations of
parameters to fill existing gap.

Sound level meter Thermo laser Digital tachometer

Fig. 50.2 Tools used to measure squeal noise, rpm, and temperature

Table 50.1 Hardness testing
results

Specimen Hardness (HRF)

Original disc brake 59.2

Al–bottom ash without T6 75.4

Al–bottom ash with T6 80.6

634 M. Nafi et al.



50.4 Conclusion

From above experiments, we can make the following conclusions:

(i) There is significant difference in hardness between Al–bottom ash and
original disc brake: Al–bottom ash is harder than the original disc brake;

(ii) T6 heat treatment affects the hardness number of Al–bottom ash: Al–bottom
ash disc brake with T6 heat treatment has a higher number of hardness
compared to Al–bottom ash without T6;

(iii) The case of 300 rpm and 3 kg in squeal noise testing demonstrates lesser
noisy than squeal noise at original disc brake;

(iv) Al–bottom ash is suitable and feasible composite as an alternative material
for disc brake.
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