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Preface

The Association of Geographic Information Laboratories in Europe (AGILE) has
held annual conferences focusing on Geographic Information Science for more than
two decades. The themes of the conferences have varied in response to changing
research trends. In this way, the annual conference has always remained relevant
and current and is an important meeting point for European as well as
non-European researchers in the field. The annual AGILE conference is now widely
held to be the most important academic Geographic Information Science conference
in Europe.

The 21st AGILE conference took place in Lund, Sweden, on 12–15 June, 2018.
The theme of the conference was Geospatial Technologies for All. The conference
accepted full papers, short papers and posters and included a workshop day prior
the main conference. For more than a decade, the full papers from the annual
conference have been published as a book by Springer International Publishing AG.
This year there were 46 full papers submitted to the conference, of which 19 were
accepted for publication in this volume, its title taken from the conference theme.
We would like to thank all of the authors for their contributions, which are a critical
prerequisite for maintaining the quality of AGILE conference. We would also like
to thank all the reviewers in the Scientific Committee for carefully reviewing the
papers, which enabled us to make this selection.

The papers in this volume are divided into four parts. Part I deals with Natural
Resource Management and Earth Observation and includes five studies about how
geospatial technologies can contribute to a sustainable development of our envi-
ronment. During recent years’ AGILE conferences, there have been many sub-
missions in the field of Volunteered Geographic Information (VGI) and
Participatory GIS. This trend has continued this year, and the six papers in part two
of this volume represent that work. Part III is called Spatiotemporal Data Modelling
and Data Mining, and it includes six papers that describe new methods for
understanding spatiotemporal phenomena. A notable reflection here is the
increasing importance of the temporal dimension, as seen in several submissions;
GIScience is about more than just space. The final Part IV of this volume deals with
the issue of Quality and Uncertainty of Geographic Information, a key issue for

v



everyone that wants to make a decision based on spatial analysis. To sum up, we
think that the 19 contributions published in this volume give a broad overview
of the field at this time and do a superb job in exemplifying the title of this book:
Geospatial Technologies for All.

We are grateful to everyone that has helped us with editing this volume, as well
as creating the programme for the 21st AGILE conference. The AGILE Council
was of key assistance in the scientific organization of the conference. We also
would like to thank our colleagues at Lund University for all their help with the
various large and small tasks that enable a conference like this to succeed. We
would also like to thank Springer International Publishing AG for their helpful
cooperation, and for continuing to provide the opportunity to publish the selected
full papers in their academic series, Springer Lecture Notes in Geoinformation and
Cartography.

Lund, Sweden Ali Mansourian
Lund, Sweden Petter Pilesjö
Lund, Sweden Lars Harrie
Wageningen, The Netherlands Ron van Lammeren
February 2018
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Evaluating Spatial Data Acquisition
and Interpolation Strategies for River
Bathymetries

Robert Krüger, Pierre Karrasch and Lars Bernard

Abstract The study implements a workflow to evaluate the effects of different data
sampling methods and interpolation methods, when measuring and modelling a
river bathymetry based on point data. Interpolation and sampling strategies are
evaluated against a reference data set. The evaluation of the results includes criti-
cally discussing characteristics of the input data, the used methods and the trans-
ferability of the results. The results show that the decision for or against a particular
sampling method and for a specific setting of the parameters can certainly have a
great influence on the quality of the interpolation results. Further, some general
guidelines for the acquisition of bathymetries are derived from the study results.

Keywords Spatial interpolation ⋅ Riverbed modelling ⋅ Spatial sampling
Water frame work directive ⋅ Bathymetry

1 Introduction and Motivation

It is almost two decades after the European Water Frame Directive (WFD) entered
into force and required the European Commission and the Member States to
develop a monitoring and reporting system to provide evidence on the progress
made towards sustainable water use and (long term) protection of the available
water resources in Europe (European Union 2000). Geoinformation technologies
have always been core to the improvement of the data acquisition processes as well
as to the data processing and integration efforts. Today, the Water Information
System for Europe (WISE1) provides the European overview on the current state of
the WFD implementation and progress towards the general WFD goal that all
surface waters and groundwaters will be in good ecological status by 2027.

R. Krüger (✉) ⋅ P. Karrasch ⋅ L. Bernard
Chair of Geoinformatics, Technische Universität Dresden, Dresden, Germany
e-mail: robert.krueger@tu-dresden.de

1http://water.europa.eu/.
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The assessment of the ecological status of the inland water builds on a compi-
lation of indicator sets about the biological, chemical and hydro morphological
states of the water resources. Considering recent developments in geodata acqui-
sition and processing techniques, this paper proposes and evaluates new methods
for the acquisition of the hydro morphological characteristics of rivers, in order to
design more time and cost-efficient monitoring methods.

Assessing hydro-morphological characteristics of rivers requires information on
river depths and their variances in longitudinal and cross profiles of a river. For this
purpose, various methods for obtaining river bathymetry are available. Bathymetry
can be obtained by traditional survey or GPS methods if the river is (Milne and Sear
1997; Casas et al. 2006; Merwade et al. 2008). Alternatively, bathymetry can be
gathered by combining survey data collected during low water levels with sonar
data collected during high water levels (Casas et al. 2006). For shallow waters, it is
possible to obtain bathymetry data by airborne bathymetric LiDAR systems
(Hilldale and Raff 2008), while for deeper rivers multi-beam sonar is an option.
Both systems can generate high resolution bathymetries, but generate high costs
due to the expensive equipment (Conner and Tonina 2014). In the recent past,
various examples show that parameters to represent water body structures can be
obtained with inexpensive/low-cost unmanned boat systems (Fig. 1).

As such Systems typically only have single-beam echo sounders, which can
gather single depth information in the immediate environment of the boats or are
expanded by a step motor, which allows the echo sounder to turn the beam in one
direction (usually transversely to the direction of travel). However, all these
methods have in common that they do not allow a uniform and gapless recording of
the channel profile. Such a complete measurement can be used for determining the
depth variances. As the acquired datasets contain several gaps, spatial interpolation
methods are required to derive bathymetry coverage.

Current GIS and statistic packages offer number of well-established statistical
(e.g. Kriging) and non-statistical spatial (e.g. Inverse Distance Weighting, TIN)
interpolation methods to derive surfaces (Pebesma 2004). Additionally, considering
the different possible parameterizations for each of these methods, a plethora of
different interpolation results can be easily achieved. A qualitative assessment of the
results can be done on the basis of the known fundamental advantages and

Fig. 1 Unmanned boat systems carrying laser scanners, cameras (RGB, infrared, 360°) and echo
sounders (single beam)
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disadvantages of the methods. A quantitative assessment, on the other hand, can
only be done using real measurements and comparing them with the interpolation
results. Additional to error analysis, Monte Carlo approaches or cross-validations
are often used as an instrument to assess the performance and stability of an
interpolation model (Pebesma 2004). With regard to the example of analyzing
channel profiles, recommendations should help in choosing the most appropriate
method, parameterization and the strategy for data sampling.

In a study testing several interpolation methods for calculating bathymetry from
cross-sections, Glenn et al. (2016) concluded that the result is mainly influenced by
the cross-section spacing (acquisition strategy) and the coordinate system used.
Earlier, Heritage et al. (2009) stated, that the layout of survey strategy is more
important than the choice of the interpolation methods. In a recent study, Santillan
et al. (2016) tested a small set of acquisition strategies for the interpolation of river
bathymetries and summarized that the survey configuration had a bigger effect on
the interpolation accuracy than the choice of interpolation method. Nevertheless,
the authors argued, that their results are limited to the survey configurations used,
the small study area and the low resolution of the data.

2 Implementing a Workflow to Compare Bathymetry
Acquisition and Interpolation Methods

The study presented here implements an evaluation workflow as depicted in Fig. 2.
Based on an available reference channel profile, different acquisition strategies are
simulated. The extracted depth information from the reference data set forms the

Fig. 2 Overview of the evaluation study workflow
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input to different spatial interpolations. The interpolation results are evaluated
against the reference data set using different statistical measures.

2.1 Creation of the Reference Dataset

To do the qualitative and quantitate analyses of the different interpolation methods,
the points used for the interpolation are taken from a well-known surface. There are
two possibilities to obtain such a surface: First, using a measured (real) channel and
second by the creation of a synthetic channel. Both options have their pros and
cons. Taking measured channel as a reference provides the opportunity to use a
real-world scenario for benchmarking the different interpolation methods. On the
other hand, this somewhat limits the analysis about specific characteristics of a river
channel. The use of a synthetic channel offers the possibility to create specific
channel characteristics and to test the interpolation methods on a wider range.
Nevertheless, the conclusions drawn from such interpolations strongly rely on how
well the synthetic channel resembles the characteristics of a real one. Thus, for this
study, a dataset of real channel is used. By choosing different subsections of the
channel, the influence of different river parameters (sinuosity, depth variance) is
addressed.

The dataset used for this study contains bathymetric data of the Ohio River
(USA) and covers the first 200 km downstream from Pittsburgh (US Army Corps
of Engineers 2016). It results from several campaigns by ship-based sonar between
August 2006 and September 2010. The dataset contains point elevation data of the
channel in Cartesian x, y, h-coordinates, and is stored in several text-files. For the x,
y-coordinates the UTM zone 17N NAD83 is used as spatial reference (US Survey
feet). For the h-coordinate NAVD88 (US Survey feet) is used. Depending on the
subset, the density (grid with 5, 10, 20 ft spacing) as well as the layout of the points
(grid and cross-sections respectively) differs. Thus, considering the width of the
Ohio River channel in the study area (800–1300 ft) the data set provides a quite
high resolution.

The workflow to prepare the reference data has been implemented in ESRI
ArcGIS 10.3. In a first step, the areas with the highest point density (5 ft point
spacing) are selected from the dataset and imported into ArcGIS. After a visual
inspection, four subsets with different characteristics have been selected (Fig. 3).
While subsets 1, 2 and 4 are relatively straight (sinuosity about 1), subset 3 has a
higher sinuosity (sinuosity = 1.46). These subsets also show different ranges of
height variances, with 2.5 ft for subset 2–8.2 ft for subset 4.

As shown in prior works, a flow-oriented and curvilinear coordinate system is
expected to yield better results (Merwade et al. 2006; Glenn et al. 2016). Thus the
approach of Merwade et al. (2005) is adopted, which allows the transformation of
points from the cartesian x, y-coordinate system into the s, n-coordinate system. The
transformation process requires an arbitrary line within the river channel as a
starting point. In the original approach, the thalweg derived from existing

6 R. Krüger et al.



bathymetry data, is used. As it is assumed, that the rivers’ bathymetry is the not yet
known target of the study, the centerline is used. Using satellite imagery (ArcGIS
Basemap Imagery) the centerline was extracted.

2.2 Data Acquisition Strategies

For all interpolations executed in this study, the input values (i.e. measurements) are
extracted from the reference surface. Different acquisition strategies, i.e. different
layouts for extracting points have been applied. In general, these strategies can be
categorized as orthogonal cross-sections or cruising trajectories.

Cross-sections are measurements taken in lines orthogonal to the flow direction
of a river. A point spacing of 10 ft is chosen in n-direction (along the cross-section).
Starting from 10 ft the spacing between the cross-sections is increased by doubling
the value for each test case. The maximum interval is 2560 ft, so that depending on
the subset, there are between five (subset 2) and nine (subset 3) cross-sections in the
input data. A further increase would result in too few cross-sections for the
interpolation.

Cruising trajectories for boat measurement campaigns are typically realized as
either parallel to the river centerline or as zig-zag trajectory. The smallest
wave-length of the zig-zag trajectory is set to 160 ft, as decreasing the wavelength
more would effectively lead to a duplication of the cross-section geometries. Further
wavelengths are generated by doubling the value for each test case.

Along the cruising trajectories and cross-sections, points from the reference
surface are extracted with a spacing of 10 ft.

In order to evaluate the effect of an applied acquisition strategy, 56 acquisition
strategies for each of the subsets (Fig. 3) are created. Each strategy defines the path
for the data acquisition and consists of different cross sections or different trajec-
tories (Fig. 4).

Fig. 3 River subsets used in this study (water depth)
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Fig. 4 Examples of different acquisition strategies: cross-sections (a, b), zig-zag (once) (c),
zig-zag (twice) (d, e), zig-zag + centerline (f), zig-zag + 2 parallel trajectories (g), zig-zag + 4
parallel trajectories (h)

8 R. Krüger et al.



2.3 Spatial Interpolation Methods

Five interpolation methods are evaluated: Inverse Distance Weighting, Simple
Kriging, Ordinary Kriging and Radial Basis Functions. The parameters are slightly
changed for each execution, in order to conduct the sensitivity analysis. The pur-
pose is to find the optimal parameters for each of the methods. Further, it is
investigated which parameters have the greatest impact on prediction quality. The
sensitivity analysis is conducted only for a selection of strategies (Table 1) to stay
with a manageable number of interpolations.

2.3.1 Inverse Distance Weighting (IDW)

IDW is a deterministic method where unknown points are approximated by a
distance-decayed weighted average of the values of the nearby points (Shepard
1968; Rase 2016). The exponent if the inverse distance weight ðpÞ is the parameter,
which defines the significance of the nearby points.

For the IDW algorithm, three parameter settings are tested. First the exponent p
of the weighing function is varied. Second, the number of used data points is
modified. According to Vande Wiele (2001), beside the number of points also the
layout of the points has an influence on the interpolation result. Since, data points
evenly surrounding the location of the interpolated point typically lead to better
results than using clustered data points, a quadrant search for data points is used,
enforcing a more evenly spread point pattern. For each quadrant N points are used.
And third, the anisotropy ratio ar is altered (Merwade et al. 2006). Instead of using
a circular search neighborhood, an elliptical one with the axes aligned to the flow
direction, is used. The anisotropy ratio ar is the ratio of the main and minor axis of
the ellipse. The main axis is set parallel to the flow direction (s-coordinate).

2.3.2 Radial Basis Functions (RBFs)

RBFs are also deterministic methods. The resulting surface of interpolated points
must fulfill two requirements: Pass through the input data points, and be as smooth
as possible. The resulting surface can, in contrast to the IDW method, contain

Table 1 Strategies used for sensitivity analysis

Acquisition strategy Points Density (Pts./105 ft2)

Strategy 1 cross-section – 20 ft 83405 5146
Strategy 2 Zig-Zag (twice) 1280 ft + centerline 11760 726
Strategy 3 cross-section – 160 ft 10488 647
Strategy 4 Zig-Zag (twice) 5120 ft + 4 parallel trajectories 9550 589
Strategy 5 cross-section – 1280 ft 1221 75
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values which are smaller or bigger than the minima and maxima of the input points.
The distance dependent weights are obtained by solving a system of n linear
equations.

There exists a number of RBFs—for this study, four RBFs provided by the
ArcGIS Geostatistical Analyst are used (ESRI 2001; Rase 2016): the Multiquadric
Function; the Inverse Multiquadric Function; the Spline With Tension Function and
the Completely Regular Spline Function.

For all four functions, a sensitivity analysis is conducted to compare the func-
tions to determine the influence of two parameters. Like for the IDW method, a
quadrant search neighborhood is used and the number of points N is varied. For the
interpolations in the s, n-coordinate system the anisotropy ratio ar is ascertained
according to Merwade et al. (2006) by computing the variance ratio of the variance
of zi across the flow and along the flow. For the four subsets, ar results to ar =3.

2.3.3 Ordinary Kriging (OK)

Kriging and its variants (Krige 1966) are geostatistical methods, which take the
spatial correlation between the measured points into account, when calculating the
weights for the points used in the interpolation. The spatial correlation is quantified
by a semivariogram model as a function of the distance (lag) between a pair of data
points.

Different Kriging variants have been developed in the past. In this study Ordi-
nary and Simple Kriging are used. Ordinary Kriging assumes an unknown, but
constant mean in the data and therefore focuses on the spatial component. Simple
Kriging assumes that the mean is constant and known. More detailed information
on Kriging can be found in Cressie (1993).

Kriging methods are difficult to automate, as a suitable model for the data must
be chosen. The ArcGIS implementation supports the user in finding the right
parameters for the model, but the final choice for the right model is up to the user.
As the ArcGIS Geostatistical Analyst is including 11 model types, an analysis for
these in combination with a sensitivity analysis is not feasible. Thus, the different
models are analyzed and models with Nugget-parameter not close to zero are
removed, which is preferable for Digital Elevation Models without gaps. The visual
selections are quantified by cross validation. The spherical and circular models
produce a slightly worse RMSE score compared to the tetraspherical and pentas-
pherical models, but they are less computational expensive and are thus selected for
sensitivity analysis. Once suitable models are chosen, the Kriging process can be
partly automated in ArcGIS.

Two parameters have a strong impact on the variogram—size and count of lags.
The product of count and size of the lags should be at maximum around 50% of the
greatest distance in the dataset (ESRI 2001): Subset 2 has the shortest length of
about 13500 ft, hence 100 lags of 50 ft width are chosen.

For the Kriging algorithm, the number of points in the search neighborhood are
varied and the quadrant search neighborhood is used. In contrast to the other
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algorithms, ar is determined by ArcGIS from the data (direction and both axis).
Again, this parameter is only used in the s, n-coordinate system. Further it is
examined if removing the spatial trend in the data (linear in flow direction,
non-linear perpendicular to the direction of flow) prior to the interpolation has an
effect on the interpolation result.

2.3.4 Simple Kriging (SK)

For Simple Kriging, the main difference compared to the workflow for OK, is that
the data is standardized after the trend removal through a Normal Score Trans-
formation. Afterwards, all steps are similar to the interpolation with the OK algo-
rithm. Accordingly, the influence of the four parameters N, ar, trend removal and
variogram model is examined. A cross-validation for subset 2 yields the same
qualitative order of the models as for OK. Due to the longer processing times
compared to OK, the two models with the highest RMSE in SK (circular and
spherical) are not used.

2.3.5 TopoGrid Algorithm

The TopoGrid algorithm is first described by Hutchinson (1989) and is a variation
of the Thin-Plate-Spline method to create hydrologic correct DEMs. This objective
is fulfilled by integrating a drainage-system into the interpolation. The Topogrid
algorithm does not need any parameters to be set. Some parameters can be varied
by the user, but have standard settings depending on the input data. In this study,
the standard settings are used, and thus no sensitivity analysis is conducted. The
Topogrid algorithm is taken as a benchmark to compare an approach not requiring
parameter settings with the algorithms above, which typically all require parameter
settings.

3 Assessing the Bathymetry Interpolation Methods
Behaviors

To assess the quality of the interpolated riverbed surfaces, different accuracy
measures are calculated. The most widely used accuracy measure for the quality of
Digital Elevation models is the Root Mean Square Error (RMSE) (Aguilar et al.
2005). As the RMSE is sensitive to large outliners the Mean Average Error
(MAE) is used in this study as well. For both RMSE and MAE 0 indicates no error.
The third measure used is the Pearson Correlation coefficient (R), which measures
the linear correlation for the predicted and the observed values between 1 (best) and
0 (worst). Thus, it evaluates the spatial fit of the prediction.

Evaluating Spatial Data Acquisition and Interpolation … 11



For the following sensitivity analysis, the RMSE is calculated for each set of
parameters. As the parameters are tested for five different acquisition strategies, the
RMSE is normalized for each of them. Subsequently, those normalized RMSEs are
averaged for each parameter set. Finally, the parameter sets with the lowest average
RMSE are selected for the comparison of the interpolation and acquisition strategies
in the next chapter.

3.1 Assessing Inverse Distance Weighting (IDW)

For the IDW method, three parameters N, p, arð Þ are varied. Table 2 shows the ten
selected parameter sets for the main analysis, as well as the RMSE for the five
tested strategies. The sets with the lowest RMSE for each of the tested strategies are
chosen. Further, the parameter sets with the lowest averaged RMSE for the five
strategies are selected.

As can be seen in the table, the strategies with the highest point densities yield the
lowest RMSE. Further can be seen, that that the RMSE increases as the point density
decreases. Figure 5 shows that using ar >1 (considering anisotropy) and p<4 yields
a lower RMSE unless the point density is very high. Figure 6 shows that a high
number of points N produces the lowest RMSE for low point densities and low
values for N yield the lowest RMSE for high point densities. Figure 7 shows that the
RMSE is very sensitive to variations of N for p≤ 2 and high point densities.

3.2 Assessing Radial Basis Functions (RBFs)

For the RBF methods, five RBFs are tested and two parameters N, arð Þ are varied.
Table 3 shows the three selected parameter sets and functions for the main analysis,
as well as the RMSE for the five tested strategies.

Table 2 Selected parameter sets for IDW

Parameter RMSE (ft)

N ar p Strategy 1 Strategy 2 Strategy. 3 Strategy 4 Strategy 5 RMSEnorm

2 2 2 0.363 2.269 2.023 3.412 4.446 0.9217
8 2 3 0.403 2.258 2.026 3.346 4.274 0.9234
6 2 3 0.394 2.262 2.026 3.362 4.318 0.9234
10 2 3 0.409 2.263 2.028 3.336 4.251 0.9244
8 3 3 0.430 2.288 2.022 3.184 4.269 0.9251
4 3 2 0.479 2.249 1.997 3.181 4.310 0.9386
2 1 2 0.356 2.319 2.029 3.684 4.609 0.9476
4 2 1 0.633 2.211 2.046 3.275 4.194 0.9948
8 5 1 1.113 2.393 2.240 3.039 4.094 1.1801
10 5 1 1.232 2.435 2.309 3.051 4.081 1.2322
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Analogous to the results for the IDW method, the strategies with the highest
point densities yield the lowest RMSE. Figure 8 shows, that the differences of the
results of different used RBFs are small. Further using an ar =3 (considering ani-
sotropy) yields the lowest RMSE for each of the tested strategies unless the point
density is very high (strategy 1).

3.3 Assessing Ordinary Kriging (OK)

For OK, the most complex sensitivity analysis is conducted. Aside from varying ar
and N, the model of the semivariogram and different trend removal options are
tested. Table 4 shows the ten selected parameter sets for the main analysis, as well
as the RMSE for the five tested strategies.

Similar to the prior described methods, OK yields the lowest RMSE when using
the highest point density. For high point densities, the circular and the spherical
models perform worse than Stable, Exponential and the K-Bessel models (Fig. 9).
Further, using ar >1 (taking anisotropy into account) yields in higher RMSE for

Fig. 5 RMSE for IDW sensitivity analysis: parameters power ðpÞ and anisotropy arð Þ: ar =1
(blue), ar =2 (green), ar =3 (orange), ar =5 (red)
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high point density no matter which model is used. For lower point densities ar >1
improved the RMSE. While first order trend removal merely improved any of the
interpolations, second order trend removal improved the RMSE for medium point
densities, but impaired the prediction quality for low point densities. Increasing the
number of points in the search neighborhood N yields better results except for
strategy 2, where the lowest RMSE is achieved for N =4. Nevertheless, the sen-
sitivity to a variation of N is low.

3.4 Assessing Simple Kriging

For SK the same parameters where varied as for OK. Table 5 shows the seven
selected parameter sets for the main analysis, as well as the RMSE for the five
tested strategies.

Similar to all other interpolation methods, SK yields the lowest RMSE when
using the highest point densities. Also ar >1 (taking anisotropy into account) yields
in higher RMSE for high point densities, no matter which model is used (Fig. 10).

Fig. 6 RMSE for IDW sensitivity analysis: parameters point number ðNÞ and anisotropy (ar):
ar =1 (blue), ar =2 (green), ar =3 (orange), ar =5 (red)
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Apart from the high point densities, where the exponential model performed far
worse than K-Bessel and Stable model when using ar >1, the performance of all
models is pretty even. Except for the high point densities, the use of ar >1 yields a
decrease of RMSE. First and second order trend removal improves the RMSE for
high point densities when using ar =1. Nevertheless, the sensitivity to the use of
trend removal is small for all models and point densities. Increasing the number of
points in the search neighborhood N yields better results except for strategy 2,
where the lowest RMSE is achieved for low values of N. The sensitivity to a
variation of N is also low.

Fig. 7 RMSE for IDW sensitivity analysis: parameters point number N und power (p): p=1
(blue), p=2 (green), p=3 (orange), p=4 (red), p=6 (black)

Table 3 Selected RBF and parameter sets

Parameter RMSE (ft)

Type N ar Strategy 1 Strategy 2 Strategy 3 Strategy 4 Strategy 5 RMSEnorm

Regular spline 10 3 0.286 2.195 2.013 2.950 4.004 0.9572

Inverse
multiquadric

10 3 0.284 2.196 2.036 2.982 3.997 0.9598

Tension spline 8 3 0.278 2.326 2.030 2.950 4.023 0.9657
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4 Comparisons of the Different Strategies

4.1 Comparing the Different Acquisition Strategies

For the cross-section acquisitions, the influence of the cross-section spacing is
examined. The RMSE for the 4 subsets is shown in Fig. 11a. The values for the
interpolation methods (IDW, OK, SK and Tension Spline) are averaged to facilitate
readability. However, the deviation from the average is smaller than 5%.

Figure 11a shows clearly an increase of the RMSE with increasing spacing of
the cross-sections. For the subsets 1, 2 and 4 the chart can be described in three
parts. From 10 to 20 ft spacing there is only a small increase of the RMSE (29%),

Fig. 8 RMSE for RBFs sensitivity analysis: parameters point number ðNÞ, used function and
anisotropy arð Þ: ar =1 (solid), ar =3 (dotted), inverse multi-quadric (blue), multiquadric (green),
regularized spline (orange), tension spline (red)
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whereas between 20 and 160 ft the RMSE increases faster (72–108% per step).
From 160 ft onwards, the RMSE increase become smaller again (21–30% per step).
For Subset 3 (sinuosity = 1.5) the RMSE increase is similar to the other subsets in
the range 20–160 ft, but the increase per step stays at a higher level (30–55% per
step) than for the straight subsets.

Zig-Zag strategies are simulated for seven wavelengths from 160 to 10240 ft
with eight different cruise-scenarios for each wavelength, respectively. Figure 11b
shows the averaged RMSE of IDW, OK, SK and Tension Spline, depending on the
cruise strategy.

The graph (Fig. 11b) shows the increase of the RMSE with increasing wave-
length of the Zig-Zag strategy and asymptotic behavior for high wavelengths.
Further, a higher number of flow-parallel trajectories increase the prediction quality.
The same is true for the double Zig-Zag strategy in comparison with the single
zig-zag strategy. For higher wavelengths (>2000 ft), the latter effect diminishes as
the overall amount of input data as there the amount of input data for both strategies
almost equals.

An important question to answer is the choice for an appropriate acquisition
strategy. To compare cross-sections and cruise strategies, strategies with about the
same amount of points (±15% compared to a cross-section) are selected as groups

Fig. 9 RMSE for OK sensitivity analysis: parameters model and order of trend removal: groups
ordered from left to right: circular, spherical, stable, exponential, K-Bessel and 0, 1, 2—for each
model
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to compare. In average, cruise strategies yield a 44% higher RMSE compared to the
associated cross-section.

4.2 Comparing the Different Interpolation Methods

To compare the different interpolated methods, a ranking system similar to a
method described by Hofstra et al. (2008) is used. A number of skill scores is
chosen to rank the interpolation methods for each skill respectively. Here RMSE,
MAE, and R are taken as skill scores. As the scale of these scores differ, the
achieved rank for each interpolation method is averaged from the three score ranks.
The average skill scores for each subset and interpolation method is used to

Fig. 10 RMSE for SK sensitivity analysis: parameter model and order of trend removal: groups
ordered from left to right: K-Bessel, exponential, stable and 0, 1, 2—for each model

Fig. 11 a RMSE in relation to cross section spacing for subsets 1–4 (red, orange, green, blue)
b RMSE in relation to the wavelength of the zig-zag trajectory, single zig-zag trajectory (blue),
double zig-zag trajectory (red), number of additional lengthwise trajectories (0, 1, 2, 4) shown by
saturation of color (dark to bright)
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subsequently rank the interpolation methods. The result of the ranking system is
shown in Table 6.

Simple Kriging has the lowest rank for each of the three skill scores and thus the
best average rank of all interpolation methods. The RMSE for the first five methods
is quite close (Δ = 0.114 ft ∼6%), whereas in terms of the MAE Simple and
Ordinary Kriging perform much better (∼40%) than the other methods. For the
correlation factor, all methods except Topogrid, are on about the same level. The
parameter free Topogrid method consistently gave worse results than all other
methods.

5 Discussion and Conclusion

Starting with a reflection on the data used as reference for this study, the mea-
surement accuracy needs to be critically considered. For the study it is supposed
that the measurement accuracy is significantly higher than the actual height changes
of the channel profile. Only then, the accuracy of the interpolation results also
reflects a valid evaluation measure for the quality of the interpolated channel
profile. Closely related is the impact of the sampling rate for the used reference data
set. Thus, differences in the depth of the water, which are higher-frequency than the
resolution of the reference data set, could only be modeled inadequately or not at
all. This effect might result in an (artificial) smoothing and may lead to underes-
timations of river depth variances.

For the comparative analysis conducted in this study, the reference data uses the
flow-related s, n-coordinate system (Sect. 2.1) as input data to the interpolations.
The applied transformation ensures that the anisotropic characteristics of the
channel profile are taken into account. However, the transformation requires
information about the anisotropy, which is typically not given. The river center-line
or the possibly existing thalweg are also only proxies for the river anisotropy.

Table 6 Ranking of interpolation methods

Interpolation
method

Mean
rank

RMSE
(ft)

Rank MAE
(ft)

Rank R Rank

Simple kriging 1.5 2.0073 1.3 0.0960 2.0 0.9049 1.3
Ordinary kriging 2.1 2.0291 2.0 0.1003 2.3 0.9010 2.0
Inverse distance
weighting

3.0 2.0643 3.3 0.1404 2.8 0.9003 3.0

Tension spline 4.3 2.0926 3.5 0.1565 5.5 0.8966 3.8
Completely reg.
spline

5.0 2.1210 5.0 0.1548 5.0 0.8961 5.0

Inverse multiquadric
function

5.2 2.2541 6.0 0.1433 3.5 0.8881 6.0

Topogrid 7.0 2.5959 7.0 0.3976 7.0 0.8375 7.0
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As both, the river sinuosity and the depth variance are relatively small; it is assumed
that for the chosen study the influence of this effect is negligible.

The presented study is limited to interpolation methods that are available in the
current ArcGIS environment. As it is assumed, that these methods reach a wider
user group, the study focusses on the stability and automation potential of these
interpolation methods. Comprehensive assessments regarding the effect of different
interpolation methods, parameterizations and driving strategies would require that
analyzes are actually performed in all possible combinations. To stay with a
manageable amount of interpolation scenarios and results, this approach was
rejected in favor of the presented two-stage analysis process. The analysis of the
driving strategies is preceded by a sensitivity analysis of the parameter settings.
This still leads to a total of 10010 different interpolations and it is assumed, that this
forms a sound basis for the presented evaluation.

The evaluation of the interpolation results builds on different established sta-
tistical parameters. The comparative statistical analysis could be expanded and
complemented by further statistical tests. The current measures are global measures,
and thus only reflect the global fit of the predicted surface. However, Fig. 12 shows
that errors the interpolation results are unevenly distributed. The analysis of the
spatial distribution of errors is not part of this study, but will be further investigated.

The presented results confirm the findings of Glenn et al. (2016) and Heritage
et al. (2009), that the choice of the data acquisition strategy is more important, than
the choice of the interpolation method. Several Interpolation methods have found to
be on about the same accuracy level, although the Kriging variants consistently
gave the best results.

Fig. 12 Overview on error distributions based on the OK residuals comparing five acquisition
strategies with same number of data points (±10%) and a RMSE between 2.01 and 3.06 ft
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The study results further confirm the findings of Santillan et al. (2016), that the
cross-section strategy produces better results compared to the cruise strategies when
using the same amount of data points. However, obtaining data from a vessel
moving alongside the river might be quicker and therefore more cost effective than
measuring cross-sections at a high density. In this context, Fig. 13 indicates the
factor of the RMSE decrease compared to the factor of workload (i.e. number of
points to acquire) for selected cruising strategies. The figure helps in choosing the
best cruising strategy for the accuracy desired.

Moreover, the question arises how far the characteristic of the input data allows
general conclusions regarding the interpolation results. This aspect is addressed by
considering different river subsets, with different characteristics and by considering
several acquisition scenarios. Whether the results can be (easily) transferred to other
rivers can only be confirmed by further analyses using different (types of) rivers.
Nevertheless, the presented results give a good impression on how different
interpolation methods, parameterizations and driving strategies work and what
influence they have in an individual use case. The results of this study can in
general support judging which point densities and driving strategies are necessary
to achieve a defined level of accuracy. Therefore, the results can also assist in the
planning of measurement campaigns for other rivers and transferability of the
results to other study areas is partially given.

With regard to the requirements of the European Water Framework Directive the
results not only allow the determination of river depths and their variances, but also
the extraction of longitudinal and cross profiles. Future studies will combine the
method toolbox from this study with bathymetric survey campaigns using low-cost
technology (e.g. single-beam echo sounder) on unmanned boats (see Fig. 1), to
further evaluate and develop strategies for time and cost-efficient monitoring of
river landscapes.

Fig. 13 RMSE reduction related to the factor of workload for different acquisition strategies. For
the basic cruise strategy (single zig-zag trajectory with a wavelength of 1280 ft which equals the
channel width) the RMSE is set to 100%. Considered are single zig-zag trajectories (blue) and
double zig-zag trajectories (red)
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PLANTING: Computing High
Spatio-temporal Resolutions
of Photovoltaic Potential of 3D City
Models

Syed Monjur Murshed, Amy Lindsay, Solène Picard
and Alexander Simons

Abstract Photovoltaic (PV) production from the sun significantly contributes to
the sustainable generation of energy from renewable resources. With the availability
of detailed 3D city models across many cities in the world, accurate calculation of
PV energy production can be performed. The goal of this paper is to introduce and
describe PLANTING, a numerical model to estimate the solar irradiance and PV
potential at the resolution of individual building surfaces and hourly time steps,
using 3D city models. It considers the shading of neighboring buildings and terrains
to perform techno-economic PV potential assessment with indicators such as
installed power, produced electrical energy, levelized cost of electricity on the
horizontal, vertical and tilted surfaces of buildings in a city or district. It is
developed within an open-source architecture using mostly non-proprietary data
formats, software and tools. The model has been tested on many cities in Europe
and as a case study, the results obtained on the city of Lyon in France are explained
in this paper. PLANTING is flexible enough to allow the users to choose PV
installation settings, based on which solar irradiance and energy production cal-
culations are performed. The results can also be aggregated at coarser spatial
(building, district) and temporal (daily, monthly, annual) resolutions or visualized
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in 3D maps. Therefore, it can be used as a planning tool for decision makers or
utility companies to optimally design the energy supply infrastructure in a district or
city.

Keywords Solar irradiance ⋅ Photovoltaic potential ⋅ Building surfaces
3D city model ⋅ CityGML ⋅ Python

1 Introduction

1.1 Background

With an increasing willingness to improve energy efficiency and reduce greenhouse
gas emissions, there is a clear trend among scientists, policy makers and energy
producers to search for alternative renewable energy options. In many European
cities, the decision makers encourage citizens to opt for local renewable energy
through economic incentives and binding legislative acts. For example, the
European Commission (EU) establishes different measures to reach multiple goals
regarding energy efficiency and use of renewables by 2020 e.g., 20% cut in
greenhouse gas emissions (from 1990 levels), 20% of EU energy from renewables,
and 20% improvement in energy efficiency (European Commission 2017).
According to Commission data, buildings in the EU are responsible for 40% of the
total energy consumption and 36% of total CO2 emissions (European Commission
2011). In this regard, research on energy transition with a focus on buildings is
rapidly expanding and many projects and initiatives have emerged recently to
achieve the EU targets.

Central and local governments also formulate short and long-term energy master
plans with special consideration of the utilization of local renewable energy
resources. Several tools and services are developed to assist citizens in identifying
the potential generation of renewable energies e.g., photovoltaic (PV) or geothermal
on their buildings and plots. Energy generation from PV is most promising when
buildings are concerned. Different horizontal and vertical building surfaces are
exposed to the sun, which can be utilized to generate energy by efficient design and
installation of the PV panels. By assessing techno-economic PV potentials on these
surfaces in a comparative manner and then aggregating the results at the building,
district or city scale, the location of solar installations or the energy supply
infrastructure can be optimized.
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1.2 Literature Review

Several tools and methods have been developed to calculate solar irradiance and PV
potential at different extents and scales—ranging from a simplified assessment on
rooftops, with or without considering the shading from neighboring buildings, to
the potential of a whole country, or a very detailed analysis of PV potential on
individual buildings. A comparative review of the different approaches was per-
formed by Mainzer et al. (2014), Freitas et al. (2015) and Santos et al. (2014).
Different sets of vector and raster datasets, such as LIDAR, DSM, 2D or 3D have
been used to calculate solar irradiance using both proprietary and open-source tools
(Sarralde et al. 2015; Šúri and Hofierka 2004; Hofierka and Zlocha 2012; Redweik
et al. 2013; Catita et al. 2014; Buffat 2016; Huld 2017; Li and Liu 2017; Bahu et al.
2014; Lee and Zlatanova 2009; Gueymard 2012). Most of these studies perform
calculation at coarser spatial (e.g., building) and temporal (e.g., annual) resolution.
Some other studies also performed shadow analyses on the PV installations due to
trees, terrain or buildings, with or without direct applications to PV potential
analyses (Palmer et al. 2015; Cole et al. 2016; Alam et al. 2012; Jaillot et al. 2017).
Some web-based tools, such as Cythelia,1 InSunWeTrust,2 Mapdwell3 and Pro-
jectSunroof4 can calculate solar radiation and to some degree PV potential on the
roofs only.

With the emergence of semantic 3D city models (such as CityGML) of different
levels of details (OGC 2012) and their availability for different cities,5 several
applications are possible (Biljecki et al. 2015; Murshed et al. 2017). Using such
data of detailed building geometry and semantic relationships, PV potential on
horizontal and vertical surfaces of buildings can be accurately calculated for the
extent of a district or a city. Several attempts have been made to calculate solar
irradiance on building surfaces of 3D city models (Wieland et al. 2015; Strzalka
et al. 2012; Wate and Coors 2015; Chaturvedi et al. 2017; Murshed et al. 2018).
Some limitations are observed in the modelling of PV potential at the district level.
For example, no combined calculation of solar irradiance and techno-economic PV
potential were performed at the district or city scale. The results originate at a
coarser spatio-temporal resolution, which are not possible to aggregate at other
extents (e.g., districts). Moreover, the irradiance and PV potential were calculated
on the building surfaces, not directly on the PV installation (tilted) surfaces and
without consideration of shading from neighboring buildings or terrains. Some
studies used proprietary software and tools, which limit the application cases.

1http://www.cythelia.fr/en/renewable-energies/expertise/solar-cadastre/.
2https://www.insunwetrust.solar.
3https://www.mapdwell.com/en/solar.
4https://www.google.com/get/sunroof#p=0.
5http://www.citygmlwiki.org/index.php?title=Open_Data_Initiatives.
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No decision support tool was developed to allow the users (e.g., decision makers or
utility companies) to optimize the panel setting and therefore the energy production
and economic benefits.

1.3 Objectives

The main objectives of this paper are to overcome the research gaps explained
earlier through the development of the PLANTING (Photovoltaic Potential Based
on Three Dimensional Building) model. It calculates both solar irradiance and
techno-economic PV potential on the horizontal, vertical and tilted (i.e., PV
installation) surfaces of the buildings, considering the 3D city models and the
shading due to neighboring buildings or terrains.

It is a couplingbetween a simplifiedbackward ray-tracing approach (defined number
of hemisphere points and meshing of the surfaces) and a PV production model. The
ray-tracing approach considers 3D city models to calculate shading (due to terrain and
neighboring buildings), sky view factor and sun position of the points on the meshed
building surfaces. The PV production model takes into account solar radiation trans-
position, optical losses from reflection, thermal heat exchanges within the PV module
and impact on photo conversion efficiency. Thesemodels have been developed through
an extensive literature research and implemented in an open-source software archi-
tecture. The model can be used as a planning tool for the decision makers and utility
companies to generate numerical results about solar irradiance and techno-economic
PV potential and visualize them on the roofs and facades of the buildings. It will assist
them in optimizing the city energy supply infrastructure.

The rest of this paper is structured as follows: Sect. 2 describes the overall
research approach—including a short description of required data, software archi-
tecture and methodological steps. Section 3 explains the 3D analyses e.g., sky view
factor, shading, sun position. The methods to calculate solar irradiation and PV
potential are described in Sect. 4. Then in Sect. 5, the results of the PLANTING
model are explained for the city of Lyon in France. Afterwards, the validation
approach and associated results are discussed in Sect. 6. Finally, the conclusion is
drawn by highlighting the limitations and further improvements of this research.

2 Methodological Overview

2.1 Input Data

Several input datasets are required in PLANTING. For example, semantically and
topologically correct 3D city model of the CityGML format with levels of details
LoD1 or LoD2, hourly weather data on wind speed, temperature and horizontal

30 S. M. Murshed et al.



radiation in TMY3 format (Wilcox and Marion 2008), as well as the
techno-economic data on the panels. Assumptions concerning techno-economic
values are made according to the state of the art literature review (see Sect. 4.1).

2.2 Software Architecture

Three main software e.g., 3DCityDB, PgAdminIII and Eclipse are deployed in
PLANTING (see Fig. 1). The appropriate CityGML data of LoD1 and LoD2 format
are imported in a PostgreSQL database provided with PostGIS extension in order to
be analyzed and run the codes. PostGIS extension facilitates treating spatial objects
by creating a special structure (or schema) in the database. That is why the original
GML file is modified into the specific relational schema—through 3DCityDB,
which reorganizes the data into specific tables, and then imports the modified file in
the PostgreSQL database.

The algorithms are written in Python scripts, using the Eclipse Integrated
Development Environment (IDE) of PyDev and some libraries (Psycopg2, Numpy,
ORG, etc.). The DB can be retrieved using the Python codes and SQL queries.
They perform data treatment, algorithm implementation, etc. The model outputs are
saved as tables in the DB or can be exported as csv or shape files to visualize in 2D
or 3D environments.

2.3 Methodological Steps

The PLANTING model is divided into 3 main modules and several sub-modules
(see Fig. 2). They are programmatically structured into seven packages, where
numerous scripts and functions perform specific tasks. The 3D analysis module
includes the preparation of data, checking of the semantics of the 3D city models,
and performance of the necessary geometric calculations such as shading, sky view
factor and sun position.

Shapefile CityGML

conversion

Python script 
+ SQL 
queriesinput/export read/write

ArcGIS / QGIS pgAdmin IIIFZKViewer Eclipse + pyDev

Other data, 
e.g., weather 

in .csvread

FME 3DCityDB

Visualize/
check

Visualize/
check

DB access and 
management

Code 
implementation

PostgreSQL DB + 
PostGIS extension

Fig. 1 Description of the software architecture and related technologies deployed in PLANTING
model
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The PV installation design module considers the users’ inputs. The user needs to
choose the type of technology (3 technologies), orientation (landscape/portrait),
direction (N, S, E, W), and tilt of the PV panels on rooftops (slope < 20°).
Moreover, the share of surfaces to be dedicated for PV on rooftops and on vertical
surfaces (slope > 20°) must be given. Basically, for surfaces with a slope of >20°,
the solar panels are considered to be building integrated, meaning the tilt and
azimuth of the solar installation are dictated by that of the surface. For surfaces with
a slope of <20°, the user can choose to have the solar panels in sheds on the surface,
so he/she can choose the azimuth of the installation as well as the tilt, which must
be higher than the tilt of the surface. Based on these inputs, the tilt, orientation of
the PV installation are calculated and stored in the DB.

Finally, the solar irradiance and PV potential module calculates the hourly solar
irradiances and then estimates the technical and economical PV potential. Users can
generate outputs, such as solar irradiance (W/m2), installed power (kWp), produced
electrical energy (MWh), producible (kWh/kWp), CAPEX (capital expenditure in
€), LCOE (Levelized cost of Electricity in €/kWh), for the horizontal, vertical and
tilted PV installation surfaces. They are also saved in the database as tables for
further analyses and visualization.

A detailed description of these three modules and associated assumptions is
given in Sects. 3–5.

Surface analysis

Shading and 
SVF

3D analysis 
module

Definition of 
building, 

surface, points

Solar irradiance and PV potential module

Database for 
3D analyses 

and PV design

User inputs/
choice

Calculate tilt, 
orientation, etc. of 

panel

Calculate irradiance of 
each point on surface

Aggregate irradiance 
from points to building 

surfaces

Hourly electrical power 
by PV panels on surface

Levelized Cost of 
Electricity on surface

Investment cost on 
surface

Weather 
data

Installed power on 
surface

Aggregate to buildings

Aggregate to buildings

Aggregate to buildings

Main Outputs
- Irradiance

- PV potential

PV installation 
design module

Preparation of 
3D CityGML 

data

Fig. 2 General overview of the different modules, submodules and their relationships in the
PLANTING model
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3 3D Analysis

This module is adapted after Wieland et al. (2015), Murshed et al. (2018), Šúri and
Hofierka (2004) and Quaschning (2011) to analyze the shading characteristics of
the grid points on the surfaces for each hour throughout the year. The method-
ological flow chart is illustrated in Fig. 3.

The first step is to define and analyze the geometrical objects (buildings, sur-
faces) of the 3D city model (LoD1 or LoD2) within the PostgreSQL DB. Then, a
surface type (wall, roof or floor) is assigned to each surface based upon which the
grids of the surface points (except for ground surfaces) will be defined. Each surface
point is subsequently tested to identify whether it is shared with another surface.
Different attributes (e.g., area, orientation, and azimuth) of the geometrical objects
are calculated as well.

For each non-shared surface point, shading and sky view factor are calculated.
First, a hemisphere of points is created according to the horizontal and vertical
intervals chosen before the model starts. Each surface point gets a list of the
hemisphere points that are visible from its location without being intersected by any

Identification of objects 
(roof, wall, etc.)

Generation of point 
grids (except floors)

Testing of shared 
surfaces

No Yes

Shading calculation  
of points for each 

hour

Calculation of 
skyview factor for 

each point

Calculation of sun 
position for each 

hour

Creation of 
hemesphere points

No further 
calculation

Fig. 3 Different steps involved in 3D analysis module
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obstacle. The sky view factor for each surface point is calculated by dividing the
number of visible hemisphere points by the total number of hemisphere points.

Afterwards, the sun position of each hour of the year is calculated considering
the latitude and longitude of the location as well as local time. The closest hemi-
sphere points replace these hourly positions (8760 in total). Finally, according to the
list of visible hemisphere points, each surface point gets a list of 8760 Boolean
values that corresponds to the information on whether the particular point is shaded
or not for each hour of the year.

Based on the 3D analyses, the hourly solar radiation and energy production is
calculated. PLANTING is intended to be used as a planning tool at a district level,
therefore, an hourly resolution is reasonable (similar to PVsyst6 for PV simulations,
or Energy Toolbase7 for building energy). It is not intended to be used for
short-term energy production forecasting or for grid integration studies, where a
higher time resolution is required.

4 PV Installation Design

4.1 Techno-Economic Assumptions

All building surfaces are supposed rectangular in order to simplify the geometrical
considerations to define the length of the PV panels and the spacing between rows.
Users can decide how much of the surface areas is to be dedicated to solar panels on
the horizontal and vertical surfaces. Users can also choose either the portrait or
landscape setting of the panels.

Three of the most dominant technologies of PV panels installed worldwide are
considered (VDMA 2016). Assumptions on PV technology are made based on a
review carried out in 2016. It is however easy to extend the model with more recent
and efficient panels and technologies. A certain number of global variables are
defined for the 3 PV technologies by taking as references the following modules:
PANDA 60-cell 270Wp by Yingli for mono-Si,8 60-cell 260Wp by Jinko for
poly-Si,9 First Solar series 4 110Wp for thin-film.10 The variables considered are:
efficiency in standard testing conditions, temperature coefficient of Pmax, length
and width of the module, and normal operating conditions temperature. Moreover,
in order to quantify the losses due to resistive losses in the cables and conversion
losses in the inverter (among others), a default value of 0.1 is selected for LBOS

6http://www.pvsyst.com/en/.
7https://www.energytoolbase.com/.
8PANDA 60 CELL SERIES 2, 260-280 Wc, Yingli Solar, available at www.yinglisolar.com.
9JKM270P-60-V, 255-270 W, Jinko Solar, available at www.jinkosolar.com.
10First Solar Series 4™ PV Module, available at www.firstsolar.com.
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(losses due to balance of system), assuming that most inverters now have EU
efficiencies around 92–98%.

The economic assumptions on the cost of the installation, Weight Averaged Cost
of Capital (WACC) and Operation and Maintenance costs (O&M) are based on the
report from the French Environment and Energy Efficiency Agency (ADEME
2015).11 Costs in €/Wp for different installation sizes (0–3; 3–9; 9–36; 36–100;
100–250 kWp) depend on whether the PV is building-integrated (BIPV) or not
(not-BIPV). The WACC depends on the actor (e.g., individual, company or utility)
making the investment. The annual O&M costs are supposed to be a percentage of
the total CAPEX spent each year. Some parameters (e.g., WACC) are fixed for the
current year. Economic calculations (investment) are performed for current year but
over a 20 years of lifetime.

4.2 PV Installation Design

The python script applies some basic rules for the design of PV installations. In this
regard, the surface characteristics calculated in the previous step e.g., surface ID,
building ID, represented area [m2], slope of surface [°], aspect of surface [0° as
South, 90° as West, 180° as North and −90° as East] are considered. The model
enables the choice of each PV installation at a surface level, considering two cases:
if the slope of the surface is below 20° or greater than 20°.

If the slope is below 20°, the PV installation is considered as not being
building-integrated (BIPV), and the tilt is set equal to the minimum between the
latitude of the location and a maximum tilt value defined by the user. It will also
constrain the choice of orientation based on the aspect of one of the walls of the
same building, with the underlying hypothesis that the roof is rectangular to sim-
plify the geometrical considerations. The user can choose one of four directions for
the PV installation, although it is suggested that the azimuth be as close as possible
to South if the location is in the northern hemisphere and as close as possible to
North, if it is in the southern hemisphere. This helps to find out the orientation that
would maximize PV yield (see Fig. 4).

If the slope of the surface is above 20°, the PV installation is considered as being
BIPV, and the tilt and orientation of the PV installation are equal to the slope and
aspect of the surface, respectively.

11The economic assumptions can be improved with more recent data on affordable PV panels.
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5 Solar Irradiance and PV Potential Calculation

5.1 Solar Irradiance

Solar irradiance computation requires a TMY3 weather file to determine different
components of irradiances on each surface point for each hour of the year. The
spatial and temporal aggregation is done to produce results at a surface, building
and district scales, as well as at hourly, monthly and yearly resolutions.

Hypothesis: Partial shadings between rows (i.e., shading from other panels) are
neglected and the sun position is calculated depending on coordinates and time.
Only direct and diffuse radiation are calculated.

Steps: Solar irradiance is calculated in four steps:

1. First of all, a certain number of solar position calculations are made based on the
equations explained in Duffie and Beckman (2006), pp. 90–93: declination,
equation of time, real solar time, hour angle, sun position vector (the first
component of the sun position vector, CosDir [0] gives the sinus of the solar
elevation angle).

2. Calculate Direct Normal Irradiance: it can be computed as:

DIRN =
GLOH −DIFH

sinh
ð1Þ

Where sinh is the sinus of the solar elevation angle, GLOH and DIFH are global
horizontal and diffuse horizontal irradiances (W/m2) that can be found in
weather data.

3. Calculate incidence angle of beam irradiance on the PV surface: The cosine of
the beam incidence angle is then calculated based on the sun position vector
CosDir and the normal vector to the plane of array (l, m, n) as:

Choices in orientation 
of PV panels

Surface 
aspect

Fig. 4 Orientation of the PV
installation depends on the
aspect of the surface (in the
case the slope of the surface is
below 20°)
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cosi = l *CosDir 0½ �+m *CosDir 1½ �+ n *CosDir 2½ � ð2Þ

4. Calculate the different components of Plane Of Array irradiance: To take into
account circumsolar diffuse irradiance and horizon-brightening illustrated in
Fig. 5, an anisotropic sky model is used, known as the Hay-Davies-
Klucher-Reindl model (Duffie and Beckman 2006).

The different components of the plane-of-array irradiance are:

DIRECT = boolshadow ⋅ cosi ⋅DIRN +
cosi
sinh

⋅AI ⋅DIFH
� �

ð3Þ

DIFFUSE= 1−AIð Þ ⋅VFsky ⋅ 1+ f ⋅ sin
tilt
2

� �3
 !

⋅DIFH ð4Þ

with,

AI =
DIFH

GLOHext
, f =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DIRH
GLOH

r

GLOHext = Isc. 1 + 0.033 ⋅ cos
360 ⋅ n
365

� �� �
⋅ sinh

ð5Þ

where,

i the incidence angle of beam irradiance on plane of array (°)
h sun elevation (°)
tilt tilt of the panels (°)
AI an anisotropy index

Circumsolar diffuse

Horizon-brightening

Clear sky
Totally clouded sky
Partially clouded sky

-90 -60 -30 0 30 60 90

Sun [ Zenith angle [

Ar
bi

tra
ry

 s
ca

le

Fig. 5 Consideration of
circumsolar diffuse irradiance
and horizon brightening,
modified after Duffie and
Beckman (2006)
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f corrective factor accounting for horizon-brightening
I_sc the solar constant, 1367 W/m2

n the day of the year
VFsky sky view factors (Computed in 3D analysis)
Boolshadow 1 if the point ID considered is not in the shade at this given

time-step and equals 0 if the point ID considered is in the
shade at this given time-step (direct irradiance does not
reach this point)

DIRN, DIRH, DIFH,
GLOH, GLOHext

direct normal, direct horizontal, diffuse horizontal, global
horizontal and extraterrestrial global irradiances (W/m2),
respectively

5.2 PV Potential

The techno-economic PV potential is calculated in six main steps:

Nominal Power of PV Installed on Each Surface. Step 1 determines the nominal
power of PV installed for each surface, depending on available surface, whether the
PV is building-integrated or not, the tilt of the PV panels, the choice of PV tech-
nology (which has an impact on the dimensions of the PV modules), the orientation
of the PV panels (landscape or portrait) and the share of surface used for the PV
installation.

1. Calculate the number of panels that can be installed on a given Surface with a
certain share dedicated to PV (SharePV) (see Fig. 6).

The limit angle is by default considered as being equal to 20°.

• If the PV is building-integrated (BIPV = 1), the number of panels can be cal-
culated very simply by the following formula:

Tilt angle

Inter-row distance

Limit angle Tilt angle

PV installation height

Fig. 6 Calculate number of panels on a given surface
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nbpanels =
Surface * SharePV

lengthmodule * widthmodule
ð6Þ

• If the PV is not building-integrated (BIPV = 0), the inter-row distance can first
be calculated as follows:

interrow=
heightPVinstallation * sin tiltð Þ

tan limitangle
� � ð7Þ

The variable heightPVinstallation will either be equal to the length of the PV panel
(lengthmodule) if the panels are displayed in portrait or to the width of the PV panel
(widthmodule) if the panels are set-up in landscape.

Once the inter-row is calculated, the number of panels is basically the number of
panels we can fit in along one of the sides of the rectangular surface (i.e., along one
row) multiplied by the number of rows that can be fit into a perpendicular side of
the rectangular surface (see Fig. 7).

nbpanels =
l * L * SharePV

effectivewidthPVpanel * interrow+ heightPVinstallation * cos tiltð Þð Þ ð8Þ

=
Surface * SharePV

effectivewidthPVpanel * interrow+ heightPVinstallation * cos tiltð Þð Þ ð9Þ

where the effective width of the PV panel equals the width of the PV panel if the PV
is installed in portrait, and is equal to the length of the PV panel if it is installed in
landscape.

2. Calculate the installed power on a given surface in kWp: to get the installed
power per surface in kWp, the number of panels is then multiplied by the
nominal power of one PV panel:

Inter-row l 

L 

Fig. 7 Calculation of inter-row distance and number of panels to be installed on a building
surface
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installedpower = nbpanels*ηSTC*widthmodule*lengthmodule ð10Þ

The efficiency ηSTC, width and length of module depend on the technology
choice made.

Optical Loss at the Air-Glass Interface. Step 2 defines analytical functions to
compute reflection optical losses at the air-glass interface for the two components of
solar irradiance: beam and diffuse. It is an improvement of the ASHRAE model,
which is not valid for incidence angles above 80° (Luque and Hegedus 2011,
pp. 934–936) and (Martin and Ruiz 2001).

1. Calculate transmission factor for direct irradiance: The transmission factor for
direct irradiance is given by:

FTB =1−
e

− cosi
ar − e

− 1
ar

1− e
− 1
ar

ð11Þ

2. Calculate transmission factor for diffuse irradiance: The transmission factor for
diffuse irradiance is given by:

FTD =1− e
− 1
ar
. c1. sin tiltð Þ+ π − tilt.π

180 − sin tiltð Þ
1+ cos tiltð Þ

� �
+ c2. sin tiltð Þ+ π − tilt.π

180 − sin tiltð Þ
1+ cos tiltð Þ

� �2
� �

ð12Þ

where,

c1 coefficient equal to 4
3π

c2 and ar coefficients that depend on the soiling level of the PV panels. We will
suppose that the PV panels are clean, leading to c2 = −0.069 and
ar = 0.17

Temperature of the PV Cells. Step 3 calculates the temperature of the PV cells,
which is based on the technical characteristics of the PV module and the following
equation (Duffie and Beckman 2006, p. 760):

PVtemp −Text
TNOCT − 20◦C

=
transmittedirr
800W ̸m2 *

UNOCT

U
* 1−

η

ninc

� �
ð13Þ

where,

PVtemp temperature of the PV cells in °C
TNOCT Normal Operating Conditions Temperature (NOCT) of the spec-

ified PV panel, established at an irradiance of 800 W/m2, an
ambient temperature of 20 °C and a wind speed of 1 m/s

Transmittedirr irradiance that is actually received by the PV cells
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η efficiency of the panel
ninc optical transmittance at normal incidence
U heat transfer coefficient for convective and radiative heat

exchanges with the environment, U =8.55 + 2.56 *V with V wind
speed in m/s (Test et al. 1981, pp. 262–267)

Electrical Power of the PV Installation. Step 4 calculates the electrical power
delivered by the PV installation at each given time step. It is defined based upon the
irradiances received.

1. Calculate the photo conversion efficiency based on module temperature: The
efficiency of the PV panel decreases with increasing temperatures of the PV
cells (Duffie and Beckman 2006, p. 757), and this behavior is characterized by
μ, the temperature coefficient on Pmax (% °C), given in the module datasheet:

η Tð Þ= ηSTC ⋅ 1+ μ ⋅ PVtemp − 25◦C
� �� � ð14Þ

2. Calculate the electrical power delivered by the PV installation: This efficiency is
then multiplied by the irradiances received and scaled to the installed power of
the installation, also accounting for conversion losses in the inverters, cables and
other power electronics by using the discount coefficient LBOS (global
parameter).

Total Investment Cost. Step 5 calculates the total investment costs in € for a given
installed power. The unitary costs (€/Wp) decrease with the size of the installation,
due to scale effects. The costs are also higher for Building Integrated PV (BIPV)
than for standard shed installations (not-BIPV). The default values for economic
assumptions are based on literature (ADEME 2015).

Levelized Cost of Electricity. Step 6 calculates the Levelized Cost of Electricity
(LCOE) i.e., the cost of the electricity generated by a PV installation over its
lifetime (e.g., 20 years), considering the following equation:

LCOE=
CAPEX + ∑t=N

t=1
O&Mt

1+ ið Þt

∑t=N
t=1

Et

1+ ið Þt
ð15Þ

where,

O&Mt the operation and maintenance costs for year t, generally taken as a
percentage of initial investment costs (CAPEX)

i discount rate
Et energy generated in year t
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6 Implementation

The PLANTING model has been implemented for several cities with a varying
number of buildings (in LoD1 and LoD2) in order to test the model performance
and validation of results. This paper explains the results obtained in the district of
Gerland in the city of Lyon in France. In this regard, the consideration of
techno-economic input data and associated assumptions are made in the French
context (Sect. 4). The CityGML data of LoD2 format, describing 2750 buildings
(with around 100000 wall and roof surfaces) and the weather data of TMY3 format
for the city are used. Several scenarios can be prepared by varying the five user
inputs. However, as an example, we choose the Mono-crystalline Silicon PV
module, dedicate 50% of surfaces to PV installation, and set the panels in portrait
mode, with a maximum tilt of 45° in the South direction. Afterwards, the model
computes the incoming solar irradiance and other techno-economic potentials on all
of the building surfaces.

On Fig. 8, the total annual energy production from solar panels can be seen for
each building surface. This is an interesting visualization that considers both
available solar irradiance on the building surfaces, but also building size. The
surfaces that strike out in red are those that have few neighbouring buildings
obstructing sunlight but also large available surfaces. Generally, these are rooftops
and this visualization quickly identifies the rooftops that have the best sun exposure.
When the users intend to build just a few big solar projects that have a meaningful
impact in terms of energy, this planning tool can be very useful.

Fig. 8 Total annual energy production (MWh) on the vertical and horizontal surfaces is calculated
considering the solar irradiance and building size
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On Fig. 9, the Levelized Cost of Electricity is displayed on all building surfaces
of this district in Lyon. High potential areas can be noticed with LCOEs beneath 20
c€/kWh, but even achieving costs under 30 c€/kWh in a dense urban area is quite
remarkable. This type of display can help decision makers identify areas where
solar energy development makes the most sense, as well as quantify the impact of
new building projects on available sunlight.

Figure 10 displays the specific yield of solar panels for all surfaces, meaning the
production is normalized to the installed capacity (kWh/kWp). This does not
account for impact of size of the installation on costs, which is reflected on the
LCOE map in Fig. 9. Specific yield identifies the surfaces that have the best sun
exposure, without taking into account available surface for PV installations.

These techno-economic indicators can also be analysed at further
spatio-temporal resolutions. For example, the hourly energy production results of
the surfaces are aggregated at IRIS12 statistical units to estimate monthly average
energy production density (monthly energy production/number of buildings) of
these units (see Fig. 11). Each IRIS unit consists of different numbers, forms and
shapes of building, which result in varying energy density. Such analyses will help
the decision makers and utility companies to estimate possible energy production
and plan an efficient energy supply infrastructure.

Fig. 9 Levelized Cost of Electricity (LCOE in €/kWh) calculated in each of the building surfaces
(considering 20 years of lifetime of PV panels)

12https://www.insee.fr/en/metadonnees/definition/c1523.
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7 Validation and Model Performance

7.1 Validation

Approach. An extensive description of the validation of each module of the
PLANTING model is out of the scope of this paper. 3D analyses, calculation of
irradiances and techno-economic analysis of PV potential are performed based on
literature reviews, previous studies, assumptions on the users’ settings of

Fig. 10 Producible (kWh/kWp) on the vertical and horizontal surfaces of the buildings displays
normalizing yields with regard to PV installed
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Fig. 11 Monthly PV energy production density in the 10 IRIS statistical units (and total number
of buildings) in the district Gerland in Lyon, France
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parameters as well as techno-economic data on panels. Therefore, this section
mainly explains the validation of irradiance and energy produced on the building
surfaces.

Validation of PLANTING results is performed with two software modules,
developed at EDF R&D: (a) a ray-tracing tool that performs a detailed computation
of irradiance on ground mounted or roof based PV installations and (b) Dymola/
BuildSysPro that conducts computation of PV production based on a
thermo-electrical model of PV modules. The modelling and validation of these
modules have been performed by simulating the PV production in the UK and
Turkey (Jourdier et al. 2016).

A representative building in a typical European city is chosen to validate the
annual irradiance and PV production on both sides of its saddle roof (globally West
and East oriented). Two cases have been chosen (a) an isolated building, without
any obstacles and (b) the same building surrounded by neighboring buildings (see
Fig. 12). In order to ensure comparative analyses, the input parameters and other
assumptions are considered identical in both models (see Table 1).

In both validation cases, the LoD2 buildings of the CityGML format have been
translated into a Sketch Up format and then imported into the ray-tracing tool. The
Meteonorm weather data is considered as an input to compute the irradiance on
both sides of the roof (West and East). Afterwards, the irradiance data computed by
the ray-tracing tool is used as an input to BuildSysPro to compute the annual energy
production of the building. An overview of the validation approach is given in
Fig. 13.

Discussion of Results. A satisfactory general agreement is obtained between the
numerical computations done by ray-tracing and PLANTING for irradiance cal-
culations (see Fig. 14). The maximum relative discrepancy of +3.24% is obtained
for the case of West-oriented solar panels on the surrounded building (El Hajje and
Boyere 2017).

In terms of annual energy yield calculations, a maximum relative discrepancy of
10.92% is obtained for the case of the West-oriented surrounded building (Fig. 15).

Fig. 12 Validation of results with an isolated building (left) and the same building surrounded by
other buildings (right)
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This can be explained by the respective irradiance discrepancies and mostly the
electrical calculation models of each numerical tool. By simple subtractions
between these discrepancies observed in the West and East oriented surfaces of the
isolated and surrounded buildings, we obtain the following values (7.55, 7.67, 7.68,
and 7.55%). Therefore, we can almost safely conclude that the electrical yield

Table 1 Assumptions and inputs considered in validating the irradiance and energy production

Input parameters Roof surface West Roof surface East

Tilt of the roof 40.35° 40.33°
Azimuth of the roof 230.3° (West) 50.264° (East)
Surface of the roof 84.78 m2 84.71 m2

Module type Mono-crystalline Silicon
Max tilt 45°
Orientation of panels Landscape
Surface dedicated for PV panels 80%

Individual building
(CityGML)

Surrounded by other 
buildings (CityGML)

Two validation 
cases

Conversion to 
Sketch up

Ray-tracing tool

Conversion to Sketch 
up

Irradiation 
calculation 

on roof

Irradiation 
calculation 

on roof

Dymola/BuildSysPro

PV Energy 
production 
(individual 
Building)

PV Energy 
production 

(surrounded 
building)

Weather data 
and other 

assumtions

Fig. 13 Validation approach for irradiance and PV energy production for an individual building
without obstacles and the same building surrounded by other buildings
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calculations performed by both models solely induce a consistent relative dis-
crepancy of around 7.6% in the global discrepancy calculations, regardless of the
considered case study (orientation and/or shading). Therefore, in order to better
understand how to minimize this 7.6% relative difference, both electrical models
need to be compared and analyzed in detail. It can be concluded that the obtained
relative mismatches are roof orientation-dependent. A greater discrepancy values
for the West-oriented rooftop calculations are observed.
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Fig. 14 Comparison of annual irradiance calculation results from the two models

0.00%

2.00%

4.00%

6.00%

8.00%

10.00%

12.00%

0.00
0.50
1.00
1.50
2.00
2.50
3.00
3.50
4.00
4.50
5.00

Isolated building,
West

Isolated building,
East

Confined building,
West

Confined building,
East

M
W

h

Annual yield (MWh)

Ray-tracing/BuildSysPro PLANTING Relative Discrepancy between Models

Fig. 15 Comparison of annual energy yields calculation results from the two models
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7.2 Evaluation of Run Time

The PLANTING model is run on virtual machines with the following configuration:
(a) Linux Server for Python with 64 GB Ram, 12 GB used, 10 cores, HDD 8.5 GB
free and (b) PostgreSQL Server for the DBs with 16 GB Ram, 3.5 GB used, 10
cores, HDD 44 GB free. The model is tested on different sets of LoD1 and LoD2
data across many cities in the world. Each of them are constituted of a varying
number of buildings, surfaces and points. In order to have a comparative overview,
all relevant parameters (e.g., 5 m * 5 m grid point resolution, 96 hemisphere points)
are considered identical.

Table 2 explains the computing time required for running different modules on
the LoD1 and LoD2 datasets. We observe that the model run time increases with the
increasing number of surfaces. In general, due to the lesser complexity of LoD1 city
models, PLANTING requires less time than for LoD2 models. In evaluating the
most time consuming component, we observe that the irradiance and PV calculation
part takes about 50% of the total model run time. However, if the CityGML data
contains terrain information and if the shading effect due to the terrain is calculated
(e.g., LoD2 data in Lyon), the PLANTING model requires significantly more time.

Table 2 Comparative evaluation of run time of different modules in PLANTING with multiple
LoD1 and LoD2 3D city models

Location #Buildings
#Surfaces
#Points

Computing time for different modules
3D
analysis

Internal
DB
calculation

Irradiance
and PV
(surface)

Irradiance
and PV
(building)

Total

Hong
Kong
(LoD1)

1085
16548
213933

1 h 40
min
44 s

37 min
46 s

3 h 20 min
4 s

10 min
19 s

5 h
48 min

Abu
Dhabi
(LoD1)

280
2624
44623

13 min
51 s

8 min 12 s 45 min 13 s 1 h 7
min
16 s

Kuwait
(LoD1)

567
5595
44462

37 min
15 s

18 min
54 s

1 h 45 min
45 s

2 min 17 s 2 h 42
min
11 s

Karlsruhe
(LoD2)

95
745
2756

53 s 30 s 3 min 20 s 1 s 4 min
44 s

Karlsruhe
(LoD2)

12035
95672
441689

6 h 4
min
45 s

1 h 17 min
58 s

7 h 54 min
55 s

15 s 15 h
17 min
54 s

Lyon
(LoD2)
with
terrain

2750
99558
501459

9 h 30
min
34 s

4 h 2 min
19 s

5 h 38 min
14 s

4 s 19 h
11 min
13 s
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8 Conclusion and Future Research

8.1 Summary

This paper introduces and describes the numerical model, PLANTING that esti-
mates and evaluates the solar irradiance (W/m2) and techno-economic photovoltaic
production in terms of installed power (kWp), produced electrical energy (MWh),
producible (kWh/kWp), CAPEX (capital expenditure in €) and LCOE (Levelized
cost of Electricity in €/kWh) on the horizontal, vertical and tilted PV installation
surfaces of the buildings in a city or district. It is built within an open-source
architecture using mostly non-proprietary data formats, software and tools. The
model is divided into three main modules. First, it analyzes the 3D city models to
calculate the shading and sky view factor, and then considers user choices (e.g.,
type of PV technology, orientation, tilt, etc.) to determine the optimal setting of PV
panels. Finally, solar irradiance and PV potential are calculated on the basis of
scientific literature and country specific techno-economic assumptions.

The model has been applied to several cities with a varying number of buildings
in order to test the model performance and validate the results. Considering dif-
ferent climatic and topographic conditions, the model also proves robust. This paper
explains the results obtained in the city of Lyon in France. In this regard, the
CityGML data of LoD2 format of 2750 buildings in the district of Gerland in Lyon
is used.

The model is also validated with EDF R&D’s own software modules:
ray-tracing and Dymola/BuildSysPro, considering two different case studies: (a) an
individual residential building with West and East-oriented roofs (b) the same
building surrounded by other buildings. Based on the final irradiance and PV
energy calculation results, we obtain a satisfactory general agreement.

PLANTING is flexible enough to allow the users to choose different PV instal-
lation settings, based on which solar irradiance and energy production calculation is
performed. The results can also be aggregated at coarser spatial (building, district)
and temporal (daily, monthly, annual) resolutions or visualized in 3D maps. There-
fore, it can be used as a planning tool for decision makers or utility companies to
optimally design the energy supply infrastructure in a district or city.

8.2 Limitations

PLANTING requires semantically and topologically correct CityGML data of
LoD1 or LoD2 format. The data should be of appropriate standard and imported
correctly into the DB, otherwise 3D analysis, solar irradiance and PV potential
calculations cannot be performed. We have experienced different types of problems
associated with the CityGML data, which had to be corrected. Also, the current
version of the model cannot run on LoD3 or LoD4 datasets.
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In calculating sky view factor and shadow, accuracy depends on the meshing of
the surfaces; here a regular orthonormal grid is defined. The reduction of the
meshing leads to diminishing model run time, but reduces the accuracy. Moreover,
the hemisphere points determine the sky view factor and the sun positions. The
reduction of hemisphere points leads to decreasing model run time, but reduces the
accuracy. In calculating solar irradiance, only direct and diffuse radiation are
considered. However, reflected radiation generally accounts for a small percent in
the global radiation (Šúri and Hofierka 2004).

In designing PV installations, all horizontal and vertical surfaces are assumed
rectangular. Tilt angle and azimuth of the PV installation have some constraints
depending on the tilt of the surface and on the aspect of the surface. Users have to
decide on the portrait or landscape setting of the PV panels, based on which
PLANTING calculates the PV potential for the 3D city models. Unfortunately,
selection of individual settings for individual buildings is not possible.

Three dominant types of PV technologies are considered, but other technologies
can easily be incorporated into the model. No degradation rate is taken into account
in the energy yield over the lifetime of the installation. The efficiency of
photo-conversion of PV panels decreases linearly with the temperature of the
module. In the LCOE, for the moment, no decrease in energy production is con-
sidered. However, a change could easily be implemented in the code. Economic
calculations (investments) are performed based on the economic hypothesis for the
current year and supposing a discount rate for the future years. Some other eco-
nomic parameters (e.g., WACC) are set to default values fixed for the current year
and should be updated regularly.

The model does not suggest the optimal location to install the PV panels on a
surface. However, by inspecting the point irradiance values on the surfaces, users
can identify the portion of the surfaces that receive maximum solar irradiance.

8.3 Future Studies

The results are currently saved in a PostgreSQL database as tables and are exported
to visualize in GIS software or to prepare graphs in spreadsheet programs. How-
ever, a browser-based 3D decision support system is currently under development,
where users can interactively visualize and explore different techno-economic
outputs at the point, surface or building level and at varying temporal resolutions.

The developed model only considers shading due to neighboring buildings and
terrains. In an urban environment, shading due to roof protrusions or trees can affect
the PV production. Therefore, consideration of detailed tree models and CityGML
data of LoD3 or LoD4 formats will help in assessing the shadow effects and
enhance the accuracy of solar radiation or energy production results. Thus, in the
future, the model will be adapted to incorporate trees and other obstructions.

In the current version, the run time and computational efficiency of handling
large 3D city models and terrains have been significantly improved by restructuring
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and profiling the code, as well as deploying a multi-processing package of Python.
However, it can be further improved e.g., by grouping the points that have the same
visible hemisphere, avoiding the calculation of nighttime hourly irradiances. These
consume a significant amount of computational resources.

Other techno-economic parameters e.g., feed in tariffs, energy prices and avoi-
ded of CO2 emissions can be incorporated in the future. Reflected radiation can also
be calculated, by considering the ground view factor and albedo. Finally, it will be
useful to perform a sensitivity analyses to understand the impact of uncertain model
parameters on the results.
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Interpolation of Rainfall Through
Polynomial Regression in the Marche
Region (Central Italy)

Matteo Gentilucci, Carlo Bisci, Peter Burt, Massimilano Fazzini
and Carmela Vaccaro

Abstract Notwithstanding its small size (less than 10,000 km2), because of its
varied topography, ranging from the Apennines Range (up to more than 2000 m
amsl) to coastal environments, the Marche Region (the Adriatic side of Central
Italy), is characterized by many different types of climate. In this region there are no
fully satisfactory models to interpolate and generalize rainfall data from the 111
available meteorological recording stations; however, in this study an innovative
way to interpret data linking precipitation to many topographic parameters is
introduced. Based on those considerations, statistical analyses were carried out on
rainfall historical series in order to assess significantly variations during the last
60 years and to create a model capable of explaining rainfall distribution based on
geographical and topographic parameters. The model highlighted a significant
decrease of rainfall from 1961–1990 to 1991–2016, over the whole period, in the
hilly and mountainous sectors (100–200 mm), while closer to the coast the dif-
ference is slight (about 0–100 mm). The new model also highlights the presence of
some outliers in the rainfall values, which may lead to a better comprehension of
climatic dynamics in this area.
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1 Introduction

1.1 Aim of the Study

The Marche Region has various environments and climate types that influence
precipitation. The present study about precipitation of Marche Region was per-
formed in a period from 1961 to 2016, divided into two sub-periods of 30 years, in
order to make it comparable with other climate analysis in the rest of the world,
following the protocol of the World Meteorological Organization.

This research has two aims:

• to investigate the spatial distribution of precipitation variations in the Marche
Region from 1961–1990, in order to assess possible climate change in the last
period 1991–2016;

• to assess how local precipitation is correlated with geographical and topographic
parameters, in order to develop a predictive computer program for the creation
of an acceptable mathematical model of prediction.

1.2 Geography of the Area

Since systematic statistical analyses of the influence of geographical and topo-
graphic features on precipitation are lacking for the Marche Region (Fig. 1), data
recorded by more than 100 rain gauges in the Marche Region and in its neighbours
(Emilia Romagna, Tuscany and Lazio, Fig. 1) have been analyzed.

The study area stretches over 10,000 km2 and is located on the Adriatic side of
Central Italy. With the exception of a small sub-basin draining to the Tyrrhenian
Sea (the Nera River sub-basin of the Tiber River), the Region is characterized by
elevations progressively decreasing eastwards (from the Apennines to the Adriatic
Sea). Within the Region, all rivers follow the regional altitudinal gradient, flowing
almost perpendicularly to the coastline. No lakes are present, even though there are
many reservoirs of different size. The area is mostly hilly (ca. 69%) and subordi-
nately mountainous (ca. 31%, to the west): the maximum elevation is Mt Vettore
(2476 m a.s.l.), located at the Region’s SW boundary. Alluvial plains are small and
narrow. There are four main climate types (Köppen 1900; Geiger 1954; Spina et al.
2002) in Marche Region:

• Cfa—temperate climate with sufficient rainfall in all months and the hottest
month above 22 °C; it is present up to 30–40 km inland from the coast;
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Fig. 1 Geographic map of the Marche region; the 111 rain gauges taken into account are marked
by circles

Interpolation of Rainfall Through Polynomial Regression … 57



• Cfb—temperate climate with sufficient rainfall in all months and the average of
the hottest month colder than 22 °C; it is typical of altitudes approximately
ranging between 500 and 1000 m;

• Cfsbx″—climate similar to the previous one, but with less than 4 months with
average temperature higher than 10 °C, it is present from 1200 to 1800 m,
where there are no dry periods, the highest monthly amount of precipitation is in
the cold season (fs), with a peak in the autumn-winter and a secondary maxi-
mum in spring (x″), and

• Dfsbx″—snow-forest climate with an average temperature lower than 3 °C in
the coldest month; it is present only above 1800 m; the precipitation regime is
identical to that of Cfsbx″ climate type, but during the three winter months on
the highest peaks the nivometric ratio reaches 90%.

Furthermore it is important also to consider air masses. Italy is affected by 8 air
masses, however only 4 of these have a considerable influence for the Marche
Region, because of its topography:

1. Continental Arctic cold. This originates from North Russia, above all Siberia
and it can affect Italy from the end of October to April. This is the coolest air
which may involve the Italian nation;

2. Continental Polar cold. Cold and dry air originating from southern Russia,
which arrives over Italy from the Balkan area;

3. Continental Tropical warm. Hot and very dry air originating from arid and
desert areas, its source is from south. It is the hottest air mass which affects Italy.

4. Maritime Tropical warm. This kind of air mass originating from the South-West
(in the Atlantic Ocean near Azores and Canary Islands), is mild and wet in
winter, while becoming hot and muggy in summer.

2 State of the Art

Climate analyses are usually focused on standard themes, such as extreme monthly
precipitation (Gutowski et al. 2008; Wang and Zhou 2005), which has a great
importance because of an increased frequency of occurrence of natural disasters; the
relationship between global warming and changes in precipitation (Chou et al.
2009; Trenberth 2011); the probabilities of precipitation changes (Jones et al. 1995;
Tebaldi et al. 2004) and in order to provide predictions for the future climate
scenarios, and precipitation analysis (Serrano et al. 1999; Partal and Khaya, 2006)
applied to other fields of interest (e.g. geomorphology, hydrogeology, ecology).

Spatial and temporal distributions of precipitation over central Italy during the
last century have shown a moderate, irregular reduction of annual and seasonal rates
equating to a precipitation decrease between 5 and 10% during the 20th Century
(Brunetti et al. 2000a, b; Brunetti et al. 2006a, b; Colombo et al. 2007). Winter is
the season characterized by a heavier reduction in rainfall over central Italy as a
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whole. However, only a few studies have taken into account the relationships
between local features and precipitation to obtain a better interpolation of sparse
data; most studies consider elevation as the only dependent variable at a regional
scale (Brunsdon et al. 2001). The scarcity of this type of investigations can be
caused by local differences in rainfall, depending on the climatological and topo-
graphical conditions of the investigated region, which need a detailed analysis
obtained through GIS software.

Only a few analyses have been carried out on precipitation in the Marche Region
and there is no recent work in this area. Some of these take into account the
standard precipitation index or analyze the relation between precipitation and other
geographic features in a graphical way (Bisci et al. 1994, 1996, 2001, 2002;
Rossetti et al. 1997; Fazzini et al. 2002). Furthermore, there is a study that dealing
with precipitation and altitude in order to observe the ratio, but show the result as
example only for August and December from 1948 to 1981 (Bordi et al. 2001).
Some other studies have to be considered as reports of historical climatic records
(Biondi et al. 1991; Amici and Spina 2002; Bisci and Fazzini 2002).

The most recent report for the Marche Region is from Amici and Spina (2002),
whose work summarizes the amount of precipitation in this area and highlights a
trend of decreasing precipitation, due to climate change. However, there is an
analysis for the standard precipitation index from 1948 to 1981, which takes into
account the altitude in order to have a better interpolation of precipitation in the area
(Bordi et al. 2001).

3 Methods

3.1 Quality Control

Rainfall data were collected for 111 rain gauges located in the regional territory and
in its neighbours (Fig. 1) for 1961–2016. The dataset was submitted to a quality
control test composed of two parts (Aguilar et al. 2003; World Meteorological
Organization (WMO) 2011):

1. Gross error checking—all the digitization errors and the strongly anomalous
values were removed from the “raw” data after an investigation, which high-
lighted any negative or the clearly wrong values (too high for each climatic zone
in the world), with the “conditional formatting” (Microsoft

®

Excel©).
2. Internal consistency check—a threshold has been set (from 0 to 800 mm of rain

per month, threshold that exceeds of about 100 mm the highest values recorded
by a rain gauges in this area) through the data validation tool of Microsoft

®

Excel©.
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Furthermore, for each rain gauge only complete monthly records were taken into
account and also the annual means were calculated when all the months were
complete. At the end of this validation procedure, 1102 values have been deleted
(1.67% of the source data).

Finally, the Craddock test (Craddock 1979) for the identification of inhomo-
geneity of the time series confirmed an acceptable homogeneity of the dataset,
while the Mann-Kendall test (Salmi et al. 2013) showed, for all the monthly series,
an absence of significance of their trend, with p-values around 0.05 and 0.10.

3.2 Climate Analysis Method

In order to identify climate changes, the rainfall data set has been split into two
different periods, from 1961 to 1990 and from 1991 to 2016. These two periods
have been chosen because they represent different climatological standard normals.

The data were examined to see if there was a statistically significant difference in
precipitation between the two periods. If so, climate change could be one possible
explanation or other reasons, such as temporary fluctuations, might be plausible.

This led to the construction of a multivariate model adopting several geo-
graphical and topographic features as independent variables influencing
precipitation.

Thus it was possible to identify the most important independent variables for the
Marche Region through a multiple regression analysis. This analysis was chosen to
consider many topographic parameters in one model. Furthermore a second order
polynomial regression was chosen as this allows better results of fitting to be
obtained compared to, for example, the standard OLS (ordinary least squares)
regression. The presence of outliers was also investigated in the analysis: some rain
gauges are named outliers if their data don’t follow the most common ratio with the
independent variables, but show an abnormal distance from other values.

The first technical operation to edit maps was to create a DEM (Digital Elevation
Model). All the sheets of the CTR (Carta Tecnica Regionale—technical map of the
Region; 1:10000 nominal scale, provided by the Marche Region local government
as AutoCAD files) were merged, extracting all the features relevant to determine
relief (such as contour lines, elevation points, hydrographic network) and using
them, in addition to elevation data of all available weather stations, to create a TIN
(Triangulated Irregular Network). The latter was then corrected and optimized,
checking suspect elevation values and adding new elevation points and polylines
taken from geographical and topographical maps after their georeferencing in the
software, in order to provide a better representation for the morphology of the area.
Finally, the resulting TIN has been transformed into a detailed raster DEM with a
cell size of 15 m (Fig. 1). All the geographical and topographic variables adopted
for the analyses were obtained starting from the Digital Elevation Model.

60 M. Gentilucci et al.



4 Results and Discussion

4.1 Rainfall Analysis

The analysis of rainfall of Marche Region starts from the report of standard
parameters preparatory for the central part of the research. The calculated mean
precipitation is 943 mm for the first period (1961–1990) and 915 mm for the
second one (1991–2016), even though there is a similar geographical distribution,
observed graphically through the ArcGis tool “Cluster and outlier Analysis” that
identifies statistically significant distributions in the rain gauge data, using the
Anselin Local Moran’s I statistic (Anselin 1995). Standard deviations highlight a
higher dispersion of data for 1961–1990 (209.46) than for 1991–2016 (177.95). In
order to improve the evaluation of precipitation, symmetric percentiles have been
considered (Table 1); 50% of the data ranges between 791 and 1032 mm for the
period 1961–1990, while it ranges from 785 to 1018 mm for the period 1991–2016.

Figures 2 and 3, created using the “Geostatistical analyst” extension of ArcGis©

and selecting an IDW (Inverse Distance Weighted) method (Johnston et al. 2001;
Wong and Lee 2005), depict the distribution of precipitation in the study area for
the two periods (1961–1990; 1991–2016). The IDW has been optimized finding the
optimal power (control the weight of the measured values in relation to the distance,

Table 1 List of the adopted independent variables

Time
interval

Independent variables
First Second Third Fourth Fifth

1961–
1990

Year Distance
from sea

Latitude Local
relief

Elevation Distance from
divide

Spring Distance
from sea

Local
relief

Latitude Elevation Distance river

Summer Distance
from sea

Latitude Elevation Distance
river

Distance from
divide

Autumn Distance
from sea

Local
relief

Latitude Elevation Distance river

Winter Distance
from sea

Local
relief

Elevation Elevation Distance from
divide

1991–
2016

Year Distance
from sea

Latitude Elevation Distance
river

Local relief

Spring Distance
from sea

Elevation Distance
river

Latitude Local relief

Summer Distance
from sea

Elevation Latitude Local
relief

Distance river

Autumn Distance
from sea

Latitude Elevation Distance
river

Local relief

Winter Distance
from sea

Local
relief

Latitude Elevation Distance river
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Fig. 2 Average annual precipitation 1961–1990
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Fig. 3 Average annual precipitation 1991–2016
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in the interpolation) for both periods. In fact the power that minimizes the root mean
square error was chosen for the interpolation, through a cross validation that
removes each data location one at a time and predict the value in the same location:

bZ s0ð Þ= ∑
N

i=1
λiZ sið Þ

where bZ s0ð Þ is the value predicting for s0 location; N is the number of measured
values; λi are the weights; ZðsiÞ is the observed value at si location. The comparison
of Figs. 2 and 3 highlights the differences between the two periods, in which there
is a clear reduction of precipitation from 1961–1990 to 1991–2016.

4.2 Regression Analysis

In the Marche Region in winter the Adriatic Sea is too small to mitigate the climate
in a sensitive manner, as happens on the western coast with the Tyrrhenian Sea and
the Atlantic Ocean. In fact the Apennines impede the free circulation of mild
western air masses from Atlantic Ocean. This situation allows the incursion of air
from the east and north-east, especially in winter, while continental tropical warm
air is present predominantly present in summer. It is therefore necessary to highlight
the importance of geography for the climate variability of this region that stretches
gradually from the sea to the mountains. In fact, if the atmospheric circulation is the
same for all the territory under investigation, both for large and small scale, then
geography becomes a determining factor.

Multiple regressions have been calculated using six independent variables that
could have a relation with rainfall: elevation, latitude, distance from the sea, slope
angle, aspect, distance from rivers, distance from the main divide and local relief
(i.e. difference of elevation between local divide and valley bottom) (Table 1).
These variables are important because they are related to the climatic dynamics of
this study area (Basist et al. 1994).

The first step in the regression analysis was to relate rainfall with all the vari-
ables, in order to estimate the best variable to use as the first parameter of
regression. Data were analyzed using scatter plots, where the y-axis reports the
dependent variable (rainfall) and the x-axis the independent one (from the six
geographic or topographic parameters). For each of those scatter graphs, the best
fitting polynomial curve of the second order (y = ax2 + bx + c) was calculated, as
well as the co-efficient of determination R2 obtained. A polynomial curve of second
order was chosen because it fitted the data better than a line and the improvement of
R2 is negligible increasing the order. The whole process was required to find a
model that could explain the analyzed data. Figure 4, where the x-axis represents
the distance from the sea, shows an example of good fitting.
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The representation by scatter graphs also allows assessment of the presence of
outliers (stations showing anomalous values), related to particular environments or
atmospheric dynamics (Alexander et al. 2006; Hijmans et al. 2008; Van den Brink
and Können 2008). In Fig. 4 two outliers are present (Bolognola and Fonte
Avellana), showing a precipitation significantly higher than it could have been
hypothesized; it is evident that the improvement of the fitting curve without the
outliers in the second, where the co-efficient of determination (is a ratio between
data variability and correctness of the model) increases from 0.64 to 0.73.

Based on this first level of regression, for each environmental parameter and for
each period, the expected rainfall has been calculated using the resulting polyno-
mial equation: this value has then been subtracted from the recorded value to obtain
the residual unexplained value. The analysis then continues through the comparison
of residuals with the environmental features left, thus individuating the second best
fitting independent variable, once more on the basis of the best coefficient of
determination: continuing in this way, it was possible to calculate further new
residuals and individuate independent variables, until the end of the procedure.

There are five levels in this analysis and the value of the coefficient of deter-
mination at the end of each level of regression, is added to the previous value of R2,
up to the final value that represents the amount of weather comprehension by the
model.

The following is a practical example of a complete regression, in this case for the
period 1991–2016 and the annual average:

first parameter of regression (distance from the sea): R2 = 0.625
second parameter of regression (latitude): R2 = 0.041
third parameter of regression (altitude): R2 = 0.038
fourth parameter of regression (distance from the river): R2 = 0.012
fifth parameter of regression (local relief): R2 = 0.010
TOTAL: R2 = 0.728

At the end of multiple regression analysis, it is useful to make a summary with
percentage of comprehension of data that express the relation between the depen-
dent variable (precipitation) and the independent variables (distance from the sea,

y = 0.0000000377x2 + 0.0064430626x + 705.8701644764 
R≤ = 0.6404122420 
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latitude, elevation) (Table 1) to evaluate the best for each time series period and
interval of time.

It is shown that there is a noteworthy increase of the co-efficient of determination
when outliers are excluded from calculations: the increase for the period 1961–1990
is higher than in the last one and it reaches values of greater reliability (from 3.7%
in summer to 11.4% in autumn) (Table 2).

Figures 5 and 6 describe the differences between real and predicted values for
the average annual rainfall during the periods: 1961–1990 (Fig. 5), 1991–2016
(Fig. 6).

Predicted values have been calculated on the basis of the resulting model from
the 5 levels of regression analysis, while the real values are the measured ones. For
both maps the best results have been obtained for the low elevation sector close to
the Adriatic coast, while the highest differences (both positive and negative) are
located close to the Apennines Range. In particular, there is a strong overestimation
in the inner part of the province of Macerata (Centre-West part of the Region),
while in the north-west part of the Region there is a substantial underestimation.
The ratio between expected and real values is similar for both the adopted time
intervals (Fig. 7). To assess the differences in a map between the models of the two
periods, a raster subtraction (1961/1990–1991–2016) has been performed. Figure 7
shows that there is a higher difference especially in those area affected by outliers
(300/350 mm of negative difference and 250/200 mm of positive).

The outliers highlighted more frequently during this analysis are the values for
Fonte Avellana and Bolognola.

From the study it is evident that rainfall increases moving westward from the
coast to the mountain range for both periods investigated, even if this relationship
can be due prevailing to the topography of the Marche Region eastward from the
Apennines and exposed to the same air masses. The minimum precipitation is
always recorded in the coastal and hilly area located in the south-central part of the
Region. During spring, this dry zone widens up to Ancona in the Central part of the

Table 2 Percentage of
variance explained by the
regression

1961–1990 (%) 1991–2016 (%)

All stations
Year 74.3 72.8
Spring 70.1 70.6
Summer 62.2 45.8
Autumn 66.4 74.5
Winter 77.0 71.3
Without outliers
Year 81.7 75.2
Spring 78.5 72.8
Summer 65.9 45.7
Autumn 77.8 75.8
Winter 84.6 74.0
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Fig. 5 Map of difference between predicted and observed values in 1961–1990
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Fig. 6 Map of difference between predicted and observed values in 1991–2016
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Fig. 7 Map of model performance, subtraction between the differences real predicted values
1991–2016 and 1961–1990
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regional coast. However, these results are affected by a strong underestimation of
precipitation for the mountain rain gauges, probably due to the strong winds which
don’t allow a correct measurement of rainfall (Crisciotti and Preziosi 1996;
Andermann et al. 2001). This problem is further amplified by the scarcity of rain
gauges located above 1000 m (only three) and the absence of reliable gauges above
1400 m (this latter problem obliged an extrapolation of values at higher altitudes,
with severe reduction of precision and reliability). This lack of reliable data in the
Apennine Mountains probably leads to the creation of the outliers highlighted
above. In fact it is a possible explanation of the strongest outliers detected in the
graphs through the observation of their topographical features or the analysis of
atmospheric dynamics.

Fonte Avellana is located at an elevation of 689 m along the eastern slope of
high relief connected to the main watershed (Acuto Mountain, 1475 m). In
instances of advection air masses coming from the east it is affected by an intense
stau effect (cold air build-up on the windward side of the mountain); therefore, the
model underestimates precipitation by up to 27%.

Rainfall at Bolognola is underestimated despite its high altitude (1070 m),
because it is relatively close to the sea (around 50.8 km) and has a high mountain
range to the west. It is the only one of the measurement stations in the Marche
Region to be affected by both the meteorological effects of the passage of Atlantic
disturbances and Mediterranean ones, when linked to cyclogenes is over the
Balkans, the lower Tyrrhenian (Ponza Low) or over the Ionian Sea.

Some further rain gauges behave as outliers only in one particular season: this is
caused by local dynamics, often caused by topographical reasons, that in some
seasons can represent a cover for the prevailing air masses.

The elimination of the major outliers has led to an improved understanding of
precipitation in the Region, above all in the period 1961–1990. In fact, in this time
the value of the total R2 changes from 0.743 to 0.818, compared with 1991–2016 in
which the coefficient of determination increases from 0.728 to 0.752.

This may imply that interpolation gives better results with longer time series and
highlights the great influence of the anomalous rain gauges on the result of the
model.

5 Conclusions

This analysis can be considered an innovation because take into account many
topographic parameters for each period, in order to choose those which fit better the
precipitation data. The results achieved can be summarized in 3 main points:

1. Precipitation decreases moving eastward, with a minimum to the south-east.
This trend is in accordance with topography (it seems to be plausible that it can
cause orographic precipitations proportional to local elevation, that produce a
result of R2 as first independent variable slightly less high than distance from the
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sea) and distance from the sea (a value of about 0.6 as R2 for both period
probably due to the mitigation effect increasing close to the coast).

2. A downward trend for precipitation (of about 80 mm) in the last period has been
detected, except for in autumn (when precipitation remains constant) and
summer (which showed a highly unpredictable behaviour without any prevail-
ing trend: it can be assumed that rainfall may derive both from cold oceanic air
advection and from ascending currents caused by surface warming resulting in
local short but heavy thunderstorms). There is a significant decrease of rainfall
from 1961–1990 to 1991–2016 in the hilly and mountainous sectors (100–
200 mm), while in the area close to the coast the difference is slight (about 0–
100 mm).

3. Outliers of rainfall amount have been identified and interpreted. For a better
explanation of their behaviour, an analysis of the seasonal distribution of wind
direction is needed, but wind records are scarce and too poorly distributed in the
area to accomplish such a task. It would be interesting to know also the trend of
temperature in relation to precipitation, as well as solar radiation and air
moisture, since all these parameters together could generate a complex model
that could significantly improve the comprehension of outliers. Unfortunately,
once more only a few recording stations furnish these observations.

The good continuity of rainfall data has allowed greater comprehension of
rainfall space distribution and variation in the Marche Region than previously. This
can constitute a relevant step toward the creation of a complete climate model that,
in turn, may lead to an even more accurate interpolation and to a better explanation
and characterization of outliers. Furthermore this study could be a tool to investi-
gate slope stability, as well as both to characterize water reserves and to carry out
agrometeorological studies.

The scarcity of recording stations in the mountain sector severely limits the
accuracy of interpolation at elevations higher than 1000 m. In the future this lim-
itation will be less relevant, since some more rain gauges have been installed in the
Sibillini Mountains starting from year 2000 at altitudes ranging between 1400 and
1900 m.

Finally, in future it would be interesting to test geostatistical methods such as
co-kriging that could give good results with topographic variables reducing the
estimation errors.

References

Aguilar E, Auer I, Brunet M, Peterson TC, Wieringa J (2003) Guidelines on climate metadata and
homogenization, WMO/TD No. 1186, WCDMP No. 53; WMO, Geneve, CH

Alexander LV, Zhang X, Peterson TC, Caesar J, Gleason B, Klein Tank AMG, Griffiths G (2006)
Global observed changes in daily climate extremes of temperature and precipitation. J Geophys
Res 111. https://doi.org/10.1029/2005jd006290

Interpolation of Rainfall Through Polynomial Regression … 71

http://dx.doi.org/10.1029/2005jd006290


Amici M, Spina R (2002) Campo medio della precipitazione annuale e stagionale sulle Marche per
il periodo 1950–2000. Macerata, IT, Centro di Ecologia e Climatologia - Osservatorio
Geofisico Sperimentale

Andermann C, Bonnet S, Gloaguen R (2001) Evaluation of precipitation data sets along
Himalayan front. Geochem Geophys Geosyst

Anselin L (1995) Local indicators of spatial association—LISA. Geograp Anal 27:93–115. https://
doi.org/10.1111/j.1538-4632.1995.tb00338.x

Basist A, Bell GD, Meentemeyer V (1994) Statistical relationships between topography and
precipitation patterns. J Clim 7:1305–1315

Biondi E, Baldoni MA, Talamonti MC (1991) Il fitoclima delle Marche. Atti Conv, Salvaguardia e
Gestione dei Beni ambientali nelle Marche, Ancona, IT

Bisci C, Dramis F, Fazzini M, AltobelloL Dorigato S (2001) Analyse des trends
termo-pluviometriques du versant Adriatique compris entre la lagune de Venice et le Cap de
Santa Maria di Leuca (Italie orientale). Actes XIV Congr Ass Intern Climatologie, Seville,
ESP, Climat et environnement

Bisci C, Farabollini P, Fazzini M, FolchiVici C, Viglione F (1996) Variations récents des
précipitations en la Région Marche (Italie Centrale). Coll Assoc Intern deClimatologie,
Strasbourg, FR

Bisci C, Fazzini M (2002) Climatic features of the central southern Marches (Central Italy). In:
Proceedings of “Natural hazard on built-up areas” CERG—Camerino, 45–47

Bisci C, Fazzini M, Coccia N (2002) Analyse spatio-temporelle des séries des températures dans
l’Apennin centre-méridionale italien par rapport aux paramètres topo-géographiques. Appli-
cations de la climatologie aux echelles fines. Actes XV Congr Ass Intern Climatologie,
Besançon, FR

Bisci C, Fazzini M, Folchi Vici C, Viglione F (1994) Multivariateanalysis of time trend of rainfall
in the Marche area (Central Italy). In: I.G.U. Commission on Climatology, Contemporary
Climatology, Brno, CZ

Bordi I, Frigio S, Parenti P, Speranza A, Sutera A (2001) The analysis of the standardized
precipitation index in the Mediterranean area: regional patterns. Ann Geof 44:979–993

Brunetti M, Buffoni L, Mangianti F, Maugeri M, Nanni T (2006a) Temperature, precipitation and
extreme events during the last century in Italy. Glob Planet Change 40:141–149

Brunetti M, Maugeri M, Nanni T (2000a) Variations of temperature and precipitation in Italy from
1866 to 1995. Theor Appl Climatol 65:165–174

Brunetti M, Maugeri M, Nanni T (2000b) Trends of minimum and maximum daily temperatures in
Italy from 1865 to 1996. Theor Appl Climatol 66:49–60

Brunetti M, Maugeri M, Monti F, Nanni T (2006b) Temperature and precipitation variability in
Italy in the last two centuries from homogenised instrumental time series. Int J Climatol
26:345–381. https://doi.org/10.1002/joc.1251

Brunsdon C, McClatchey J, Unwin DJ (2001) Spatial variations in the average rainfall–altitude
relationship in Great Britain: an approach using geographically weighted regression. Int J
Climatol 21. https://doi.org/10.1002/joc.614

Chou C, Neelin JD, Chen CA, Tu JY (2009) Evaluating the “Rich-Get-Richer” mechanism in
tropical precipitation change under global warming. J Clim 22:1982–2005. https://doi.org/10.
1175/2008JCLI2471.1

Colombo T, Pelino V, Vergari S, Cristofanelli P, Bonasoni P (2007) Study of temperature and
precipitation variations in Italy based on surface instrumental observations. Glob Planet
Change 57(3):308–318

Craddock JM (1979) Methods of comparing annual rainfall records for climatic porposes. Weather
34

Crisciotti C, Preziosi E (1996) Analisi della variabilità spaziale della precipitazione nel bacino del
Fiume Nera (Italia centrale): primi risultati. V Conv. Naz, Giovani Ricercatori in Geologia
Applicata, Cagliari, IT

72 M. Gentilucci et al.

http://dx.doi.org/10.1111/j.1538-4632.1995.tb00338.x
http://dx.doi.org/10.1111/j.1538-4632.1995.tb00338.x
http://dx.doi.org/10.1002/joc.1251
http://dx.doi.org/10.1002/joc.614
http://dx.doi.org/10.1175/2008JCLI2471.1
http://dx.doi.org/10.1175/2008JCLI2471.1


Fazzini M, Bisci C, Dramis F, Altobello L, Dorigato S, Fubelli G, Molin P (2002) Statistic analisys
of thermometric and pluviometric trends along the Adriatic side of the Italian peninsula. Proc.
IAG Intern. Symp, Addis Ababa, ETH

Geiger R (1954) Landolt-Börnstein – Zahlenwerte und FunktionenausPhysik, Chemie,
Astronomie, Geophysik und Technik. alteSerie, vol 3, Ch. Klassifikation der Klimatenach W.
Köppen, Springer, pp 603–607

Gutowski WJJR, Raymond WA, Kawazoe S, Flory DM, Takle ES, Biner S, Snyder MA (2008)
Regional extreme monthly precipitation simulated by NARCCAP RCMs. J Hydrometeor 11

Hijmans RJ, Susan E, Cameron SE, Parra JL, Jones PG, Jarvis A (2008) Very high resolution
interpolated climate surfaces for global land areas. Int J Climatol 25:1965–1978. https://doi.
org/10.1002/joc.1276

Johnston K, VerHoef JM, Krivoruchko K, Lucas N (2001) Using ArcGis geostatistical analyst.
Redlands, USA, ESRI

Jones RG, Murphy JM, Noguer M (1995) Simulation of climate change over Europe using a
nested regional-climate model. I: assessment of control climate, including sensitivity to
location of lateral boundaries. Q J R Meteorol Soc 121:1413–1449. https://doi.org/10.1002/qj.
49712152610

Köppen W (1900) VersucheinerKlassifikation der Klimate, vorzugsweisenachihren Beziehungen-
zur Pflanzenwelt. Geogr Zeitschr 6(593–611):657–679

Partal T, Kahya E (2006) Trend analysis in Turkish precipitation data. Hydrol Process 20, 2011–
2026. http://dx.doi.org/10.1002/hyp.5993

Rossetti R, Bisci C, Dramis F, Fazzini M, Speranza A (1997) Etude de la distribution des
precipitations en fonction des caracteres geographiques et morphometriques de la règion
Marche (Italie centrale, cote adriatique). Coll Assoc Intern de Climatologie, Quebec, CAN

Salmi T, Määttä A, Anttila P, Amnell T (2013) Makesens 1.0.xls, Meteorological Finnish Institute
Serrano A, Matos VL, Garcia JA (1999) Trend analysis of monthly precipitation over the iberian

peninsula for the period 1921–1995. Phys Chem Earth Pt B 24:85–90
Spina R, Stortini S, Fusari R, Scuterini C, Di Marino M (2002) Caratterizzazione climatologica

delle Marche: campo medio della temperatura per il periodo 1950-200. Centro di Ecologia e
Climatologia - Osservatorio Geofisico Sperimentale, Macerata, IT

Tebaldi CL, Mearns O, Nychka D, Smith RL (2004) Regional probabilities of precipitation
change: a Bayesian analysis of multimodel simulations. Geophys. Res 31. https://doi.org/10.
1029/2004gl021276

Trenberth KE (2011) Changes in precipitation with climate change. Clim Res 47:123–138. https://
doi.org/10.3354/cr00953

Van den Brink HW, Können GP (2008) The statistical distribution of meteorological outliers.
Geophys Res 35. https://doi.org/10.1029/2008gl035967

Wang Y, Zhou L (2005) Observed trends in extreme precipitation events in China during 1961–
2001 and the associated changes in large-scale circulation, Geophys Res 32. https://doi.org/10.
1029/2005gl022574

World Meteorological Organization (2011) Guide to climatological practices. WMO No. 100,
WMO, Geneve, CH

Wong WSD, Lee J (2005) Statistical analysis of geographic information with arcview GIS and
ArcGIS. Wiley, Hoboken, USA

Interpolation of Rainfall Through Polynomial Regression … 73

http://dx.doi.org/10.1002/joc.1276
http://dx.doi.org/10.1002/joc.1276
http://dx.doi.org/10.1002/qj.49712152610
http://dx.doi.org/10.1002/qj.49712152610
http://dx.doi.org/10.1002/hyp.5993
http://dx.doi.org/10.1029/2004gl021276
http://dx.doi.org/10.1029/2004gl021276
http://dx.doi.org/10.3354/cr00953
http://dx.doi.org/10.3354/cr00953
http://dx.doi.org/10.1029/2008gl035967
http://dx.doi.org/10.1029/2005gl022574
http://dx.doi.org/10.1029/2005gl022574


An Artificial Stream Network and Its
Application on Exploring the Effect
of DEM Resolution on Hydrological
Parameters

Haicheng Liu

Abstract Digital elevation models (DEM) are widely used in various distributed
hydrological models. The stream network can be extracted from it so that runoff
routing can be calculated. With the advent of remote sensing and computing
technologies, the computation based on DEM with high resolution becomes pos-
sible. However, there still exist regions with poor resolution, particularly in
developing countries. Previous work only conducted comparisons between results
by implementing hydrological models for specific basins in the real world and
resolutions were only assigned to several fixed values, such as 30 and 90 m. So, the
results derived were thus not in a general sense. To roughly understand how DEM
resolution influences the hydrologic response, in this paper, first an artificial stream
network of which the principle is originated from fractal theory is constructed. Then
by implementing calculation on such artificial networks in an iterative way and
performing aggregation, the influence of DEM resolution on several hydrological
parameters, namely, the number of basins, drainage density of all basins, total
stream length, average stream slope and average topographic index used to assess
the spatial distribution of soil saturation of the largest basin can thus be acquired. It
is found that DEMs of low resolution would reduce drainage density, total stream
length and average stream slope, but would increase topographic index. But the
effect is insignificant regarding the number of basins. In the end, the results of the
simulation as well as the quality of the fractal terrain are validated by referencing
field data.
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1 Introduction

DEM as a common approach to express the topographic information is used as the
basis for many fields and applications, for example (Li et al. 2004): determination
of hydrological terrain parameters, highway and railway design, orthoimage gen-
eration, wind models for environmental study and so on. Widely used distributed
hydrological models like TOPMODEL (Beven and Kirkby 1979), SWAT (Arnold
et al. 1994) and DHSVM (Wigmosta et al. 1994) are all based on DEMs to calculate
stream flow. The effect of DEM resolution on these hydrological models or
hydrological parameters has been the focus of many researchers in the past several
decades. For example, Wolock and Price (1994) found that degradation of the
spatial resolution of the topographic data resulted in higher minimum, mean,
variance, and skew values of the TOPMODEL topographic index distribution. Wei
et al. (2004) indicated that the decrease of DEM resolution would result in the
increase of total stream length and the reduction of average slope of stream flow
from a perspective of topographic entropy. Furthermore, this might cause the
reduction of both simulated flood peaks and hydrological response time. Similarly,
by implementing DHSVM, Kenward et al. (2000) also observed lower predicted
peaks and additionally higher base flow for DEMs of lower resolutions. However,
all these studies including more recent ones (Sørensen and Seibert 2007; Yang et al.
2014; Jain and Sahoo 2017) share the same methodology, that is, demonstrating the
law using data in the real world since it is impossible to collect data of all basins
throughout the world to prove the discovery. In other words, whether those results
can be applied to other watersheds is still under suspicion. The aim of this paper is
to propose a new approach in a generic sense to resolve how the resolution affects
hydrological parameters extracted from the DEM. To do so, the simulation on
terrains is implemented using principles from fractal theory.

Basically, fractal terrain is originated from Mandelbrot and Pignoni (1983) who
came up with fractals could be used as a basis for simulating natural scenes and
phenomena. Since then, different algorithms (Saupe 1988) for generating fractal
terrains have been proposed and implemented mainly in the field of computer
graphics. The quality of fractal terrains is judged by their visual analogy to reality. It
is true that self-similarity is the core of the fractal terrain, but in order to assign it
more physical meaning, Kelley et al. (1988) first proposed a method in which a
stream network was first generated using empirical erosion models and then the
terrain was developed according to the channel network. Musgrave et al. (1989)
adopted physically based models of hydraulic and thermal erosion and sediment
movement to simulate the erosion caused by water flow to modify the fractal
terrain. Later Stachniak and Stuerzlinger (2005) employed a stochastic local search
to identify a sequence of local modifications. This method deformed the fractal
terrain to conform to a set of specified constraints. And it served as a general
solution to the modification of a fractal terrain. All these approaches make the
fractal terrain realistic in terms of physics.
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This paper first introduces the generation of a realistic fractal terrain where
empirical statistic recognitions of the stream network are enrolled in a filter to select
raw fractal terrains. Then, the qualified terrain is used as a platform to derive some
commonly referenced hydrological parameters. This is then followed by a discus-
sion about the effect of resolution of DEM on these parameters by adopting
aggregation on the digital terrains. Finally, the comparison between results from
field data and experiments on virtual channel networks is performed.

2 Artificial Stream Network

The artificial stream network is extracted from a DEM using the D8 algorithm
(Tarboton et al. 1991) which assumes the flow direction of one cell can only be one
of its eight neighbours. So the DEM, i.e. fractal terrain has to be firstly generated.
Here, the diamond-square algorithm which is originated from two-dimensional
approximations to fractional Brownian Motion (Fournier et al. 1982) is adopted.
The procedure of this algorithm is demonstrated in Fig. 1.

In Fig. 1a, first we choose a common elevation value for four points at the
corners on the boundary of the square. But it is also possible to assign random
numbers from a normal distribution to the four points. Then, by averaging the
elevations of the four points and adding a random number extracted from a normal
distribution of which the mean value equals 0 and the standard deviation is a figure
which can represent the range of elevation for a certain area, we can get the
elevation for the central black point in Fig. 1b. For example, if the minimum height
of a particular area is 20 m, and the highest point is 160 m, then it is better to set the
standard deviation to 35 m which stands for σ for the normal distribution. The same
principle goes for black points in Fig. 1c, but this time the mean is derived from the
combination of two points at corners with the central point. After this, the whole
square is divided into 4 patches and each of them falls into a similar situation of
Fig. 1a. However, when calculating the value for a special black point in Fig. 1d,
another normal distribution with a different standard deviation from the one used in
Fig. 1b is employed and the relationship between them is expressed as Eq. 1. The
mean value for the normal distribution remains unchanged, i.e. 0.

Fig. 1 Generation of a fractal terrain using the diamond-square method
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σn =
σn− 1

2r
ð1Þ

where σ is the standard deviation for the normal distribution, n represents the
iterative times, and r is basically a factor describing the roughness of the virtual
terrain and actually it determines the fractal dimension of the terrain. It ranges from
0 to positive infinity. Visualizations for some specific r values are provided in
Fig. 2. As can be seen from the figure, the terrain generated by a higher roughness
parameter tends to be more flat. The reason for successive modification of standard
deviation is to guarantee the self-similar principle which means by zooming into a
specific segment of the whole terrain, the sub-terrain presents a similar pattern as
the whole terrain.

By implementing such a procedure in an iterative way, an elevation dataset can
be generated in any dimension required. Of course, horizontal coordinates will be
later assigned to form a DEM.

As mentioned earlier, terrains produced this way have weak physical meaning.
For example, the number of streams in the first strahler order (Strahler 1957)
derived from such a terrain may be equal to that in the second order, which
contradicts the fact in the nature. Consequently, either modifications to the gener-
ation of the fractal terrain should be implemented, such as embedding an erosion
model, or some validations should take place to filter the raw fractal terrains to fulfil
physical laws. Here, the second option is adopted, and basically these criteria are
originated from the statistical knowledge of stream networks though field surveys
(Shreve 1966; Smart 1968). They are:

1. The coefficient of variation of drainage density for different basins derived from
the DEM should be no more than 0.5.

2. The average bifurcation ratio of the stream network of the largest basin should
be between 2.5 and 5.

3. The average stream length ratio for the largest basin can only range from 1 to 3.
4. The average slope of all first order streams should be larger than that of the

maximum order streams in the largest basin.

So the procedure to generate an artificial stream network is as follows,

1. Generate a raw DEM dataset with a specific roughness parameter using the
diamond-square algorithm.

2. Extract the statistics of stream networks such as the average bifurcation ratio
from the raw DEM.

Fig. 2 Fractal terrains with different roughness values, ra = 0.5, rb = 1.0, rc = 2.0
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3. Judge whether the raw DEM follows all the constraints, and if so, enter the next
step. Otherwise, return to the first step.

4. Implement the D8 algorithm on the DEM to derive the stream network.
5. Iterate the whole process until a large number of qualified DEMs are produced

for experiments.

3 Effect of DEM Resolution

The initial DEM which is acquired by the diamond-square algorithm is assigned
10 m as the resolution. By aggregating the DEM, we can get coarse versions. In
addition, as has been explained earlier, the roughness parameter plays a crucial role
on the shape of the fractal terrain, so 0.6, 0.8, 1.0 and 1.2 are adopted respectively.
Five hydrologic parameters explored are the number of basins of the terrain,
drainage density of the terrain, total stream length of the largest basin, average
stream slope of the largest basin and average topographic index (Beven and Kirkby
1979) of the largest basin. The specific procedure for the experiment is provided
below,

1. Set the initial value of the elevation for the four corner points to 100 and the
primary standard deviation to 50. Then 0.6 is chosen as the roughness parameter
to generate the fractal terrain in an iterative way for 9 times. The result is an
array of the elevation in the size of 513 × 513. This is then followed by the
constraints validation. If the constraints are violated, then redo this step,
otherwise aggregate the dataset into smaller scales, i.e. 30, 60, 90 m and enter
the next step.

2. Derive the stream network from all the DEMs, and then extract the 5 hydro-
logical parameters.

3. Repeat step 1 and 2 1,000 times (Table 1) in order to retrieve the statistical
information of the 5 parameters for each resolution, i.e. the distribution of their
values.

4. Alter the roughness parameter and repeat step 1 to 3. And after this step,
statistics of five hydrological parameters in four terrain shapes can be derived.

Basically, for each parameter, Probability Density Function (PDF) is derived by
fitting the data using a specific type of distribution. PDF here is to generalize the

Table 1 Statistics of experiments on fractal terrains

Roughness Total fractal terrain Qualified fractal terrain Success rate (%)

0.6 1,000 507 50.7
0.8 1,000 484 48.4
1.0 1,000 407 40.7
1.2 1,000 262 26.2
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quantitative findings, e.g. the mode and deviation, which makes analysis conve-
niently later. Figure 3 demonstrates this. 1.0 is taken as the roughness while 10 m is
assigned to the resolution. Since the fractal terrain is generated in random totally, so
the first two parameters, i.e. the number of basins and drainage density fit the
normal distribution well which is later adopted as the distribution type for these two
parameters. However, when it comes to the last three parameters, the target is
changed to the basin with the largest area, which means in order to access the values

Fig. 3 Determination of probabilistic distributions of five parameters
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of these parameters, first the largest basin in the original DEM has to be selected
therefore the whole procedure is concerned with the extreme distribution. In
Fig. 3c–e, on the one hand, normal distribution is adopted to fit the histogram, on
the other hand, Gumbel distribution which belongs to extreme distribution is tried.
Figures clearly show that Gumbel distribution leads to better fitting results. Thus it
is utilized to analyse the last three parameters.

3.1 The Number of Basins

In Fig. 4, the gaps between the 10 m DEM and the other aggregated DEMs are not
large, and the original DEM produces the least basins in general. Actually, in the
experiments, there were also results which indicated that aggregation decreased the
number of basins.

Additionally, figures also present that the mean value of the number of basins is
around 14 and such a large number indicates that the artificial stream network can
only be suitable for simulating the head area of rivers where trivial streams are in a
large quantity. So the regions of the field data selected later to check the stability of
the experiments are also located at source-basin areas of rivers.

(a) r=0.6 (b) r=0.8

(c) r=1.0 (d) r=1.2

Fig. 4 PDFs for the number of basins where r represents the roughness parameter
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3.2 Drainage Density

Drainage density is one of the most representative parameters to describe a basin.
Former studies have shown that several morphological processes have great cor-
relation with drainage density, such as streamflow (Carlston 1963), sediment yield
(Hadley and Schumm 1961), flood (Pallard et al. 2009), etc. It is the sum of channel
lengths divided by basin area. Horton (1945) indicated that the drainage density
tended to be a constant for all basins within a same region because of the common
environment.

Figure 5 Shows that the drainage density of the source DEM can be 1.5 times
larger than that of the most coarse DEM. The direct cause can be attributed to the
decrease of the total stream length after aggregation since the area is nearly the same
for all the DEMs. As can be seen in Fig. 6, for the 90 m DEM, some tributaries
disappear, which makes the total stream length decline. A further influence on
hydrological response can also be deduced. Basically, runoff process is divided into
two parts of which one takes place on the slope, and the other occurs in the channel.
It is the fact that the water velocity is higher in the channel than on the slope. Thus a
high drainage density implies that the flood can be formed in a short time. On the

(a) r=0.6 (b) r=0.8

(c) r=1.0 (d) r=1.2

Fig. 5 PDFs for drainage density
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other hand, less water infiltrates into soil on the slope, which can increase the volume
of flood. Pallard et al. (2009) also indicate some indirect effects of the drainage
density on flood. For instance, drainage density can be regarded as an index of
vegetation cover in semiarid areas where bare soil is much likely to be eroded, which
results in high drainage density and high runoff production. This further implies
large flood peaks and volume.

Another interesting point is that the flatter the terrain is, the weaker the effect of
DEM resolution presents. When the roughness parameter is equal to 1.2, the gap
between the aggregated DEMs and the original DEM becomes narrow. This is
because the average effect of aggregation is not that strong for plane compared with
mountain areas where local elevation change can be very serious, hence aggregation
significantly affects the basic shape of a stream.

Fig. 6 Stream network for the original DEM represented by thin lines, and the 90 m DEM
represented by thick lines. Each colour refers to a distinctive stream order. For instance, yellow
streams are all of the first order. The roughness parameter is 0.6
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3.3 Total Stream Length of the Largest Basin

Although the effect of DEM resolution on stream networks can be demonstrated in
a rectangle place, the widely adopted hydrological research unit is still the basins
which is the basic unit for the analysis of hydrological responses.

Analogous to drainage density, with the increase of roughness of the terrain,
variations between the original DEM and three coarse DEMs decline. Coarse DEMs
have smaller total steam lengths because some tributaries are lost during aggre-
gation (Fig. 6).

3.4 Average Stream Slope of the Largest Basin

In Fig. 7, on the whole, due to the averaging effect of the aggregation, the average
stream slope of each coarse DEM is lower than that of the original DEM. More
specifically, for the rugged terrain, i.e. r = 0.6, the difference can be as large as 2 to
3 times of the average stream slope derived from coarse DEMs. But when the
roughness parameter goes up, the average stream slopes retrieved from different
DEMs present little gaps. This can be attributed to that in flat areas, the slope can

(a) r=0.6 (b) r=0.8

(c) r=1.0 (d) r=1.2

Fig. 7 PDFs for average stream slope of the largest basin
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keep a constant for a wide scope, so the aggregation does not influence the value of
slope very much. While in mountain areas, the slope can vary severely in a narrow
space and averaging elevation will definitely affect the average stream slope.

The average stream slope is also correlated with hydrological processes.
Roughly speaking, the speed at which the water flows in the channel would
decrease if the slope descended. We usually take the combination of the average
stream slope and the total stream length to analyse composite effect on the
hydrological process. So taking consideration of the conclusions from previous
section, it can be deduced that the arrival of flood would delay and the flood volume
would decline if the coarse DEM was adopted to perform related calculation. The
focus here is only the effect caused by the change of stream network, but hydro-
logical process is always concerned with several sub processes, like evapotran-
spiration, infiltration, etc. More accurate results can be got by running a distributed
hydrological model, such as DHSVM, which in turn complexes things since more
elements are enrolled in the process.

3.5 Average Topographic Index of the Largest Basin

Topographic index, also known as the wetness index is first introduced in TOP-
MODEL by Beven and Kirkby (1979) and it is used to assess the spatial distribution
of soil saturation. A high value of the topographic index indicates the region has
high potential to be saturated. It is defined as the logarithm of the ratio of the
upslope area and the local slope for a certain pixel. The upslope area means all the
area which contributes flow across a particular pixel. Topographic index is a crucial
attribute for hydrological responses since soil moisture is closely related to runoff,
soil moisture and the depth of ground water.

As can be seen from Fig. 8, the average topographic index is mostly between 4.5
and 5 for the most accurate DEM, while for the coarse DEMs, the index ranges
from 5.5 to 8.5. This is mainly due to the decrease of the average slope of the whole
basin which can be roughly reflected by the average stream slope from last section.
This is based on two assumptions. First, the basic shape of one basin remains the
same after aggregation. Second, the stream location in the coarse DEMs would not
shift too much from the original DEM and this can be verified by Fig. 6. Basically,
the deviation of the slope of a pixel on the one hand, is caused by the change of flow
direction, and on the other hand, it results from the change of relative elevation
between the pixel and its target neighbour with respect to the flow direction. These
two assumptions imply that the flow directions inside the basin stay the same as the
original DEM. So the change of the average stream slope is mainly attributed to the
averaging effect of the aggregation which works the same for all pixels inside
the basin.

Large gaps between topographic indexes derived from DEMs of different res-
olution indicate the DEM resolution has profound impact on the calculation of the
volume of stream flow by TOPMODEL. In fact, the average topographic index
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cannot represent the spatial distribution of soil saturation which may differ from
pixel to pixel, instead it can only provide a sense of the overall saturation.

4 Validation Against Field Data

4.1 Data Description

The field DEM data all comes from the National Elevation Dataset (NED) of the
USA. The NED is a seamless mosaic of best-available elevation data drawn from a
variety of sources. Much of the NED is derived from USGS Digital Elevation
Models (DEM’s) in the 7.5-min series, increasingly large areas are being obtained
from active remote sensing technologies, such as LIDAR and IFSAR, and also by
digital photogrammetric processes. NED is available in spatial resolutions of 1 arc-s
(roughly 30 m), 1/3 arc-s (roughly 10 m), and 1/9 arc-s (roughly 3 m). And the
dataset is updated on a two months cycle.

The accuracy of the NED varies spatially because of the variable quality of data
sources. An overall vertical accuracy is acquired by comparing it with the geodetic

(a) r=0.6 (b) r=0.8

r=1.0 (d) r=1.2(c)

Fig. 8 PDFs for average topographic index of the largest basin
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control points that the National Geodetic Survey (NGS) uses for gravity and geoid
modeling (Smith and Roman 2001; National Geodetic Survey 2003) (Table 2).

The three locations (Table 3) chosen for validation are all source-basin areas of
rivers (The reason has been given in Sect. 3.1) and they are square patches from
Tennessee, California and Idaho respectively. The resolutions of DEM datasets of
these three regions are all 10 m, i.e. 1/3 arc-s and they are all selected at the same
area level with our experiments.

4.2 Analysis

DEM aggregation and deviation of hydrological parameters are performed from the
field data. The procedure is basically repeating the simulation experiment and all
the results are listed in Table 4. The column mean from experiment is the average
value of the four means with respect to different roughness parameters and the
column of standard deviation is analogous. However, more accurate way for their
calculation is for each of the field datasets, first trying to determine the corre-
sponding fractal dimension using methods (Brivio and Marini 1993) like box
counting, variance analysis, etc. And then construct the fractal terrain of the same
scale to derive PDFs. Also, for a same dataset, these methods may return different
fractal dimension values (Brivio and Marini 1993) which still need to be selected
and thus they are not adopted here.

As is presented in the table, for the number of basins, although all values derived
from field data are higher than the mean retrieved from simulations when the
resolution is 10 m, still they fall into the one σ range and so do the aggregated
DEMs, which implies the simulation can provide reliable number of basins.

As to the drainage density, the simulating result is much larger than values
derived from field data, although in order to acquire low drainage density, we can

Table 2 Error statistics (in meters) of the NED versus 13,305 reference geodetic control points
(Gesch 2007)

Minimum Maximum Mean Standard deviation RMSE

−42.64 18.74 −0.32 2.42 2.44

Table 3 Primary metadata of field DEM datasets

Region Location Resolution
(m)

Minimum
value

Maximum
value

Rows Columns Area
(km2)

Tennessee −84.0795,35.3331:
−84.0207,35.3880

10 678 1,440 593 635 37.66

California −122.9656,40.3960:
−122.9069,40.4506

10 687 1,455 590 635 37.47

Idaho −115.4908,43.8068:
−115.4298,43.8658

10 1,337 2,104 638 659 42.04
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increase the threshold used to derive the stream network. But in a way, high
drainage density is a characteristic implied in the fractal terrain constructed by
diamond-square algorithm. Unless the approach for producing the fractal terrain is
modified radically, the drainage density will not decrease in a natural sense. On the
other hand, this parameter also differs notably in different regions and Tennessee
basins present more dense stream network than the other two regions. So accurately
simulating the drainage density needs further research.

Total stream length of the largest basin again presents satisfactory results even
though the value derived from experiments seems lower. Actually, the areas cov-
ered by the field data are all slightly larger than area of the fractal terrain. And it
also shows that the aggregation process does cause the decrease of the total stream
length for both field data and virtual data.

When it comes to the average slope of the largest basin, the value of the fractal
terrain is much lower than that of the real terrain. This is because as Table 3 shows,
the range of elevation selected from different regions are all around 800 m, while
the fractal terrain only covers a range of 200 m for elevation. By increasing the
initial standard deviation in the first diamond step (Sect. 2), the mismatch issue can
be addressed. In addition, for the field data, the aggregation does not always make

Table 4 Values of hydrological parameters derived from field data and simulation

Hydrological
parameter

Resolution
(m)

Tennessee California Idaho Mean from
experiments

Standard
deviation
from
experiments

Number of
basins

10 16 15 14 13.760 2.903
30 16 14 13 14.153 2.927
60 16 14 13 14.405 2.867
90 17 13 14 14.588 2.675

Dainage
density
(*10−3 m/m2)

10 1.505 1.310 1.332 1.956 0.166
30 1.470 1.291 1.331 1.692 0.143
60 1.441 1.315 1.294 1.590 0.148
90 1.407 1.312 1.338 1.557 0.149

Total stream
length of the
largest basin
(*104 m)

10 2.405 2.073 3.032 2.206 0.823
30 2.343 2.039 3.017 1.906 0.708
60 2.294 2.075 2.923 1.803 0.668
90 2.270 2.080 3.032 1.791 0.672

Average slope
of the largest
basin

10 0.104 0.177 0.147 0.049 0.012
30 0.103 0.174 0.159 0.040 0.012
60 0.113 0.174 0.138 0.037 0.013
90 0.103 0.168 0.139 0.035 0.012

Average
topographic
index of largest
basin

10 5.010 5.573 5.119 4.807 0.247
30 5.650 6.034 5.695 5.940 0.161
60 6.354 6.577 6.325 6.830 0.204
90 6.936 7.071 6.829 7.540 0.309
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the average stream slope of the largest basin decline as the data of Tennessee and
Idaho indicates. This is possible since after averaging the original DEM, the stream
length decreases, while the variation of elevation may not change too much to result
in a decreasing slope.

For the average topographic index of the largest basin, the experiment fails to
simulate extreme values presented by California with the highest resolution.
Another unsatisfactory result is the decreasing rate is faster than that derived from
the field data and this can be mostly attributed to the high decreasing rate of average
slope. But, on the whole, the topographic index shows an increasing trend for both
simulation and field data from aggregation.

Additionally, the rules for filtering the artificial stream network are also validated
by the field data (Table 5).

Where S1 refers to the average slope of streams in the first order while S-1
represents the stream slope in the maximum order. In Table 5, stream networks
derived from datasets of Tennessee and Idaho satisfy the standard of the artificial
stream network while California fails. Its CV of drainage density is above 0.5,
which means the drainage density fluctuates a lot within its geographic scope.
Besides, its stream length ratio also exceeds the range. In fact, the stream length
ratio should not be valued too much because the threshold used to delineate basins
and the range of regions selected has significant effect on this value. For example, a
lower threshold tends to reduce the stream length in the first order, and also if the
geographic range of selected area is enlarged, other tributaries may join into the
current stream system, thus disturbing the stream length ratio.

To sum up, the artificial stream network together with the fractal terrain shows
some satisfactory results. However, improvements still need to be made. Also if
more hydrological parameters were taken into account, situation would become
more sophisticated. This research can be seen as an initiative to explore a standard
prototype for modeling stream networks and it reveals positive aspects to introduce
computer simulations based on fractal theory to discover hydrological laws.

5 Conclusions

In this research, an artificial stream network based on fractal terrain is developed
and then several typical hydrological parameters concerned with stream flow are
selected to analyse the effect of DEM resolution on hydrological responses roughly.

Table 5 Tests against constraints on the fractal terrain

Tennessee California Idaho Constraints

CV of drainage density 0.37 0.81 0.38 <0.5
Bifurcation ratio 3.06 5.00 3.29 2.5–5
Stream length ratio 2.14 3.32 2.22 1–3
S1–S−1 0.08 0.19 0.17 >0
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Actually, it is insufficient to analyse the DEM influence on hydrological responses
without considering specific environment such as precipitation and evapotranspi-
ration because a hydrologic system is composed of several hydrological processes.
A more comprehensive simulation framework may be coupled with a precipitation
model in the future.

The artificial stream network is delineated from a constrained fractal terrain
developed by adopting the diamond-square algorithm. And the constraints come
from empirical statistical understanding of natural channel networks. These
recognitions were proposed around 1960s by Smarts (1968), Shreve (1966) with
basic concepts originated from Horton (1945), which might not be advanced. They
are only statistical properties like the average stream length ratio and the bifurcation
ratio. Yet in reality, their range may not be appropriate (Table 5). But approaches
based on the statistical knowledge to define the fractal terrain have the advantage of
simplicity. Final simulation results keep consistent with previous studies, i.e. the
low resolution of DEM leads to the reduction of the total stream length and the
average stream slope (Li et al. 2004) and the increase of the topographic index
(Wolock and Price 1994).

A specific characteristic of the artificial stream network described here is that it
can only model the situation of stream networks in the source-basin areas. More
meaningful work is to extract specific basins from the square fractal terrain and
perform researches within a single basin. In order to achieve a large scale of basin,
say, 100,000 km2, much more random points should be generated for the fractal
terrain given a high resolution. As current implementation of terrain generation for
1,000 times can cost half a day with a normal laptop, parallel implementation
should be developed for the sake of efficiency. Nonetheless, the artificial stream
network as a digital platform can serve for other experiments as well, for example,
simulating the evolution of stream networks.
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Spatio-Temporal Analysis of Mangrove
Loss in Vulnerable Islands of Sundarban
World Heritage Site, India

Biswajit Mondal and Ashis Kumar Saha

Abstract Mangroves are unique ecosystem found mainly in tropical coastal region
in saline environment and under tidal influence. It has enormous ecological and
economic value to the environment and local people. However, the problems are
arising in tropical coastal region like Sundarban, where both natural and ever
increasing anthropogenic activities have complicated the growth and development
of mangroves. Therefore, spatio-temporal monitoring of mangroves has huge
importance for their conservation in Sundarban World Heritage Site, the largest
mangrove population in the world. Remote sensing has been proven as an important
tool to monitor such ecosystem, but the traditional pixel based approach has several
drawbacks. Recently, Object-based Image Analysis (OBIA) approach in remote
sensing has helped to overcome such drawbacks. The present study attempts to
analyse the status of mangroves over the time period of 40 years (1975–2015) in
the study area using Landsat time series images through OBIA. The result reveals
that the mangroves are gradually reducing over the last 40 years and about 4%
mangrove area has been converted into water. It is a major indication of increase in
sea water level, making many islands vulnerable. The time series analysis in some
islands, like Bhangaduni, Bulchery, Dalhousie and Halliday shows the land area as
well as mangroves have been destroyed more than one-third. If the process con-
tinues at the same rate, these islands may soon completely disappear.
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1 Introduction

Coastal zones are very complex, dynamic and delicate environments (Mishra 2009).
The coastal environment has enormous optimistic and valuable support to the
people living near the coast through fishing, mineral resources, forest products etc.
However, these regions are under continuous threat due to natural hazards, such as,
floods, storm surges, tropical cyclone as well as ever increasing human influence.
According to Jusoff (2006), mangrove acts as a living dyke against the effects of the
tides along many tropical coasts providing natural support and promoting aqua-
culture (Nabahungu and Visser 2011). It also maintains water quality by separating
sediments and nutrients in polluted coastal areas (Lugo and Snedaker 1974), carbon
balance of the coastal zone as well as contribute livelihood to local people (Ha et al.
2014; Wood et al. 2013). Sundarban coastal ecosystem has similar changing
characteristics mainly due to both natural hazards and human influences. Cyclonic
disturbances are frequent in this region. It is evident from the existing literature that
mangrove habitats and as well as total land area have been decreasing at an
alarming rate and the remaining areas are under tremendous pressure mainly due to
clearing of mangroves, encroachment, hydrological alterations and most impor-
tantly climate change (Blasco et al. 2001).

Global warming and associated sea level rise has been a grave matter of concern
among the scientific community. The global average sea level has been rising at an
alarming rate and also accelerating (Church et al. 2013). The impact of rising sea
level can be seen directly in the tropical coastal regions, where large numbers of
low altitudinal islands are on the verge of submersion. Interestingly, similar
observation on Indian part of Sundarban that alone consist of 102 islands has been
reported by some authors (Human Development Report 2009; Ghosh et al. 2015;
Hazra et al. 2016). In these circumstances, there is an urgent need to assess the
spatio-temporal pattern of change and its dominant causes for efficient conservation
planning and management of world’s largest mangrove population in Sundarban
(Blasco et al. 1988).

In the last few decades, remote sensing has played a very important role in
mangrove area mapping and estimation of changes (Emch and Peterson 2006;
Davis and Jensen 1998). Mostly, Landsat time series data available from 1972 has
been analysed for mangrove mapping through the traditional pixel-based image
classification techniques (Malthus and Mumby 2003; Alongi 2008; Field 1999).
The pixel based approach can only consider the variation of spectral property of
pixels and produce heterogeneous land use/land cover map. However, for demar-
cating mangrove covered islands and other land covers contextual information like
size, shape, texture and position of ground elements have very important role along
with spectral properties. To consider contextual elements along with spectral
properties, OBIA has been recently introduced to improve the accuracy of the
classification (Chen et al. 2012; Huang and Jia 2012; Wang et al. 2004; Conchedda
et al. 2008; Navulur 2007).
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Therefore, in this research work, an attempt has been made to quantify mangrove
cover and land area change in five different time periods (1975, 1989, 1995, 2005
and 2015) using Landsat images in Sundarban World Heritage site and its sur-
rounding region using OBIA approach. Due to complexity of the mangrove
ecosystem, it is difficult to generalize the possible causes of these spatial changes
(Emch and Peterson 2006; Thom 1984). However, we tried to correlate the possible
role of sea level rise in this region on reduction of the mangrove covered land
masses.

2 Materials and Methods

2.1 Study Area

Sundarban delta is formed by the deposition of alluvium of three main rivers viz.,
Ganga, Brahmaputra and Meghna. Mangrove forests in Sundarban is well known
for its rich and diverse species composition spread over India and Bangladesh.
Sundarban was declared as a “World Heritage Site” in 1987 and “Biosphere
Reserve” in 1989 by UNESCO (Ghosh et al. 2015). Sundarban World Heritage has
huge significance for its rich biodiversity. The geographic extent of World Heritage
Site and its 20 km buffer in Indian part were considered in this study (Fig. 1).

The Sundarban World Heritage Site is situated in a humid region and mainly
tropical climate prevails here. Sundarban receives heavy rainfall (144 cm on
average), out of which 75% is received during June to September through monsoon
(District Statistical Handbook 2009). Cyclonic storm (e.g. Aila in 2009) and floods
are frequent in the coastal Sundarban, cause extensive destruction.

In the last few decades, human population who are dependent on forest product
(wood, honey, wax, medical plants etc.) collection and aquaculture have increased
manifold in the periphery region of Sundarban (Census 2011). It has caused further
anthropogenic threat to the mangrove ecosystem.

2.2 Data Base

2.2.1 Remote Sensing Data Base

In this study, the spatio-temporal analysis has been performed using five Landsat
images (1975–2015) (Table 1). Cloud free, similar tidal phase and winter season
orthorectified Landsat images were downloaded from United States Geological
Survey (https://earthexplorer.usgs.gov/) website. GPS assisted field survey have
been carried out during December, 2015 to January, 2016 to validate the results.
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2.2.2 Sea Level Data

The Sea level data have been collected from Permanent Service for Mean Sea Level
(PSMSL) (www.psmsl.org) website. Five nearest stations have been selected due to

Fig. 1 Location of the Sundarban World Heritage site in the study area. Landsat 8 standard false
colour composite image is in the background
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unavailability of stations exactly within World Heritage Site, three from India viz.
Haldia (22° 1ʹ 59.98ʺ N and 88° 5ʹ 59.99ʺ E), Diamond Harbour (22° 11ʹ 59.99ʺ N
and 88° 10ʹ 0.12ʺ E) and Gangra (21° 56ʹ 59.99ʺ N and 88° 1ʹ 0.12ʺ E) and two
from Bangladesh side viz. Hiron Point (21° 46ʹ 59.98ʺ N and 89° 28ʹ 0.12ʺ E) and
Khepupara (21° 49ʹ 59.98ʺ N and 89° 49ʹ 59.98ʺ E).

2.3 Methodology

The broad methodology adopted in this study is described in Fig. 2.

2.3.1 Pre-processing of Landsat Images

To minimise the time and scene dependent effects, e.g. atmospheric absorption,
scattering, sensor calibration, sensor target illumination geometry, pre-processing of
multi date Landsat images were necessary. Therefore, image DN values have been
converted to at sensor radiance (Chavez 1988) using COST method (Mahiny and
Turner 2007) except for Landsat 8 images. Further, haze is a major problem to get a
clear image. The haze correction was done using method given in Chavez (1988).
The DN vales of Landsat-8 image have been converted into reflectance using the
procedure given in Landsat-8 user guide (2016). All the analytical parts have been
carried out in Erdas Imagine software.

Table 1 Specifications of Landsat images used in the study

Date of
acquisition

Satellite/
sensor

Product
type

Path/
row

Pixel
size
(m)

Spectral bands used

05-12-1975 Landsat
2/MSS

GEOTIFF/
6 bit

148/
45

57a Band 1 (Green), Band 2 (Red), Band 3
(NIR), Band 4 (NIR)

03-01-1989 Landsat
4/TM

GEOTIFF/
8 bit

138/
45

30 Band 1 (Blue), Band 2 (Green), Band 3
(Red), Band 4 (NIR), Band 5 (SWIR-1),
Band 7 (SWIR-2)

28-01-1995 Landsat
5/TM

GEOTIFF/
8 bit

138/
45

30 Band 1 (Blue), Band 2 (Green), Band 3
(Red), Band 4 (NIR), Band 5 (SWIR-1),
Band 7 (SWIR-2)

07-11-2005 Landsat
5/TM

GEOTIFF/
8 bit

138/
45

30 Band 1 (Blue), Band 2 (Green), Band 3
(Red), Band 4 (NIR), Band 5 (SWIR-1),
Band 7 (SWIR-2)

08-03-2015 Landsat
8/OLI

GEOTIFF/
12 bit

138/
45

30 Band 2 (Blue), Band 3 (Green), Band 4
(Red), Band 5 (NIR), Band 6 (SWIR-1),
Band 7 (SWIR-2)

aResampled to 30 m
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2.3.2 Classification of Landsat Images

As mentioned earlier, Object-based Image Analysis (OBIA) is found to be more
suitable than traditional pixel based techniques for classification of Landsat image
in this study. Image segmentation is the first step of OBIA image analysis approach.
Segmentation refers to the process of partitioning digital image into homogenous
objects drawing a group of pixels together. The homogeneity is in terms of colour,
texture, shape, smoothness, compactness etc. (Navulur 2007; Dornik et al. 2017).
There are numbers of image segmentation methods, but none of the methods are
universally recognised for image segmentation (Dass et al. 2012). Among different
segmentation techniques, multi resolution segmentation is one of the most widely
used and well accepted method for Object-based Image Analysis (Conchedda et al.
2008; Kamal et al. 2015; Dass et al. 2012). All the Landsat reflectance images have
been segmented by multi-resolution segmentation method with a scale factor of 5,
with shape factor 0.1 and compactness factor of 0.5 (Navulur 2007) through trial
and error in eCognition Developer software.

Based on visual interpretation of Landsat images and field knowledge five land
use and land cover classes were identified in the study area viz. mangroves, water
body (river channels and sea water), barren land, sand and agricultural fields.
Around 20 randomly distributed objects were selected for each class per Landsat
image as training samples for nearest neighbour classification in the OBIA
framework (Navulur 2007). The classified images are shown in Fig. 3. As the
proportions of barren land, sand and agriculture lands are very less in comparison to

Fig. 2 Methodological framework of spatio-temporal analysis of mangrove distribution and
change
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Fig. 3 Land use and land cover maps (1975–2015) generated through OBIA. Major changes are
highlighted with red lines
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other two land cover classes, they are grouped together and marked as ‘Other land
cover’. Finally, accuracy assessment of all the images were performed with the help
of a separate set of 5 objects per class based on field GPS data. The overall accuracy
of all the classified maps were more than 90%.

2.3.3 Change Detection

Post classification change detection analysis was performed considering land use
and land cover map of each year. The changes were computed for each land cover
in hectare and presented as in percentage (Tables 2 and 3). A change detection
matrix was also computed using 1975 and 2015 maps for better understanding the
class wise land cover change scenario (Table 4).

2.3.4 Analysis of Sea Level Data

The recorded annual mean sea level data for all the five selected nearby stations
from India and Bangladesh (www.psmsl.org) were plotted against time (1975–
2015) and best-fit lines were drawn. Similarly, trend line was also drawn to show
the change in total land area. The trend lines were visually compared to understand
the relationship between land cover loss and sea level rise.

3 Result and Discussion

3.1 Distribution of Land Use and Land Cover Classes

Land use and land cover maps generated for the years 1975, 1989, 1995, 2005 and
2015 of Sundarban World Heritage Site, shows that the mangroves have dominated
among the land covers other than water bodies (Fig. 3). In 1975, there were about
41.3% of mangrove area and with time the mangrove area has gradually reduced to
about 37.8% (Table 2). The total area under water bodies has increased throughout
the analysis period (Table 2). The total area under sand, barren land and agriculture
is less than 1% and therefore it is insignificant to determine the trend.

3.2 Pattern of Land Use and Land Cover Change

This section highlights the trend of areal coverage of different land use and land
covers over the time period of 40 years (1975–2015). Mangroves show a sharp
declining trend whereas water has an increasing trend (Table 2). Although, the
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values are insignificant compare to the main land covers (mangroves and water),
agricultural activities in the periphery region shows increasing trend (Table 2).
Visual interpretation of Landsat images of 1975 and 2015 also shows how a small
patch of agricultural land has expanded to remove mangroves completely from
Jharkhali Island located in the north-western boundary (Figs. 4 and 5). Agriculture,
aquaculture activities and human settlements are on rise in this area for the last few
decades (Samanta and Hazra 2012). It is quite unfortunate that, the region being
under Sundarban World Heritage Site, such activities are increasing day by day.

The main objectives of change detection in remote sensing include identifying
geographical location and type of change as well as quantifying the changes (Im
and Jensen 2005). A change detection matrix (Table 3) has been prepared through
cross tabulation of classified images (from 1975 to 2015) to understand inter class
change of land use and land cover over the time period of 40 years. Around 58% of
water bodies and around 37% of mangroves are remained unchanged over the time

Table 2 Area-wise distribution (in %) of different land use and land cover in the study area
(1975–2015)

LULC classes 1975 1989 1995 2005 2015

Mangroves 41.3 39.5 36.6 36.3 37.8
Water 58.4 59.4 62.6 63.1 62.0
Other land cover (Sand, Barren land, Agriculture) 0.3 1.1 0.8 0.7 0.3

Table 3 Land use land cover change detection matrix (1975–2015)

2015 (in %) 1975 (in %)
Mangrove Water Sand Barren land Agriculture Total

Mangrove 37.01 0.65 0.02 0.03 0.05 37.75
Water 4.10 57.73 0.08 0.02 0.01 61.95
Sand 0.01 0.02 0.01 0.00 0.00 0.04
Barren land 0.09 0.00 0.00 0.02 0.02 0.13
Agriculture 0.09 0.00 0.00 0.02 0.02 0.14
Total 41.30 58.40 0.11 0.09 0.10

Table 4 Land area change (1975–2015) in some disappearing islands

Year Bulchery Island Dalhousie Island Bhangaduni Island Halliday Island
Area
(km2)

% Area
change

Area
(km2)

% Area
change

Area
(km2)

% Area
change

Area
(km2)

% Area
change

1975 30.8 77.7 43.0 3.6
1989 27.9 −9.4 72.7 −6.5 38.5 −10.4 3.0 −18.0
1995 26.7 −13.4 69.7 −10.3 35.3 −18.0 2.6 −29.2
2005 23.7 −22.9 64.7 −16.7 28.2 −34.5 1.2 −66.6
2015 21.0 −31.7 59.5 −23.4 23.3 −45.7 0.3 −91.5
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period. Although, there is a small addition of 0.65% of mangroves from water
bodies (Table 3), there are around 4.1% area of mangrove has been converted to
water body (from 1975 to 2015). It is a major indication of mangrove loss may be
due to rising sea water level (Islam et al. 2016; Snankar et al. 1996). The change
detection matrix shows that about 0.09% area (∼525 ha) of mangrove has been
converted into agriculture. Conversion of mangrove to agricultural activity in the
periphery region as shown in Fig. 5 may also pose further threat to the ecosystem.

Fig. 4 Map showing location of the vulnerable islands selected for detailed analysis
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The results also indicate that from during 1975 to 2015, total land area (except
water) has been reduced by around 3.51% (Table 2).

3.3 Identification of Disappearing Islands

To identify the land area submerged under water as indicated in change detection
matrix (Table 3), land area polygon maps generated through Object-based Image
Analysis of time series Landsat images, were overlayed in Arc GIS software. For
better visual interpretation, the land area polygons for each year were colour coded
(blue in 1975 to red in 2015). Through this GIS based visualization four islands,
viz. Bulchery Island, Dalhousie Island, Bhangaduni Island and Halliday Island have
been found to be more vulnerable (Fig. 4).

It is observed that these islands (Fig. 6) are degrading day by day due to erosion
which is more dominant than the accretion (Pramanik 2014). Seaward side is more
vulnerable in all those islands mostly due to wave action. Considering, 1975 as the
base year, it can be calculated that the land area has reduced by 32%, 23% and 46%
in case of Bulchery, Dalhousie, and Bhangaduni Islands respectively (Table 4).

The most alertly situation is recorded in case of Halliday Island, where almost
91% of the land area has lost over the last 40 years. If the rate of erosion remains
same, Halliday Island will lose its existence in the near future and same situation
may happen in Bhangaduni, Dalhousie, Bulchery Islands as well.

Through visual interpretation, other important changes in the region may be
highlighted. Figures 7 shows in Gosaba Reserve Forest how a chunk of land area
has been completely eroded due to changing river morphology.

Fig. 5 Conversion of mangroves to agricultural lands in Jharkhali Island
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3.4 Possible Causes of Land Area Loss

From the discussion so far, it is clear that the loss of mangroves in the region is
mainly attributed to the loss of land area. The sea facing mangrove margins migrate
landward as mangroves die due to stress (weakened root structures, falling of trees,

Fig. 6 Spatio-temporal pattern of land cover loss in a Bulchery Island, b Dalhousie Island,
c Bhangaduni Island d Halliday Island
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increased salinity for long duration, frequency and depth of inundation) caused by
rising sea level (Ellison 1993; Lewis 2005). The annual mean sea level change data
for all the selected stations show a positive trend, indicating the sea level is rising in
the whole region, whereas, the total land area is showing a negative trend, i.e., the
land area is gradually reducing (Fig. 8). Therefore, this inverse relationship strongly
supports that land area reduction and the disappearance of these islands are related
to sea level rise.

However, some studies have highlighted that not only sea level rise but also
subsidence, wave action, sediment composition contribute to the land area loss in
the region. According to Rahman et al. (2011), Sundarban delta front has undergone
a net erosion of ∼170 km2 of coastal land in between 1973 and 2010, though the
direction and extent of erosion and accretion rates very throughout. Other studies
have been highlighted local factors such as wave action (Snankar et al. 1996) and
sediment composition and compaction (Allison 1998) may be two other reasons of
land loss. The most significant anthropogenic disturbance occurred in 1975 when
India completed a dam on the river Ganges in Farakka, West Bengal. This dam has
caused a significant reduction of water flow and sediment to the Sundarban coast of
the Bengal delta (Mirza 1998). Coastal areas of Bengal delta are also undergoing a
mean annual land subsidence of 15–50 mm (Stanley and Hait 2000) which may be
a big factor of land area loss in near future. Another study on Grande Glorieuse
Island (Indian Ocean) by Testut et al. (2016), highlighted that sea level is not
necessarily the controlling factor, but also sediment supply and wave action can be
key factors for shoreline changes. Moreover, role of frequent cyclone storms and
other hazards cannot be ruled out (Islam et al. 2016).

Fig. 7 Loss of mangrove cover due to changing river morphology identified in a part of Gosaba
Reserved Forest
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4 Conclusion

In the present study, an effort has been made to analyse spatio-temporal pattern of
mangrove and other land cover change using time series Landsat images (1975–
2015) using OBIA classification approach. The result shows that significant portion
of land area covered with mangroves has been demolished over the study period
and converted into water body. The inverse relationship between total land area
change and the annual mean sea level trends for different stations strongly supports
that with increasing height of sea level, land area as well as mangroves are
reducing. The present finding also reiterates the similar claim by many researches
(Rahman et al. 2011; Islam et al. 2016; Gilman et al. 2008). Both natural and human
activities have an increasing trend in this coastal mangrove habitat. The agriculture
and aquaculture activities are increasing in the periphery region. Although, it is
beyond the scope of the present research, cyclone storms are also very common
phenomena in the Sundarban region may further accelerate land degradation and
mangrove loss.

The methodology adopted here has a huge potential for delineating and moni-
toring changing pattern of mangroves with better precision. Such results may be
useful for mangrove conservation in the present context of global warming, sea
level rise, natural disaster and ever increasing influence of human population in this
fragile ecosystem. Finally, if the land degradation continues in the same manner, it

Fig. 8 Relationship between trend of sea level rise in some selected stations and land area change
(1975–2015)
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will impose tremendous pressure on the ecosystem and many small islands may
disappear in near future.
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Part II
Volunteered Geographic Information

and Participatory GIS



3D Georeferencing of Historical Photos
by Volunteers

Timothée Produit and Jens Ingensand

Abstract Historical photographs are a very rich source of information that can be

useful in a variety of different contexts such as environmental analyses, land planning

and illustration of landscape evolution. However to reach this goal the images must

be accurately georeferenced. In this paper we propose to use the crowd to perform the

3D georeferencing of collections of historical images. To this goal we implemented

a web 3D georeferencer that offers volunteers the possibility to semi-automatically

identify 1. the location of the point from where a picture has been taken, 2. the three

angles: tilt, roll and yaw and 3. the field of view. A virtual web-based globe is the cen-

tral element in this tool that allows both for the georeferencing in three dimensions by

volunteers and for the visualization of georeferenced images to assess the landscape

variation through time. In this paper we evaluate the method and the georeferencer

and give suggestions for further developments and exploitation of the database.

1 Introduction

Historical photographs contain information about both natural and man-made pro-

cesses that have occurred in the past and that have an influence on todays world and

future development. These photographs are often stored in archives that are difficult

to access for researchers. Moreover, historical photographs are rarely scanned and

stored in digital files. Another problem is the precise georeferencing of these pho-

tographs. Indeed if the exact location and orientation of a picture is known, the pic-

ture can be visualized as a 3D object for instance in a virtual globe. Moreover the geo-

referencing of a picture in three dimensions has an important value since it enables an

exact identification and indexing of places that are visible in these images. Further-

more the georeferencing also has a value for scientists who can extract geographic
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data from the pictures using photogrammetric methods and thereby for instance

recreate three-dimensional models of destroyed buildings or calculate the volume

of a glacier at different times.

The rise of web-based 3D solutions opens opportunities for volunteers to generate

and interact with three-dimensional data. Today, the public is increasingly familiar

with virtual globes and 3D software such as video games. In the project that we

present in this paper we focus on the georeferencing and visualization of historical

images using a 3D virtual web-based globe (Produit and Ingensand 2016). In order

to compute the location and orientation of a picture, a user needs to manually provide

3D coordinates of several visible locations in the picture. This task can for example

be achieved by measuring 3D points in the real world using surveying instruments,

by extracting the 3D locations in a GIS or by digitizing 3D points in a virtual globe.

Hence, in the method that we present in this paper we want to use the familiarity with

3D software and to offer a tool for volunteers for the georeferencing of historical

images. In this tool the goal is to identify and to digitize similar locations that are

visible both in the picture and in a virtual globe. These correspondences allows us to

compute the exact location and orientation of the picture and to visualize the picture

as a 3D object in a virtual globe.

Our first case study was a set of 1500 postcards shared with us by the Archive de
la Construction Moderne (ACM)—EPFL representing the swiss Alps shot in 1960.

This paper is structured as follows. First we will identify different ways of col-

lecting 3D information by volunteers and georeferencing images. Thereafter we will

explain our idea and the tools that we have implemented. Then, we will describe the

first case study. In the following paragraphs we will analyze and evaluate how real-

world users use the tools in order to georeference historical photos. Finally ideas for

future work and for an exploitation of the collected information are presented.

2 State of the Art

2.1 Approaches to Collecting 3D Data Using Volunteers

The digitization of 3D objects can be regarded as a challenging task: most existing

software that can be used for this task is generally dedicated to professionals. Several

researchers have addressed the challenge to involve volunteers for the digitization of

3D objects and to design this task as easy as possible.

A first approach for volunteers to provide 3D data is to add attributes to 2D objects

such as a buildings height or the type of a roof. These attributes can then be used for

the rendering of a 3D object (Goetz and Zipf 2013). A second approach is to offer

tools for volunteers to perform measurements in 3D. For instance a user can use the

GPS of a smartphone to record a position in 3D (Brovelli et al. 2013). Pictures are a

specific kind of data. Associated with a GPS tag, pictures can be used to compute 3D

models. Some authors (Snavely et al. 2006; Strecha et al. 2010; Hartmann et al. 2016)
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show that pictures downloaded from photosharing platforms can be used to generate

3D point clouds. A similar technology is used in the project Mapillary. In this web

platform volunteers can provide smartphone pictures that have been collected along

a path. Using computer vision algorithms Mapillary generates several outputs based

on the added pictures such as a dense 3D point cloud, however it is not possible yet

to derive 3D GIS objects such as 3D buildings from the point cloud.

By providing attributes or measurements, a volunteer passively provides 3D data

and does not have to navigate a 3D interface to digitize 3D data. Indeed, the digiti-

zation of 3D data is a challenging task for a volunteer. In the project Building Maker
that has been developed until 2013, Google asked volunteers to draw buildings in

oblique aerial images. The users were required to align and to reshape a 3D building

model using 2D pictures. In this project, the georeferencing task remained accessible

to volunteers. Uden and Zipf (2012) suggest to involve volunteers with 3D digitiza-

tion skills in the project OpenStreetMap. To reach this goal, the authors provided

a repository of 3D buildings models which can be associated with OpenStreetMap

objects.

2.2 3D Georeferencing of (Historical) Photos

The 3D georeferencing of a picture requires that the 3D location (X, Y, Z) and 3D

orientation (three angles) as well as some camera parameters such as the field of view

are computed. For a similar task Google Earth requires the volunteer to manually

provide the picture parameters location, orientation and field of view. The volunteer

navigates the virtual globe and refines both the orientation and location parameters

with a slider. This method however has the drawback that it has the potential to be

time-consuming and less accurate.

The regular approach applied in the computer vision and photogrammetry com-

munities is 2D-3D image orientation (camera orientation or space resection). The

picture parameters are calculated using Ground Control Points (GCP) which are 3D

points that have been measured in the field or in a map and that have correspond-

ing 2D points in the image (see Fig. 1). In photogrammetry this concept is generally

applied to compute the location of a collection of overlapping images in a bundle

adjustment. 2D-3D image orientation is also applied in several projects dedicated to

the extraction of geographic data from single pictures (Bozzini et al. 2012; Produit

and Tuia 2012) or defined in the project Viewfinder (University of Southern Cali-

fornia 2008) to insert an image in a 3D model. In this way, similarly to the project

Building Maker, photogrammetric relations between the reality and a picture sim-

plify the task of finding the image georeferencing. By using these relations the users

does not need 3D modelling skills as the task of clicking points in a map or a virtual

globe remains less complicated.

https://www.mapillary.com/
https://www.openstreetmap.org/
http://earth.google.com
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Fig. 1 Ground control points: 2D locations in the image and corresponding 3D locations in the

virtual globe

3 Methodology

3.1 Georeferencing

Our concept, similarly to the project Viewfinder (University of Southern California

2008) relies on the idea to establish GCP of a single image using a virtual represen-

tation of the reality rather than measurements in the field. This implies that a virtual

globe needs to be positioned roughly at the same location as a corresponding photo.

Thereafter a user can digitize GCP both in the virtual globe and in the 2D photo using

locations that are both visible in the photography and in the virtual globe. The key

in this concept is to use the workforce as well as the place knowledge of volunteers

in order to accomplish this task.

A photo often has a location name associated with it. This location name can be

used for a rough georeferencing and positioning within a virtual globe. However,

the most difficult task of the georeferencing process is to navigate the virtual globe

in order to reach the location represented in the picture. To facilitate this process,

we have identified four steps. All steps imply that the user is familiar with the scene

represented in the picture and also approximately with the topography of the area.

∙ First, the volunteer navigates a 2D map. The images are marked in the map accord-

ing to their a priori location which has been geocoded from a place name. The

volunteer chooses a picture.

∙ Second, the volunteer provides an approximate location of the picture by indicat-

ing the 2D location of the camera position on a 2D map. If the original photo has

been associated with a location name, this location name is used to automatically

position the 2D map.

∙ Third, the user provides the orientation of the picture.

∙ Fourth, the provided location and direction are used to approximately position a

virtual globe. At this point, if the two previous steps have been completed suc-

cessfully, the volunteer should be able to see a similar scene in the 3D globe and

in the 2D photograph. Now the task of the volunteer is to identify points that are
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visible both in the virtual globe and in the photograph. These points must also

be stable from the time when the picture had been taken until today. Examples

for such points that are easy to identify are mountain peaks, churches, crossroads

and shapes of water-bodies. Once that at least four GCP have been provided, the

picture location can be computed.

∙ Finally, the user has to provide two more GCP to improve the accuracy. Function-

alities to move and delete inaccurate GCP are also provided.

3.2 Validation of the Georeferencing

In the presented project, the alignment of the picture with the virtual landscape is a

good indicator of the picture location and orientation accuracy. Moreover, the visu-

alization of 3D images is central since it allows the visitors to compare the current

virtual state of the landscape with the historical state shown in the historical picture.

However, in order to have an optimal experience during this comparison, the 3D

image must have a good alignment with the virtual globe. To ensure this alignment

accuracy we have implemented two validations steps.

We implemented automatic checks to avoid that the volunteers provide incorrect

locations. First, at least six GCP must be provided for each image. With six corre-

spondences, more GCP are available than required to solve the equations. Hence,

an error can be computed for each GCP. Namely, we compare the 2D coordinates

digitized by the volunteer with the corresponding 2D coordinates computed by our

algorithm. If these errors are above a certain threshold, the picture location cannot

be saved.

A second check is based on the computed picture parameters. If the computed

field of view is impossible (too small or too large) the picture location is not accepted.

Finally, a manual visual validation is performed by our team of advanced users.

They visualize each picture and check its alignment with the virtual landscape. If

the alignment is not satisfactory, the validator can improve the correspondences or

reject the georeferencing.

4 Case Study

4.1 Implementation

The web-based prototype has been created using the open source virtual globe API

(www.cesium.com). The virtual globe renders data (aerial images and a digital

terrain model (DTM)) provided as web services by the Swiss Federal Office of

Topography Swisstopo. The aerial images have a resolution ranging from 25 to 50 cm

and the DTM has a resolution of 1 m. The virtual globe is used for the georeferencing

https://www.cesium.com/
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Fig. 2 Screenshot of the 3D interface. A picture of the Swiss alps shot in 1910 by E. Spelterini

from an hot-air balloon. The picture is visualized as an overlay on top of the virtual landscape

but also for the 3D visualization of historical images. Historical images thereby can

be compared with the current virtual landscape (Fig. 2).

The 2D-3D image orientation algorithm uses the GCP provided by the volunteer

to compute the camera position from which the 3D locations of the image corners

can be derived. The camera parameters are stored in a PostgreSQL/PostGIS database.

The image is stored as a 3D entity in the gltf 3D format which is the format used by

Cesium.

The website can be accessed at: https://smapshot.heig-vd.ch.

4.2 Case Study Setting

The prototype was officially made public on February 1st 2017. An exhibition was

organized by the Archives de la Construction Moderne (ACM), EPFL. The ACM

also provided the first photo collection; 1200 postcards shot between 1960 and 1970

showing the swiss Alps. These photos were scanned and delivered with the corre-

sponding metadata which typically contained the photographer’s name, a precise or

approximate date and a place name. The geocoded place name allowed us to provide

an a priori image location.

https://smapshot.heig-vd.ch
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A key issue was the acquisition of visitors and volunteers. In order to attract volun-

teers, we provided a set of 50 already georeferenced photos that could be visualized

in the virtual globe. Hence, the first visitors were able to see the results and to under-

stand the goal of the project. Second, to reach the volunteers a media campaign was

organized by both universities (EPFL and HES-SO) communication teams. Hence,

the project’s aim was published in newspapers, radio, TV and web media. This first

1200 photos were georefenced within 10 weeks.

After this first collection had been published, several other collections were

retrieved from open data repositories. The collections contain both terrestrial and

aerial pictures taken between 1850 and 1970. Currently, the prototype stores 2500

images among which 2300 have been georeferenced by 90 registered volunteers.

4.3 Hypotheses

In the presented project volunteers are asked to provide the exact position and orien-

tation of a historical picture. To reach this goal, the volunteers have to navigate a 3D

virtual globe, click on points which are both visible on the surface of the DTM and

in the picture. In this context we have established two hypotheses which are about

user participation and spatial data quality:

1. Volunteers are interested in the georeferencing task: they are attracted by the

problematic of historical images metadata acquisition and visualization. More-

over the volunteers like spending time executing these tasks.

2. Volunteers are able to perform the task: the proposed tasks are sufficiently easy

for volunteers and the volunteers provide a correct georeferencing.

These two hypotheses are critical—if either the users do not show any interest or

the collected data shows a low quality, the outcome would be less valuable. Another

important point in the analysis of these hypotheses is the understanding of user habits

in order to improve the platform at subsequent stages.

4.4 Data Collection

The platform records information about the visits and the participation of volunteers.

For instance, for each georeferenced image the time it takes for a specified user to

accomplish the georeferencing task is recorded. We also used Google Analytics in

order to collect and analyze statistics about the users.

https://analytics.google.com/
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5 Results

5.1 Volunteers’ Activity

The first major result from the analyzed data is that some platform visitors acquired

during the media campaign were converted into volunteers who were able to use the

3D georeferencer to provide the location and orientation of images.

The number of visits and the number of new volunteers is strongly related to the

publications in the media. Each publication was followed by a peak of georeferenced

pictures (up to 100 pictures during one single day, see Fig. 3).

As in other crowdsourcing projects (e.g. Neis et al. (2013); Sauermann and Fran-

zoni (2015)) there are few volunteers who provide most of the georeferencing and

there are many volunteers who provide the georeferencing of only a few images (see

Fig. 4). The most active users were using the platform every day. Some users stopped

after a time, either because there were no more images in their area of interest or the

images became too challenging (e.g. presumably in regions they are less familiar

with or images with few prominent landmarks) or because they get tired.

Fig. 3 Number of

georeferenced images per

day. Peaks occur after a

publication in the media

Fig. 4 Ranking of the

volunteers. The y-axis shows

the number of images per

volunteer. Few volunteers

provide the georeferencing

of the largest portion of

images. Many volunteers

tested the platform and

provided the georeferencing

of a small number of images
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5.2 Georeferencing Assessment

Every image’s georeferencing has been checked by our team. About 50% of the

images were correctly georeferenced, the remaining images were slightly improved.

This validation has the goal to ensure the quality of the alignment with the virtual

globe but also to understand the main sources for errors:

∙ Incorrect correspondences: The indicated control point is not the same in the

picture and in the virtual globe. The landscape variation over time, the similarity

of the land-cover and the quality of the rendering may have caused this problem. A

typical error is a confusion of buildings which might be caused by the fact that the

virtual globe does not provide 3D buildings, but only an aerial image draped over

a DTM. Moreover the buildings in the Alps were often more scattered in the past

while the density has drastically risen during the last 50 years. Another example

of this type of error is a lake shore which moved a hundred meters due to a change

of its level.

∙ Roof tops: As aforementioned, 3D buildings are not available yet in the virtual

globe. The volunteers who are less accustomed to geographic data often click on

a roof top in the picture and on a point at ground level in the virtual globe. This

error generates a GCP height error of several meters which can have a high impact

for pictures that have been taken close to the buildings (Fig. 5).

∙ Correspondences scattering: To improve the accuracy and the alignment, the

correspondences should be scattered across the entire picture. Sometimes the vol-

unteers provide correspondences only in a portion of the picture where the corre-

spondences are easy to find.

∙ Connected pointer: Once that a camera position is computed with the four initial

GCP, the mouse cursor in the virtual globe is connected with a pointer in the

Fig. 5 Incorrect GCP provided on a building. The roof top is clicked in the image, while the same

location is provided at ground level in the virtual globe
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Fig. 6 Due to some inaccurate initial GCP, the mouse pointer on the left indicates a location which

is slightly shifted

picture. Namely, if the user moves the mouse in the virtual globe, the mouse

pointer position in the image is automatically calculated. We implemented this

functionality to ease the task of the volunteer to find additional correspondences.

However, we also noticed that this feature can mislead the volunteer: if the initial

position is not exact due to the fact that some initial GCP are inaccurate, the picture

pointer indicates an incorrect location. It appears that some volunteers trust the

picture pointer too much and provide incorrect correspondences (Fig. 6). This sit-

uation occurs mainly when the correspondences are difficult to define; for instance

in areas with an undiscriminating land cover.

In general, few pictures were rejected. Indeed, the automatic checking discussed

in Sect. 3.2 prevents the submission of completely incorrect locations.

Some pictures are difficult or even impossible to locate. The most difficult images

are the ones having a very rough or incorrect a priori location (due to different places

having similar names or metadata errors). In this scenario, only a person who rec-

ognizes the landscape in the picture can perform the georeferencing. Images that are

impossible to georeference are the ones that do not match the settings of our geo-

referencing algorithm. Currently our implementation of the collinearity equations is

not adapted to:

∙ Vertical aerial images

∙ Cropped images

∙ Photomontages

In these situations, the algorithm fails or computes an incorrect location. In the

future, our goal is to improve the georeferencing algorithm in order to cope with

the first scenario. The cropped images issue can also be solved if the volunteer pro-

vides more GCP. However, photomontages will remain an issue due to the fact that
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Fig. 7 Photomontage: the foreground and the background pictures were cut from two different

pictures and pasted together. This image was georefenced with GCP marked only in the background.

(Source Library of Congress, Views of Switzerland)

they look like real photos and the volunteer can spend a considerable amount of

time trying to identify their location. For instance in the published collections some

collages of two different pictures had been identified (Fig. 7).

5.3 Volunteers Habits

5.3.1 Area of Interest

Our assumption is that volunteers provide the georeferencing of images in their

regions of interest. For each volunteer we extracted the exact location of their pic-

tures and the date of the georeferencing. Hence we were able to visualize the evolu-

tion of the volunteer’s area of interest.

In Fig. 8 we compared for each volunteer the dispersion (standard deviation) of

his five initial images with the dispersion of all images that the same user had geo-

refenced. This result concerns only the most active volunteers who have provided

more than 10 images. We computed the dispersion histogram for every volunteer.

The first images (green) generally have a dispersion smaller than 20 km and few dis-

persion values are larger than 20 km. It means that generally the five first images

provided were located in a area of 20 km in diameter. The dispersion of all images is

more linear, but small dispersions still occur more often. This implies that the vol-

unteers who continue to provide picture georeferencing move to other regions either
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Fig. 8 The dispersion in (m) is represented on the x-axis. The histogram of the dispersion of the

five first images is compared to the dispersion of every image. The dispersion of the first five images

is generally smaller which indicates that the volunteers start to work on a specific region and tend

to extend their region of interest afterwards

because there are no more images available in the initial region of interest or because

the users want to explore other areas. Interestingly we also noted that the most active

and talented volunteers were able to provide the georeferencing of pictures every-

where in Switzerland as long as the a priori location provided by the place name was

accurate.

5.3.2 Browser and Device

The web-based platform was optimized for the Chrome web browser which provides

the best performance for the rendering of the virtual globe. The georeferencing task is

only comfortable with a desktop or laptop computer (smartphone and tablet screens

are too small to perform the georeferencing task). Indeed 75% of the visitors used a

desktop or laptop computer and 44% of the users used the Chrome web-browser. The

sessions of the users who used the Chrome web browser also lasted longer. This result

suggests that the rendering speed might refrain visitors. In general, the information

about the browser and used device will help us to specify priorities regarding the

improvement of the platform’s user experience.

5.3.3 Target Audience

Another interesting point is the audience of the prototype. This analysis allows for

an optimized targeting of potential volunteers. 75% of the visitors are male and the
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most represented age group is between 35 and 44 years old which represents 30%

of the visitors. A typical visitor is thus mainly in a group which can be described

as “technology-friendly”. This finding is in contradiction to our initial guess that the

platform would mainly attract retired citizen (who could be more interested in visual-

izing historical landscapes and would have more time to perform the georeferencing

task).

6 Discussion

6.1 Volunteers’ Interest for Georeferencing

The launch of this project can be considered as successful. This success was helped

by the coverage in regular media such as radio and TV. The media’s interest in the

project was risen by the media campaign created by two universities at the same time.

Furthermore, this project can be considered as relatively visual and easy to explain.

Finally, in the context of climate change and urbanization assessment, the project

demonstrates the value of historical images as a witness for slow change.

At this stage, we do not exactly know the motivation of our volunteers. Their

motivation could be related to the will to help archive managers to gain information

about the images. A second possible motivation can be the usage and sharing of their

geographic knowledge. Finally, among the volunteers who give us feedbacks, some

of them told us that the georeferencing is a way to spend time in a meaningful way.

6.2 Ability of the Volunteers to Perform the Georeferencing
Task

The first sets of image collections show that the volunteers are able to provide accu-

rate location of pictures. The visual validation by our trained team is the best way

to ensure the quality of the provided georeferencing. Moreover, the validation also

helped us to understand the volunteers’ common mistakes. In the next version of

the platform, the validators will be able to provide the reason of the correction and

rejection to the volunteers. In this way, one important goal will be to train the volun-

teers in order to improve their skills and to reduce the validation workload. We will

also provide a tutorial explaining common mistakes. This will help the volunteers to

understand how to improve the georeferencing accuracy.

The validation remains both time consuming and expensive and it can be con-

sidered as the main limitation of the project. Hence, in the future we aim at imple-

menting a validation by the crowd itself (e.g. similarly to the Wikipedia project) and

thereby offering tools to expert volunteers to improve or reject entries.

https://www.wikipedia.org/
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We also aim at recording the time spent by users to perform the georefencing.

This indicator will help us computing the value of the volunteers’ activity (sum of

the time spent), but also to understand if the volunteers improve their skills and if

modifications of the georeferencing screen ease the georeferencing task.

6.3 Volunteers Habits

The logging of the volunteers’ activity is a way of understanding the volunteers’

interests and habits. A deep comprehension of the volunteers is a key to keeping

them active, and to collect information about the most efficient acquisition channels.

In the future we will also analyze other parameters such as time habits, which can

indicate if the volunteers mostly work at home or at their work place.

The sum of all information about the volunteers can be used to target specific

audiences for instance in a social media campaign.

7 Conclusions and Perspectives

Our project is one of the first crowdsourcing project which actively involves volun-

teers in generating 3D data. Due to the fact that the georeferencing task has been

separated into smaller and easier tasks, we can demonstrate that volunteers are able

to generate quality 3D data. A major issue is the final validation of the 3D data which

is currently manually performed by our team. In other projects such as Wikipedia, the

validation by the crowd itself proves to be a working concept. This feature would be

a major improvement of our platform which already includes an efficient automated

validation system that minimizes the submission of completely incorrect data. The

georeferencer is also at an early stage. Our objective is to make it more robust and

available for every place on earth. The semi-automatic 3D georeferencing also has

a considerable potential. Indeed, the similarity between pictures can be computed

with state of the art computer vision algorithms. Thereby an a priori 3D location can

be provided that is more accurate than the geocoding of place names that is currently

used.

Another current challenge is to keep the platform active. With the documented

results, we draw the interest of archivists who can: (1) improve the visibility of their

collections and (2) improve the metadata of their photos with the georeferencing.

Moreover archivists can be provided with the exact 3D location of the picture, the

exact extent of the area visible in the image and the place names that are visible in

each image. The crowd can also be asked to correct or improve metadata such as the

image title or caption. During the georeferencing task, a volunteer has a focused look

at the entire image. He may therefore notice interesting elements that he could share.

Hence, in the next stage of the project, we will improve the utility of the platform for

archivists and continuously add new collections to keep the crowd active.
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In the future, we aim at improving the use of the georeferenced pictures. Indeed,

single historical images are already used by geoscientists and land planners to under-

stand the evolution of the landscape. Our goal will be to draw their attention to

the project and demonstrate how they can benefit from it. Regarding citizen sci-

ence projects we have proved that the presented project already solves two prob-

lems regarding Volunteered Geographic Information for scientific projects (Ingen-

sand et al. 2016): we have found volunteers and they are able to use the platform.

The remaining problem is the data quality in terms of the accuracy of the generated

geographic data. The visual alignment of the image with the virtual globe is a good

starting point but it is not sufficient for a scientific purpose. We will have to work on

two different aspects. First the improvement of the georeferencing quality provided

by the users and second, the development of advanced photogrammetric functional-

ities for scientists who can improve the georeferencing accuracy themselves.

Our project has the goal to create a time machine that visualizes the past derived

from historical images. Regarding this goal we imagine several improvements. (1)

We can add other layers showing historical data such as maps or aerial and satel-

lite images as base data for the virtual globe. (2) In some famous areas, we notice

that historical pictures have a very high time resolution: many pictures with similar

viewpoints are shot every year. Such densely photographed regions open opportuni-

ties regarding the creation of time lapses. Finally another objective is to provide a

comparison of a historical picture with the real world rather than the virtual globe.

Current advances in Augmented Reality (AR) technologies open the possibility to

use our database in order to compare the reality with the past for instance during a

city tour or a hike.
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Abstract Every day, practitioners, researchers, and students consult the Web to

meet their information needs about GIS concepts and tools. How do we improve GIS

in terms of conceptual organisation, findability, interoperability and relevance for

user needs? So far, efforts have been mainly top-down, overlooking the actual usage

of software and tools. In this article, we critically explore the potential of Web sci-

ence to gain knowledge about tool usage and public interest in GIScience concepts.

First, we analyse behavioural data from Google Trends, showing clear patterns in

searches for GIS software. Second, we analyse the visits to GIScience-related web-

sites, highlighting the continued dominance of ESRI, but also the rapid emergence

of Web-based new tools and services. We then study the views of Wikipedia arti-

cles to enable the quantification of methods and tools’ popularity. Fourth, we deploy

web crawling and network analysis on the ArcGIS documentation to observe the rel-

evance and conceptual associations among tools. Finally, in order to facilitate the

study of GIS usage across the Web, we propose a linked-data inventory to identify

Web resources related to GI concepts, methods, and tools. This inventory will also

enable researchers, practitioners, and students to find what methods are available

across software packages, and where to get information about them.
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1 Introduction

The Web offers invaluable resources for researchers, practitioners, and students of

geographic information science (GIScience) and spatial data science. To meet their

information needs, users search and consume online information originating from

technical manuals, software documentation, academic websites, blogs, forums, dis-

cussion boards, as well as social media. The same set of GIScience ideas, rang-

ing from core concepts (Kuhn 2012) to methods such as buffer and interpolation,

are found in a vast number of heterogeneous, incompatible software suits, such as

ArcGIS, QGIS, R, and Carto. Hundreds of GIS tools exist, and it is currently not

known how much and when they are actually used. Analysing usage patterns would

be immensely useful to improve the conceptual organisation, usability, and findabil-

ity of these tools, as well as the methods and concepts that underpin them. Knowl-

edge about to what extent GIS software, tools, and methods attract the attention of

users would be valuable to ground research in this direction: Researchers, develop-

ers, and practitioners could relate their work to information needs in a data-driven

way.

GIS users would benefit from a mapping between tools, concepts, and Web pages

that describe them. For example, spatial analysts could grasp the workings of meth-

ods at an abstract level across software, identifying suitable tools more effectively.

Teachers could indicate to students the variety of ways in which similar concepts

and methods are implemented in real software packages. Software developers could

better integrate their products to existing software, making their tools more findable

and better linked to the GIScience concepts that they use. Several initiatives aimed at

structuring GIS concepts, methods, and tools with a rather top-down approach, only

observing the tools and their formal definitions, without considering behavioural

data (Lemmens 2006; Gao and Goodchild 2013; Kuhn and Ballatore 2015; Scheider

et al. 2017).

In this article, we take the Web as a resource to study the patterns of

consumption of GIS-related information, focussing on tools, software packages,

organisations, as well as more abstract GIScience concepts. By adopting a Web sci-

ence approach (Hendler et al. 2008), this study focusses on the following research

questions:

∙ To what extent are Web sources useful to study GIS usage?

∙ What is the relative popularity of GI tools and organisations?

∙ How are tools associated with each other?

∙ What is the popularity in GIS methods and concepts?

∙ How can we connect Web resources to GIScience concepts and methods using

linked data?

After reviewing existing efforts in understanding and mapping GIScience usage

(Sect. 2), we report on this study in five parts, organized as follows. First, Google

Trends data about GIS is explored critically in Sect. 3. A pool of highly visible GIS-

related websites is studied in Sect. 4, relying on data from Web analytics firms Alexa
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Internet and SimilarWeb. Section 5 then focusses on the popularity of Wikipedia arti-

cles related to GIScience, charting topics that attract high, medium, and low inter-

est. Subsequently, Sect. 6 performs a network analysis of the most visited GIS web-

site, i.e., the documentation of ArcGIS. As a way to improve the organisation and

findability of these resources, we then outline the proof-of-concept of a linked-data

inventory, which highlight commonalities and relationships across these GIScience

resources (Sect. 7). As part of this study, we also tested NLP methods, such as topic

models (Blei 2012), on a corpus of GIScience websites, but as these did not seem

to yield interesting results, we left them out of this article. Finally, Sect. 8 draws

conclusions and directions for future work.

As part of our efforts to make GIS more semantically structured, all the resources

created as part of this study are available in an online repository as open knowledge.
1

2 Related Work

GIScience principles are in use in a plethora of tools. Currently, we face a lack of

up-to-date knowledge on which GI tools exist, how they link to each other and to

underlying core concepts (Kuhn and Ballatore 2015). This is necessary to know how

tools should best be used in a given context (Hofer et al. 2017), and how we can trans-

late between GIS workflows (Bernard et al. 2014; Ludäscher et al. 2006), abstracting

from particular software packages (Hinsen 2014; Scheider and Ballatore 2018). Cur-

rently, all we have is a vague idea about different GIS software products and their

associated (and often closed) worlds of terminology (Steiniger and Hunter 2013).

Better linkage would have positive effects in both GIScience practice and education.

The World Wide Web constitutes a network of resources that can be exploited for

Web science (Hendler et al. 2008) and, more generally, for data-driven science (Hey

et al. 2009). Its wealth of inter-connected, distributed, user-generated content makes

it an obvious candidate for studying usage patterns of informational resources and

tools (Castellano et al. 2013), on a scale which is unprecedented and may be impos-

sible to reach with traditional usability or empirical user studies (Kveladze et al.

2013).

Empirical studies in GIScience that make use of the Web and social media to

explore human behaviour abound. They include estimating the location of tweeting

users (Hecht et al. 2011), or harvesting geospatial information about places from

social media feeds (Stefanidis et al. 2013; McKenzie et al. 2015) and from text cor-

pora (Hollenstein and Purves 2010), and are based on mature, well-established meth-

ods (Ferrara et al. 2014). New approaches for extracting semantic information from

unstructured texts (Blei 2012; Ramage et al. 2009) have been used to describe and

link information resources about GI tools and methods (Hu et al. 2015; Gao and

Goodchild 2013). Web statistics derived from search engines like Google can inform

researchers across disciplinary boundaries (Stephens-Davidowitz 2013).

1
https://github.com/simonscheider/GISTrends.

https://github.com/simonscheider/GISTrends
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Yet, it is debatable to what extent the “unstructured” Web can be a reliable empir-

ical resource for estimating GIScience content consumption patterns. Foundational

critique about the big data hype was raised in recent years (Boyd and Crawford 2011),

addressing the representational bias in human language texts on the Web (Caliskan

et al. 2017), which can lead to severe estimation errors in a data-driven science

(Lazer et al. 2014). Furthermore, the missing structure of Web information, i.e., the

lack of “semantic rails for the data train”, were recently criticised (Janowicz et al.

2014), making it hard to pre-select data and tools in a way that accounts for their

inherent biases, and thus to separate signal from noise (Scheider et al. 2017). The

linked data paradigm may offer a strategy to counter this weakness of pure bottom-

up methods, in so far as it provides an infrastructure for sharing unstructured as well

as structured and semantically precise information about tools and data (Brauner

2015; Hofer et al. 2017; Scheider and Ballatore 2018), including the classification of

GIS functions. Besides the informal classifications in several GIS text books, a few

efforts have presented approaches for formally classifying GIS functions (Albrecht

1998; Lemmens 2006; Brauner 2015).

A strategy for integrating bottom-up and top-down approaches to research on GI

usage is still lacking (Scheider et al. 2017), and a critical exploration of GIScience

online resources is overdue. Hence, in this study, we deploy a Web science approach

to inspect what online information about GIScience and GI tools is consumed. What

follows is a first mapping of GIScience online, based on behavioural data from a

number of complementary sources, assessing their usefulness and reliability.

3 GIS Software Tools on Google Trends

Google Trends
2

offers aggregate search statistics generated in the Google ecosys-

tem, and is a valuable source for studying the behaviour of users on the Web, for

example to predict economic patterns (Choi and Varian 2012), analyse consumer

behaviour (Goel et al. 2010), and explore cultural changes (Stephens-Davidowitz

2013). The service provides relative search frequencies for arbitrary terms at a

weekly resolution since 2004. Results are aggregated per country, and are given as

an index where 100 denotes the highest frequency measured for the given terms over

time. A maximum of five terms can be compared against one another.
3

Since the vol-

ume is given only as a relative index from 100, and Google rounds off volumes that

are below a certain resolution threshold, term frequencies can easily drop to zero. For

this reason, the selection of comparable terms is essential for this method to provide

interpretable results.

Since GIS users commonly rely on the Web as an information resource to find

out about software, tools, methods and their intended usage based on the Google

2
https://trends.google.com.

3
https://medium.com/@pewresearch/using-google-trends-data-for-research-here-are-6-

questions-to-ask-a7097f5fb526.

https://trends.google.com
https://medium.com/@pewresearch/using-google-trends-data-for-research-here-are-6-questions-to-ask-a7097f5fb526
https://medium.com/@pewresearch/using-google-trends-data-for-research-here-are-6-questions-to-ask-a7097f5fb526
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Fig. 1 Relative popularity of GIS software names on Google Trends, compared with the search

term “ArcGIS” and averaged over the entire Google Trend history (2004–2017). On the y axis, we

show the natural logarithm of the popularity index compared among five terms including “ArcGIS”

during the entire period. Data collected in November 2017

search engine, relative volume of searches for GIScience-related keywords and topics

provide an indicator for the prominence of topics and tools. In this section, we focus

on searches for GIS tools, selecting their official names as keywords for software

packages and tools which we gathered from the Web as described in Sect. 7. To

collect Google Trends data, we devised a method that selects four keywords at a

time against a reference keyword with comparably high volume, averaging relative

trends over the entire recording period (from 2004 to 2017). This way, it becomes

possible to compare a larger set of keywords, circumventing the problem that search

volumes are not provided as absolute numbers. To ensure the interpretability of the

results, we only search for individual keywords, and not for topics, i.e., aggregates

of keywords identified by Google.

Figure 1 displays an averaged relative search volume index over all GIS software

tools, measured against the reference term “ArcGIS”, since this term was used most

often. We used a logarithmic scale because search volume differs a lot between terms.

Note that we had to exclude the term “AutoCAD”, because its search volume is sev-

eral magnitudes higher than that of any GIS tool, making the comparison difficult.

Furthermore, in the case of polysemic names that coincide with frequent search

terms like “Grass”, we added the string “GIS” to restrict the search to the desired

semantic field. Results appear meaningful, suggesting that ArcGIS is most the pop-

ular GIS tool, followed by MapInfo, and QGIS. PostGIS, Intergraph’s GeoMedia,

and GeoServer have a considerably lower but still comparable search volume, while

tools like the deegree (sic) map server and ILWIS obtain much lower online atten-

tion. Similarly, exactly 4 tools are in fact too infrequently searched to be comparable

with the reference term.
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Fig. 2 Relative popularity of selected GIS software product names over the entire Google Trends

history (2004–2017). The trend lines are produced with a LOESS regression. Data collected in

November 2017

As illustrated in Fig. 2, the temporal trends for these tool names clearly show

that, while QGIS started to grow rapidly in 2011, searches for MapInfo have been

continuously decreasing since 2004. More surprisingly, interest in ArcGIS enjoyed

robust growth until 2014, and then levelled off and started to decline.

While trends for software products yield meaningful results, this is unfortunately

not the case for the GIS tools. We carried out the same kind of comparison on

all ArcGIS tools contained in the popular toolboxes “Spatial Analyst”, “Conver-

sion Tools”, and “Analysis Tools”, compared with the reference term “ArcGIS”. On

the surface, it seems that some tool names are very frequently searched. At closer

inspection, however, these tool names are highly polysemic. The most searched tool-

names are “Aggregate”, “Corridor”, “Watershed” and “Visibility” with an index

greater than or equal to 50. However, it is apparent that these terms have meanings

beyond GIScience, and therefore the results bear large amounts of noise. Searches

for “Table To Excel” might be popular for reasons entirely unrelated to GIS, and

therefore cannot say anything about the usage of the ArcGIS tool of this same name.

Adding software names to these tool names (e.g., “ArcGIS Aggregate”) delimits the
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semantic field correctly, but the low volume of searches makes all scores fall to zero.

A similar problem arises when searching for more general GIScience topics, such as

the term “Kriging”.

In summary, Google Trends analysis works fairly well with unambiguous, dis-

tinctive, and relatively popular terms (e.g., “ArcGIS”, “QGIS”, “Kriging”), but is

utterly unusable for more polysemic terms used in many semantic contexts, such as

“join”, “buffer”, and “interpolation”. Apart from mainstream tools, other searches

appear to be too infrequent to identify discernible signals.

4 GIScience Top Websites

As the Web is a prominent locus of information production and consumption, in

this section we investigate which websites offer GIScience-related information and

quantitatively observe their popularity. In this analysis, the data is collected from

two sources: Alexa Internet is a US-based online marketing company that collects

detailed statistics on online resources.
4

SimilarWeb is a London-based company

that offers analogous web analytics resources.
5

These companies gather a variety

of indicators of online behaviour to estimate the traffic to websites along differ-

ent facets, including spatial, temporal, and demographic variables. Taking website

wikipedia.org as an example, Alexa Internet states that it is the fifth most visited web-

site worldwide.
6

Along the same lines, SimilarWeb estimates that it is the eleventh

most visited website, with about 6.6B visits per month.
7

In most instances, Alexa

Internet produces rankings that are significantly higher than those by SimilarWeb.

This data can be used to quantify the engagement of audiences with websites, and

observe trends in web-based consumer behaviour.

To draw a picture of GIScience content online, we selected a pool of websites

based on the tools discussed in Sect. 3, starting from a Wikipedia-based list of GIS

tools. To broaden the scope beyond tools, we included a range of specialist mag-

azines (GIS Geography and GIM International), and a set of notable organisations

that produce online content related to GIScience (e.g., the Open Geospatial Consor-

tium and the Ordnance Survey). All these websites contain GIScience-related con-

tent, including product descriptions, software documentation, tutorials, examples,

and discussions. While this pool cannot be exhaustive in its current form, we believe

it captures a significant portion of top online content that most GIS practitioners and

students consult.

From a methodological perspective, the data provided by Alexa Internet and Sim-

ilarWeb present limitations. The websites operate as black boxes, and it is hard

to ascertain the accuracy of the estimates. Moreover, the data does not provide

4
https://www.alexa.com.

5
https://www.similarweb.com.

6
https://www.alexa.com/siteinfo/wikipedia.org.

7
https://www.similarweb.com/website/wikipedia.org.

https://www.alexa.com
https://www.similarweb.com
https://www.alexa.com/siteinfo/wikipedia.org
https://www.similarweb.com/website/wikipedia.org
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statistics about subsets of websites, limiting the analysis to websites that are themat-

ically focussed. For example, it is possible to obtain data about stackexchange.com,

but not about gis.stackexchange.com, which would be more relevant to this study.

Similarly, several software tools do not have dedicated domains, but are hosted at

large repositories. For example, the software package PySAL is hosted on readthe-
docs.io (pysal.readthedocs.io), and it is hard to obtain traffic statistics. For this rea-

son, many potentially relevant sub-domains had to be excluded. That said, we con-

sider this data to be sufficient as an indication of the magnitude of online popularity

of these resources.

We collected engagement information for a pool of 55 GIScience-related web-

sites, of which 18 were discarded for lack of data. Table 1 summarises the results

of this analysis: For each website, the table indicates the average worldwide rank

calculated from the ranks from the two sources, thus reducing bias. In the inter-

est of brevity, the ranks and visit counts were heavily rounded to the thousands or

millions. To the best of our knowledge, other websites that we initially considered

ranked more than six millionth on either platform, without enough data to produce

estimates, and were therefore removed. The table also includes the SimilarWeb esti-

mate of monthly visits, and not unique visitors, i.e. the same web user can generate

more than one visit.

The top countries indicated by Alexa Internet are selected based on the absolute

volume of visits, hence countries with large populations tend to dominate. The US,

China, and India are top countries for most websites, with some notable exceptions,

e.g., Italy, Algeria, and other countries for specific websites. A set of important, but

non-thematically specific, websites about technologies like Oracle, Python, and R

is included at the end of table, also providing a reference point for the GIScience

websites. The pool of websites is available on the GitHub repository, and can be

re-used for similar analyses.

Unsurprisingly, the websites of ArcGIS and ESRI emerge as the most popu-

lar in the pool, with about 19M monthly visits, and ranking between 5,000th and

19,000th in the world. Another traditional GIS, MapInfo by Pitney Bowes, also

maintains a popular position, but it is hard to estimate visits specific to the tool,

and not to other branches of the company. More interestingly, emergent competi-

tors to ESRI are visible, including aggressive Web start-ups Mapbox and Carto,

which attract respectively 2.9M and 724,000 monthly visits. Free and open source

GI tools (Steiniger and Hunter 2013) reach high visibility, spearheaded by desktop-

based QGIS (1.4M monthly visits). Web mapping JavaScript libraries Leaflet and

OpenLayers have become extremely popular since the late 2000s. Mature tools, such

as GDAL, GeoTools, PostGIS, MapServer, and GeoServer, obtain between 230,000

and 50,000 monthly visits, suggesting persistent engagement by their communities

of users. The other websites obtained lower ranks and visits, and are therefore not

discussed in detail.
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5 GIScience Content in Wikipedia

In our mapping of GIScience Web resources, we dedicate particular attention to

Wikipedia, which represents without doubt a prominent entry point to much Web

content. Wikipedia articles are highly heterogeneous, and cover from very general

(e.g., geography) to very specific technical topics, such as Moran’s I. For this analy-

sis, we selected a pool of Wikipedia articles in English that are related to GIScience.

As GIScience is by its nature a multi-disciplinary, porous domain, we selected a very

broad range of topics by crawling the website from a set of highly central seed pages,
8

and collecting the links to other articles for two edges in the network. This proce-

dure generated a list of 1,073 articles, which we manually scanned and classified

as either GIScience-related or not. For example, we included location intelligence
and contour line, while personal computer and animal cognition were discarded as

only marginally relevant to this analysis. When in doubt, we included the article,

recognising the degree of subjectivity in this classification.

As a result of this process, we obtained a list of 349 relevant pages. In this analysis

we focus exclusively on page views, and not on other indicators, such as number of

edits and article length. Because of its constrained structure, Wikipedia articles are

thematically delimited, and page views provide an indicator of interest in a given

topic. However, the data has indeed known limitations that should not be ignored.

The page view counts are sensitive to current events that can generate short-lived

bursts of views, as well as to polysemy, when pages with unrelated topics with some

of the same keywords are opened by mistake. Links on the main page of Wikipedia

can also boost views without other explanatory factors.
9

In sum, we consider these

problems acceptable in our set of GIScience-related articles, which—alas—do not

seem to obtain mainstream visibility on the Web. For each page, we retrieved usage

statistics from the Wikimedia API, focussing on monthly views from October 2016

to October 2017.
10

The average monthly views were then calculated as a proxy of

interest in the article topics.

In the set of the 349 pages, the number of monthly views ranges from 15 to about

117,000, with a median of 1,055. To provide context to this data, the most popular

50 pages in Wikipedia currently obtain between 6.9M and 1M monthly views.
11

As

expected in hypertext-based data, the distribution is heavily skewed towards a small

set of pages that attract most of the views, with a tail of low-traffic pages. The top

10% of the pages generate about 65% of the total views in the set. Table 2 shows a

summary of this analysis, ordering the Wikipedia articles by monthly views. Based

8
Seed pages include Geographic information science, Category: Geographic information systems,
List of geographic information systems software, and Geoinformatics.
9
https://en.wikipedia.org/wiki/Wikipedia:Pageview_statistics#Accuracy_of_the_tools.

10
https://wikitech.wikimedia.org/wiki/Analytics/AQS/Pageviews.

11
https://tools.wmflabs.org/topviews/.

https://en.wikipedia.org/wiki/Wikipedia:Pageview_statistics#Accuracy_of_the_tools
https://wikitech.wikimedia.org/wiki/Analytics/AQS/Pageviews
https://tools.wmflabs.org/topviews/
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on Jenks natural breaks, we grouped the pages into five classes, ranging from very

high volume of views to very low. Some articles in the last group were omitted for

the sake of brevity. The complete table can be found in the GitHub repository.

The most visited articles, having more than 42,000 views per month, include

geographic coordinate systems, GPS, GIS, latitude, and longitude. The difference

in interest between GIS and GIScience is staggering, with respectively 71,000 and

2,200 views, suggesting that, while GI systems keep attracting a broad audience, GI

science remains a small academic discipline, particularly when compared with its

cognate disciplines of geography (69,000 views) and data science (52,000 views).

Similarly, crowdsourcing remains a highly consulted article (30,000 views), while

the more specific volunteered geographic information (VGI) is a niche topic, with

only 1,000 monthly views.

Unlike the GIScience websites covered in Sect. 4, the articles in this analysis show

how Wikipedia tend to have good coverage of topics at a high level of abstraction

(e.g., thematic map) and software packages (e.g., QGIS), but minimal inclusion of GI

methods, such as a buffer and weighted overlay. This helps explaining why the ESRI

and ArcGIS websites still take the lion’s share of GIScience online traffic. We hope

that the data reported in this analysis can help GIScience practitioners and students

guide efforts to make the discipline more visible online, increasing the coverage,

connectedness, and quality of GIScience-related articles.

6 The Structure of the ArcGIS Documentation

The online documentation of ArcGIS is the most visited GIS-related website (see

Sect. 4), and therefore offers the opportunity of studying a software tool in detail.

First, we scraped the website arcgis.com, collecting 928 documentation pages about

the popular software suite. These pages include tool documentation, tutorials, and

various forms of technical explanations, mixing applied and scientific content. As

visible in the ArcGIS graphical interface, the tools are grouped in arbitrary toolboxes,

such as the Spatial Analyst. The documentation describes different versions of the

tools, and therefore, to avoid duplication, we restricted the analysis to a popular major

version (10.x), for a total of 285 pages about tools. For example, the popular buffer

tool is documented in a Web page.
12

To observe the semantic associations between the tools, we run a network analysis

on the tool-related pages, aiming at identifying which tools tend to be used together.

A manual inspection of the links shows a rather sparse network, without clearly inter-

pretable, non-trivial patterns. Hence, we perform a graph selection (Stell and Wor-

boys 1999) which connects pages through at most one intermediate page. That is,

12
http://www.desktop.arcgis.com/en/arcmap/10.3/tools/analysis-toolbox/buffer.htm.

http://www.desktop.arcgis.com/en/arcmap/10.3/tools/analysis-toolbox/buffer.htm


Patterns of Consumption and Connectedness in GIS Web Sources 141

Table 2 Wikipedia articles about GIScience-related topics, grouped by number of monthly views.

In each group, the articles are sorted in descending order by monthly visits. Different colours are

used to denote a concept, a software, a tool and an organisation. Please note that some articles are

referred to with more than one title, obtaining different views (e.g., Global Positioning System and

GPS). The prefix for the pages is https://en.wikipedia.org/wiki/

Monthly views

(thousands)

Wikipedia articles [size of group]

Very high

[42, 120)
Geographic coordinate system, Global Positioning System,

R (programming language), Geographic information system,

Geography, Latitude, Map, Cluster analysis, Data science, Longitude,

Topology [11]
High [20, 42) Surveying, Census, Map projection, Remote sensing, Crowdsourcing,

Cartography, SAP HANA, Tessellation,

Universal Transverse Mercator coordinate system,

Ontology (information science), Raster graphics, Human geography,

Data visualization, Contour line, OpenStreetMap, Data model [16]
Medium [6, 20) Satellite navigation, Garmin, Geotechnical engineering,

National Geospatial- Intelligence Agency, Aerial photography,

Geomorphology, Geotagging, Satellite imagery, Geodesy, ArcGIS,

Heat map, Scale (map), Spatial analysis, GPS, Geoid, Geophysics,

Kriging, Digital elevation model, TomTom, Geodetic datum, R-tree,

Quadtree, Political geography,

List of geographic information systems software, Choropleth map,

Geolocation, Location-based service, Esri, Ordnance Survey,

Public Land Survey System, History of geography, Well-known text,

Thematic map, Bing Maps, QGIS, Cadastre, Geohash,

Citizen science, Gazetteer, Wikimapia, Geomatics, Spatial database,

GeoJSON, Web Mercator, Cultural geography, Landsat program,

Geospatial analysis [47]
Low [2, 6) Outline of geography, Geospatial intelligence, Geoinformatics,

GIS file formats, Spatial reference system,

Lambert conformal conic projection, Geographical distance,

Google Sky, Inverse distance weighting, Moran’s I, ISO 19115, Maps,

Maidenhead Locator System, LIDAR, Geography Markup Language,

ISO 10005, Ingres (database), Development geography, Geostatistics,

Google Moon, Georeferencing, List of GIS data sources, What3words,

Geolocation software, Scientific visualization, GIS, SVG, GeoTIFF,

Regional geography, Population geography,

Jenks natural breaks optimization, MapInfo Professional,

Virtual globe, Crime mapping, Image rectification,

Triangulated irregular network, WGS84, Web Feature Service, USGS,

List of programs for point cloud processing, PostGIS,

Datum (geodesy), Big Data, Philosophy of geography, CartoDB,

Erdas Imagine, ArcMap, GDAL, GRASS GIS, Meridian arc,

Geographic information science, Global Map, Geodynamics,

Cartographer, Behavioral geography, Orthogonal projection,

GeoServer [57]
(continued)

https://en.wikipedia.org/wiki/
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Table 2 (continued)

Monthly views

(thousands)

Wikipedia articles [size of group]

Very low [.01, 2) Health geography, DE-9IM, Global navigation satellite system,

Geodemographic segmentation, WikiMapia,

Minimum bounding rectangle, Geographic profiling,

Geovisualization, Modifiable areal unit problem, Urban informatics,

ArcGIS Server, Spatial index, Web Coverage Service,

Data model (GIS), GPS receiver, Cartographic generalization,

British national grid reference system, Geomarketing,

Spatiotemporal database, Simple Features, Location intelligence,

Grid (spatial index), Environmental geography, Vector Map,

Polygons, Treemap, Satellite geodesy, MrSID, Land administration,

ArcInfo, Georeference, Geoportal, SpatiaLite,

Volunteered geographic information, Spatial query, USGS DEM,

Data Mining, Geocode, Vector tiles, CityEngine, Counter-mapping,

NAD83, Indicators of spatial association, Buffer (GIS), Mapnik,

Oracle Spatial and Graph, GeoMedia,

Geographic information systems, MapInfo Corporation,

GIS and public health, Viewshed, Digital Earth, GvSIG,

GeoSPARQL, SAGA GIS, Cartographic relief depiction, . . . [218]

paths between pages p0 → p1 → p2 correspond to a second-order edge p0 → p2 in

the resulting graph. The second-order edges between ArcGIS tool Web pages are

summarised in Fig. 3. Meaningful patterns start emerging when the second-order

graph is further cleaned from obvious hubs, such as toolbox and tutorial pages that

are highly inter-linked. A link from one tool to another tool means here that there is

either a direct Web link between corresponding tool Web pages, or over one inter-

mediate page, where the latter can also be a non-tool page (e.g., a page describing

general principles of the software). Node and label sizes are scaled relative to the

node degree in the network.

It is possible to see in this network that there are several tools acting as cen-

tral nodes. The node with the highest degree is Reclassify from the Spatial Analyst

toolbox (SAT), with an in-degree of 142, followed by Save-to-layer-file (18), Make-
feature-layer (17), Copy-features (15) from the Data Management toolbox (DMT)

(see Table 3). The node centrality and connectivity pattern reveals an insight: In

raster analysis, the Reclassify tool is actually a central means to transform a raster

layer based on its cell values. It therefore acts as an interface between all kinds of

raster tools, such as map algebra operations. This tool has other tools pointing to it,

but does not point itself to other pages (see out-degree in Table 3).

Furthermore, layer operations from the Data Management toolbox are central for

all kinds of GIS workflows to deal with layers as inputs and outputs. Lastly, one can

see a meaningful cluster containing the spatial analyst tools Kriging, Trend, Spline,
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Fig. 3 Second-order links between ArcGIS tool Web pages, showing their degree in terms of node

size and colour from orange (low) to blue (high), taken from the toolboxes Spatial Analyst (SAT),

Data Management (DMT), Network Analyst (NAT), Analysis (AT), Conversion (CT), Geocoding

(GT). The network layout was obtained with the Fruchterman-Reingold algorithm

IDW and Topo-to-raster and Natural Neighbor. These are tools that can be used to

interpolate surfaces in Digital Elevation Models (DEM). Even smaller subclusters

are nicely interpretable, such as the cluster of Cost-Distance, Cost-Back-Link, Cost-
Allocation, which together form a set of highly interdependent tools for least cost

path analysis on cost surface raster layers. Note also that clusters partially overlap

with and link different toolboxes. This method can be used to analyse connections

between tools, making implicit knowledge emerge from the website network.



144 A. Ballatore et al.

Table 3 Node degrees in the second-order graph of ArcGIS tool Web pages

Tool Degree Out-degree

SAT/reclassify 142 0

DMT/save-to-layer-file 18 2

DMT/make-feature-layer 17 2

DMT/copy-features 15 0

SAT/idw 15 8

SAT/spline 15 8

SAT/topo-to-raster 15 8

SAT/spline-with-barriers 15 8

SAT/trend 15 8

SAT/topo-to-raster-by-file 15 8

SAT/kriging 15 8

SAT/natural-neighbor 15 8

SAT/cost-allocation 9 6

SAT/cost-back-link 9 6

7 Linked Inventory of GIS Tools

To systematize studies of these Web resources and to share our results about usage

patterns of GIS software, tools and concepts, we suggest a way to unambiguously

describe and identify the involved resources with linked data. For this purpose, we

designed a comprehensive linked inventory that describes GIS tools and their imple-

mentations across different packages (e.g., ArcGIS, GRASS, and R).
13

This dataset

was used as a basis for all Web analyses performed in previous chapters, and contains

resources derived as a result of this study. To generate the inventory, an initial set of

GIS software packages was identified from Wikipedia articles,
14

and then enriched

with links from DBPedia.
15

For example, in Listing 1, ArcGIS is described with

standard RDF vocabularies.

dbp:ArcGIS a dbo:Software;
dbo:developer dbp:Esri;
foaf:homepage <http ://www.esri.com/software/arcgis >;
foaf:isPrimaryTopicOf <https ://en.wikipedia.org/wiki/ArcGIS >;
foaf:name "ArcGIS ".

Listing 1 Describing GIS software products using linked data

To obtain information about the tools contained in each software, we addition-

ally scraped manuals on the Web, for example that of GRASS GIS.
16

When pos-

13
http://geographicknowledge.de/vocab/GISTools.ttl, [.rdf]

14
https://en.wikipedia.org/wiki/Comparison_of_geographic_information_systems_software.

15
See for example http://dbpedia.org/page/ArcGIS.

16
https://grass.osgeo.org/grass72/manuals/keywords.html.

http://geographicknowledge.de/vocab/GISTools.ttl
https://en.wikipedia.org/wiki/Comparison_of_geographic_information_systems_software
http://dbpedia.org/page/ArcGIS
https://grass.osgeo.org/grass72/manuals/keywords.html
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Fig. 4 Overview of the linked data inventory. The boxes represent the tool vocabulary, while exam-

ples of GIS tools are in italic. The dashed area represents future work

sible we used scripts within a given package to generate tool inventories, linking

them to a preliminary subset of software packages based on our Web study, e.g.,

arcpy in ArcGIS. For example, Listing 2 shows how we used dct:isPartOf from

Dublin Core terms to nest tools within toolboxes and packages such as ArcGIS.

Finally, we enriched this dataset with tool network information scraped from web

texts and their hyperlinks (see Sect. 6). This enabled us to link tools to webpages

(using foaf:homepage) and to encode their network structure (with the SIOC

term sioc:links_to) into linked data. Figure 4 shows a schematic representa-

tion of the linked data inventory as also described in Listing 1 and 2. The linked data

approach facilitates the interconnection of tools and their descriptions and can form

the basis for further connections with GI concept definitions in text books, tutorials,

curricula, etc.

@prefix tools:<http :// geographicknowledge.de/vocab/GISTools.rdf#>.

@prefix sioc:<http :// rdfs.org/sioc/ns#>.

@prefix dct:<http :// purl.org/dc/terms/>.

@prefix foaf:<http :// xmlns.com/foaf /0.1/ >.

tools:Spatial_Analyst_Tools_sa a gis:Toolbox;

dct:isPartOf dbp:ArcGIS;

rdfs:label "Spatial Analyst Tools(sa)".

tools:IDW_sa a gis:Tool;

dct:isPartOf tools:Spatial_Analyst_Tools_sa;

foaf:homepage <http :// desktop.arcgis.com /.../ idw.htm >;

sioc:links_to tools:Reclassify_sa.

Listing 2 Capturing GIS tools, toolboxes, websites and Web links as linked data

Once extended beyond this proof-of-concept, we hope that this resource will sup-

port education and research purposes, becoming a basis for further research on GIS

tools usage patterns.
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8 Conclusions

In this article, we explored the Web science approach to gather new knowledge about

the consumption of online information about GIS tools, software, and concepts. As

part of our efforts to improve the conceptual organisation of GIS, we critically exam-

ined Google Trends data about the popularity of tools, and the top websites that host

GIScience content, based on publicly available Web-analytics data. Subsequently,

we studied two notable websites, including behavioural data about Wikipedia arti-

cles and the network structure of the ArcGIS online documentation. Based on this

study, we designed the structure of a linked-data inventory, which connects these

Web resources across GIS software, tools, and concepts, and presented examples of

its use.

In sum, the Web scientific approach allowed us to discover patterns buried in

behavioural and structural aspects of websites, producing some interesting find-

ings. Google Trends allows granular tracking of software popularity, confirming the

dominance of ESRI products, but also the emergence of new tools and companies.

Alexa Internet and SimilarWeb enable the estimation of visits to GIS websites. In

Wikipedia, we can observe the popularity over time of a plethora of topics, ranging

from software to scientific concepts and methods. Our analysis also suggests much

higher popularity for term “GIS” as opposed to “GIScience”, potentially directing

efforts to better represent the discipline online. Finally, the network analysis of online

documentation allowed us to capture meaningful functional relationships between

tools that are not immediately apparent, and which may be used as a basis to recom-

mend tools.

However, this study also highlighted several limitations of Web science. Noise

caused by semantic ambiguity of keywords limits the interpretability of some anal-

yses, particularly in the case of Google Trends. Moreover, this approach focused

on large-scale online information consumption, which is at best a proxy to user

behaviours, such as GIS usage and adoption. The latter can only be measured in

a direct way based on traditional research methods, such as local log files, surveys

and interviews, which are restricted to a small scale. In this sense, access to corpo-

rate data would be immensely beneficial to understand tool usage (but unlikely to

happen). Finally, we realized that the Web science approach is heavily dependent on

what software organisations and the majority of users deem relevant, and this may

just not what an analyst needs in a particular situation.

For future research, we envisage several worthwhile directions. It is paramount to

produce more structured information about the relevance of GIS tools, methods, and

concepts, boosting the precision and recall of user searches (Ballatore et al. 2016),

instead of relying on unstructured data such as texts. For this reason, the inventory we

outlined in this article should be incrementally extended to reach broader coverage of

existing tools, embedding them into a coherent conceptual framework. Furthermore,

to support data scientists and students, we must increase the semantic depth of our

inventory, capturing the functionality of tools and related concepts (Scheider and

Ballatore 2018), which is only partially possible with the Web scientific method.
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This would result in a better linkage between methods (e.g., buffer and interpolation)

and their software implementations, for example in R and ArcGIS.

Finally, in order to map GIS software, tools, and related websites, more compre-

hensive analyses are needed, increasing the completeness of our mapping with input

from the GIScience community. For this purpose, crowdsourcing would facilitate

information gathering and error-correction, supporting the iterative revision of our

assumptions. A near-complete, maintainable set of tools, software, and websites will

allow researchers and practitioners to find suitable resources, monitoring the evolu-

tion of this broad technical landscape.
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Charting the Geographies
of Crowdsourced Information
in Greater London

Andrea Ballatore and Stefano De Sabbata

Abstract Crowdsourcing platforms and social media produce distinctive geogra-

phies of informational content. The production process is enabled and influenced by

a variety of socio-economic and demographic factors, shaping the place represen-

tation, i.e., the amount and type of information available in an area. In this study,

we explore and explain the geographies of Twitter and Wikipedia in Greater Lon-

don, highlighting the relationships between the crowdsourced data and the local geo-

demographic characteristics of the areas where they are located. Through a set of

robust regression models on a sample of 1.6M tweets and about 22,000 Wikipedia

articles, we identify level of education, presence of people aged 30–44, and property

prices as the most important explanatory factors for place representation at the urban

scale. To some extent, this confirms the received knowledge of such data being cre-

ated primarily by relatively wealthy, young, and educated users. However, about half

of the variability is left unexplained, suggesting that a broader inclusion of potential

factors is necessary.

Keywords Information geography ⋅ Crowdsourcing ⋅ Volunteered geographic

information ⋅ Geo-demographics ⋅ Twitter ⋅ Wikipedia

1 Introduction

Over the past decade, the diffusion of crowdsourcing platforms and GPS-enabled

smartphones has enabled the large-scale production of spatial information. This phe-

nomenon has been variously characterised as spatial crowdsourcing, volunteered

geographic information (VGI), spatial social media, and user-generated content
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(UGC) (Sui et al. 2012; See et al. 2016). Among others, Wikipedia articles, Open-

StreetMap vector data, and geo-located tweets are popular data sources for countless

studies in geography, demography, sociology, and even seismology (e.g., Earle et al.

2010; Zagheni et al. 2014).

Although the potential of these data sources is apparent, much research analysed

very few platforms, such as OpenStreetMap (Mashhadi et al. 2015), often paying

limited attention to the geo-demographic context in which the data was produced.

Studies of information geographies have so far focused on large spatial units, such as

countries (Graham et al. 2015a), with few works focusing on the urban or regional

scale. The latter is however of particular importance, as VGI tends to be produced in

urban areas (Hecht and Stephens 2014). When using VGI, it is necessary to consider

the socio-spatio-temporal processes that supported its generation, thinking about

what data is missing, and not only about what is visibly present.

As part of our ongoing efforts to chart geographies of digital information (Balla-

tore et al. 2017; Graham et al. 2015a), this article investigates the spatial structure of

two popular VGI sources at the urban scale. In particular, we consider geo-located

Twitter posts and Wikipedia articles in Greater London, comparing and contrasting

their spatial distribution. After providing descriptive statistics, the data from both

sources is then studied in relation to a set of socio-demographic variables that char-

acterise Greater London. Through a number of regression analyses, we explore the

factors exhibit a similar presence or absence of information, including day-work

population, ethnic composition, education level, and property prices, which might

indicate a relationship to underlying geographies.

The term VGI encompasses diverse sources of spatial information that vary dra-

matically in terms of demographic, thematic, spatial, and temporal coverage. One

of the objectives of this study is precisely to highlight the commonalities and dif-

ferences of two very different data sources observed in the same geographic area.

Moreover, this study analyses the place representation, i.e., the digital information

available to characterise areas in heterogeneous data sources, regardless of the demo-

graphic characteristics of producers. For this reason, apart from a handful of prolific

bots, we include all data available for each spatial unit of analysis, to see to what

extent an area is either data-rich or data-poor.

This study contributes to the knowledge of VGI sources, providing findings about

what areas are over- and under-represented in these two sources. These insights are

relevant to VGI users, providing evidence about datasets’ geographical structure, rep-

resentativeness, and therefore fitness-for-purpose for studies and applications. Pro-

ducers can also benefit by updating their platforms for a more equal place repre-

sentation, along similar lines of studies of gender inequality in Wikipedia, which

prompted a number of initiatives to increase participation of women.
1

From a more

social-scientific perspective, this study can contribute to the study of digital divides

and “informational ghettos” (Shaw and Graham 2017, p. 4), data-poor areas that per-

sist even in wealthy, digitally over-represented global hubs like London. Our initial

hypothesis–only partially confirmed–is that content in both Twitter and Wikipedia

1
https://en.wikipedia.org/wiki/Gender_bias_on_Wikipedia.

https://en.wikipedia.org/wiki/Gender_bias_on_Wikipedia
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tends to be more representative of wealthier urban areas, inhabited by a younger, and

more educated, and less ethnically diverse population than average.

The remainder of this paper is organised as follows. Section 2 summarises criti-

cally related work in this area. The socio-economic datasets used to characterise the

geography of London are described in Sect. 3. Subsequently, Sects. 4 describes our

study of Twitter and Wikipedia located in Greater London, starting with a visual

analysis and then continuing with a set of regression models. Section 5 summarises

our findings. Finally, conclusions and future work directions are drawn in Sect. 6.

2 Related Work

After a decade of research, much is known about VGI sources. Some sources are

spatially-explicit, aiming at a spatial coverage, while others are spatially-implicit,

embedding locational information as simply one of the attributes being expressed

(Antoniou et al. 2010). For example, Wikipedia and GeoNames aim at comprehen-

sive coverage of cities, while geo-located tweets and Instagram photos are the by-

product of a mediated communication process between users located in cities. Unsur-

prisingly, urban areas tend to be better covered than rural ones (Hecht and Stephens

2014), with the exclusion of sources limited to highly specific themes (e.g., hiking).

Different crowdsourcing platforms attract different demographic groups in terms

of age, gender, income, education, area of residence, interests, and motivations, shap-

ing the properties of the resulting dataset, each displaying its own idiosyncrasies

(Acheson et al. 2017). Despite early claims of radical democratization and inclu-

sion, user communities tend to be skewed towards Western, wealthy, educated, white,

and male users (Crampton et al. 2013), although exceptions exist—countering the

general trend, Wikimapia enjoys more uptake among Indian and Middle-Eastern

users (Bittner 2017). Beyond the VGI niche, the characteristics of social media users

are widely studied, particularly in relation to their similarities and differences to the

general population.

The 330M monthly active users of Twitter tend to be wealthier and more educated

than the average population, and they generate 500M tweets a day. From a statistical

perspective, Twitter users are actually not representative of any particular popula-

tion (Blank and Lutz 2017), but their sheer number and ease of access to large sam-

ples of the data attract researchers and marketeers. As Sloan and Morgan (2015) point

out, 0.85% of the Twitter feed output is geotagged with coordinates, which amounts

to roughly 4M tweets a day, produced by a population only marginally different to

the overall platform population. Geo-located tweets have been used for a variety of

purposes, sensing for example urban activities (Lansley and Longley 2016), emo-

tions (Quercia et al. 2012), and beer-related behaviour (Zook and Poorthuis 2014).

Using geo-located tweets, Longley and Adnan (2016) conducted a geo-demo-

graphic analysis of tweets in London, identifying sub-groups in the user population

and measuring the heterogeneity and the connectedness of places. Hahmann et al.

(2014) investigated the spatial relationship between geo-located tweets and points of

interest, showing correlations at the local scale for certain topics (e.g., “train station”,
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“airport”) and not for others (“pub”, “bakery”). Using an approach similar to the one

we adopt in our study, Li et al. (2013) explore tweets and Flickr photos’ spatio-spatial

distribution in California, showing that photos are denser in natural parks and that

tweets tend to originate from areas with educated, high-income people.

Our second source for the study of place representation is Wikipedia. Despite a

prolonged decline in the number of contributors (Halfaker et al. 2013), the crowd-

sourced encyclopaedia is one of the top ten most visited websites worldwide, reach-

ing more than 270M views per day,
2

and hosts 5.5M articles in English, edited by

about 130,000 monthly active editors. Wikipedia shows an extreme gender imbal-

ance, with about 84% of male editors, and less so in the readership, which is about

40% female (Hill and Shaw 2013). From a geographical perspective, in 2013, about

730,000 articles in English were associated with a geo-location. The bulk of the

editing of these articles occurs in the Global North, also for articles about places

in the Global South, exhibiting a staggering bias towards Western European and

North American contributors (Graham et al. 2015b). For this reason, the location

of Wikipedia editing activity can be used as a proxy to knowledge capital of coun-

tries (Stephany and Braesemann 2017). Editing of spatial features such as cities tends

to be performed by local editors, as observed for OpenStreetMap (Johnson et al.

2016).

Much of this research aims at understanding the population of data producers,

while the theme of place representation has been studied only marginally. The infor-

mational geographies of crowdsourced, VGI datasets have been charted at the global

level (Graham et al. 2015a), drawing attention to the common bias towards relatively

young, educated, wealthy users located in the Global North. To the best of our knowl-

edge, no study has comparatively explored the properties of diverse VGI datasets at

the urban scale, and their relationship with socio-economic texture of the places that

the data describe. Moreover, the relationship between Twitter and Wikipedia from a

spatial perspective has not been directly studied before.

3 Datasets
The area of our study is Greater London, which has a population of 8.87M, extended

over 1,569 km
2
. Three groups of datasets were collected and harmonised: socio-

economic data from the UK Census, geo-located tweets, and Wikipedia articles. The

summary statistics for the three datasets are shown in Table 1, showing minimum,

median, maximum, mean, and standard deviation for all relevant variables. All vari-

ables are captured at the level of spatial unit selected for the analyses, detailed in the

remainder of this section.

3.1 London Demographic Data
The UK Census, the latest of which occurred in March 2011, provides detailed socio-

economic information about London. Census data is structured in Output Areas

2
https://www.alexa.com/siteinfo/wikipedia.org.

https://www.alexa.com/siteinfo/wikipedia.org
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Table 1 Descriptive statistics for the socio-economic data for Greater London for 983 MSOAs,

1.6M geo-referenced tweets and 22,411 Wikipedia articles, both grouped in the MSOAs. (*) Black,

Asian, and minority ethnic. (†) Post-high school qualifications

Statistic (983 MSOAs) Min Median Max Mean St. Dev.

Socio-economic variables (UK Census 2011)
Area (ha) 29.40 114.50 2,243.00 159.94 186.10

Population 5,184 8,156 14,719 8,315.30 1,448

Workday population 3,444 6,789 360,075 8,826 14,500

Age 0–15 (%) 6.05 19.77 35.90 19.83 4.14

Age 16–29 (%) 10.61 21.29 52.73 22.36 5.73

Age 30–44 (%) 13.44 24.86 38.26 25.25 4.36

Age 45–64 (%) 10.06 20.98 31.96 21.34 4.01

Age 65+ (%) 2.40 10.37 27.23 11.22 4.12

BAME* population (%) 3.80 37.30 93.90 39.42 19.31

Household one person (%) 12.60 30.50 56.40 30.82 7.22

Household couple (%) 8.70 19.00 30.30 18.89 4.41

Hh. couple with dep. child (%) 4.60 18.80 32.20 18.28 5.12

Qualification 4 or above
†

(%) 8.19 28.05 62.62 30.32 11.83

House price (2012, £) 130,000 284,000 2,930,000 333,675 186,641

Twitter
Number of tweets 18 413 161,050 1,617 8,063

Number of Twitter users 9 128 58,286 678 3,03

Twitter entropy 0.70 3.93 10.14 4.13 1.51

Twitter Gini coefficient 0.08 0.54 0.90 0.55 0.14

Wikipedia
Number of Wikipedia articles 0 9 1,857 22.80 87.50

Wikipedia cumulative length

(bytes)

0 47,606 17,042,103 155,839 735,909

Wikipedia cumulative edits 0 450 68,739 1,088 3,512

Wikipedia cumulative minor edits 0 4 2,499 94.95 192.92

(OA), each covering between 40 and 149 households, corresponding to an average

of 300 people.
3

For small area statistics, OAs are grouped into Lower Layer Super

Output Areas (LSOA), which contain from four to six OAs, with a mean population

of 1,500. Given the spatially uneven distribution of Twitter and Wikipedia data, the

OAs and even LSOAs are too granular, leaving many areas without data. For this rea-

son, we use Middle Layer Super Output Areas (MSOA), which further aggregates

LSOAs into contiguous groups, with a minimum population of 5,000 and a national

mean of 7,200.

3
https://www.ons.gov.uk/methodology/geography/ukgeographies/censusgeography.

https://www.ons.gov.uk/methodology/geography/ukgeographies/censusgeography 
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Greater London contains 983 MSOAs, whose boundaries were collected from the

UK Data Service,
4

while the Census 2011
5

aggregated variables used in our study

were collected from the London Datastore
6

and Nomis.
7

The variables include the

MSOA’s area, total and workday population, age composition, household size, edu-

cation, and house prices (see Table 1). While some variables tend to have paramet-

ric distributions (e.g., percentage of residents aged from 0 to 15), others are heav-

ily skewed towards large outliers, which we will take into account in our analyses.

Notably, some areas of London have extremely high workday population: notably,

during the day, the City of London hosts about 360,000 workers, while having just

9,400 residents. Similarly, house prices are skewed by multi-million-pound proper-

ties that are common in Central London.

Because of the high dimensionality and complexity of the Census data, geo-

demographic classifications have been produced as a way to summarise the pop-

ulation into a set of discrete classes. Notably, the London Output Area Classification

(LOAC) categorises each OA in Greater London into eight super-groups, such as

“Urban Elites” and “Settled Asians”, further classified into groups (Singleton and

Longley 2015). This classification is useful to detect the demographic structure of

the urban space, and can be related to the place representation observed in the infor-

mational geographies.

3.2 Twitter Data
All geo-referenced tweets produced in Greater London were collected from the Twit-

ter API from October 2015 to May 2016, for a total of 2,076,588 tweets, produced

by 222,719 users, excluding re-tweets. As we are interested in place representation

and not in specific user behaviours, we retain low-activity users. The only category

of users that we exclude from the analysis is high-activity bots, whose tweets do not

capture the manual information production we intend to observe.

To identify bots, we combine two heuristics, measuring for each user (1) the num-

ber of tweets per day, and (2) the percentage of repeated tweets, assuming that bots,

for advertising purposes, generate a high number of tweets, and tend to repeat the

same content more than human users. Hence, we selected users that generated more

than 10 tweets per day, and whose 10% of tweets were repeated at least once. These

thresholds were identified by trial and error, and then observing a sample of excluded

users to make sure they were all bots (e.g., trendinaliaGB). This process filtered out

1.4% of users, corresponding to 22.7% of tweets.

The remaining dataset of 1,589,819 tweets was generated by 219,604 users. As

expected, most users produced very few tweets: The number of tweets per user range

from 0 to 1,950, with a median of just 2. From a linguistic viewpoint, 91.6% of tweets

are in English, with the other larger groups being undefined (3.4%), Spanish (1.6%),

4
https://borders.ukdataservice.ac.uk/.

5
https://www.ons.gov.uk/census/2011census.

6
https://data.london.gov.uk/.

7
https://www.nomisweb.co.uk/.

https://borders.ukdataservice.ac.uk/
https://www.ons.gov.uk/census/2011census
https://data.london.gov.uk/
https://www.nomisweb.co.uk/
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and French (0.8%). The tweets were then grouped in the MSOAs of Greater London.

The number of tweets per spatial unit ranges from 9 to about 160,000 in Westminster,

with a median of about 400 tweets (see Table 1). The number of users active in each

unit follows a similarly skewed distribution. We also calculated Shannon entropy and

the Gini coefficient as measures respectively of contribution diversity and inequality.

3.3 Wikipedia Data
The second VGI source in this study consists of geo-referenced Wikipedia articles

located in Greater London. At the time of writing, Wikipedia only allows for geo-

tags in the form of points, and even large geographical entities are geo-tagged to a

point. For example, the article about the Palace of Westminster is associated with

a latitude/longitude point.
8

The decision about where to locate entities is a combi-

nation of the platform guidelines and the editors’ arbitrary choices. As a result, the

same entity can be pin-pointed in different locations in different language editions.

Such inconsistencies are common in collaborative editing (Ballatore and Mooney

2015). For instance, at the time of writing, “England” in the English Wikipedia
9

is

geo-tagged on the River Thames near the Palace of Westminster, whereas the Italian

version geo-tags “Inghilterra” somewhere in the Borough of Bromley, near Biggin

Hill. By contrast, the German Wikipedia selects a geometric centroid located east of

Birmingham.

Using the databases available on Wikimedia Toolforge,
10

we extracted 22,411

articles, including features such as monuments, notable buildings, parks, and head-

quarters of organisations. About 41% of articles are in English, followed by 6% in

French, 6% in German, and the remainder 47% in other languages. After grouping

them in the MSOAs, it is possible to note that the articles are sparser than the tweets,

with 32 spatial units (3%) without any article (see Table 1). Furthermore, 34% of

units contain fewer than 6 articles. The densest parts of the distribution are found in

an MSOA in Westminster (1,857 articles), and in the City of London (1,466).

4 Explaining Crowdsourced Geographies
To understand the factors that shape the geography of the Twitter and Wikipedia

data, we start by observing the properties of their spatial distribution. Figures 1 and

2 show the number of tweets and Wikipedia articles in Greater London, scaled by

workday population. While both distributions show, as largely expected, high density

in Central London, the maps also suggest differences, for example in Southern parts

of the city, which deserve more investigation.

To relate Twitter and Wikipedia data to the demographic geography of London,

we display in Fig. 3 the London Output Area Classification (LOAC) by Singleton

and Longley (2015), as a summary of the demographic characteristics of each area.

8
https://en.wikipedia.org/wiki/Palace_of_Westminster.

9
https://en.wikipedia.org/wiki/England.

10
https://tools.wmflabs.org.

https://en.wikipedia.org/wiki/Palace_of_Westminster
https://en.wikipedia.org/wiki/England
https://tools.wmflabs.org
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132.41 − 244.48
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Fig. 1 Distribution of 1.6M geo-located tweets in Greater London, scaled by workday population,

for 983 MSOAs. The data is grouped into 9 quantiles. The boundaries of the boroughs are outlined

in white
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Wikipedia articles
per thousand people
(workday population)

0.00 − 0.32
0.32 − 0.58
0.58 − 0.85
0.85 − 1.10
1.10 − 1.52
1.52 − 1.97
1.97 − 2.65
2.65 − 4.01
4.01 − 22.530 10 km

Fig. 2 Distribution of 22,411 geo-located Wikipedia articles in Greater London, scaled by work-

day population, for 983 MSOAs. The data is grouped into 9 quantiles. The boundaries of the bor-

oughs are outlined in white
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Fig. 3 London Output Area Classification (LOAC), showing super-groups. Source: Singleton and

Longley (2015)
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Fig. 4 Comparison of the distribution of 1.6M tweets and 22,411 Wikipedia articles in Greater

London in 983 MSOAs. The boundaries of the boroughs are outlined in white
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In order to allow for a visual comparison of tweets and Wikipedia articles, Fig. 4

displays a bi-variate choropleth map generated from the intersections of the three

quantiles of each of the two variables. The darkest areas in this map represent the

highest quantiles of both Twitter and Wikipedia content, indicating the data-richest

areas. These areas tend to correspond with OAs classified as “Urban Elites” (i.e.,

young professionals in science, technology, and finance) and “London Life-Cycle”

(i.e., relatively low numbers of students and households with dependent children,

highly qualified professionals, predominantly white) in the City and Westminster, as

well as Richmond, Merton, and the south part of Newham.

Heathrow Airport, located at the Western edge of Greater London, shows

extremely high content density, as already noted by Longley and Adnan (2016).

Many areas in Southwark and Hackney, classified as “City Vibe”, that is, single pro-

fessionals and students in communal establishments, display a high density of Twit-

ter content, but relatively low Wikipedia content. This might be due to not only to

socio-demographic characteristics, but to the relatively low density of notable urban

features in those districts. More generally, low-tweet areas seem to align with OAs

classified as “Intermediate Lifestyles” and “Aging City Fringe”, both associated with

households in later stages in life-cycle.

This visual examination indicates that within Greater London there are substantial

differences in the amount of content representing the different areas of the metropo-

lis, broadly following the spatial distribution of the demographic characteristics that

have been linked to VGI content production in the literature (e.g., Crampton et al.

2013). Our initial hypothesis is that content in both Twitter and Wikipedia tends to

be representative of wealthier areas, inhabited by younger sections of the popula-

tion, with access to higher levels of qualifications. In the remainder of this section,

we perform a series of regression analyses to explain the relationships between the

socio-demographic characteristics discussed above, as independent variables, and

the number of tweets and Wikipedia articles as dependent variables, aggregated at

the level of MSOA.

4.1 Variable Selection and Normalisation

The selection of the independent variables was based on a correlation analysis:

Fig. 5 illustrates the distribution of and correlations between the variables used in

the regression models. The normalised values have been created using the natural

logarithm (when [log] is added to the variable name) and the inverse hyperbolic sine

(when [ihs] is added to the variable name) (Burbidge et al. 1988; Pence 2006).

The percentage of population between 16 and 29 and between 30 and 44 were

initially considered, but only the latter was included in the models, as it shows higher

correlation with both dependent variables. This was then combined with the house

prices in the first models (Tw1, Tw2, and Wk1 below), which is the variable that

show lower correlation among the other independent variables here considered. The

percentage of households with dependent children and the percentage of population



Charting the Geographies of Crowdsourced Information in Greater London 159

Fig. 5 Distribution and correlations between tweets [ihs] (T), Wikipedia articles [ihs] (W), work-

day population [log] (P), percentage of population aged between 16 and 29 (1), and between 30 and

44 (2), level four qualifications or above (Q), couples with dependent children (C), minority groups

(E), and house prices [ihs] (H), in 983 MSOAs in Greater London. Significance level:
∗p < 0.1;

∗∗p < 0.05;
∗∗∗p < 0.01

with level 4 qualifications or above are then combined in subsequent models (Tw3

and Wk2 below), as they show a lower correlation between each other.

All models also include workday population independent variable, to account for

the varying presence of people in each MSOA. Workday population was preferred to

resident population due to its higher correlation with the dependent variable. Finally,

we compare the amount of content present in the two VGI platforms, which is a

novel approach to studying these information geographies (model TwWk below). It

is important to note that these models are understood as explanatory of relationships

to common underlying geographies, without claims to causality.
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4.2 Twitter Models

The first model in Table 2 (Tw1) includes the percentage of population between 30

and 44 and house prices as independent variables. However, the residuals of the

model are not normally distributed (Shapiro-Wilk test, W = 0.99, p < 0.001), due to

a handful of MSOA overrepresented in the Twitter dataset. To overcome this issue,

we devised Model Tw2, which replicates Model Tw1, but excluding all MSOAs hav-

ing an average of 10 or more tweets per day. In this second model, the independent

variables account for 48% of the variation in the number of tweets. Model Tw2 is fit

and robust, as the residuals are normally distributed (W = 1, p = 0.808), and satisfy

the homoscedasticity assumption (Breusch-Pagan test, BP = 1.56, p = 0.668). The

errors are slightly positively correlated, but this does not raise concerns (Durbin-

Watson test, DW = 1.65, p < 0.001), and no multicollinearity has been identified in

this model (average VIF is 1.07).

Model Tw3 includes the percentage of households with dependent children and

the percentage of population with level 4 qualifications or above as independent vari-

ables (see Table 2). As above, the residuals are not normally distributed (W = 0.99,

p < 0.001), thus we create Model Tw4 by excluding all MSOAs having an average of

10 or more tweets per day. In this model, the independent variables account for 55%

Table 2 Linear regression models to explain the spatial variation in the 1.6M geo-located tweets

over 983 MSOAs in Greater London. Four models were devised (standard errors between paren-

theses, significance levels:
∗p < 0.1;

∗∗p < 0.05;
∗∗∗p < 0.01)

Dependent variable

Number of tweets [ihs]

(Tw1) (Tw2) (Tw3) (Tw4)

Workday pop.

[log]

1.451
∗∗∗

(0.057)

1.296
∗∗∗

(0.078)

1.287
∗∗∗

(0.056)

1.225
∗∗∗

(0.074)

Age 30–44 (%) 0.092
∗∗∗

(0.006)

0.089
∗∗∗

(0.006)

House price [ihs] 0.977
∗∗∗

(0.066)

0.902
∗∗∗

(0.067)

Qual. 4+ (%) 0.040
∗∗∗

(0.002)

0.040
∗∗∗

(0.002)

Couple w/child.

(%)

−0.071
∗∗∗

(0.005)

−0.064
∗∗∗

(0.005)

Constant −21.397
∗∗∗

(0.927)

−19.039
∗∗∗

(1.160)

−4.530
∗∗∗

(0.547)

−4.144
∗∗∗

(0.689)

Observations 983 922 983 922

R
2

0.612 0.483 0.660 0.548

Adjusted R
2

0.611 0.481 0.659 0.546

Res. Std. Error 0.783 (df = 979) 0.712 (df = 918) 0.733 (df = 979) 0.666 (df = 918)

F Statistic 515.135
∗∗∗

(df = 3; 979)

285.995
∗∗∗

(df = 3; 918)

632.371
∗∗∗

(df = 3; 979)

370.803
∗∗∗

(df = 3; 918)
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of the variation in the number of tweets. Model Tw4 is fit and robust, as the resid-

uals are normally distributed (W = 1, p = 0.471), and satisfy the homoscedasticity

assumption (BP = 9.27, p = 0.026). The errors are slightly positively correlated,

but this is not a cause for concern (DW = 1.74, p < 0.001), and no multicollinear-

ity has been identified (average VIF is 1.12). By observing the spatial distribution

of residuals of models Tw2 and Tw4, we did not find evidence of spatial clustering

through local Moran’s I.

Based on Model Tw2, a one percent increase in the population aged 30–44 is

linked to an increase the number of tweets produced in the MSOA of about 9%.

Similarly, a ten percent increase in house prices is linked to an increase the num-

ber of tweets in the MSOA of about 9%. Based on Model Tw4, other things being

equal, a one percent increase in the population with level 4 qualifications or above is

linked to an increase the number of tweets of about 4%, and a one percent increase

in households composed by couples with dependent children is linked to a decrease

the number of tweets of about 6%.

4.3 Wikipedia Models

After having assessed the distribution of tweets, we proceed to observe possible

explanatory factors of the presence of Wikipedia articles in a given MSOA in Lon-

don. For the statistical modelling, we excluded the 3% of MSOAs that do not con-

tain any Wikipedia article. We generated two regression models, Model Wk1 and

Model Wk2, which are robust and fit (see Table 3). The residuals of Model Wk1

are normally distributed (Shapiro-Wilk test, W = 1, p = 0.219), and satisfy the

homoscedasticity assumption (Breusch-Pagan test, BP = 5.05, p = 0.168). The

errors are independent (Durbin-Watson test, DW = 1.89, p = 0.088), and no mul-

ticollinearity has been identified (average VIF is 1.08). The independent variables

account for 44% of the variation in the number of Wikipedia articles, when aggre-

gated by MSOA.

Similarly, the residuals of Model Wk2 are normally-distributed residuals (W = 1,

p = 0.158), and satisfy the homoscedasticity assumption (BP = 3.52, p = 0.318),

In this model too, the errors appear to be independent (DW = 1.86, p = 0.04), and

no multicollinearity has been identified (average VIF is 1.21). The independent vari-

ables account for 45% of the variation in the number of tweets, when aggregated by

MSOA. As for the models presented in the previous section, the spatial distribution

of residuals shows no sign of spatial clustering.

Based on Model Wk1, other things being equal, a one percent increase in the

population aged 30 to 44 is linked to an increase the number of Wikipedia articles in

the MSOA of about 2%. Similarly, a ten percent increase in house prices is linked to

an increase the number of Wikipedia articles in the MSOA of about 8%. Based on

Model Wk2, other things being equal, a one percent increase in the population with

level 4 qualifications or above is linked to an increase the number of Wikipedia arti-

cles in the MSOA of about 3%, and a one percent increase in households composed
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Table 3 Linear regression models to explain the spatial variation in the 22,411 Wikipedia articles

over 983 MSOAs in Greater London. Two models were devised (standard errors between parenthe-

ses, significance levels:
∗p < 0.1;

∗∗p < 0.05;
∗∗∗p < 0.01)

Dependent variable:

Number of Wikipedia articles [ihs]

(Wk1) (Wk2)

Workday pop. [log] 1.344
∗∗∗

(0.062)

1.312
∗∗∗

(0.065)

Age 30–44 (%) 0.023
∗∗∗

(0.007)

House price [ihs] 0.822
∗∗∗

(0.071)

Qual. 4+ (%) 0.029
∗∗∗

(0.003)

Couple w/child. (%) −0.018
∗∗∗

(0.006)

Constant −20.522
∗∗∗

(1.012)

−9.265
∗∗∗

(0.633)

Observations 951 951

R
2

0.445 0.452

Adjusted R
2

0.443 0.450

Res. Std. Error (df = 947) 0.844 0.838

F Statistic 252.669
∗∗∗

(df = 3; 947)

260.448
∗∗∗

(df = 3; 947)

by couples with dependent child is linked to a decrease the number of Wikipedia

articles in the MSOA of about 2%.

4.4 Comparison Between Twitter and Wikipedia

The geographies of place representation that we analysed above can be directly com-

pared. For this purpose, we created a model using the number of Twitter posts as the

dependent variable and the number of Wikipedia article, to observe to what extent

they converge, and where they differ. As this is a simple regression, the choice of

either variable as dependent or independent does not affect the outcome of the anal-

ysis, and thus it was made arbitrarily Model Tw-Wk is fit and mostly robust. The

residuals normally distributed (Shapiro-Wilk test, W = 1, p = 0.649), and satisfy

the homoscedasticity assumption (Breusch-Pagan test, BP = 4.7, p = 0.03). The

errors appear to be slightly positively correlated, but this is not a cause for concern

(Durbin-Watson test, DW = 1.34, p < 0.001). Overall, the variability in the num-
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Fig. 6 Distribution of residuals for Model Tw-Wk, which relates Twitter and Wikipedia data. Blue

areas have more tweets than expected based on the Wikipedia distribution, while red areas display

lower Twitter density compared to Wikipedia

ber of Wikipedia articles accounts for 49% of the variation in the number of tweets,

when aggregated at the MSOA level.

Based on Model Tw-Wk, other things being equal, a ten percent increase in the

number of Wikipedia articles is linked to an increase in the number of tweets pro-

duced in the MSOA of about 8%. Indeed, these are not to be interpreted as causal

relationships. For this model, the map in Fig. 6 shows the spatial distribution of resid-

uals. Unlike the previous models, this map shows some clustering in Central Lon-

don and Heathrow Airport, where Twitter activity is higher than expected based on

Wikipedia content, whilst the outskirts exhibit lower tweet density (see Table 4).
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Table 4 Linear regression model Tw-Wk, which relates Twitter and Wikipedia data, over MSOAs

in Greater London (standard errors between parentheses, significance levels:
∗p < 0.1;

∗∗p < 0.05;
∗∗∗p < 0.01)

Dependent variable

Number of tweets [ihs]

Number of Wikipedia articles [ihs] 0.778
∗∗∗

(0.026)

Constant 4.562
∗∗∗

(0.082)

Observations 951

R
2

0.490

Adjusted R
2

0.490

Res. Std. Error 0.896 (df = 949)

F Statistic 913.117
∗∗∗

(df = 1; 949)

5 Discussion

The exploratory and explanatory analyses discussed above highlight a number of

aspects of the information geographies of Twitter and Wikipedia at the urban scale.

Overall, the explanatory analyses in Sect. 4 confirm our general hypothesis based on

the literature and the exploratory analysis. Crowdsourced information generated in

Greater London exhibits a significant bias towards areas characterized by a wealthier,

younger, and higher-qualified population (Crampton et al. 2013).

All models exhibit similar explanatory power, but the variability of content in

both Twitter and Wikipedia seems to be more closely liked to level of education

and average house prices, when aggregated at the MSOA level. At the same time,

the standardized estimates presented in Table 5 suggest that the presence of pop-

ulation has a stronger influence on Wikipedia content than on Twitter, while both

the percentage of people aged 30–44 and households composed by couples with

Table 5 Standardized beta estimates (𝛽 values) for the models Tw2, Tw4, Wk1, and Wk2, useful

to evaluate the explanatory weight of independent variables

Dependent variable Models

Tw2 Tw4 Wk1 Wk2

Workday pop. [log] 0.397 0.375 0.529 0.516
Age 30–44 (%) 0.391 0.087
House price [ihs] 0.337 0.293
Qual. 4+ (%) 0.455 0.301
Couple w/child. −0.314 −0.083
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dependent children have a stronger influence (positive and negative, respectively) on

Twitter content. By contrast, house prices exert a strong influence on the presence

of Wikipedia content. This might be linked to the tendency in Wikipedia content to

document landmarks, heritage sites, and notable buildings, which tend to correspond

to high property value.

The level of education seems to be a crucial factor for both datasets, suggesting

that low-education level, indeed, constitute a barrier to accessing these platforms

and take part in the digital production. Yet, our models highlight that Twitter and

Wikipedia do not share the same geography. The fact of being different platforms

used for different purposes is reflected in their informational geographies and in the

way they over- and under-represent places. In particular, our comparison of geo-

located tweets and Wikipedia articles indicate how the former is shaped more by the

presence of population with given characteristics, while the latter by notable urban

features.

However, these findings must be qualified: The proposed regression models are

robust, but account for about 44–55% of the variability, suggesting that much of the

variation is not captured by socio-demographic variables alone. More explanatory

factors, such as tourism-related activities and amenities, must be included to bet-

ter capture the place representation outcomes. Interestingly, while most explanatory

variables we considered bear some relationships with both crowdsourced datasets,

the ethnic composition of each MSOA does not exhibit a link to neither. This

could be related to the comparatively low level of residential segregation in the UK

(Johnston et al. 2007).

This study contributes to the deeper and paramount issue of representativeness in

crowdsourced, “big data” sources. As Blank (2016) argues, Twitter users are gener-

ally younger and wealthier than the rest of the population, and do not strictly repre-

sent any demographic group. Therefore, Twitter users cannot be used to corroborate

claims about society at large. For this reason, knowing the platform biases is impor-

tant to inform researchers about what they can and, most cogently, cannot expect

from such data. In a similar spirit, we argue that the information geographies we

investigate in this study are unique and—strictly speaking—only representative of

themselves. Hence, studying their socio-demographic biases is key to support their

effective usage in research.

6 Conclusions

In this article, we investigated the information geographies of two well-known

crowdsourced data sources, Twitter and Wikipedia, observing their place represen-

tation in Greater London. A set of 1.6M geo-referenced tweets and about 22,000

Wikipedia articles located in Greater London was studied with respect to socio-

economic variables. MSOAs were selected as the spatial unit of analysis, allowing

for a granular analysis of the spatial variation in both tweets and articles. Linear

regressions revealed that about half of the variability can be explained through vari-
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abilities in the level of education of residents, share of population aged group 30–44,

and property prices. These factors explain half of the variability, while the other half

remains unknown, calling for further work.

This study focussed only on one city. A comparative approach with other cities,

in the UK and elsewhere, is necessary to observe the geographical variation in the

relationships that between place and its information. Moreover, our models need

to include land use and tourism data in order to capture the role of urban function

and mass travel, prominent in many data-rich areas in central London. In the early

stages of this analysis, we used an Output Area Classification (OAC) as a compact

description of the demographic structure of the city (Singleton and Longley 2015),

and we plan to conduct further quantitative analysis, exploring patterns beyond what

is visible. Furthermore, we intend to explore the spatial clustering of the residuals

in Fig. 6. Geographically weighted regressions (GWR) might provide more detailed

explanations of the relationship between Twitter and Wikipedia. Characteristics of

the built environment, such as building density and presence of other urban features,

are likely to provide good independent variables for the analysis.

As future work, more comparative analyses between urban information geogra-

phies are needed to reveal the socio-spatial structure of these data sources. To refine

these models beyond simple Census variables, more interaction between GIScience

and quantitative human geography is needed. Charting the factors that shape these

geographies and their place representation can produce insights about the real value,

limits, and uncertainty when using such informational assets for research and knowl-

edge extraction. In a context where the problematic use of unrepresentative data is

widespread (Bowker 2014), more research is needed to devise analytical techniques

to reduce the spatial and social biases embedded in all emergent, online datasets.

Acknowledgements The demographic data used in this work have been provided by the Greater

London Authority and Nomis under the Open Government Licence v2.0. The content analysed

in this article was produced by Twitter users and Wikipedia contributors, and obtained through

the web services by Twitter, Inc. and Wikimedia Foundation, Inc., under the respective licences.

The maps contain data from CDRC LOAC Geodata Pack by the ESRC Consumer Data Research

Centre; National Statistics data Crown copyright and database right 2015; Ordnance Survey data

Crown copyright and database right 2015.

References

Acheson E, De Sabbata S, Purves RS (2017) A quantitative analysis of global gazetteers: patterns

of coverage for common feature types. Comput Environ Urban Syst 64:309–320

Antoniou V, Morley J, Haklay M (2010) Web 2.0 Geotagged Photos: assessing the spatial dimension

of the phenomenon. Geomatica 64(1):99–110

Ballatore A, Graham M, Sen S (2017) Digital hegemonies: the localness of search engine results.

Ann Am Assoc Geogr 107(5):1194–1215

Ballatore A, Mooney P (2015) Conceptualising the geographic world: the dimensions of negotiation

in crowdsourced cartography. Int J Geogr Inf Sci 29(12):2310–2327



Charting the Geographies of Crowdsourced Information in Greater London 167

Bittner C (2017) Diversity in volunteered geographic information: comparing OpenStreetMap and

wikimapia in Jerusalem. Geo J 82(5):887–906

Blank G (2016) The digital divide among twitter users and its implications for social research. Soc

Sci Comput Rev 679–697

Blank G, Lutz C (2017) Representativeness of social media in great britain: investigating Facebook,

Linkedin, Twitter, Pinterest, Google+, and Instagram. Am Behav Sci 61:741–756

Bowker GC (2014) Emerging configurations of knowledge expression. In: Gillespie T, Boczkowski

PJ, Foot KA (eds) Media technologies: essays on communication, materiality, and society. MIT

Press, Boston, MA, pp 99–118

Burbidge JB, Magee L, Robb AL (1988) Alternative transformations to handle extreme values of

the dependent variable. J Am Stat Assoc 83(401):123–127

Crampton JW, Graham M, Poorthuis A, Shelton T, Stephens M, Wilson MW, Zook M (2013)

Beyond the geotag: situating ‘big data’ and leveraging the potential of the GeoWeb. Cartogr

Geogr Inf Sci 40(2):130–139

Earle P, Guy M, Buckmaster R, Ostrum C, Horvath S, Vaughan A (2010) OMG earthquake! Can

Twitter improve earthquake response? Seismol Res Lett 81(2):246–251

Graham M, De Sabbata S, Zook MA (2015) Towards a study of information geographies:

(im)mutable augmentations and a mapping of the geographies of information. Geo Geogr Env-

iron 2(1):88–105

Graham M, Straumann RK, Hogan B (2015b) Digital divisions of labor and informational mag-

netism: mapping participation in wikipedia. Ann Assoc Am Geogr 105(6):1158–1178

Hahmann S, Purves RS, Burghardt D (2014) Twitter location (sometimes) matters: exploring the

relationship between georeferenced tweet content and nearby feature classes. J Spat Inf Sci

2014(9):1–36

Halfaker A, Geiger RS, Morgan JT, Riedl J (2013) The rise and decline of an open collaboration

system: how wikipedia’s reaction to popularity is causing its decline. Am Behav Sci 57(5):664–

688

Hecht B, Stephens M (2014) A tale of cities: urban biases in volunteered geographic information.

In: Proceedings of the eighth international AAAI conference on weblogs and social media, pp

197–205

Hill BM, Shaw A (2013) The Wikipedia gender gap revisited: characterizing survey response bias

with propensity score estimation. PloS one 8(6):e65782

Johnson IL, Lin Y, Li TJ-J, Hall A, Halfaker A, Schöning J, Hecht B (2016) Not at home on the

range: peer production and the urban/rural divide. In Proceedings of the 2016 CHI Conference

on Human Factors in Computing Systems—CHI ’16, pp 13–25

Johnston R, Poulsen M, Forrest J (2007) The geography of ethnic residential segregation: a com-

parative study of five countries. Ann Assoc of Am Geogr 97(4):713–738

Lansley G, Longley PA (2016) The geography of Twitter topics in London. Comput Environ Urban

Syst 58:85–96

Li L, Goodchild MF, Xu B (2013) Spatial, temporal, and socioeconomic patterns in the use of

Twitter and Flickr. Cartogr Geogr Inf Sci 40(2):61–77

Longley PA, Adnan M (2016) Geo-temporal Twitter demographics. Int J Geogr Inf Sci 30(2):369–

389

Mashhadi A, Quattrone G, Capra L (2015) The impact of society on volunteered geographic infor-

mation: the case of OpenStreetMap. In: Jokar Arsanjani J, Zipf A, Mooney P, Helbich M (eds)

OpenStreetMap in GIScience. Springer, Berlin, pp 125–141

Pence KM (2006) The role of wealth transformations: an application to estimating the effect of tax

incentives on saving. BE J Econ Anal Policy 5(1)

Quercia D, Capra L, Crowcroft J (2012) The social world of Twitter: topics, geography, and emo-

tions. In International Conference on Web and Social Media, ICWSM. AAAI Press, Palo Alto,

CA, pp 298–305



168 A. Ballatore and S. De Sabbata

See L, Mooney P, Foody G, Bastin L, Comber A, Estima J, Fritz S, Kerle N, Jiang B, Laakso M

et al (2016) Crowdsourcing, citizen science or volunteered geographic information? The current

state of crowdsourced geographic information. ISPRS Int J Geo-Inf 5(5):55

Shaw J, Graham M (eds) (2017) Our digital rights to the city. Meatspace Press, Oxford, UK

Singleton AD, Longley P (2015) The internal structure of Greater London: a comparison of national

and regional geodemographic models. Geo Geogr Environ 2(1):69–87

Sloan L, Morgan J (2015) Who tweets with their location? Understanding the relationship between

demographic characteristics and the use of geoservices and geotagging on Twitter. PloS one

10(11):e0142209

Stephany F, Braesemann F (2017) An exploration of wikipedia data as a measure of regional knowl-

edge distribution. In Social Informatics: 9th International Conference, SocInfo 2017, Oxford,

UK. Springer, Berlin, pp 31–40

Sui DZ, Elwood S, Goodchild M (eds) (2012) Crowdsourcing geographic knowledge: volunteered

geographic information (VGI) in theory and practice. Springer, Berlin

Zagheni E, Garimella V, Weber I (2014) Inferring international and internal migration patterns from

Twitter data. In World Wide Web 2014 Companion. ACM, New York, pp 439–444

Zook M, Poorthuis A (2014) Offline brews and online views: exploring the geography of beer

tweets. In: Patterson M, Hoalst-Pullen N (eds) The geography of beer. Springer, Berlin, pp 201–

209



Supporting the Monitoring of Cheetahs
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Abstract The cheetah (Acinonyx jubatus) is Africa’s most endangered large felid.
In Kenya, cheetahs are extirpated from 25% of their historic range with 75% of the
population residing outside protected areas. Action for Cheetahs in Kenya
(ACK) endeavours to understand cheetah ecology and threats in human-dominated
landscapes. The NGO is a suitable candidate for benefitting from the development
and deployment of mobile map apps on smartphones to support the monitoring of
species, also by so-called citizen scientists. The apps enable a digital workflow of
data collection, transfer and analysis. This paper describes the process of devel-
oping custom mobile map apps from the conceptualizing of a system from data
collection to data storage. We discuss the implementation as well as on the ground
testing which included a usability study. The software environment from Esri’s
platform tools were used but aiming at a low-cost solution which supports both
secure monitoring in the field and the management of sensitive data. Due to
hardware constraints the implemented system cannot be considered a state-of-the
art version, but for ACK it is a big step towards digital data collection by means of
an app family and data management in a database. A Web frontend allows for input
on cheetah sightings also from outside the organization and serves the purpose of
visualizing observation efforts for potential donors. While software development
took place mainly in Germany, the usability study following the installation of the
mobile app monitoring system targeted twelve ACK staff members on the ground in
Kenya. Before the testing the users expected faster and less work in particular in the
field and an easier reporting to office staff and streamlined data collection. After
testing the mobile apps or the data management routines, answers shifted to
pointing out benefits of faster data transfer and in-time data access. The evaluation
provided valuable insights in the needs for reaching a routine level and high quality
data recording and management.
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1 Introduction

The cheetah (Acinonyx jubatus) is not only Africa’s most endangered large felid
(Durant 2004), but one of the most wide-ranging carnivore species. There are
currently an estimated 7,100 individuals found in 9% of its historical distributional
range across Africa and southwestern Asia (Durant et al. 2015). The largest
meta-populations occur in Eastern and Southern Africa, where Kenya with 1,200–
1,400 individuals (Durant et al. 2017) is critical as the connection between two
genetic subspecies. In Kenya, cheetahs are extirpated from 25% of their historic
range with 75% of the population residing outside protected areas (Kenya Wildlife
Service 2010). Threats are increasingly persistent (cp. Andresen et al. 2014; Durant
et al. 2017) decreasing viable connectivity between protected and unprotected areas
(Kenya Wildlife Service 2010). Durant et al. (2017) urge the International Union
for Conservation of Nature (IUCN) to up-list the cheetah from Vulnerable to
Endangered on the Red List which requires conservation researchers to collect more
information on cheetah ecology and threats in human-dominated and highly frag-
mented landscapes.

Action for Cheetahs in Kenya (ACK) is a non-profit organization (NGO) fo-
cused on cheetah research expanding across the marginal areas of cheetah popu-
lations. ACK’s community outreach activities mitigate human-wildlife conflicts and
promote environmental care for maintaining connectivity between cheetah popu-
lations. In two focus areas ACK has been repeatedly collecting standardized
monitoring data (cp. Bunce et al. 2008) since 2005 and 2010 (Wambua 2008),
respectively. Between 2004 and 2007, ACK conducted the first Kenya-wide
cheetah survey. Data collection during the rapid-survey was achieved by filling
printed forms (Mutoro et al. 2016) and digitizing at a later point using spreadsheet
tables. While ACK analyzed the impact of human factors on range-wide cheetah
presence, Kuloba (2011) used environmental predictors for a Kenyan wide mod-
elling, and Masseloux et al. (in press) tested occupancy modelling methods. The
results on cheetah distribution in Kenya and critical areas augment regional and
national strategic planning for cheetahs (Mutoro et al. 2016). Currently ACK is
initiating a second national cheetah survey for Kenya that will use improved
methods.

The higher GNSS (global navigation satellite system) signal accuracy due to
deactivating the selective availability in combination with advancements in hand-
held computers allowed for a digital, spatially-referenced monitoring in the field
since the beginning of the new millennium (cp. Haklay 2013). However, only the
widespread use of tablets and smartphones triggered the development and
deployment of mobile map apps supporting the monitoring of species (cp. Jepson
and Ladle 2015). In this context, participatory sensing refers to data collection using
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the modern mobile phones as scientific instruments (Mousa et al. 2015). Benefits of
Internet connectivity and the availability of sensors—including the GNSS receiver
(commonly termed GPS)—allow for the acquisition and sharing of geospatial
contents by anyone (Brovelli et al. 2016), the capability to send valuable supple-
mentary information like high-quality photographs or descriptions (Saag et al.
2010), and the uploading of data to an online database in real-time or with a short
time lag if offline, thus avoiding errors in data transcription or loss of data forms
(Adriaens et al. 2015). A map interface can support orientation in the field as well as
georeferenced data entry if objects are not accessible or the GNSS signal is limited
(Brovelli et al. 2016). Small conservation organizations like ACK can benefit from
this development enabling a digital workflow with accelerated and more efficient
data collection, transfer and analysis (cp. Mihanyar et al. 2016).

Applications that have the capabilities to be understood and operated in a rel-
atively simple way—referring here to monitoring data and coordinated participants
—by using mobile applications, are suitable for what is called ‘citizen science’,
where volunteers contribute to scientific projects in various ways (Newman et al.
2016). Citizen science supports nature conservation (e.g. Forrester et al. 2017;
Ellwood et al. 2017) and has recently been used as a tool in cheetah conservation
(van der Meer et al. 2017). The largest motivations for people to engage in citizen
science projects are to learn more about topics of their personal interests and to help
to conserve nature both locally and on a global scale (Ott 2015). There are also
portals for communities with discussion forums (e.g. iNaturalists.org) which can act
as a first step towards quality data contributions to citizen science projects.
Established portals provide the chance to start a project for species monitoring
where volunteers can provide basic information on the sighting and its location and
upload a photo for verification. In citizen science, concerns exist about the data
quality (see Burgess et al. 2017) but it can be argued that reliability depends on
training opportunities for the volunteers (Ellwood et al. 2017; Forrester et al. 2017).
Citizen science does not necessarily need to target the general public (cp. Forrester
et al. 2017), as in the case where ACK field scouts cannot be considered profes-
sional scientists and are trained to collect specific data within the community study
scope.

During the first national cheetah survey in Kenya, ACK faced several challenges
with data collection and entry: the data forms had to be distributed and collected
from the field, it took hours to enter (digitize) the data, it was cumbersome to
identify errors, and the process was error prone and slow in creating final reports.
During the second national cheetah survey, the aim is a state-of-the-art usage of GIS
tools not only in all stages of planning and field data collection, but also when
generating geospatial data, and in occupancy and gene flow modelling (Mutoro
et al. 2016), to produce scientifically sound knowledge. “Going digital” in this case
refers to paperless data collection with the ability to collect, record, manage and
store the data efficiently. It includes harmonizing the myriad of the regularly used
forms on patrols, transects, or in interviews for cheetah monitoring and national
survey studies to gain consistent data, improved usability, and standardized
workflows.
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Informed conservation management for the cheetah requires reliable status
assessments and inferences on their ability to survive in human-influenced land-
scapes. Some of the challenges of field work include the ability to record data
efficiently. To further develop the data collection protocol of ACK this paper
demonstrates the process of developing custom mobile map apps for transitioning
from collecting data with paper forms to digital data collection via smartphones
covering the conceptualizing of a system from data collection to data storage, its
implementation as well as its testing on the ground which included an evaluation of
how the developed tools can support and are received by the end users.

2 Methods

2.1 Study Area and Data Collection

Figure 1 shows Kenya with its cheetah distribution ranges and the location of the
two study sites of ACK: ‘Salama’ and ‘Samburu’. ‘Salama’ has experienced a
severe decline in cheetahs, while ‘Samburu’ has one of the largest cheetah densities
in Kenya (Durant et al. 2017). At the two sites, data is collected using sightings or
tracks of cheetah and other wildlife during patrols (any 6 km, 2–5 days per week),
or as predefined transects on a designated day/time (1 per week). In addition, scat of
cheetahs is collected by field scouts and detection dog teams and subsequently
analysed at a laboratory to determine individual DNA and relationships of the
different cheetah populations within the country.

Field scouts also conduct interviews with local community members about their
experiences with predators, especially focusing on human-wildlife conflicts. Outside
of the regular study sites, national surveys combine the various methods of transect
surveys and community interviews to collect range-wide data on cheetah presence,
prey availability and threats to cheetah survival based on a 20 km × 20 km sam-
pling grid. In addition, any data that is collected by field teams or citizen science
participants on a national scale enhances geodatasets on cheetah presence or human
development features.

2.2 Conceptualizing a State-of-the-Art Solution

The development environment for Esri’s ArcGIS software platform was selected for
this project (based on Jedersberger 2017). AppStudio for ArcGIS allows the user to
create mobile apps with GIS functionalities by means of the Qt framework and its
mark-up language QML. JavaScript codes can also be included to provide spe-
cialized functionality. AppStudio offers a do-it-yourself tool for developing
cross-platform mapping apps, facilitated through out-of-the-box templates. The here
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described native apps are based on the Quick Report template. However, editing and
modifications are required due to limitations of mere app configuration. AppStudio
Player is used for testing the apps on various platforms (here different Android
versions) and device models (smartphones brands). ArcGIS Online was selected for
transferring the data recorded in the field to the database and compiling the actual
apps for testing and operation in the field.

For conceptualizing a mobile mapping system for ACK (Fig. 2) three distinct
user groups were envisaged: ACK field staff (i.e. scouts for monitoring wildlife and
conducting interviews), ACK office staff (training and supervising the scouts,

0 100 km

Cheetah 
Ranges

Protected Areas

Resident

Extirpated

Possible

Connected

Unknown

Fig. 1 Kenya with its cheetah distribution ranges overlaid by the sampling grid and the location
of the two ACK study sites ‘Salama’ and ‘Samburu’
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responsible for data maintenance and analysis), and external users (contributing
data on cheetah sightings).

For ACK’s field work three apps are required: The app on ‘Wildlife Monitoring’
accommodates the monitoring of cheetahs and other predators (including tracks and
scat) as well as prey animals during routine patrols. The app on ‘Interviews’ records
interviews by ACK with the local population, i.e. when communicating about
human-wildlife conflict and at meetings and events. The third ‘National Survey’
app contains functionalities of the other two apps plus additional details to support
range-wide species distribution modelling. Each app consists of several forms: The
monitoring app covers four forms for walking transects, wildlife patrols, driving
transects and one related to mortalities caused by e.g. poachers. The interview app
offers three forms on conflict, on mitigation and for meetings. The national survey
app includes one interview and six monitoring forms to aid in mapping of biotic and
abiotic influences of the cheetah ecosystem.

App development aims to harmonize workflow, which allows the reuse of
coding scripts. A map for displaying the location of the collected data offers two
basemaps, a map with topographic features and satellite imagery. It is also possible
to work offline to accommodate scarce network connection in the field. All data
requires an associated location which uses both GNSS signals for documenting
location directly, and also pinpointing on the map where poor GNSS signal is an
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- Map:
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Fig. 2 Conceptualized mobile app monitoring system for supporting the cheetah monitoring work
of ACK
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issue. The smart device’s camera is used to document sightings, and, in case of the
national survey app voice recordings are able to be stored for later analysis.

As the operation of ACK is depending on donors, a low-cost solution is needed
to support both a secure monitoring in the field and the management of sensitive
data. For the collected data a free object-relational database was designed to run on
a server. The data collected by an app is uploaded to the cloud (ArcGIS Online)
when the smartphone is online and subsequently deleted from the app’s local
database. A backend routine based on a Python script was designed for managing
the data transfer and import from ArcGIS Online to the new database.

A public Web frontend will allow data entry on cheetah sightings by external
users and enable the public to view selected monitoring efforts. By publishing
selected photographs including annotations it can be used to inform and attract
donors. The set-up of a customized internal WebGIS would serve ACK office staff
by customizing additional functionality to support and work with the new moni-
toring suite of tools.

2.3 Challenges Encountered During Implementation

Software development followed the waterfall model (Royce 1970) due to the fact,
that most of the development was achieved in Germany, while installation of the
tools and a usability study took place in Kenya (Fig. 3).

During the proof-of-concept it became apparent, that the intended concept could
not be realized due to various reasons: A complete data transfer including the
recorded photographs via Python script to the database would have required sub-
stantially more programming or an ArcGIS Server license, the latter currently not
being available at ACK. Therefore, Esri’s File Geodatabase was used locally on a
standard computer, also because a suitable server machine was lacking. Further,

Coding

Programming & Usability 
study

Program
design

Functionality
testing

Installtion

Operation

Analysis

Proof of 
concept

system 
requirements

Concept

software
requirements

mainly in Germany

mainly in Kenya

Fig. 3 Workflow of the chosen software development approach for making a mobile app
monitoring system available for supporting the cheetah monitoring work of ACK
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the frontend will need to be included in a rather restrictive content-based man-
agement system of an external service provider. This server cannot host for free
large files like the tile packages. Therefore, it was opted to utilize ArcGIS Online
for the Web frontend’s map display (via OpenLayers) and photo upload (via
JavaScript API for ArcGIS). The individually required tile packages need to be
distributed together with the apps. The idea of the mobile apps’ sightings map was
dropped due to the need of extra programming efforts for not only showing current
but also older sightings, i.e. those having been uploaded already and thus being
locally deleted. Otherwise the scouts could fear that they would have lost data. Due
to technical issues with the asynchronous functioning of JavaScript in conjunction
with the used Qt runtime version, no automatic data upload will be available.
Instead the user has to manually start the feature service layer uploads one after the
other. Of advantage is here, that the user can decide on the time of upload.

2.4 Testing and Usability Study

For verification of the programming codes black-box and white-box testing were
performed and single module, module integration and environment integration were
tested (Franz 2014). Although the mobile apps were tested on site in Kenya, the
overall success of the implementation was surveyed via a usability study at ACK
study sites. The questionnaire evaluated the applications’ user friendliness and
gathered feedback for further improvements.

A usable software requires a good user experience (UX) which is tied to the
users’ expectations in regard to the functionalities and depends on the user interface
(UI) design (Hsu et al. 2017). The use of qualitative methods is appropriate when
the sample size is small and can ask for detailed statements (Brosius et al. 2016).
The usability study used semi-structured interviews that allow for spontaneous
questions to trigger more in-depth answers (Aeppli et al. 2014). 33 research
questions with a phrased hypothesis for each resulted in 39 questions (indicators)
with up to four items. Most often two items were covered, the first using a rating
scale (polar or Likert-scale) and the second being open thus acting as control
question. The interviews were integrated into members’ work, e.g. accompanying
them during field work. The interviewer was the developer, sometimes accompa-
nied by a translator, i.e. an ACK office staff member who had been interviewed
before. Of the 12 interviewees, four represented ACK office staff, the other eight
were ACK field staff. Seven interviewees were males, and five were females, with
half falling into the senior youth age class (26–35 years) and the majority of the
others being above the age of 45. 25% of the interviewees had only primary
education, 75% finished high school education, of which six had university degrees
and two had an ‘alien’ professional background. Only four out of 39 questions
seemed not to have been fully understood. Figure 4 provides the structure of the
testing procedure that was followed with in total four interview parts dedicated to
different user groups and interleaved by tool testing phases.
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3 Results

3.1 Realized Set-up of the Mobile App Monitoring System

Figure 5 shows the realized mobile app monitoring system set-up. It covers the
three mobile apps with the interview app now also including a map display. The
custom map tiles have to be delivered to the app users using an external device.

Interview I
Introductory text on purposes of the interview and anonymity

● Socio-demographics of users
● Users‘ background knowledge

● Expectations towards app usage for data collection

Realistic data collection
Supervised by interviewer for additional observations

Interview II
● About getting started
●
● General functionality

● Expectations towards app usage for data collection

Testing of  data management 
routines and Web frontend

Supervised by interviewer for 
additional observations

Interview IV
●
    tools/routines

Interview III
● Overall expectations for the 
    additional tools  

Fig. 4 Usability study procedure of interleaving interview questions and actual testing phases
depending on the targeted user group
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ArcGIS Online is utilized as the server. Data upload to the cloud has to be triggered
by the user (see Sect. 2.3 above). An ArcPy/Python script allows for downloading
field data recordings into the geodatabase which is accessed and maintained on an
ACK computer. The Web frontend accommodates the citizen science component of
informing ACK about cheetah sightings and of visualizing monitoring success
where ACK considers it helpful. The additional WebGIS functionality has not yet
been implemented.

In regard to the functionalities included in the developed mobile apps, Table 1
provides an overview. The functionalities are mainly related to the offline map, the
capability to record photographs, to handle additional textual messages and
explanations, to write data records to the memory, to save them in a local database
and to upload them for cloud storage. The table reveals what functionality was
easily coded, while pointing to those features that required more or sometimes
substantial additional coding efforts. The efforts included the accommodation of
different devices (despite AppStudio’s claim of being platform independent), the
uploading of audio files similar to the method of uploading photographs, a higher
versatility in regard to input options via forms, the length of the input forms
covering up to 16 pages as well as the complex app structures with several input
forms and differing functionality. Furthermore, the upload to the cloud happens not
per observation but per feature service layer due to the complexity of the moni-
toring or interview schemes.

In Fig. 6 a screenshot each of the monitoring apps’ mobile map and the Web
frontend is presented. The apps’ map reveals deficiencies in regard to the matching
of line features, which is due to their various external sources. However,

AppStudio for ArcGIS

AppStudio for ArcGIS
AppStudio for ArcGIS

Data + 
PhotosPrivate Devices

- Smartphone/Tablet
- Camera (possibly with GPS)
- Desktop computer

Monitoring App

JavaScript, OpenLayers

      File GDB

Walking Transect
Wildlife Patrol
Driving Transect
Snare Death Form
Scat Collection

Public Web Frontend

Data upload if online Data upload if online

Data upload if online

Interview App

National Survey App

Local GDB
Smartphone Local GDB

Smartphone

Local GDB
Smartphone

Data + 
Photos

Data + Photo
upload

Selected data and 
photos for displaying

- Map:
   - basemaps
   - selected data display (Cheetahs)

- Photo upload

Mitigation Form
Meeting Form

Interview
Monitoring
- Animals
- Settlements
- Waterpoints
- Humans
- Livestock
- Scat Collection

Data + 
Photos

Database update 
script (Python)

ArcGIS Online
(cloud)

ACK Database
- Features
   - Monitoring
   - Interview
   - National Survey
   - Web Frontend

Fig. 5 Implemented mobile app monitoring system for supporting the cheetah monitoring work
of ACK
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Table 1 Functionalities implemented in the developed mobile apps, pointing here to additionally
required coding efforts

App
functionality

Implemented functionalities Additional programming efforts
required for

Offline map Loading as raster tile package Use of different device models and
operating system versions

User centered display and dynamic
zoom
Switching between topographic
feature map and VHR satellite
imagery
Static legend and dynamic scale bar Newly developed due to problem

with QML scale bar object
Pinpointing location by moving the
map

Storing GNSS coordinates in
addition

Taking
photograph or
audio file

Via device camera or from file
system

Modification to also access audio
files

Dynamic input
form

Data entry via dynamic input forms Flexibility in order to support radio
buttons, checkboxes and dynamic
page structures

Navigation between consecutive
pages

Several pages per input form

Input restrictions, default values,
mandatory fields

Responsive
design

Working with dimensions relative
to the screen size

(QML-type display scale factor not
working correctly, doing without)

User
communication

Messages: warning for not losing
data, mandatory fields still to be
filled, data in local database still in
need of uploading, upload is
completed

Checking conditions and offering
options for required actions

Providing information pages and
about pages

Storing data in
temporary
memory

Supporting several feature service
layers (one per input form)

Complex app structures with
several input forms plus differing in
functionalities

Checking pages for last edits before
storing in the local database

Saving data in
local database

Writing data from temporary
memory to the database tables

Uploading data
to ArcGIS
Online

Offering upload possibility when
online: a button per feature service
layer, to be triggered manually

Not per observation, but per feature
service layer for avoiding data loss
due to asynchronous JavaScript
and in regard to attached files
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free geodata of a higher quality is currently not available in Kenya. The Web
frontend is not yet publicly accessible and there is still potential to enhance its
graphical appearance.

3.2 Outcomes of the Usability Study

Table 2 summarizes the relevant outcomes of the usability study and their inter-
pretation. In regard to background knowledge, the users judged their knowledge on
mobile device experience, usage of maps (in general and on smartphones) and their
familiarity with monitoring apps higher than expected. Reasons for that might be
the overall higher education level of ACK staff plus the ACK training including the
prior use of the iNaturalist platform. However, there was almost no experience with
interpreting satellite imagery.

The concept of CloudGIS and cloud storage was only known to about half of the
interviewees, who had not necessarily a clear idea about it. The expectations that
the new apps would simplify the data collection process were high. After having
tested and used a mobile app for one to four hours, the feedback on getting started
and the general process flow was positive. This was expected as the mobile apps are
closely based on the paper forms. The answers related to specific functionalities
provided a more mixed picture: Users stated that they felt comfortable pinpointing
positions, which is in contradiction to an uncertainty they felt about the usefulness
of the basemap contents. Most of the other functionality seemed to be understood,
apart from the data upload to the cloud. After a maximum of half a day of using the
app, users were unable to remember the displayed messages. When being asked if
all acted as expected and for elements distracting from the actual work, the inter-
viewees pointed out general technical issues encountered. On repetition of the
expectation question, still nine of the earlier eleven respondents judged the data
recording process to be much easier, however, the reasons changed and provided a
more realistic perception (see Sect. 4 Discussion).

Fig. 6 Screenshots of the monitoring apps’ mobile map (plus a photo from app use in the field)
and the public Web frontend
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Table 2 Outcomes of the usability study testing the developed mobile app monitoring system

Construct
(Topic)

Relevant
outcomes

Hypoth.
confirm.

Interpretation Impact on tool
use

Checked before using the mobile apps
User
background
knowledge

Confident in
regard to
experience with
mobile devices;
the majority
using it already
for monitoring
(iNaturalist)

x Due to efforts/
support by ACK
(using iNaturalist for
transition)

Will add to
likelihood of
sustainable app
usage

Map use seems
common while
half of the
interviewees are
not familiar with
imagery
(satellite/aerial)

(x) Does not clarify on
map reading abilities

Need of learning
how to read/
interpret a
satellite image

Half of the
people have a
vague idea on
the concept of
cloud GIS and
storage

(x) Cloud storage being
the more familiar
concept

Confidence in
using the cloud
needs to be built

Half of the
people use maps
on the
smartphone
(mentioning
Google Maps)

(x) Why not all (but 2)
remembering map
functionality in
iNaturalist?

Skeptical in
regard to the
apps’ map

Expectations
on app use

High
expectations on
apps simplifying
the data
collection
process

(x) Technology-devout;
benefits mainly
listed on field work

Disappointment
likely to impact

After having tested/used the mobile apps
Getting
started

A large majority
judged the
general setup
(start/process
flow) to be easy
going

✓ Experience with
iNaturalist; apps
following paper
forms

Not much
training required

(continued)
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Table 2 (continued)

Construct
(Topic)

Relevant
outcomes

Hypoth.
confirm.

Interpretation Impact on tool
use

Specific
functionality

Offline basemap:
not a clear
picture in regard
to usefulness of
map content,
most users feel
comfortable with
pinpointing
locations

x Preference of
basemap over
imagery contradicts
confidence level in
pinpointing
locations

Accurateness of
pinpointed
locations to be
questioned

Most of the
functionalities
easy to
understand

✓ Using the apps
seems to be straight
forward

Adds to
promising
outlook for app
usage

More difficult to
understand are:
displayed
messages,
uploading data
for cloud storage

(✓) Helpfulness of
warnings/reminders
doubted; questioned
if upload process
understood

Thoroughness in
understanding
the upload
process being
crucial

General
functionality

Expected
actions,
distracting
elements: only
time when
technical issues
were pointed out

x No issue of not
being informed or
being distracted

Remaining
technical issues
should be solved

Judgement
(difference in
perception
before/after
app use)

Still a high
percentage (9 of
11 earlier on)
judged the data
recording
process to be
much easier, but
the reasons given
change

✓ More realistic
perception now: not
less work, but
beneficial for data
transfer

App testing a
needed step for
leveling the
expectations

Addressing ACK office staff only
Overall
expectations

Expectations
referred to easier
and more
efficient data
transfer mainly,
not aware of
technological
difficulties,
critical in regard
to Internet speed
when sending
large files

(✓) Positive attitude Open-minded,
i.e. will be
supportive in
making the
transition work

(continued)
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The questions posted to ACK office staff members only revealed an overall
positive attitude, being happy about the easier and more efficient data transfer.
Technology-wise they felt the greatest challenge being linked to the limited Internet
speed. The office staff were optimistic in regard to handling the add-ons for data
management, they see the benefits of the database mainly for data analysis, and of
the Web frontend for visual presentation of ACK’s work.

4 Discussion

The Esri software environment was chosen for development of the mobile app
monitoring system due to the variety of options available and the previous, but
limited, use of ArcGIS Desktop software by ACK office staff. AppStudio was
selected over Collector for ArcGIS or Survey 123 due to limitations in customization
and the complexity of ACK interview forms. Only AppStudio allowed the full
freedom in app design, but it requires advanced programming efforts. By incorpo-
rating ArcGIS Online as server a version working for ACK’s current ability was
realized, which covers the required functionality. As a non-profit organization, ACK
qualifies for a conservation grant to utilize Esri support for the software tools used.

However, not all of the anticipated functionality was supported in this way. For
example, serving the mobile app users with custom basemap services depending on
their current working area (e.g. when attending to the national survey) is not
possible right now. Also the database structure had to be kept simple, which is of
disadvantage considering the growing amount of data to which the new mobile apps

Table 2 (continued)

Construct
(Topic)

Relevant
outcomes

Hypoth.
confirm.

Interpretation Impact on tool
use

Specifics on
additional
tools/routines
(data
management,
Web
frontend)

Usage of new
database
structure, Python
script to
download data
from the cloud,
benefit of Web
frontend, its
photo upload,
tagging the
photographs:
easy to use, able
to list some
benefits

(✓) Optimistic in
handling add-ons;
see benefits of
database in data
analysis mainly and
of Web frontend in
visual presentation
of ACK work

Promising
outlook for data
handling around
actual mobile
app use

Creating tile
packages of
basemap: don’t
see problems

x
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will contribute. The concept for a state-of-the-art solution (Fig. 2) reveals the need
for scaling at ACK, both in regard to server technology and skilled personnel for
maintenance and development. With their own server the programming of a custom
WebGIS for ACK’s work, accessible anywhere in the country, would be the next
step adding to the smooth functionality of the newly developed package of dedi-
cated mobile apps.

ACK is still at the beginning of going digital. Using iNaturalist, although it
serves a different purpose, clearly helped for the transition from paper forms to the
new mobile apps, i.e. in training the field staff. Training is also needed for ACK
office staff for moving away from the use of Excel for data handling to completely
relying on the geodatabase. The Web frontend will best serve as a tool to visualize
ACK monitoring efforts to potential donors and allowing others (mainly park
rangers and naturalists) and the public to contribute in a simplified way.

According to Newman et al. (2016), mobile applications make the entering of
monitoring data more efficient and facilitate the coordination of participants. The
harmonized workflows of locating an observation, documenting it by a photograph,
adding descriptive information, checking and editing the reported data, and saving the
data is linked to both efficiency and coordination. Consistency in the data and
ready-to-use data formats for immediate visualization and subsequent analysis are
ensured through this technology. Although the online functionality promises easy data
transmission from the field to the office, this seems to be the weak spot in the current
implementation. Due to the need to work offline, automated uploading is not feasible
with the current technology but workarounds had to be implemented whose respon-
sible handling requires a certain understanding by the users. Here, ACK’s office staff
need to invest in training and to take extra cautions to ensure complete data upload to
the cloud by means of supervision. Sticking to one type of smartphone would be
advantageous with less programming hassle despite support of responsive design by
AppStudio. Issues of the mobile apps interfering with the field staffs’ privacy could
arise (see Christin 2016) internally due to creating movement profiles or externally due
to chances of gaining information about the people affiliated with the project.

The public Web frontend is still a rather basic version that should be further
elaborated. Emphasis should go into an appealing graphical design to serve the
purpose of attracting donors. Limiting the citizen science input (based on the
Wildlife patrol form) is intentional. It is also not competing with iNaturalist, which
is a portal supporting communication. The tool has been developed as a contrib-
utory project only (cp. Gray et al. 2017) where volunteers help to collect data. This
is the most common type of citizen science projects with the benefit that the
scientists still have the control. Among the advantages listed for citizen science,
which are of relevance for the developed applications aiming at data for a large
area, are the chance of involving a higher number of participants (Vann-Sander
et al. 2016) and to monitor more unique occurrences (Levine and Feinholz 2015).
Due to the technological advances it is possible to reach out to anyone. However,
care has to be taken not to attract those causing mischief (see Mousa et al. 2015).

The usability study, which did not include external users, has shown that the
developed apps and tools are well-received (see Table 2, last column). Overall it
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provides a promising outlook, but we are aware that there is still room for
enhancements. According to Shneiderman et al. (2014) usability becomes more
important if there is the possibility to choose an alternative. Therefore, qualitative
testing was used to gather feedback for gaining insights how to improve the tested
application (Krug 2010). The opinion of Hennig (2016) is that developers tend to
overlook that the app users might be IT and GI laypersons.

Even though we believed that most field staff lacked experience with smartphones
or knowledge about maps, the little knowledge available by some was sufficient to
handle the new process of entering data after recording a few observations with ease.
Even if inputting the required information in the forms stretched across as many as
16 pages, it was not an issue because it borrowed from the known application of
filling lengthy paper forms (cp. Hennig 2016). Indirectly, the test answers revealed
that data upload was not easily understood by the tested people. Showing the
uploaded data within ArcGIS Online improved understanding and should be con-
sidered as a part of any training of the developed or similar mobile apps.

The greatest challenge observed in the field was using the map for pinpointing
the location, as some test persons had obvious difficulties reading the map or the
satellite image. Hennig (2016) points to the challenge of app users often falsely
placing locations. The map included in the mobile apps does not necessarily show
the required details for being accurate. However, using in addition the very-high
resolution satellite imagery was not considered by the users. Here, training is
required to create skills of reading maps and interpreting the satellite imagery.

Figure 7 shows the change in user expectations answering the same question
before and after the actual testing of a mobile app. While before the testing users
expected faster or less work besides an easier reporting to office staff, after several

Fig. 7 Change in user expectations of mobile app impacts on data collection based on the same
question but asked before (blue bars) and after the app testing (red bars)
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working hours with an app answers became more realistic. As main benefits besides
a faster and streamlined data collection, now faster data transfer and in-time data
access were stated.

Although the usability testing revealed a bright future for the use of the apps in
the field, reality in the subsequent months turned out differently. The scouts have to
be closely guided over a longer period to assure the continuous use of the apps as
well as a successful upload of observation data. Here, disappointment towards the
technology not making the recording process less laboursome in combination with
intangible results for the scouts might be still impacting. The Web frontend with its
visualization of a constantly growing pool of cheetah recordings could help here
spurring the motivation within ACK’s field staff.

5 Conclusion

This paper described the process and discussed the successes and challenges of
implementing a custom-designed mobile app monitoring system for supporting the
monitoring of cheetahs in Kenya. For reaching a routine work level, there is still
some way to go. But overall, signs point to the system becoming greatly beneficial
in the long run. As ACK is preparing for a national survey this is required. The
setup provides ACK with a system of apps and tools to support its conservation
efforts. It allows monitoring the distribution of cheetahs, determining the popula-
tions and connections between them, and assessing their various threats. It further
allows to record information of the local human population about their experience
with and perceptions towards cheetahs, which helps in reducing threats. All data
and information can now be collected in a digital format and transferred from the
field via a cloud into a database at ACK. The added georeference per data record
allows for spatial data analysis and species distribution modelling.
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Introducing Spatial Variability
to the Impact Significance Assessment

Rusne Sileryte, Jorge Gil, Alexander Wandl and Arjan van Timmeren

Abstract The concept of Circular Economy has gained momentum during the last

decade. Yet unsustainable circular systems can also create unintended social, eco-

nomic and environmental damage. Sustainability is highly dependent on a system’s

geographical context, such as location of resources, cultural acceptance, economic,

environmental and transport geography. While in some cases an impact of the pro-

posed change may be considered equally significant under all circumstances (e.g.

increase of carbon emissions as a main contributor to the global climate change),

many impacts may change both their direction and the extent of significance depen-

dent on their context (e.g. land consumption may be positively evaluated if applied to

abandoned territories or negatively if a forest needs to be sacrificed). The geograph-

ical context, (i.e. its sensitivity, vulnerability or potential) is commonly assessed by

Spatial Decision Support Systems. However, currently those systems typically do not

perform an actual impact assessment as impact characteristics stay constant regard-

less of location. Likewise, relevant Impact Assessment methods, although gradually

becoming more spatial, assume their context as invariable. As a consequence, impact

significance so far is also a spatially unvarying concept. However, current techno-

logical developments allow to rapidly record, analyse and visualise spatial data. This

article introduces the concept of spatially varying impact significance assessment, by

reviewing its current definitions in literature, and analysing to what extent the con-

cept is applied in existing assessment methods. It concludes with a formulation of

spatially varying impact significance assessment for innovation in the field of impact

assessment.

R. Sileryte (✉) ⋅ J. Gil ⋅ A. Wandl ⋅ A. van Timmeren

Faculty of Architecture and the Built Environment,

Delft University of Technology, Delft, The Netherlands

e-mail: r.sileryte@tudelft.nl

J. Gil

e-mail: j.a.lopesgil@tudelft.nl

A. Wandl

e-mail: a.wandl@tudelft.nl

A. van Timmeren

e-mail: a.vanTimmeren@tudelft.nl

© Springer International Publishing AG, part of Springer Nature 2018

A. Mansourian et al. (eds.), Geospatial Technologies for All,
Lecture Notes in Geoinformation and Cartography,

https://doi.org/10.1007/978-3-319-78208-9_10

189

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78208-9_10&domain=pdf


190 R. Sileryte et al.
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Spatial decision support ⋅ Spatial differentiation

1 Introduction

Resource scarcity and rapid urbanisation both in light of rapidly changing

demographics, power shifts and climate change create a snowballing challenge for

sustainability. Fortunately, another, more positive, megatrend is the accelerating

technological innovation that could provide important contributions to human well-

being, improve labour efficiency, communication and education, and in that way

rise society to the aforementioned challenges (Retief et al. 2016). Indeed the rapidly

increasing computational power, means of sharing data and information, and digital

literacy, are key drivers in the pursuit of sustainability.

In the past decade the concept of Circular Economy (CE), as a response to the

aforementioned trends, has gained momentum with a rapidly increasing number of

publications each year (Geissdoerfer et al. 2017). CE is an economic model based

on renewability of all resources energy, materials, water, topsoil, land and air while

retaining or creating value, promoting positive systemic impacts on ecology, econ-

omy and society, and preventing negative impacts (REPAiR D6.1 2017).

However, it is important to realise that the ultimate goal is not achieving circular-

ity but sustainability. While these two terms tend to appear hand in hand, unsustain-

able circular systems also exist, which can cause unintended negative consequences

(e.g., due to excessive use of transport and energy, unattractive working conditions or

business abandonment due to failed adoption) (van Buren et al. 2016). Some previ-

ous studies upon conducting Life Cycle Assessment (LCA) have shown that closed

loops are not always favourable from an environmental point of view (Haupt and

Zschokke 2017). Therefore complex highly interdependent systems require a sys-

tems approach (Williams et al. 2017).

The shift towards circularity is going to require changes in design, production,

logistics and consumer behaviour. The sustainability of these systems is highly

dependent on their geographical contexts, such as location and availability of

resources, presence of skilled labour force, economic, environmental and transport

geography (Accorsi et al. 2015). Policies and shift supporting tools cannot be applied

uniformly across the territory because the economic, social, environmental and insti-

tutional situations differ not only on a national level but also locally, on a commu-

nity level. These instruments need to include place-based contextualised significance

assessments of probable impacts, with Geographic Information Systems (GIS) as

their basis.

This paper is linked with the H2020 Research and Innovation Action project

REPAiR (Resource Management in Peri-urban Areas). The project aims to pro-

vide a Geodesign Decision Support Environment (GDSE) as a tool to assist local

and regional authorities in creating and evaluating integrated spatial development
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strategies for Circular Economy. The strategies need to be specific for the place at

hand, transdisciplinary, eco-innovative and promote the use of waste as a resource.

In the context of sustainability pursuit and transition towards CE, this paper pro-

poses that both impact and its context assessments cannot be applied uniformly, and

that the significance of impacts is a spatially varying measure. The paper is organ-

ised as follows. First, the general concept of impact significance is reviewed setting

the theoretical framework of this study. Then, the need for spatial differentiation is

discussed, defining the analytical framework that is later applied to four methods of

impact assessment considered the most relevant in the context of this research. Rec-

ommendations for spatially differentiated impact significance assessment are given

in the fifth section. Finally, conclusions are drawn followed by discussion on future

work.

2 Theoretical Framework

“Impact Significance Assessment” or “Impact Significance Determination” is not

commonly explored as a separate subject as a combined query in Scopus returns

merely 11 distinct results (Query 1, Table 1). Reducing the query into “Impact Signif-

icance” results into a significantly larger number of 92 documents (Query 2). Anal-

ysis of keywords reveals that impact significance is most commonly associated with

the topics of Environmental Impact Assessment (47/92 documents, Query 3) and

Decision Making (10/92 documents, Query 4). Spatial Analysis or GIS are among

the keywords in only 5 out of 92 documents (Query 5).

Impact significance assessment may serve two purposes (Zulueta et al. 2017): (1)

identification of significant impacts to trigger authoritative actions after conducting

an impact assessment of a certain project, and (2) impact significance assessment for

the purpose of comparison between multiple alternatives as a support to the decision

making process. The latter purpose is considered in context of this paper.

It differs notably how impact significance is assessed by different jurisdictions,

as there is clearly an absence of a legal definition for the concept (Jones and

Morrison-Saunders 2016). Wood (2008) describes impact significance as a dynamic,

contextual, and political concept, characterised by uncertainty. The need for greater

transparency, clarity and understanding of the significance determination process is

recognized in the literature for decades. However, there is little apparent progress

evident as the latest publications on the topic, such as Retief et al. (2016), Ehrlich

and Ross (2015), Jones and Morrison-Saunders (2016), still mention the same issues

related to significance assessment—i.e. lack of guidelines, vague terminology, high

lexical and process uncertainty and low consistency and coherence.

The act of decision making is closely associated with social and political con-

flicts and deeply held values that reflect cultural, historical and social norms ren-

dered acceptable by the community (Jones and Morrison-Saunders 2016). When the

primary goal of significance assessment is sustainability, the focus shifts from min-

imising damage to maximising long-term gains (Gibson et al. 2005). The timespan
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Table 1 A list of literature queries

No. Query Platform Date

1 TITLE-ABS-KEY (“Impact Significance Assessment”

OR “Impact Significance Determination”)

Scopus 15 Sep

2017

2 TITLE-ABS-KEY (“Impact Significance”) Scopus 15 Sep

2017

3 TITLE-ABS-KEY (“Impact Significance”) AND

(LIMIT-TO (EXACTKEYWORD, “Environmental

Impact Assessment”) OR LIMIT-TO

(EXACTKEYWORD, “Environmental Impact”) OR

LIMIT-TO (EXACTKEYWORD, “Environmental

Impact Assessments”) OR LIMIT-TO

(EXACTKEYWORD, “EIA”) OR LIMIT-TO

(EXACTKEYWORD, “Environmental Impact

Assessment (EIA)”) OR LIMIT-TO

(EXACTKEYWORD, “Environmental Assessment”)

OR LIMIT-TO (EXACTKEYWORD, “Environmental

Impact Significance Assessment”)

Scopus 22 Nov

2017

4 TITLE-ABS-KEY (“Impact Significance”) AND

(LIMIT-TO (EXACTKEYWORD, “Decision Making”)

Scopus 22 Nov

2017

5 TITLE-ABS-KEY (“Impact Significance”) AND

(LIMIT-TO (EXACTKEYWORD, “GIS”) OR

LIMIT-TO (EXACTKEYWORD, “Geographic

Information Systems”) OR LIMIT-TO

(EXACTKEYWORD, “Spatial Analysis”)

Scopus 22 Nov

2017

6 “GIS AND” multi criteria “AND” decision support

“AND (collaborative OR participatory OR cooperative)

AND sustainability AND urban YEAR > 2015”

Google

Scholar

1 March

2017

considered is longer, to include future generations, and more attention is given to

assessing cumulative impacts (Lawrence 2007c). Both negative and positive impacts

are addressed in contrast with assessments targeted solely at project approval. An

impact of a proposed action is considered negatively significant if it inhibits sus-

tainability. It is considered positively significant if it makes a durable contribution

to achieving sustainable visions and strategies as compared to the baseline scenario

(Barrow 2000).

To investigate what supplements impact magnitude to determine impact signifi-

cance, a number of scientific publications have been reviewed. Besides publications

returned by Query 1, additional studies have been chosen based on the summary

made by Cloquell-Ballester et al. (2007), namely Table 1: Criteria to determine the

significance of environmental impacts according to different authors (pg. 64); and

some related citations in recent publications (Table 2).

One statement researchers and reviewers seem to agree on is that impact

magnitude and impact significance are essentially different concepts that must not

be confused (Thompson 1990; Lawrence 2007a; Wood 2008; Ehrlich and Ross
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Table 2 A list of literature used for the review on impact significance assessment

List of references

Duinker and Beanlands (1986) Wood (2008)

Thompson (1990) Ijäs et al. (2010)

Canter and Canty (1993) Gangolells et al. (2011)

Antunes et al. (2001) Briggs and Hudson (2013)

Bojórquez-Tapia et al. (2002) Zulueta et al. (2013)

Cloquell-Ballester et al. (2007) Ehrlich and Ross (2015)

Lawrence (2007a) Jones and Morrison-Saunders (2016)

Lawrence (2007c) Zulueta et al. (2017)

Lawrence (2007b)

2015). Furthermore, there is general agreement that subjectivity cannot be avoided

in the process, although it can be well informed by science and maximally transpar-

ent (Briggs and Hudson 2013). Thus, all reviewed publications seem to agree that

there are two sides of impact significance—the rather objective side related with the

impact’s assessment, and the rather subjective one related to the values of impor-

tance given to that impact. Table 3 gives an overview of how different authors define

significance and its two major components.

In its essence, impact significance determination is a multicriteria problem

(Cloquell-Ballester et al. 2007). What the different authors (as well as official reg-

ulations) do not seem to agree on is which factors exactly characterise impacts,

and which ones characterise importance. Generally, there is a lot of inconsistency

in how the arguments are classified by authors. E.g. Bojórquez-Tapia et al. (2002),

Cloquell-Ballester et al. (2007) regard synergic and cumulative effects as properties

of the impact intensity, while Antunes et al. (2001), Lawrence (2007b), Wood (2008)

regard cumulative effects as properties of the impact receiving context. Institutional

arrangements are often viewed as constraints or background of the significance deter-

mination procedures (Briggs and Hudson 2013; Ehrlich and Ross 2015) rather than

context properties (Lawrence 2007a; Wood 2008). Ijäs et al. (2010) classify impact

permanence and reversibility on the same side as context susceptibility and Ehrlich

and Ross (2015) regards everything as impact properties, while decision makers are

responsible for setting a subjective threshold value to determine how all of these

properties qualify for significance.

Moreover, there does not seem to be consensus between the authors on who is

responsible for providing value judgements to determine the significance. While

some authors attribute this responsibility to the experts and scientists (Antunes et al.

2001; Cloquell-Ballester et al. 2007; Zulueta et al. 2017), others suggest to ask public

opinion (Antunes et al. 2001; Gibson et al. 2005; Gangolells et al. 2011; Briggs and

Hudson 2013) or to leave it in the hands of decision-makers as advocates of society

(Duinker and Beanlands 1986; Ehrlich and Ross 2015).
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Table 3 Variables of impact significance according to different authors

Publication Objective (impact) measure Subjective (judgement)

measure

Duinker and Beanlands (1986) Magnitude and spatiotemporal

distribution of change,

reliability of prediction

Importance of environmental

attribute to project decision

makers

Canter and Canty (1993) Impact intensity Impact Context

Antunes et al. (2001), Wood

(2008)

Impact magnitude Context sensitivity

Bojórquez-Tapia et al. (2002) Interaction intensity Environmental vulnerability

Lawrence (2007a) Impact characteristics Characteristics of the receiving

environment

Cloquell-Ballester et al. (2007) Project activities Environmental factors

Ijäs et al. (2010) Scale of importance,

magnitude of change

Permanence, reversibility,

cumulativity, context

susceptibility

Gangolells et al. (2011) Impact severity Concerns of interested parties

Zulueta et al. (2013, 2017) Impact characteristics Expert judgement

Briggs and Hudson (2013) Impact on a receptor Value of the receptor

Ehrlich and Ross (2015) Impact adversity Threshold of acceptability

Jones and Morrison-Saunders

(2016)

Impact characterisation Impact importance

This article’s focus is on adding a spatial dimension to the objective procedure of

impact assessment and to the subjective procedure of judgement. To offer a clear def-

inition of the two, the arguments collected during the literature review were sorted

into two groups (Table 4), one for the arguments given on the basis of impact char-

acteristics and the other for the arguments given on the basis of the impact receiving

context, based on the following definitions:

Impact Characteristics refer to all characteristics that would be computed using

the same formula, if the same intervention was moved to a different context. E.g.

if odour from a new facility affects 1000 m radius around the facility, then moving

the facility to a new location would not change the radius.

Context Characteristics refer to all characteristics that would be computed with

the same formula if an intervention with different impact would be placed in the

same context. E.g. if habitat is negatively affected by odour, then placing a facility

with smaller odour radius would not change habitat’s sensitivity.

Based on the literature review, it has been concluded that Impact Significance

can be defined as a function between Impact Characteristics and Context Impor-

tance (Eq. 1), where impact characteristics are provided by an objective assessment

procedure and context importance is provided by a subjective judgement.
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Table 4 Arguments for significance determination, based on impact characteristics and context

characteristics

Arguments based on impact

characteristics

Examples References

Magnitude or intensity Noise levels, odour intensity,

amount of pollutants, amount

of required resources, amount

of employment

All

Extent of potentially affected

factors

Amount of affected

population, volume of polluted

water, “the greatest good for

the greatest number”

Duinker and Beanlands

(1986), Canter and Canty

(1993), Antunes et al. (2001),

Lawrence (2007a), Ijäs et al.

(2010), Briggs and Hudson

(2013), Zulueta et al. (2017)

Economic considerations Costs for certain institutions,

revenue potential

Wood (2008)

Spatial patterns Spreading distance, density,

affected area, fragmentation,

inclusion

Duinker and Beanlands

(1986), Bojórquez-Tapia et al.

(1998), Antunes et al. (2001),

Lawrence (2007a), Wood

(2008)

Temporal patterns Duration, frequency,

periodicity, swiftness

Duinker and Beanlands

(1986), Canter and Canty

(1993), Bojórquez-Tapia et al.

(1998), Antunes et al. (2001),

Lawrence (2007a), Wood

(2008), Ijäs et al. (2010),

Briggs and Hudson (2013),

Zulueta et al. (2017)

Reversibility Depletion of fossil fuels,

erosion of tropical forests,

human toxicity

Canter and Canty (1993),

Antunes et al. (2001), Ijäs et al.

(2010), Briggs and Hudson

(2013), Zulueta et al. (2017)

Reliability Certainity, probability,

predictability

Duinker and Beanlands

(1986); Canter and Canty

(1993)

Social and ethical importance Child labour, public

controversy, public priority,

“the greatest good for the least

advantaged”

Duinker and Beanlands

(1986), Canter and Canty

(1993), Bojórquez-Tapia et al.

(1998), Lawrence (2007a),

Wood (2008)

Ecological sensitivity Species extinction potential,

resilience, recovery capacity

Canter and Canty (1993),

Bojórquez-Tapia et al. (1998),

Wood (2008)

(continued)
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Table 4 (continued)

Arguments based on impact

characteristics

Examples References

Cultural sensitivity Proximity to scientific, cultural

or historic resources, aesthetic

effect in scenic landscapes

Canter and Canty (1993)

Competition for resources Groundwater depletion,

agricultural land use

Duinker and Beanlands (1986)

Socioeconomic sensitivity Accessibility, employment,

agricultural production

Antunes et al. (2001), Canter

and Canty (1993)

Institutional arrangements Legal noise thresholds, target

recycling rates, political targets

Duinker and Beanlands

(1986), Canter and Canty

(1993), Lawrence (2007a),

Wood (2008)

Cumulative effects Current pollution rates,

synergy, spatiotemporal

crowding of effects, induction

potential, precedent setting,

feedback resistance,

biomagnification

Canter and Canty (1993),

Bojórquez-Tapia et al. (2002),

Lawrence (2007a), Wood

(2008), Ijäs et al. (2010),

Zulueta et al. (2017)

IS = f (I,C) (1)

where:

IS Impact Significance,

I Impact Characteristics,

C Context Importance.

3 Spatial Variability

It has been noticed almost three decades ago “that methodologies which proceed

through full aggregation of impacts to a ‘final score’, should not be used as an assess-

ment technique, the results of which are intended for use by the decision-maker. Such

an approach would remove the decision from those appointed or elected for that pur-

pose and place it in the hands of the study-team” (Thompson 1990).

Based on the reviewed literature, it seems that although ’final score’ is avoided

for the clarification of diverse impacts, the significance of impacts is still spatially

invariable. The spatial extent and spatial patterns are used only as one of the impact

defining characteristics. E.g. the Spatial Impact Assessment Methodology (SIAM)

proposed by Antunes et al. (2001) is mainly aimed at performing an aggregation of

impacts in the spatial dimension. However, the spatial differences between alterna-

tives are not communicated back to the decision makers.
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There are multiple reasons why impact significance should not be a spatially uni-

form measure. First, by stripping the spatial dimension local impacts either get com-

pletely absorbed by the impacts at the larger scale or are wrongly given the same

weight (Antunes et al. 2001). Second, impacts of different nature can accumulate in

space and time and that way synergistically affect not only environmental but also

social or economic sustainability. Third, impact assessment practices “will increas-

ingly have to deal with significance judgements in relation to new proposals where

existing thresholds, even without the proposal, have already been exceeded for vari-

ous valued components” (Retief et al. 2016).

Furthermore, the concerns of the affected communities may differ from place to

place (Gangolells et al. 2011). Therefore, using values of one community may not fit

the judgements of the neighbouring one. In case of large scale changes that involve

national or regional policies, each of the multiple affected communities would take

the changes differently. E.g. a small development proposal in an ecologically sensi-

tive environment may have a more significant impact than a far larger development

located in a more robust setting. Similarly, a community dominated by high unem-

ployment may be more supportive of controversial development proposals than com-

parable areas with full employment (Wood 2008).

Finally, two conditions must be controlled to accept a judgement as well-founded:

consistency and consensus (Cloquell-Ballester et al. 2007). While consistency refers

to the standard deviation of individual judgements, a study by Janssen et al. (2015)

has demonstrated that associating individual stakeholder values with particular loca-

tions helped to arrive to a consensus which could not be reached otherwise.

Having spatial variability in impact significance assessment requires a spatially

explicit model. Goodchild (2001) suggests four tests to determine if a model is (or

should be) spatially explicit:

The Invariance Test considers a model spatially explicit if its outcomes (rankings

or orderings of decision alternatives) are not invariant under relocation of the

feasible alternatives. This implies that a change in the spatial pattern of feasible

alternatives result in the changes of their rankings.

The Representation Test requires decision alternatives to be geographically

defined. Such alternatives consist of, at least, two elements: action (what to do?)

and location (where to do it?).

The Formulation Test declares a model spatially explicit if it contains spatial con-

cepts such as location, distance, contiguity, connectivity, adjacency, or direction.

The Outcome Test checks if the spatial form of outputs is different than the spa-

tial form of its inputs. E.g. the input values of spatial decision problems may be

assigned to various spatial objects, while the output maps would represent the

overall values associated with each location using raster data format.
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4 Analysis of Impact Significance Assessment Methods

Although rarely considered as a subject on its own, impact significance assessment

is an intrinsic part of Impact Assessment methods and Decision Support Systems.

Based on the review in Sect. 2, impact significance assessment is a procedure that

can rank or classify impacts taking into account both impact characteristics and

the importance of the context where they occur. To determine current state-of-the-

art of spatial variability in impact significance assessment, four methods have been

selected as the most relevant in context of transitioning towards CE: Environmen-

tal Impact Assessment (EIA), Life Cycle Assessment (LCA), impact assessment in

Geodesign and Spatial Decision Support Systems (SDSS). These methods were eval-

uated using spatial variability tests (Goodchild 2001). The analysis results (Tables 5,

6, 8 and 9) have shown that the spatial variability of impact significance corresponds

to one of the two equations (Eqs. 2 and 3).

IS(x,y) = f (I(x,y),C) (2)

where:

IS(x,y) Impact Significance at location (x, y),
I(x,y) Impact Characteristics at location (x, y),
C Context Importance.

Table 5 Spatial variability of impact significance assessment in EIA

Spatial variability test Impact Characteristics Context Importance

Invariance ± –

Subject to change based on the

project relocation

No requirement for spatially

differentiated environmental

sensitivity or public judgement

values

Representation – –

Decision alternatives may not

be associated with project

relocation

No requirement for spatially

differentiated environmental

sensitivity or public judgement

values

Formulation + –

Project and its impacts must be

associated with particular

geographical location

No requirement for geographic

definition of environmental

sensitivity or public opinion

Outcome ± –

Spatial extent must be

provided, but there is no

defined format

No required format for the

description of environmental

sensitivity



Introducing Spatial Variability to the Impact Significance Assessment 199

IS(x,y) = f (I,C(x,y)) (3)

where:

IS(x,y) Impact Significance at location (x, y),
I Impact Characteristics,

C(x,y) Context Importance at location (x, y).

4.1 Environmental Impact Assessment

Environmental Impact Assessment (EIA) is a procedure used to provide an analysis

of the potential significant environmental effects associated with major development

proposals and to communicate this information to decision-makers and the broader

public (Wood 2008). As a vast amount of different methodologies exist for impact

identification and assessment, it is characterized by diversity in its practice, and by

associated ambivalence (Pope et al. 2013). The latest review on EIA state-of-the-

art by Zelenakova and Zvijakova (2017) describes EIA as a seven step procedure:

scoping, impact identification, description of environment, impact prediction, impact

assessment, decision making and communication of results. Although, impact sig-

nificance assessment is not explicitly mentioned as a separate step, it should intrin-

sically be part of decision making.

The analysis of spatial variability has been made on the basis of Directive

2011/92/EU as amended by Directive 2014/52/EU (known as the “EIA Directive”).

The main principle of the EIA Directive is to ensure that plans, programmes and

projects likely to have significant effects on the environment are assessed and their

implications made public prior to their approval or authorisation (European Com-

mission 2014). The Directive indicates the rules for reporting the carried EIA, how-

ever it does not appoint a single method of assessment. Nevertheless, the Directive

provides a list of impact characteristics that need to be considered, among which

is spatial extent. A description of the location of the project, with particular regard

to the environmental sensitivity of geographical areas likely to be affected is also

required.

According to the EIA Directive “Member States may set thresholds or criteria

to determine when projects need not undergo [...] environmental impact assess-

ment” European Commission (2014). Also the public interested in environmental

decision-making needs to be informed and allowed to express comments and opin-

ions. However, the Directive does not require project developers to collect either the

importance judgement of the public or institutional judgements, which would later

be juxtaposed with the predicted impacts.

Based on the analysis results in Table 5, it appears that according to the EIA

Directive, Impact Significance in a particular location is determined by the Impact

Characteristics in that location and spatially non-differentiated values of Context

Importance as in Eq. 2.
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4.2 Life Cycle Assessment

LCA is especially relevant in the context of transitioning towards the CE as it can

tell whether the achieved circularity of a certain resource would actually enhance

the overall sustainability or not (Haupt and Zschokke 2017). LCA is “primarily a

steady-state-tool” that does not consider temporal or spatial information and mostly

has no relation with the context. In fact, often this information becomes lost due to

aggregation (Udo de Haes 2006). The comparison between impacts is instead done

by employing a functional unit (e.g. treatment of household waste produced in the

city of Amsterdam during one year) and aggregating all the emissions into indicators

that can be compared directly, or at midpoint or endpoint levels. While LCA is able

to provide a complete picture of all impacts associated with a product or process, the

communication of results usually requires an expert audience (Elia et al. 2017).

Although LCA was developed as a spatially independent approach, spatial LCA

attempts associated with every stage can be found in the literature (Nitschelm et al.

2016). The significance of impacts in LCA is typically determined by the impact

indicators and characterisation factors. Both impact inventory and characterisation

factors may be spatially differentiated. The spatial variability of impact significance

assessment is analysed based on the selection of recent publications (Table 7).

Based on the analysis results in Table 6, it seems that impact significance in a

particular location is typically determined according to the Eq. 1, although Eqs. 2

and 3 are also possible in case of spatial LCA.

Table 6 Spatial variability of impact significance assessment in LCA according to the selection

of literature as in Table 7

Spatial variability test Impact characteristics Context importance

Invariance ± ±
May be subject to change on

relocation of alternatives in

both spatial and non-spatial

LCA

Typically not spatially

differentiated, although

precedents exist

Representation ± ±
The decision alternatives may

have both a choice of actions

and locations, although

typically on a coarse

granularity

Typically not spatially

differentiated, although

precedents exist

Formulation – –

Spatial concepts are not

included in impact assessment

Spatial concepts are not

included in characterisation

Outcome ± –

Impacts may be geolocated

based on processesses as

objects in different spatial form

(e.g. grid cell assignment)

Spatially differentiated

characterisation factors

typically do not change spatial

form
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Table 7 A list of literature used for the review on Life Cycle Assessment

List of references

Haupt and Zschokke (2017) Nitschelm et al. (2016)

Hiloidhari et al. (2017) Kim et al. (2015)

Maier et al. (2017) Smetana et al. (2015)

Escamilla and Habert (2016) Hellweg and Mila i Canals (2014)

4.3 Geodesign

Geodesign has been chosen as a leading methodology for the decision support envi-

ronment in the REPAiR project (REPAiR 2016) as it is a design and planning

method that tightly couples the creation of design proposals with impact simula-

tions informed by geographical context. Impact Assessment is the 4th step of the

geodesign methodology (Steinitz 2012) and refers to the question “What differences

might the changes cause”? The impacts are then assessed by experts and stakehold-

ers using simple assessment matrices, that assign values from “very bad” to “very

good” to each scenario of change for each of the valued factors. Impact significance

is determined based on a consensus between the workshop participants considering

their judgement and expertise.

Analysis results in Table 8 reveal that impact significance in geodesign is gener-

ally not spatially differentiated because context importance is not spatially explicit.

Moreover, although impact characteristics are of spatial nature and determined by

Table 8 Spatial variability of impact significance assessment in geodesign methodology

Spatial variability test Impact characteristics Context importance

Invariance + –

All alternatives are of a spatial

nature, thus the ranking of

impacts directly depends on

them

The stakeholder values are not

spatially defined

Representation + –

The decision alternatives

consist of actions and

geographical locations

Stakeholder values are

associated with actions but not

particular locations

Formulation – –

Impacts are not characterised

by spatial concepts

Stakeholder values are not

characterised by spatial

concepts

Outcome ± –

Output is not presented in

spatial format, but as a matrix

Output is not presented in

spatial format, but as a matrix
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Table 9 Spatial variability of impact significance assessment in SDSS according to the selected

literature as in Table 10

Spatial variability test Impact characteristics Context importance

Invariance − +

Uniform throughout the study

area

Expressed per spatial unit in

means of sensitivity,

vulnerability or potential

Representation − +

Location varies among

alternatives, but actions and

thus their impacts remain

spatially constant

Decision alternatives are

associated with context

characteristics that define its

importance

Formulation − ±
Not spatially defined Mostly limited to location, but

may also include distance,

adjacency, direction, etc.

Outcome − +

Not spatially defined and

therefore not output in spatial

format

May be based on different

spatial form than decision

alternatives

Table 10 A list of literature used for the review on Spatial Decision Support Systems

List of references

Meerow and Newell (2017) Corral et al. (2016)

Bonzanigo et al. (2016) Janssen et al. (2015)

Jeong and Garcia-Moruno (2016) Dapueto et al. (2015)

Rovai et al. (2016) Bojesen et al. (2015)

Ottomano Palmisano et al. (2016) van Niekerk et al. (2015)

Grêt-Regamey et al. (2016) Erfani et al. (2015)

the spatial alternatives, impact significance is assessed uniformly for the whole study

area. This would lead to Eq. 2 as the most suitable to describe impact significance

determination in geodesign. However, workshop participants may implicitly assume

spatial variability and accordingly adjust their ratings of the alternatives without

expressing them formally.

4.4 Spatial Decision Support Systems

An SDSS can be defined as an interactive, computer-based system designed to sup-

port a user or group of users in achieving higher effectiveness in decision making

while solving a semi-structured problem that has spatial consequences (Malczewski
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1999). Decision Support Systems are meant to rather support than replace human

judgements and improve effectiveness rather than efficiency of a process (Uran and

Janssen 2003). This means that a user is expected to utilise the system as an advisory

unit that is simply more capable to digest large amounts of data and perform quick

computations.

There is an increasing amount of SDSS related scientific articles being published

every year on solving an increasing variety of spatial decision problems that follow

rather distinct methodologies (Ferretti and Montibeller 2016). In order to investigate

the current practices and how they approach impact significance assessment, a small

set of 12 relevant publications has been chosen based on Query 6 (Table 10).

Evidently, none of the studies have performed an actual impact assessment.

Instead impact significance has been decided purely based on the context importance.

E.g. presence of ecosystem services increases access to green spaces. Therefore

ecosystem services should be located in a cell where the access to green spaces is the

lowest (Meerow and Newell 2017). In some studies impacts refer not to the impacts

a project would cause to the environment but to the impacts environment would have

on project’s success. E.g. more transport infrastructure is better for urban develop-

ment. Therefore urban development should be located where transport infrastructure

is the best (Grêt-Regamey et al. 2016). Equation 3 is the most suitable to describe

how impact significance in a particular location is determined in SDSS.

5 Recommendations for Spatially Differentiated Impact
Significance

According to Eqs. 2 and 3, for Impact Significance to be spatially differentiated it is

sufficient that either Impact Characteristics or Context Importance is spatially dif-

ferentiated. However, if only one variable in the equation is spatially differentiated

and the other is spatially constant, the value of impact significance does not account

equally for both impact characteristics and context importance. Instead, it aligns with

the variability of the spatially differentiated one. Spatial variations of both impact

characteristics and context importance should be taken into account in order to con-

duct a spatially differentiated impact significance assessment, as per Eq. 4.

IS(x,y) = f (I(x,y),C(x,y)) (4)

where:

IS(x,y) Impact Significance at location (x, y),
I(x,y) Impact Characteristics at location (x, y),
C(x,y) Context Importance at location (x, y).
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Several recommendations are provided for achieving spatially differentiated

impact significance that reuse elements from existing methodologies, following the

four tests defined by Goodchild (2001).

The Invariance Test on Impact Characteristics. Impact characteristics should be

subject to change if the location of an object or action is changed. E.g. if a decision

needs to be made upon which neighborhood to place a compost park, and one of the

considered impacts is “increased accessibility to green spaces”, then the number of

people able to access the new park needs to be calculated for each of the neighbor-

hoods.

The Invariance Test on Context Importance. The values of context importance

should as well be varying between different locations. E.g. following the same exam-

ple of locating a compost park, context importance may be dependant on the neigh-

bourhood demographics with higher preference for young families and lower for

students, which will be varying from neighborhood to neighborhood.

The Representation Test on Impact Characteristics. If decision alternatives

involve both choice of actions and their locations, the characteristics of impacts need

to change accordingly. E.g. if a choice needs to be made between locating a compost

park in an existing green space or in a newly created one, then impact assessment

should describe the impact of the new and adapted park dependent on the location

characteristics, as some of them might be more favourable for adaptation while the

others for a new green space.

The Representation Test on Context Importance. When decision alternatives

involve both choice of actions and their locations, the importance needs to be given

not only on basis of the preferred action but also considering the different loca-

tion possibilities. E.g. acceptability and usage of a compost park may depend on

the social composition of a particular neighborhood, while a need for greater green

space accessibility may depend solely on neighborhood demographics.

The Formulation Test on Impact Characteristics. Those impact characteristics

that change depending on the context characteristics, should be formulated with spa-

tial concepts. While impact characteristics such as reversibility or duration may be

dependent only on the chosen action and not vary in different contexts, impact magni-

tude may be well associated with the context characteristics. E.g. possible odour from

the composting facilities may affect different areas by different intensities depending

on the wind patterns.

The Formulation Test on Context Importance. Distance, adjacency, connectivity

or direction may also serve for defining context importance. The importance does

not always to have to be bounded to specific cells but expressed as adjacency to cer-

tain facilities or sensitive habitats, a function of distance from risk inducing object,

accessibility over a network or gradually decreasing while moving north or south

due to climate or cultural variations.

The Outcome Test on Impact Characteristics. In order to evaluate the impact on

each valued component, it is necessary to identify the receptors and to describe the
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impact pathways affecting those receptors (Antunes et al. 2001). The receptors will

eventually have a spatial dimension (e.g. population density, species distribution,

location of resources). However, the spatial form of an impact may be different than

that of the receptor.

The Outcome Test on Context Importance. Similar to impact characteristics, con-

text importance can be expressed in a different spatial form than the significance

assessment. Context importance may be based on e.g. topography, network central-

ity or administrative boundaries, while impact significance may be assessed per indi-

vidual neighborhoods.

The four tests help to determine whether the assessment is or could be spatially

differentiated and on what grounds. Passing one of the four tests is sufficient to qual-

ify for the spatially differentiated impact significance assessment, however a bal-

ance between spatial differentiation in impact characteristics and context importance

needs to be retained, i.e. if Impact Characteristics are spatially explicit, then Context

Characteristics must also be spatially explicit.

The need for spatial differentiation in impact significance should also be critically

evaluated based on its added value. As Nitschelm et al. (2016) have noted “the debate

about whether spatialized LCA reduces uncertainties in LCA studies remains open.

The amount of local data needed for spatialized LCA studies can indeed increase

uncertainties in the LCI phase.” The same observation stands true not only for LCA

but impact assessment and decision support methods in general. However, evidence

from SDSS demonstrates that judgement of context characteristics is spatially vary-

ing, while Impact Assessment studies prove the same about impact characteristics.

This suggests that accounting for both components of the significance assessment

should lead to a more informative and just result.

6 Conclusions and Future Work

The literature review on impact significance assessment has revealed that although

the process is commonly performed during impact assessment and decision mak-

ing, there is no single method that could be followed. Significance assessment is

required by legal documents such as the EIA Directive, but there is a lack of legal

definition or standardised method. What different authors agree on is that impact sig-

nificance assessment is a double-sided procedure that involves objective assessment

of impacts and subjective judgement of their importance. However, there is no con-

sensus on what exactly characterises impacts, and who needs to provide judgement

of importance and how. The review provides an overview of how different authors

describe the two components of impact significance and what arguments are used to

support the judgement.

As a result, this research suggests to regard impact significance assessment as a

function between impact characteristics and the importance of the context that the

impact occurs in. While impact characteristics can be estimated using objective mea-
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sures, context importance requires judgement of importance that may be provided

by stakeholders, decision makers, public opinion or institutionally.

It has been observed that up to now publications on impact significance regard

spatial aspects only as possible impact characteristics and not a separate dimension

of assessment. However, when decision making involves local impacts whose sig-

nificance highly depends on context characteristics, the assessment requires spatial

differentiation. Following this assumption, three main challenges need to be over-

come: (1) probable impacts need to be characterised according to their geographical

context; (2) the geographical context needs to be evaluated for its relative impor-

tance; and (3) finally, the values need to be combined to represent impact significance

that may have spatial variability dependent on both components.

Environmental Impact Assessment, Life Cycle Assessment, Geodesign and Spa-

tial Decision Support Systems, all employ impact significance assessment prior to

comparison of decision alternatives. Although the alternatives often have spatial

form and cause impacts that can be represented spatially, the four spatial tests by

Goodchild (2001) have revealed that spatial differentiation is mostly based on either

impact characteristics or context importance but not both of them simultaneously.

As a result of this study, recommendations have been provided to overcome this gap

in future impact significance determinations.

The recommendations drawn from the analysis will be further tested and refined

in practice during the development of a Geodesign Decision Support Environment.

They could, when supplemented by further related analyses, contribute to more sys-

tematic and spatially explicit significance determination approaches. In order to do

so future work still includes providing clear unambiguous definitions of the used

terms (e.g. context vs. impact) and demonstrations how the devised theory can be

implemented in decision support. The created frameworks and tools aim to be sus-

tainable and exceed the specifics of a single case study (Circular Economy). Finally,

the same or very similar principles could be applied for temporal dimension to pro-

vide temporally differentiated significance assessment.
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Development of System for Real-Time
Collection, Sharing, and Use of Disaster
Information

Toshihiro Osaragi and Ikki Niwa

Abstract In large-scale earthquakes, it is important to quickly collect and utilize
disaster information such as building collapse, street blockage, and fire outbreaks to
mitigate disasters. In this paper, we develop a Web application for users to gather
and share disaster information in real time. With this system, it is possible to not
only share disaster information among users, but also to execute a simulation such
as a fire. Next, conduct a demonstration experiment by local volunteers and
investigate the usefulness and effectiveness of the system that collects disaster
information. Furthermore, we analyze delay in sharing information under
bandwidth-limited network environment and demonstrate the effectiveness of the
system.

Keywords Disaster information ⋅ Information collection ⋅ Web application
Real time ⋅ Demonstration experiment

1 Introduction

In the aftermath of a major earthquake, it is essential to initiate rescue and fire
extinguishing activities promptly in order to reduce the human and physical losses.
In the past earthquake disasters, the lack of immediately available information
about the kinds and locations of the property damage had resulted in delay of the
initial responses and exacerbated losses. If it was possible to learn the locations of
fires and trapped people quickly and precisely, the limited numbers of firemen and
rescue teams available could be dispatched in the most effective manner.
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Additionally, if it was possible to learn the locations of street blockages due to
obstacles such as collapsed buildings immediately following the disaster, routes
could be chosen to avoid these, thereby facilitating travel to the teams’ destinations.
In summary, if disaster information immediately after the major earthquake could
be collected, shared, and used in a quick and precise manner, it could contribute
significantly to reducing human and physical losses. Numerous studies have been
conducted addressing methods for early gathering of disaster information. We will
analyze some of these previous studies in the later part.

In addition to patrols by fire companies, other methods of obtaining disaster
information are visual surveillance from cameras in high locations or helicopters.
However, there are concerns regarding not only the insufficient number of people
who can oversee the gathering of disaster information but also the geographical
scope and the precision or accuracy of the information obtained by such methods
(Murai et al. 2008). Various conflicting information pours in during a disaster, and
it is difficult to consolidate the data from multiple sources into a coherent picture.

Ngamassi et al. (2017) provided a synthesis of extant research on social media
visual analytic and visualization toolkits for disaster management, and showed the
past decade has seen a significant increase in the use of social media for disaster
management (Petersen et al. 2017; Ngamassi et al. 2016; Denis et al. 2014; Hiltz
et al. 2014; Hughes 2014; Yates and Paquette 2011). Relating to this research, there
have also been some attempts in recent years to exploit the capabilities of handheld
devices such as smart-phones and tablets as “data sensors” for the collection of
disaster information (Table 1). For example, Kubota et al. (2013) have proposed a
system in which images of disasters captured using smart-phones are emailed along
with text describing the damage, and the disaster information is then automatically
placed on a map by using the location data attached to the Exchangeable Image File
Format (EXIF) information.

Hiruta et al. (2012) proposed an exclusively smart-phone-based system for
sharing disaster information that requires no communications infrastructure or
dedicated servers and is highly robust against disasters. Both concepts are seen as
advances over the current systems, but it is difficult to update information in real
time during a disaster because the situation changes from moment to moment, and
because the information in the system is likely to degrade with time.

Other studies have addressed gathering disaster information promptly from wide
regions by collecting information submitted to social networking services (SNS).
For example, Stuart et al. (2014) extracted keywords related to disaster information
from Twitter tweets in real time and linked them to geographical information in a
proposed system for sharing disaster information on a map. In experiments
involving the use of information and communications technology (ICT), such
approaches have shown potential, but raise issues such as how to improve the
accuracy of information contained in SNS posts by excluding false, mistaken, and
obsolete information.

In response to a major disaster, such as the Haiti Earthquake (2010), the Great
East Japan earthquake (2011), the Izu-Oshima rainstorm (2013), and the Kumamoto
Earthquake (2016), an information sharing method called “crisis mapping”, in
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which inhabitants and on-site volunteers collect and submit information that is then
visualized on an online map by information technology (IT) engineers and other
personnel has been proposed. In recent years, volunteer-based geographical infor-
mation systems (GIS) have become popular in a variety of fields and have shown a
certain amount of success, but are commonly used some time after a disaster has
occurred to get a better grasp of prevailing conditions. However, there are almost no
systems capable of using volunteer-based support for firefighting or rescue activities
immediately after a disaster.

In view of the above background, the authors have developed a practical,
second-generation real-time system for collecting, sharing, and using disaster
information. This system is intended specifically to support volunteer-based efforts
to coordinate response by the authorities by collecting and sharing information
obtained from multiple users during a disaster. This system was used in a field
experiment by local citizens practicing as disaster mitigation volunteers and was
found to be effective for gathering data. An additional experiment was also carried
out to evaluate the system, assuming a bandwidth-limited network environment
such as could be expected to occur during a disaster.

2 Development of a System for Gathering
and Use of Disaster Information

2.1 System Components

Figure 1 shows the components of the proposed system. This system was con-
structed on a foreign-based cloud server (Amazon Web Services EC2) (Amazon.-
com 2017) and was designed to minimize the risk of sustaining physical damage
and failing in the course of a disaster. It was also designed as a web application in
order to reduce the labor and time involved in pre-disaster installation and to
facilitate maximal usability by limiting dependence on the user’s platform.1 Since
even a first-time user can access the system over the web browser of the device he
or she uses every day, whether a smart-phone or something similar, without going
through any other facilities, he or she can easily submit photographs and other
information.2

1Users in this research indicate information providers who collect disaster information using the
system. On the other hand, firefighters or decision makers for disaster mitigation will be infor-
mation seekers. We don’t discuss the details of their roles due to the limitation of spaces.
2We do not limit data collection to employees of public bodies. We also anticipate numerous
volunteers from the general population. Since we might see lower accuracy of the information
obtained from large numbers of unspecified people, we expect it to be necessary to establish
password-protected login accounts and filtering, or to use some other means of managing the
submitted information as appropriate.
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One of this system’s greatest advantages is its real-time reporting,3 which we
achieve by employing Node.js (Japan Node.js Association 2017) and WebSocket
(McKelvey 2017), thereby obtaining data synchronization with extremely short
delays. Designing the system server to be event-driven4 vastly increases the number

Fig. 1 The components of the proposed system

3
“Real-time” in this study means the property that the required processing can be completed within
a certain time in response.
4
“Event-driven” means that other software executes the program. In other words, processing is
initiated by the user or by an operation of another program (event). This is in contrast with the
concept of “flow-driven” processing (in which the system is controlled by the execution flow of a
program).
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of connections it can handle simultaneously, and thus allows quick responses to
each user. In addition, when the information in the database is updated, it is
push-distributed by the server to all the users currently on the system, thus syn-
chronizing their data in real time. Since users need not issue data transmission
requests, this reduces the load on the server. As a result, the data remains current
and stable synchronization can be expected, even on a transmission network that
has been weakened during a disaster. We selected MongoDB (MongoDB Inc.
2017)5 as the foundation for our database because it allows high-speed processing
of larger amounts of data than in previous databases, greatly increasing robustness
against loss of data currency.

2.2 How the System Is Used

Figure 2a shows the image seen by the user. A variety of functions are included in
the system in anticipation of the conditions that can be expected following a disaster
(Fig. 2b). When submitting disaster information, the user indicates the location on a
map and selects the type of event (building collapse, street blockage, building fire,
etc.) (Fig. 2(1)). It is conceivable that in an emergency, there would be little time to
input the details of the affected location, so it is permissible to edit items besides the
event type (severity, countermeasures being taken, miscellaneous comments, etc.)
and attach photographs after the initial submission. The map image displays dif-
ferent markers for different event types showing what information the initial and
other users have submitted about any event.

Selecting a marker opens an information window providing access to the sub-
mitted disaster information and photographs. When data is registered or updated, it
is shared to all other users presently using the system, thereby preventing delay and
degradation of the information. In addition to being provided on a map, the col-
lected information is available for general use. It can be downloaded from the
database in the comma separate value (CSV) file format (Fig. 2(6)) and sent to other
systems. Other user support functions are also provided, including display of the
user’s present location (Fig. 2(2)), image refresh (Fig. 2(3)), chat (Fig. 2(4)), and
location search by name (Fig. 2(5)). One can also switch to other user accounts by
logging out and back in (Fig. 2(7)).

In order to improve the efficiency of information collection during a disaster, it is
essential to use the system not only after a disaster strikes, but also during normal
times in order to get accustomed to its operation. Therefore, this system was
designed to be employed during normal times and to allow submission, sharing, and
viewing of information while varying the types and numbers of events.

5The input/output processing involved in storage is distributed processing in MongoDB, which is a
NoSQL database employing parallel processing that is compatible with Node.js. Many packages
have been developed for operating this database format, which is designed to facilitate system
server data searches, retrieval, and insertion.
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For example, it is intended to allow other uses such as information sharing about
daily facilities, etc. and chatting among multiple users in real time. However, when
a disaster occurs, the managers switch the system from the ordinary to disaster
mode, and the users can immediately begin participating in the collection of disaster
information.

2.3 Linkage with Fire Spread Simulations

In addition to collecting disaster information, this system allows secondary usage of
fire-related information submitted to the database in a fire spread simulation that
estimates and visualizes the extent of damage as of certain time periods after a fire
breaks out (Fig. 2 [1]).

Figure 3 provides images of the simulated spread of a fire. The spatial distri-
bution of building, which was part of the Tokyo City Planning GIS data (collected
from Tokyo’s 23 wards in 2011, and from Tama City in 2012), was used with the
fire spread speed equation of the Tokyo Fire Department (2001) in order to simulate
spread from building to building (Hirokawa and Osaragi 2016a, b). Simulation
input conditions (season, time, epicenter, earthquake intensity, etc.) can be altered
via a simple process. Additionally, the simulated results for up to 12 h after the
disaster can be stored in the GeoJSON format, thus eliminating the need to rerun the
simulation every time it is desirable to view the results. The results can be

Fig. 2 The image seen by the user and function list of the system
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visualized at any desired time interval. The application also allows assumption of a
single or multiple buildings as the origins for the fire and its spread.

The ability of this function to predict the spread of fire for several hours after an
outbreak can support individuals desiring to evacuate while avoiding the fire
dangers, and firemen as they fight fires. Fire spread simulations are an example of a
secondary usage of disaster information. Simulations have demonstrated that sub-
mitting information about street blockages contributes to the speedy arrival of
firefighters at fires (Osaragi et al. 2015; Osaragi and Hirokawa 2017). There are
many other possibilities for the secondary use of collected disaster information,
which the authors will describe in future reports.

2.4 Information Collection Support Function

In order to collect information efficiently, it is more desirable to direct users to
locations that need to be checked with the highest priority rather than to allow
damage searches based only on individuals’ judgments. Few of the existing systems
contain functions supporting data collection (Table 1(G)). Therefore, systems
supporting regional patrols by citizens (Kimura et al. 2016a, b) were examined and
information collection support functions suggesting examples of what kinds of
users should check what places were incorporated. This is expected to enable more
efficient data collection while preventing overlapping efforts by multiple users.
Another enhancement of efficiency is that users with no familiarity with the local
area can be directed to locations of concern.

Fig. 3 Images of the simulated spread of a fire
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3 Validation Experiment with Local Citizens as Disaster
Prevention Volunteers

3.1 Experimental Method and Assumptions

A field experiment was conducted with this system for collecting, sharing, and
using disaster information in the following procedure, and the efficiency of data
collection and its expected effectiveness were observed:

(1) The number and locations suffering physical damage (building collapse, street
blockage, building fires) were set using the simulation results and were dis-
played (on a smart-phone screen) with “virtual damage” markers (Fig. 4a). By
displaying the virtual damage on the screens of the users’ devices, it was
possible to reduce the time and labor involved in placing signboards and dis-
patching personnel in typical field experiments, and the experiment could be
carried out over a wide region. This experiment consisted of a total of five runs

Fig. 4 Outline of experiment using virtual damages

Development of System for Real-Time Collection … 219



assuming differing disasters, in order to observe how the participants in mul-
tiple tests learned in different and unfamiliar locations.

(2) When one is collecting data in an actual emergency and hears of damage in
some location that is not immediately nearby, it is difficult to be sure of any
details (the type of event and how serious it is) until one goes at least somewhat
closer to the actual location. Therefore, the Global Positioning System
(GPS) information on each participant’s device was monitored and used as
follows: (i) While the participant was over 60 m from any location flagged with
a virtual damage marker, no notification was sent; (ii) once the participant had
crossed within 60 m of such a location (damage notification range), an icon
showing the existence of some kind of a disaster was placed on the participant’s
map; and (iii) when the participant approached even closer, to within 30 m
(detail notification range), another icon was placed on the participant’s map
(Fig. 4b) with detailed information about the damage type (building collapse,
street blockage, building fire).

(3) The participant walked around freely to look for the virtual damage (Fig. 4c). It
is anticipated that since only damage that is physically close to one can be
examined, the more proactive one is about moving around, the more disaster
information one will be able to collect (in this experiment, the information
collection support function was not used).

Setagaya City, one of Tokyo’s 23 wards, was selected as the region for the
experiment. An earthquake centered under northern Tokyo (Fire and Disaster
Management Agency 2017) was assumed, and a physical damage simulation
(Osaragi et al. 2015) was carried out. The results are shown in Table 2(1). The
experiment was performed on February 10, 2015 (Tue) in five runs (three in the
morning and two in the afternoon) with the generous participation of a total of 118
people on behalf of the Setagaya Council of Social Welfare. Each run was con-
ducted for 15 min6 and the participants used their own devices (smart-phones) to
gather information.

The objects of the analysis below were the disaster information reports from
participants who had submitted at least one report. Participants who had logged into
the system but had only looked without submitting collected information were
omitted. A total of 73 participant reports were employed. More women than men
participated in each run, and most were in their 50 s or older (Fig. 5).

6According to Tokyo Fire Department (2015), from the point of view of reducing damage due to
the spread of fires throughout the city, firefighters should not be dispatched as soon as they are
notified of a fire somewhere. Instead, they should wait for some time (15 min) after the occurrence
of an earthquake in order to gather and organize information. The most effective response is for
them to be dispatched to the fires that have been prioritized on the basis of their risk of spreading.
That is why disaster information is gathered for 15 min in this study.
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Table 2 Estimated value of physical damage and the number of submissions by participants

(1) Estimated physical damage in Setagaya City at the time of the Northern Tokyo Bay
Earthquake
Experiment number Building

collapse
Street
blockage

Building
fire

Total

1st 6,960 (4.05%) 3,192 (6.72%) 74 (0.04%) 10,226
2nd 6,972 (4.06%) 3,318 (6.98%) 74 (0.04%) 10,364
3rd 6,984 (4.07%) 3,190 (6.71%) 70 (0.04%) 10,244
4th 7,054 (4.11%) 3,275 (6.89%) 84 (0.04%) 10,413
5th 7,042 (4.10%) 3,224 (6.79%) 66 (0.04%) 10,332
Damage estimated by
Tokyo Metropolitan
Government

6,020 (3.51%) – 62 (0.04%) –

*Percentage in parenthesis = Estimated value of damage/Number of all buildings in Setagaya
Ward (or number of all roads) (%)
(2) Number of submissions by damage type during the demonstration experiment
Experiment number Building collapse Street blockage Building fire Total

1st 42 (0.60%) 13 (0.41%) 2 (2.70%) 57 (0.56%)
2nd 46 (0.66%) 20 (0.60%) 1 (1.35%) 67 (0.65%)
3rd 68 (0.97%) 11 (0.34%) 0 (0.00%) 79 (0.77%)
4th 75 (1.06%) 28 (0.85%) 1 (1.19%) 104 (1.00%)
5th 50 (0.71%) 39 (1.21%) 0 (0.00%) 89 (0.86%)
*Percentage in parentheses = Number of submissions/Estimated value of damage (%)

Fig. 5 Outline of experiment participants
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3.2 Information Submission Rates

Table 2(2) shows the number of information submissions and collection rate in
each run (numbers of reports of physical damage throughout Setagaya City).
A mean of 15 participants collected information over the short 15-min period,
succeeding in collecting about 0.7% of the virtual damage distributed throughout
the entire ward. Examination of the correctly submitted reports7 over time after the
beginning of the experiment (Fig. 6) indicates an increase in proportion to time, and
the rates of submissions did not show any signs of slackening as the 15-min limit
approached. We can also expect the collection rate to increase in proportion with
the number of participants. For example, if we assume that the real-time infor-
mation sharing unique to this system is fully realized, that there are no redundant
reports from the same location, and that the number of individuals participating in
information collection corresponds to 0.2% of the population of Setagaya City (i.e.,
approximately 1,800, which is about 1.7 times the number of members of the
Setagaya Volunteer8 Fire Corps), then the collection rate reaches about 84%
(=0.7% × 1800/15). If 84% of the street blockages were known, then according to
Osaragi et al. (2015), the time required for a fire truck to reach a fire from the fire
station could be reduced to about 67% of the time required if the fire department is
completely ignorant of street blockages. Thus, as long as a certain number of users
using this system are available to gather damage information, it has the potential to
significantly contribute to reducing the scale of a disaster.

3.3 Accuracy Rate of Submitted Information

The number of information submissions and accuracy rate (see footnote 7) are
tabulated in Fig. 7 based on the age group of the participant and his or her length of
experience using a smart-phone. The age group tabulation shows a consistent rate
of 90% (except for the group of participants in their thirties, in which the number of
participants was low). The findings in this test showed no dependence on how long
the participant had used a smart-phone. Thus, it was concluded that the system itself
was easy for anyone to use, regardless of the type of user and, of particular note, not
just for those of age groups typically skilled at using portable devices.

However, some examples of mistaken submissions were found that could have
been caused by the display scales on the maps shown on the users’ smart-phones.

7In this study, submitted damage types that differed from the types displayed in the icons of the
virtual damage markers, and any virtual damage that had been misidentified due to submission
from a location too distant from the virtual damage marker were treated as erroneous submissions.
8Volunteers in this research are assumed to be well trained and educated volunteers who will make
action for disaster mitigation. Actually, around 0.12% of general residents are registered for such
volunteers in Setagaya City.
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Specifically, calculations were made as follows. With (a) the reported location of the
reported damage, (b) the actual location of the virtual damage, and (c) the location of
the participant at the time he or she submitted the report, the mean distances (a)–(b),
(a)–(c), and (b)–(c) were evaluated by the correctness or incorrectness of the sub-
mitted information. Figure 8 presents the results. Here, the reader can see that the
mean distances when the mistaken reports were submitted were over double the
distances when the accurate reports were submitted. Thus, the distance tends to have
a strong inverse relationship with the precision of submitted information. This issue
might be resolvable by adding an automatic zoom function to the displayed map,
which would allow the user to verify his or her location before submitting a report.
Another way of checking the quality of submitted information would be to reduce
the reliability of the submitted information when the distance between (a) the
reported location of the reported damage and (c) the location of the participant at the
time he or she submitted the report exceeds some threshold.

Fig. 6 Transition of the number of submissions by elapsed time of experiment

Fig. 7 The number of information submissions and accuracy rate by age group and length of
experience using a smart-phone
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3.4 Efficiency of Information Collection

If the efficiency of information collection can be raised, it may be possible to gather
more disaster information with fewer people. Therefore, some methods for
improving this efficiency level were examined. Figure 9 shows the number of
damage locations within the visual range (equal to the damage notification range: a
60 m radius from a location indicated with a virtual damage marker) of one of the
participants and the number of reports submitted. During each run, each person
received a mean of 12 damage events (an event notification approximately once
each minute and 15 s) that were within his/her damage notification range. Never-
theless, the reader can see that only about half of these events were reported. In
other words, it seems to be more efficient to make sure one actually submits
information about events in their immediate vicinity than to walk around at random.

According to a questionnaire survey of the participants conducted after the
experiment was completed, they were biased toward checking the following in
order to collect data: (1) Their homes and the areas in which family members were;
and (2) the locales they happened to be in when the experimental run began. Thus,
when the system enters actual operation, it will be essential to use the information

Fig. 8 Relationship between correct answer rate of posted information and distance between
locations of user, posted disaster, and actual disaster

Fig. 9 Disaster information submission rate within view range
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collection support functions to obtain damage information about the facilities and
roads most important for maintaining public safety and conducting firefighting and
rescue activities in the most efficient manner possible.

4 Experiment to Evaluate Information Collection
Support Functions

4.1 Background of Experiment and Methods

In the experiment in Sect. 3, the participants walked about freely to look for virtual
damage and submit reports about it. This section presents a comparative experiment
in which an information collection support function was used in order to see how
much it improved information collection efficiency. Specifically, a total of five
participants searched for and reported virtual damage (132 street blockages in the
test region) over a 15-min period, beginning in that region (the neighborhood of
Okusawa Station).

(a) Experiment 1 [without information collection support]: As in the experiment in
the previous section, the participants moved freely in the region to look for and
submit reports of street blockages.

(b) Experiment 2 [with information collection support]: Before starting, the par-
ticipants were re-dispatched to different initial locations in the test region. Upon
start of the experiment, they referred to the map displays provided by the
system indicating prioritized locations where they should collect information.

The prioritized locations were the results of a street blockage simulation
developed by Osaragi et al. (2015) (conducted for 1,000 cycles), tabulated on a
100 m mesh; 49 cells were selected from the top 3% calculated to have the highest
rate of street blockage (the ratio of blocked roads with respect to the total road
mileage in the grid cell). Thus, these prioritized locations were deemed to be
locations with the highest potential to suffer street blockages in the event of a major
earthquake. Additionally, the locations with rates of street blockage of 20% or
above were distinguished from those with rates below 20% by the intensity of the
marker color.

4.2 Experimental Results

The participant movements were compared. The reader can see (Fig. 10) that (a) in
Experiment 1 [without information collection support], the participants tended to
patrol the locations where they had been at the onset of the disaster. In contrast,
(b) during Experiment 2 [with information collection support], they moved pref-
erentially toward the regions expected to undergo the greatest damage (the regions
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with the highest concentrations of prioritized locations) and searched those regions.
As a result, when using the information collection support function, the mean
number of events reported by the participants within the 15-min period rose by a
factor of 2.2 (Fig. 11a) and the per-event distance traveled by the participants fell to
47% of that traveled previously (Fig. 11b). This clearly shows that the information

Fig. 10 Comparison of the participant movements in experiments 1 and 2

Fig. 11 The mean number of events reported by the participants within the 15-min period and the
per-event distance traveled by the participants
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collection support function increased the collection efficiency. It is of particular note
that the number of submissions swelled significantly once each participant had
arrived in an area that had been prioritized (typically, about 8 min or longer after the
beginning of the experiment), thereby demonstrating the effectiveness of this
information collection support.

The above results indicate that it is more effective to employ information sources
such as hazard maps in order to preferentially search vulnerable or critical locations
than to wander about at random to collect disaster information.

5 Experiment to Evaluate Bandwidth
and User Number Limitations

Next, a simulation experiment was conducted to examine how long it would take to
synchronize newly submitted disaster information (crisis mapping data) to all the
users of a wide-scale version of the system described above in a network envi-
ronment whose bandwidth has been crippled by a disaster. Two transmission speeds
(1 Mbps [3G lines] and 15 Mbps [LTE lines]) and up to 3,000 virtual users were
assumed. One hundred cycles of the simulation were performed.

The mean synchronization times in both networks were less than one second,
and it was found that further increases in the number of users lengthened the delay
by less than 50 ms (Fig. 12). Thus, data currency would not be degraded up to
3,000 users and could be expected to function sufficiently, even in a small-scale
system environment like that used for this experiment. However, we need more
precise experiments assuming an actual disaster. Also, since transmissions can
become unstable when the number of users exceeds 3,000 at the present stage of
development of this system, it will be necessary to investigate ways to distribute the
transmission load in order to obtain more dependable real-time data sharing.

Fig. 12 The time until the
disaster information
submitted by one user is
synchronized with all other
users
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6 Summary and Conclusions

A highly disaster-resistant, cloud server-based system (web application) for
user-based collection, sharing, and use of real-time information about damage
immediately following a disaster was developed. The system incorporates addi-
tional functions for secondary use of the submitted information about fires, a
simulator that estimates the damage from spread of a fire, and an information
collection support function that assigns priorities to firefighting and rescue
personnel.

In the experimental stage, disaster prevention volunteers used this system in the
field to collect disaster information. About a dozen volunteer participants collected
data in 15-min sequences, and were observed to have collected about 0.7% of
virtual disaster information distributed throughout Setagaya City. If approximately
0.2% of the population of Setagaya City were users of a system modeled on this and
collected such information, they could collect over 80% of all the information about
damage in the ward, and would make a significant contribution to reducing the scale
of a disaster.

The field experiment also demonstrated that if an information collection support
function is used, information regarding multiple damage events could be collected
more efficiently, requiring much less walking distance than otherwise would be
traveled by system participants. Finally, a simulation of reduced network bandwidth
following a disaster was conducted and showed that even with about 3,000
simultaneous participants, the system was still able to maintain data currency while
continuing to collect information.
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A Top-Down Algorithm with Free
Distance Parameter for Mining Top-k
Flock Patterns

Denis Evangelista Sanches, Luis O. Alvares, Vania Bogorny, Marcos R. Vieira
and Daniel S. Kaster

Abstract Spatiotemporal data is becoming more and more available due to the

increase in the using of location-based systems. With such data, important infor-

mation can be retrieved, where co-movement patterns stand out in finding groups

of moving objects moving together. However, such pattern mining algorithms are

not simple and commonly require non-trivial fixed parameters as input, which are

extremely dependent on the data domain and also impacted by many others con-

text variables, being such challenging task also to domain specialists. One example

of these patterns is the flock pattern that has as its most challenging parameter the

distance threshold that is the size of the disks that involves the objects. Although

other density-based approaches reduce the impact of the restrictions of the disk, all

of them still require a distance parameter for the density connectedness. Addressing

this problem, we introduce the concept of discovering of k-co-movement patterns,
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which is finding the top-k patterns, according to the desired raking criterion. Espe-

cially for the flock pattern, we also define a new flock pattern query and propose a

top-down algorithm with free distance parameter for the aforementioned problem.

Keywords Flock pattern ⋅ Flock discovery ⋅ Top-k flocks ⋅ Free diameter

parameter ⋅ Top-down algorithm ⋅ Co-movement patterns

1 Introduction

With the increasing ubiquity of location-based systems, such as Global Position-

ing Systems (GPS), the amount of spatiotemporal data describing the trajectories of

Moving Objects (MOs) over time is growing very quickly. As a consequence, many

applications will benefit from exploring these data by finding correlations among

trajectories to establish relationships between moving objects or finding typical

behaviors. Trajectory analysis may be important for transportation logistics opti-

mization, analysis and prediction of animal behavior in their natural habitat, friend-

ship inference in social sciences, as well as applications in biology, and medicine

(Zheng and Zhou 2011; Spaccapietra et al. 2008).

Over this data explosion, trajectory pattern mining is becoming more and more

important in the last few years. Several types of patterns may be extracted from

trajectories, including sequential patterns, periodic patterns, group patterns or co-

movement patterns (Zheng 2015). Co-movement patterns are particularly interest-

ing for detecting potential connections between MOs, such as traveling together,

persecution, unusual transportation corridors, and others. Some of the most well-

known co-movement patterns, which are the focus of this paper, are the flocks

(Gudmundsson and van Kreveld 2006; Vieira et al. 2009; Tanaka et al. 2016), con-

voys (Jeung et al. 2008a, b), and swarms (Li et al. 2010a, b). These patterns share

the definition of a way to spatially connect moving objects at a timestamp to form

a group. In general, they must be inside a disk of a given diameter (disk-based

approach), or each of them must not be farther than a given distance from other

elements in the group (density-based approach) (Zheng and Zhou 2011; Feng and

Zhu 2016).

A disk-based approach ensures that every element is distant at most the given

diameter to all other elements in the group. On the other hand, a density-based pat-

tern imposes a less rigid shape for the group as it requires that every element is not

farther to a few elements in the group than the provided distance, therefore it allows

that relatively distant elements may still be in the same group if there are other ele-

ments in the group that connect them. However, in both cases, the distance threshold

is defined by the user, and the result of the patterns completely depend on this param-

eter. Setting a suitable distance threshold is very challenging in several situations.

Let us consider the example of flock pattern discovery in Fig. 1, extracted from the

real dataset San Francisco cabs1
(Piorkowski et al. 2009), which contains trajectories

1
https://crawdad.org/epfl/mobility/20090224.

https://crawdad.org/epfl/mobility/20090224
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Fig. 1 Flock pattern example. Taxis in San Francisco moving towards the airport

of taxicabs moving from the center of San Francisco to its airport. The goal is to

detect a flock of at least 3 taxis traveling close enough to each other for 3 or more

consecutive timestamps. The figure (rotated 90
◦

right to best fit) shows the positions

of three taxis, identified by their colors (blue, purple and green), in four consecutive

timestamps, moving from north to south. The key point is to define what means to be

close enough in every situation. Suppose the user states that they should be distant

at most 610m to configure proximity. As it can be seen in Fig. 1, this threshold (𝜀) is

enough to enclose the three taxis in timestamps 1, 3 and 4, as represented respectively

by disks c1, c3 and c4. However, the threshold fails to enclose the taxis in timestamp

2, because one of them moved faster than the others and, consequently, the pattern

is lost.

This example highlights two well-known limitations of many co-movement pat-

terns. The first one is the time consecutiveness requirement, which forces the pattern

to be strictly maintained in consecutive timestamps. Some works as (Cao et al. 2016;

Li et al. 2010a) proposed to relax this requirement, allowing the closeness condition

among MOs in a group to be broken for a short period of time and restored afterward,

maintaining the pattern. The second limitation is the difficulty to set a proper distance

threshold for every situation and/or dataset. Recalling the example in the figure, it

is easy to notice that the flock would be detected by stating a bit larger disk diame-

ter. However, how large the diameter should be depends on each case. To discover

a flock of taxis moving at a low speed street requires a relatively small diameter as

they must be somehow close to each other to configure a co-movement. Conversely,

if a group of taxis is on a highway, a much larger diameter should be considered to

detect co-movement, because the safety distance between them at high speed must

be larger. Another situation is when there is a traffic light on the way. Taxis moving

together can become spatially dispersed due to a red traffic light if some pass through

it while others do not.

In general, moving objects do not move smoothly, exactly at the same speed, such

that at every time instant the distance between the points is homogeneous. Therefore,

different moving objects, such as vehicles, people and animals of different families

(e.g., felines, cattle, fishes or birds) require distinct distance thresholds to discover
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co-movement patterns. The instant location of MOs also impacts the distance thresh-

old (low speed roads vs. high speed highways, flat land vs. mountains, air vs. land

or water, etc.) as well as the application goal (e.g., traffic analysis, crowd movement

and animal migration). Notice that the relaxation of the time consecutiveness does

not suffice for surpassing this limitation. Furthermore, to define a suitable distance

threshold is even more challenging when the dataset is not known beforehand. In

these cases, exploratory data analyses would be much easier for the user if he/she

could provide parameters that are simple to define.

For the aforementioned limitations, in this work we propose a new concept called

k
𝜀
-Flocks, which is an exploration mining approach based on top-k queries, and with-

out distance threshold as input, for mining the k-flocks of minimum diameter in a

window, so that its flock with the largest diameter has the smallest possible diameter.

The concept of k
𝜀
-Flocks relinquishes the user from defining a distance threshold,

he/she should just provide the desired number k of flocks to be returned. We also

introduce the k
𝜀
-Flock Pattern for returning the k

𝜀
-Flocks in all time windows of

a given valid size for a dataset. Our proposals have a wide applicability in several

domains as, for instance, to help domain specialists to explore a trajectory dataset

in which they do not have deep knowledge of the movement behavior of the corre-

sponding moving objects or for real-time monitoring and surveillance of the most

relevant flocks, in terms of closeness, evolving in time. We also present a top-down

algorithm to discover k
𝜀
-Flocks in a given window, which is based on iteratively

splitting candidate flocks into subflocks guided by border points.

The remainder of the paper is structured as follows. Section 2 presents the basic

concepts and definitions, and discusses related work. Section 3 presents the proposed

approach of discovering the k-co-movement patterns, focusing on the flock pattern,

and defines the k
𝜀
-Flock Pattern. Section 4 shows the proposed top-down k

𝜀
-Flock

algorithm. Section 5 presents preliminary experiments of the proposed algorithm and

brings a discussion. Finally, Sect. 6 contains the conclusion and future work.

2 Preliminaries

2.1 The Flock Pattern

Given a uniquely identified moving object MO, its path can be continuously collected

and represented by a sequence of location points. This entire path can be semantically

segmented, in terms of its applications domains, in sub-paths called trajectories that

represent movements of the MO from a start point to an end point. The following

definition formalizes this concept.

Definition 1 (Trajectory) A trajectory T is a MO’s defined record of the evolu-

tion of its position that is moving in space during a given time interval in order to

achieve a given goal, perceived as a sequence of points p, where x and y are spatial
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Fig. 2 Flock pattern

example. Flock {T1,T2,T3}
in timestamps {t1, t2, t3}

coordinates representing a location and t is the time instant when this point was col-

lected (Bogorny et al. 2014; Spaccapietra et al. 2008).

In real applications, trajectory points usually do not follow a strict sampling rate.

Therefore, the time instants of these points collection may be discretized in order to

facilitate pattern mining. In this synchronization process, known as calibration (Par-

ent et al. 2013), all points are resampled to share the same discretized sequence of

regularly sampled instants.

A well-known trajectory pattern that can be mined with discretized points is the

flock pattern, which, according to the definition proposed by Benkert et al. (2008), is

a set of trajectories such that for every trajectory point within a time window, there

is a disk of a given radius that contains all these trajectories. Adapting the notation

of Vieira et al. (2009), let  be a set of trajectories, 𝜇 > 1 be a minimum number

of trajectories (𝜇 ∈ ℕ), 𝜀 > 0 be a distance threshold regarding a distance metric d
(𝜀 ∈ ℝ

>0), and w = [tinitial, tfinal] be a time window between timestamps tinitial and

tfinal, a flock is defined as follows.

Definition 2 (Flock) A flock 𝑓w(𝜇, 𝜀) is a set of pieces of trajectories in  of at least

𝜇 moving objects in a time window w such that for every timestamp ti in the interval

of consecutive timestamps in w, tinitial ≤ ti ≤ tfinal, there is a disk cti with diameter 𝜀

that covers all points of their trajectories at timestamp ti.

Figure 2 illustrates this concept. It depicts a buffer of four sequential time instances

(timestamps). This buffer contains location points—black points—of six different

trajectories,  = {T1,… ,T6}. Supposing a window of size 3 or 4, we can identify

some flocks in this figure, being 𝜀 the size of the circumferences drawn, such as:

𝑓[t1,t3](3, 𝜀) = ⟨{T1,T2,T3}, [t1, t3]⟩ (denoted by the gray disks), and 𝑓[t1,t4](2, 𝜀) =
⟨{T2,T3}, [t1, t4]⟩ (gray disks plus the dashed gray disk). Indeed, there may be many

flocks with the same parameters (w, 𝜇 and 𝜀) that must be properly identified, for

instance: 𝑓
1
[t2,t4]

(2, 𝜀) = ⟨{T2,T3}, [t2, t4]⟩ and 𝑓
2
[t2,t4]

(2, 𝜀) = ⟨{T4,T5}, [t2, t4]⟩.
A flock is of maximal size if it contains the maximum number of MOs

whose trajectories can be enclosed in diameter 𝜀. For instance, flock 𝑓
1
[t1,t3]

(2, 𝜀) =
⟨{T1,T2}, [t1, t3]⟩ in Fig. 2 is not of maximal size while 𝑓

2
[t1,t3]

(2, 𝜀) = ⟨{T1,T2,T3},
[t1, t3]⟩ is. After having defined flocks, the flock pattern is given by Definition 3.
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Definition 3 (Flock Pattern) A flock pattern FlockPattern(𝜇, 𝜀, 𝛿) reports a set 

containing all the flocks of maximal size 𝑓w(𝜇, 𝜀), for all time windows w with fixed

length |w| = 𝛿 that are valid for the set of trajectories  .

The two main classes of flock pattern algorithms report either (i) the longest flocks

(with maximal duration), including the works of Gudmundsson and van Kreveld

(2006), Arimura et al. (2014), and Geng et al. (2014), or (ii) flock patterns of fixed

length, i.e., flocks are reported as soon as they complete the minimum length thresh-

old (𝛿), such as the proposals of Vieira et al. (2009) and Tanaka et al. (2016). The

former approaches are offline since they require to load the whole dataset to run, and

the latter are online, being able to deal with data streaming using the sliding-window

model (Silva et al. 2013).

The flock pattern has two main problems. The first one is the assumption that all

points of different moving objects must be synchronized, what is not always the case

when dealing with real movement. The second is that all works assume that the radius

that contains all entities is of fixed size, defined by the user, what is not only a prob-

lem in flock detection but in several trajectory pattern mining methods and similarity

measures (Furtado et al. 2018). For example, considering the FlockPattern(3, 𝜀, 3)
in Fig. 2, only the flock 𝑓[t1,t3](3, 𝜀) = ⟨{T1,T2,T3}, [t1, t3]⟩ is reported (gray disks).

Another potential flock that could be of interest is “lost” (light pink dashed disks)

because trajectories {T4,T5,T6} do not form a flock due to insufficient diameter size

to enclose all three trajectories in timestamp t3. This work aims at addressing the sec-

ond problem by proposing a new class of co-movement pattern that does not require

providing the distance threshold. The next section reviews related proposals.

2.2 Related Work

In several application scenarios, users start the pattern discovery process through

data exploration queries. These queries usually have roughly defined conditions as

users do not know a priori which may be proper conditions for the dataset accord-

ing to their interest. After issuing a few queries, they can use the obtained results

to gradually refine the search. With regard to trajectory pattern mining, users usu-

ally become frustrated during the exploration effort as they have to iteratively adjust

a number of interrelated parameters through costly queries, which can take a long

time. In the literature several patterns have been proposed, many of them addressing

specifically limitations of flock pattern, but, as we can see below, none of them can

effectively ease the task of estimating a suitable distance parameter.

Jeung et al. (2008a, b) were precursors in addressing what they called the “lossy-

flock problem”, which is a direct consequence of the difficulty of defining a proper

disk size and that this circular shape may not correspond to real group patterns.
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The proposed solution (Convoy Pattern) was to employ a density-based approach

for initial clustering step instead of a disk-based one as in flock pattern. In this way,

a convoy is based on a less restrictive proximity condition than a flock, allowing to

report groups of different shapes by requiring that the moving objects remain close

to a few others in the group (density-connected), instead of requiring that the moving

objects remain close to all others in the group (enclosed by a disk), as it must occur

to be a flock.

Other patterns focus on the time consecutiveness limitation. The Swarm Pattern

(Li et al. 2010b, a), for example, fully relaxes the temporal threshold, mining even

loose patterns, e.g., cars meeting in gas station sporadically. The Platoon Pattern (Li

et al. 2015) also relaxes the consecutiveness in time, however, it tries to mitigate

these loose patterns by requiring a local consecutiveness threshold too. These pat-

terns form groups based on density-connectedness. Moving Clusters (Kalnis et al.

2005) can also be highlighted as co-movement patterns, nevertheless, they allow that

groups/clusters start and end with completely different objects.

Regarding relaxing the size parameter, which determines the minimum number

of trajectories to consider a group of MOs relevant, we can cite the Group Pattern

(Wang et al. 2003, 2006). This pattern does not require this minimum size param-

eter, finding groups with at least two MOs. Similarly, the Group Query (Li et al.

2013) adjusts the minimum size of a group according to a score function that can

the balanced to prioritize either the cardinality or the duration of the pattern found,

aiming at retrieving the most significant patterns using a top-k approach.

Lastly, the works of Wachowicz et al. (2011) and Ong et al. (2013) focus on the

estimation of the distance parameter of the flock pattern. Both works stand out that

it is the most challenging parameter to be set for these patterns, even for domain

specialists, due to the specificity of each data context. Wachowicz et al. (2011) and

Ong et al. (2013) propose to estimate the distance parameter based on the pairwise

point distance distribution in a timestamp or in a time window, based on the basic

strategy to find the minimum distance to establish connectivity (the EPS parameter)

for the DBSCAN clustering algorithm (Ester et al. 1996). The idea is to calculate the

distance between each point and its k-th nearest neighbor, where k is related to the

minimum group size, and then plot these values as a line graph with objects ordered

in descending order, which is the so-called sorted k-distance plot. The portion of the

graph such that when there is a sudden decrease suggests an upper bound for the dis-

tance parameter. However, this strategy relies on additional contextual knowledge to

recommend such an estimation as well as it requires a huge amount of distance cal-

culations, which may prevent it from being useful for a real-time (online) solution.

Differently from existing proposals, in this work, we introduce the approach of dis-

covering k-co-movement patterns and present a new pattern for retrieving flocks with

minimum diameter, which does not make necessary to state the distance parameter.
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3 The New Pattern k
𝜺
-Flock

As previously mentioned, setting a suitable distance threshold as input for co-

movement pattern mining algorithms requires knowing the movement behavior of

the objects in the input dataset, which vary according to the nature of the object

(person, vehicle, animal, etc.), to the local conditions (road network with varying

speeds, traffic lights, land use, etc.), and so on. This can be fairly difficult, especially

for trajectory mining tasks, in which the goal is to detect unknown but relevant pat-

terns that evolve over time. That is, besides being hard to define an initial value for

this parameter, it is not enough to provide a fixed threshold for a stream of trajectory

data, as the dynamic behavior of real data movement would demand to continuously

adjust this parameter.

Our proposal is to reduce this problem to the monitoring of a given number of

patterns, identified according to a specific condition that may vary over time. The

idea is to issue a kind of top-k query over a time window and retrieve the k answers

that are the most relevant at that time regarding the desired ranking criterion. We

name this approach as the discovery of k-co-movement patterns. This approach has

variations that refer to the mined pattern (e.g., flock, convoy, etc.) and to the parame-

ter that defines the ranking criterion (e.g., distance, temporal length, etc.). The main

advantage of such a strategy is to switch a hard parameter definition to a simpler

one—the desired number k of patterns—while providing to the user an adaptative

view of the patterns formed in the dataset.

In the context of this work, we are interested in making the distance thresh-

old a free parameter for the flock pattern. Therefore, we propose the new concept

k-Flocks with Minimum Diameter (k
𝜀
-Flocks), which are the k flocks in a given

time window and of a given minimum size such that the diameter of the flock with the

largest diameter among the k
𝜀
-Flocks is the smallest possible, i.e., for any diameter

that is less than this value the number of flocks returned is less than k. The k
𝜀
-Flock

Pattern is the set of k
𝜀
-Flocks for all time windows in the trajectory dataset. These

concepts are formalized through the following definitions.

Definition 4 (Minimum Diameter of a Flock) The minimum diameter of a flock

𝑓w(𝜇, 𝜀) is the smallest value 𝜀
′ ∈ ℝ such that 𝑓w(𝜇, 𝜀′) = 𝑓w(𝜇, 𝜀).

Definition 5 (Widest Flock) Given a set of flocks F, the widest flock in this set is

the flock whose minimum diameter is the largest among flocks in F. Ties are broken

arbitrarily.

Definition 6 (k
𝜀
-Flocks) The k

𝜀
-Flocks regarding window w and minimum number

of trajectories 𝜇, represented as k
𝜀
-Flocks(𝜇,w), is the set  k

w containing k flocks

such that for every flock 𝑓w(𝜇, 𝜀) ∉  k
w we have that 𝜀 ≥ 𝜀k, where 𝜀k is the minimum

diameter of the widest flock in  k
w. If there are not enough flocks in the window, then

less than k flocks are reported.
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Definition 7 (k
𝜀
-Flocks Pattern) A k

𝜀
-Flock pattern k

𝜀
-FlockPattern(𝜇, 𝛿) reports a

set  k
containing the k

𝜀
-Flocks(𝜇,w) with regard to every time window w of size 𝛿

valid for the set of trajectories  , that is  k =
⋃

∀w
 k
w.

The basic approach to return the k
𝜀
-FlockPattern is to iteratively identify the

k
𝜀
-Flocks over a sliding-window buffered from an input data stream. In the next

section, we present properties of the proposed concepts that allow defining an exact

top-down algorithm for the identification of the k
𝜀
-Flocks in a time window.

3.1 Properties for the Identification of the k
𝜺
-Flocks

Given k, 𝜇 andw, the main property to identify the k
𝜀
-Flocks(𝜇,w) is that a flock with

more than 𝜇 trajectories can be divided into subflocks with fewer trajectories than

the original flock. The minimum diameter of the subflocks will be smaller than the

minimum diameter of the original flock. Thus, starting with a single flock containing

all trajectories in the time window, this splitting process can be iteratively applied

until reaching the answer.

To support this observation, Fig. 3 shows the number of flocks of maximal size

discovered in a given time window for decreasing diameters for two well-known

trajectory datasets: location points labeled as cars of Geolife2
and San Francisco

cabs which are detailed in Sect. 5. It can be seen that in Geolife dataset (Fig. 3a)

the number of flocks augments for decreasing diameters until a saturation point and

becomes smaller for diameters below this point until no more valid flocks are found.

For the San Francisco cabs dataset (Fig. 3b) the behavior is similar, nonetheless, the

number of flocks is not always increasing until the saturation point and not always

decreasing after it. Therefore, the stop condition for the top-down approach must

consider such instability.

The process consists of splitting always the widest flock in the current set of candi-

date flocks into subflocks. The minimum diameter of a flock in a window is the diam-

eter of the largest disk among the disks tightly involving the points of the trajectories

in the flock duration. For example, Fig. 4 (assuming both flocks FlockPattern(3, 𝜀, 3)
of Fig. 2 are in the same window) shows the disks tightly involving the trajectories of

flocks 𝑓
1
[t1,t3]

(3, 𝜀1) = ⟨{T1,T2,T3}, [t1, t3]⟩ and 𝑓
2
[t1,t3]

(3, 𝜀2) = ⟨{T4,T5,T6}, [t1, t3]⟩.
Comparing Fig. 2 with Fig. 4 can be seen that in the first one all disks have the same

size, whereas in the latter not because in the latter case the disks have the small-

est diameter possible. The minimum diameters of candidate flocks 𝑓
1
[t1,t3]

(3, 𝜀1) and

𝑓
2
[t1,t3]

(3, 𝜀2) are 𝜀1 and 𝜀2, which are respectively the diameters of the red solid line

gray disk and red dashed line white disk. Consequently, the widest flock between

these two flocks is 𝑓
2
[t1,t3]

(3, 𝜀2).

2
https://www.microsoft.com/en-us/download/details.aspx?id=52367.

https://www.microsoft.com/en-us/download/details.aspx?id=52367
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Fig. 3 Behavior of quantity of flocks of maximal size in a time window varying 𝜀

Fig. 4 Flocks’ diameters in the window, with the flock with dashed disks as the widest one

After having chosen the widest flock 𝑓w among the candidates in the window,

Fig. 5 illustrates how split should happen in two possible situations: with two and

with three border points, the red ones. The idea is to discover which trajectory, if

removed from 𝑓w, would split it into the two widest possible subflocks of 𝑓w. It is

worth mentioning that the split must guarantee that the two widest subflocks are pro-

duced to avoid missing answers in next steps of the top-down approach. To achieve

this, for each border point of 𝑓w is created a subflock with all the remainder points

of 𝑓w, except this point. On the left side of the figure, 𝑓w contains only two border

points, then the two possible widest subflocks 𝑓
1
w and 𝑓

2
w are found. However, in a

future iteration 𝑓
1
w becomes the current 𝑓w and have to split. As it is shown on the

right side of the figure, this flock contains three border points, therefore three sub-
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Fig. 5 Example of the split

of two widest flock 𝑓w in two

different iterations. On the

left side, 𝑓w is split only into

the two possible subflocks.

However, on the right side,

with three border points,

three subflocks are found and

the smaller one (𝑓
3
w) is

ignored

flocks can be generated. The algorithm chooses the two widest subflocks (𝑓
1
w and 𝑓

2
w

in green) and ignores the smallest one (𝑓
3
w in red). A fundamental property of this

way of splitting is that the diameters of the subflocks are smaller than the original

flock candidate, except for geometric cases that are rare in real datasets (we provide a

discussion about these cases in Sect. 5.1). Therefore, this process yields an iterative

reduction in the diameter that ensures to reach an exact answer.

The split process has to stop on two occasions: when the k
𝜀
-Flocks are discovered,

or when no better answer can be found within the current set of candidate flocks

found so far (current ). These alternative stop conditions are based on Eq. 1.

maxSubflocks(current ) =
n∑

j=1
2|𝑓

j
w|−𝜇

{
if < k current ⊅ k

𝜀
-Flocks

if ≥ k current may contain k
𝜀
-Flocks

(1)

Equation 1 estimates the largest number of subflocks current may contain. As

each flock of size s > 𝜇 splits into two subflocks of size s − 1 each, a flock 𝑓
j
w can

be split into 2|𝑓
j
w|−𝜇 subflocks. That is, for any flock of minimum size |𝑓

j
w| = 𝜇 no

more subflocks can be produced and the flock itself is counted (20 = 1); for flocks

with size |𝑓
j
w| = 𝜇 + 1 one split could be done, resulting in 21 = 2 subflocks; and so

on. In this way, the total number of possible subflocks is the sum of the estimation

on each candidate flock in current .

4 A Top-Down Algorithm for the Discovery of k
𝜺
-Flocks

This section details the proposed algorithm for the retrieval of the k
𝜀
-Flocks in a

given window based on the presented top-down approach (Algorithm 1). The inputs

for the algorithm are the time window w to be processed, the minimum number of

trajectories 𝜇 to determine a flock, and k that is the desired quantity of flocks. The

answer set  k
w is initialized with a single flock, maximal in size, whose diameter is

enough to wrap all points for all timestamps of w, as well as the current set of can-

didate flocks current , which contains the set of flocks found so far, being updated
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Algorithm 1: Top-down k
𝜀
-Flocks in a time window

Input: 𝜇: minimum number of trajectories

w: time window regarding a set of trajectories 

k: requested number of flocks with minimum diameter

Output:  k
w: k

𝜀
-Flocks

/* Initialization */
1  k

w ← add the single flock containing the maximum number of trajectories in w
2 current ←  k

w
/* Can  k

w converge to k
𝜀
-Flocks or at least be increased? */

3 while (maxSubflocks(current) ≥ k) or (maxSubflocks(current) ≥ | k
w|) do

4 𝑓w ← removeWidestFlock(current)

5 if size(𝑓w) > 𝜇 then // can 𝑓w split?
/* process subflocks */

6 Split 𝑓w into the two widest subflocks 𝑓 1
w and 𝑓

2
w based on the border points in the

circumference of the 𝑓w’s biggest disk
/* calculate disks for the subflocks */

7 𝑓
1
w.𝜀 ← 0; 𝑓

2
w.𝜀 ← 0;

8 foreach timestamp ti in window w do
9 foreach subflock 𝑓w ∈ {𝑓 1

w, 𝑓
2
w} do

10 fw[cti ] ← calculate the minimum bounding disk cti of fw in timestamp ti
11 if fw[cti ].diameter > fw.𝜀 then // Did cti increase 𝑓w.𝜀?
12 fw.𝜀 ← fw[cti ].diameter
13 end if
14 end foreach
15 end foreach
16 current ← current ∪ {𝑓 1

w, 𝑓
2
w} // Add the subflocks

17 end if
18 if |current | ≥ | k

w| or |current | ≥ k then // Should  k
w be updated?

19  k
w ← current

20 end if
21 end while
22 return  k

w, with the k
𝜀
-Flocks, or with the largest number of answers possible (< k)

after each refinement iteration (lines 1–2). What differs  k
w from current is that the

former is always a valid answer, while the latter may end up with an incomplete set

of answers, thus requiring to have the last valid answer set saved in  k
w.

Lines 3–21 comprehend the answer set refinement, always regarding the widest

flock at each iteration. It is performed until finding the k
𝜀
-Flocks, if they exist, or, oth-

erwise, the largest possible number of answers inw. This loop is repeated while Eq. 1

returns that it is possible to exist at least k flocks within the current candidate set

(maxSubflocks(current ) ≥ k). The premise is that as long as there exists the pos-

sibility of finding the k
𝜀
-Flocks in current , the current diameter 𝜀 is decreased by

dividing the wider flocks until k flocks can be found. However, the window may not

have k
𝜀
-Flocks, so Eq. 1 gives a value less than k. In this case, the loop also continues

iterating if the estimation of the number of subflocks is greater than the number of
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flocks in  k
w, because there is still the possibility to find more flocks to augment the

answer set even that it will not contain k answers.

The refinement loop removes the widest flock so far in the window w (𝑓w) to pro-

cess it. If its size is greater than the minimum (𝜇), it can be split into two subflocks,

otherwise, 𝑓w is discarded, reducing the size of current (lines 4–6). To correctly

split 𝑓w, given all disks of the flock, each of which in a timestamp in the window

(𝑓w[cti ], tinitial ≤ ti ≤ tfinal), the algorithm selects two trajectory points in the bound-

ary of the minimum bounding disk that is the biggest one among the flock’s disks

(refer to the explanation of Fig. 5 in Sect. 3.1). The minimum bounding disk can be

obtained by employing any algorithm for finding the smallest-circle that encloses a

set of points. It should be noted that there may be more than two boundary points,

usually three. When this case occurs, the two chosen points are those boundary points

that result in the two widest subflock in w among the possible subflocks of 𝑓w. Then,

two subflocks 𝑓
1
w and 𝑓

2
w are calculated within the entire window w, each of which

containing the trajectories of 𝑓w except one of the two points. It is worth noting that

this split process may produce subflocks that are subflocks of greater flocks still in

current . In this case, this subflock also has to be discarded because it will be pro-

cessed later when splitting the other candidate that contains it. Lines 7–16 calculate

the minimum bounding disks for the subflocks at every timestamp in the window,

set the subflocks’ diameter (𝑓w ⋅ 𝜀) to the diameter of their respective largest disks,

and add the subflocks to the current set of flock candidates.

After having processed the widest flock 𝑓w, an important check is made to deter-

mine whether  k
w must be updated with current or not (lines 18–20). At this point,

there are two possibilities: either the widest flock 𝑓w was split, increasing the size of

current that now may contain more candidates than  , or it was discarded, reduc-

ing the set size. If it was split, subflocks with minor diameters were added, thus

the answer was improved by having reduced the diameter. On the other hand, if it

was discarded, it is necessary to verify if current is a potential answer. If the size

of current has dropped below k it is not a potential answer and therefore cannot

supersede  k
w as the latter contains the last valid answer. Notice that the loop refine-

ment continues with current , because although at this moment it has less than k
flocks, it may have k or more potential subflocks, which can be generated in future

iterations, increasing the set again. When the set of candidates does not have relevant

subflocks anymore to explore, the set  k
w is returned, containing the k

𝜀
-Flocks, or, if

it is not possible, less than k flocks, but with the smallest possible diameter in w.

5 Experiments

This section presents experiments to evaluate the proposed algorithm. The objec-

tive of the experiments is to depict the behavior of the algorithm regarding time

elapsed with the variation of parameters. The proposed algorithm was implemented

in C++ and the tests were run on a computer with an Intel(R) Core(TM) i7-3630QM
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Fig. 6 Performance behavior of the proposed algorithm for varying parameters (𝜇, 𝛿, k)

2.40 GHz CPU and 8 GB of RAM. The employed dataset is the well known Geo-
life (Zheng et al. 2008, 2009, 2010), specifically using the location points labeled

as cars. In order to maximize the number of possible flock patterns, data points are

assumed to be taken from the same day, with collection time instances synchronized

in 2 s.

Figure 6 depicts the execution time behavior of the sliding window algorithm,

varying each of its three parameters. When varying one of them, the other two are

fixed with the following default values: 𝜇 = 3, 𝛿 = 5 and k = 1. As expected, the

execution time reduces with increasing values of 𝜇, because high values restrict the

flocks that can be found, thus reducing the processing. Regarding the window length

(𝛿), the execution time rises for small windows but stabilizes for greater ones. Finally,

the execution time remains stable for all values of k as the algorithm explores a large

part of the answer space, which is usually much greater than the provided k. If a single

window is considered, our approach is a few times slower than a flock pattern algo-

rithm with the distance parameter set up to retrieve a comparable number of answers.

However, our algorithm automatically adjusts the distance parameter when sliding

the window, while existing algorithms employ always the same distance, therefore

varying considerably the number of answers along time.

5.1 Discussion: Splitting of Geometric Cases

It is worth noting a known issue that the proposed solution might face regarding what

we call geometric cases while selecting the points to perform a split. Figure 7 depicts

one of the possible theoretical scenarios. The figure shows a flock composed by four

trajectories whose points are exactly equidistant (corner points of a square) for three

consecutive timestamps. In examples like this, the removal of any of the four points

would produce a disk with the very same diameter. Consequently, the trajectory that

corresponds to the removed point cannot be removed from the flock, as its points are

enclosed by the “new” disk. This flock cannot be split into two flocks of size 𝜇 = 3,

however it may be split into four flocks of size 𝜇 = 2, for example.

The aforementioned situations are extremely rare to happen with real spatiotem-

poral data. Firstly, the collection of location points suffers from noises and systems
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Fig. 7 Example of a

geometric case in a flock

split. A tentative of removal

of any of the four points

would result in the same

flock

errors. Added to this, the coordinates have sufficient decimal precision that highly

collaborates to the rarity of these cases. However, an additional maintenance strat-

egy must be included in the algorithm to treat cases when the removal of one point

does not result in diameter reduction.

6 Conclusion and Future Work

The ubiquity of spatiotemporal data is notorious. With such amount of data, mining

co-movement patterns are of great importance. For this, several co-movement pat-

terns have been defined in the literature, including the flock pattern addressed in this

work. However, as discussed, all of them require difficult parameters as input, being

a challenging task even for domains specialists.

Addressing this limitation, we propose a new concept of the discovery of k-co-

movement patterns, which the main idea is an exploratory mining, releasing the user

from providing a non-trivial parameter but just the number k of desired answers to

be found. In this way, focusing on the flock pattern, specifically in its challenging

distance parameter, we propose a new flock pattern mining and algorithm which

retrieves the k flocks in a given time window w so that its largest flock has the min-

imum size as possible. With such approach, specialists can initially understand the

data behavior and what is a good distance threshold to discovery such flocks. Finally,

we presented experiments that show the general performance behavior of the pro-

posed algorithm for varying parameters.

Our proposed algorithm is not optimal in the number of iterations. Therefore,

future works include to develop a bottom-up algorithm for this problem, which we

expect to be a near optimal solution, to extend our top-k approach to a density-based

pattern, and to explore variations of the pattern that reduces the amount of overlap

among the pattern answers.
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Optimization and Evaluation
of a High-Performance Open-Source
Map-Matching Implementation

Karl Rehrl, Simon Gröchenig and Michael Wimmer

Abstract Map matching, i.e. matching a moving entity’s position trajectory to an
underlying transport network, is a crucial functionality of many location-based
services. During the last decade, numerous map-matching algorithms have been
proposed, tackling challenging aspects like sparse trajectory data or online
matching. This work describes GraphiumMM, an open-source map-matching
implementation combining and optimizing geometrical and topological matching
concepts from previous works. The implementation aims at highly accurate and
performant map matching in online and offline mode taking trajectories with
average sampling intervals between 1 and 120 s as input. For evaluating its runtime
performance and matching quality, results are compared to results from the
open-source map-matcher Barefoot. Results indicate better matching quality and
runtime performance especially for sampling intervals from 1 to 15 s in offline and
online mode.

Keywords Map matching ⋅ Trajectories ⋅ Evaluation ⋅ Open source

1 Introduction

Map matching denotes the matching of a moving entity’s position trajectory (most
likely Global Navigation Satellite System (GNSS) measurements) to an underlying
map, typically a transport network (Newson and Krumm 2009). In the context of
moving object analysis, map matching tackles the question of determining an
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entity’s most likely path out of possible paths. In the domain of Intelligent
Transport Systems (ITS), map matching is used for locating a navigating vehicle on
the road network or for mapping time-referenced positions of a moving vehicle
(so-called Floating Car Data or FCD) to segments of a road network. With respect
to the individual use case, map matching uses completed (“offline map-matching”)
or iteratively expanding trajectories being processed while the entity is still moving
(“online map-matching”).

Due to the relevance for many domains, the map-matching problem has been
tackled by the transport and GIS research community for years (i.e. Greenfeld 2002;
Newson and Krumm 2009; Liu and Li 2017). Handling varying spatial accuracies
of position measurements (e.g. due to GNSS errors) as well as diverse sampling
intervals (the temporal intervals at which the position of a movement entity is
recorded) makes map matching an ambitious research question. While the problem
has been tackled by numerous approaches in the past, most of the algorithms focus
on the offline case, which is easier to handle due to complete input trajectories (see
Table 1). Online map matching has to cope with additional challenges related to
incomplete trajectories and an iterative matching process. Determining continu-
ously the most accurate path (also in case of lacking information) is one of the
biggest map-matching challenges. Especially in the case of real-time traffic appli-
cations where trajectories of thousands of moving entities have to be processed
simultaneously, the runtime performance of the map-matching algorithm plays an
important role. Until now, most of the proposed map-matching algorithms have
been designed and evaluated with respect to matching quality while disregarding
runtime performance (cf. Sect. 2). Evaluating map-matchers against both require-
ments, map-matching quality and runtime performance, is still an open issue.

The current work introduces GraphiumMM, an open-source Java map-matching
implementation combining the best of breed geometrical and topological matching
concepts from previous works. The implementation introduces several algorithmic
optimizations for pursuing the goal of high runtime performance for sampling
intervals from 1 to 30 s (which are typical sampling intervals of fleet tracking
systems; see Fig. 1) while ensuring high map-matching quality. For evaluating
GraphiumMM, results based on well-defined quality and performance metrics are
compared to results from the open-source Java map-matching library Barefoot.
Results show that GraphiumMM outperforms Barefoot in terms of runtime per-
formance (processed track points and kilometers per minute) for sampling intervals
between 1 and 15 s, while providing better map-matching quality.

The remaining of the work is structured as follows: Sect. 2 discusses previous
map-matching approaches. Section 3 introduces the map-matching implementation
“GraphiumMM”. Section 4 introduces the evaluation methodology and compares
map-matching performance and quality of GraphiumMM and Barefoot. Section 5
concludes the work and provides an outlook.
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Table 1 Summary of the main characteristics of previously proposed map-matching algorithms

Work Sampling
interval
(s)

Online Offline Peculiarities

White et al.
(2000)

1 x Geometric approach with similarities
outperforms approach which includes
connectivity information

Greenfeld
(2002)

1 x Weight-based, topological approach

Brakatsoulas
et al. (2005)

30 x Geometric approach with Fréchet
distance; incremental approach is faster,
global algorithm produces better quality

Hummel
(2006)

1 x Probabilistic approach based on
Bayesian classification and HMM; good
results even in city scenarios

Quddus et al.
(2006)

1 x Fuzzy logic approach optimized for high
density road networks; 99.2% matched
correctly in rural environment

Newson and
Krumm
(2009)

1–600 x Probabilistic approach based on HMM;
perfect results for sampling intervals up
to 30 s

Lou et at.
(2009)

30–360 x Optimized for high sampling intervals

Velaga et al.
(2009)

1 x Weight-based, topological approach
considering connectivity and turn
restrictions

Yuan et al.
(2010)

30–630 x Voting-based for high sampling
intervals; outperforms (Lou et al. 2009)
especially for sampling intervals over
2 min

Goh et al.
(2012)

3–300 x HMM and variable sliding window for
online processing

Tang et al.
(2012)

1–30 x Probabilistic approach using the track
point and segment geometries

Song et al.
(2012)

1–30 x Uses extensive multi-threading

Liu et al.
(2012)

1–30 x Uses simplified road network

Sauerwein
(2013)

1–120 x x Weight-based, topological approach
combining geometrical and topological
measures

Mattheis
et al. (2014)

Not
specified

x x Probabilistic approach based on HMM,
open-source is the best future option

Liu and Li
(2017)

90 x Probabilistic approach for high sampling
intervals
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2 Related Work

Early map-matching approaches investigate the geometry of the road segments (Kim
et al. 1996; White et al. 2000). Brakatsoulas et al. (2005) proposed a geometrical
approach mapping parts or the whole trajectory onto the road network using the
Fréchet distance. Purely geometrical approaches are error prone due to measurement
noise and the influence of sampling intervals (Newson and Krumm 2009). Topo-
logical approaches improve the matching quality by taking connections between road
segments into account. Greenfeld (2002) published one of the first topological
map-matching algorithms that also works with low quality GNSS data. A more
advanced approach has been introduced by Hummel (2006) who applied a Bayesian
classification and a Hidden Markov Model (HMM). This probabilistic approach has
been adopted and refined byNewson andKrumm (2009)who also performed a quality
evaluation using an artificially increasing sampling interval and a varying geometrical
accuracy. Route mismatch analyses indicate best results for sampling intervals up to
30 s. Lou et al. (2009) proposed another algorithm for low sampling rates considering
geometrical and topological structures as well as temporal constraints. Matching
quality and runtime performance are evaluated better compared to the incremental
algorithm by Greenfeld (2002) and Fréchet distance algorithm by Brakatsoulas et al.
(2005). Goh et al. (2012) extended previous works (Lou et al. 2009; Newson and
Krumm 2009) by adding an online mode for real-time applications. To improve the
performance, track points are removed artificially in order to reduce the amount of
data. Additionally, the “Viterbi”-algorithm (Goh et al. 2012) identifies a variable
sliding window to only take relevant track points into account. Sauerwein (2013)
combines geometrical and topological approaches for low and high sampling intervals
and implemented several path validations and consistency checks in order to detect
wrong matching results. Mattheis et al. (2014) also rely on the HMM approach for
offline and online modes. They have been the first to publish their algorithm as
open-source software called “Barefoot”. Liu and Li (2017) developed a probabilistic
approach for low sampling rates taking the topological structure of the road network
and speed information into account. Other probabilistic approaches apply Fuzzy
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Fig. 1 Distribution of average sampling intervals of trajectories from typical fleet tracking
systems (Source Austria’s national floating car data platform)
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Logic (Quddus et al. 2006), Extended Kalman Filter or Belief Theory. Although these
algorithms typically improve map-matching quality especially for lower sampling
rates, they suffer from high runtime complexity that makes them slow and not the first
choice for online map matching and higher sampling rates. For the 2012
ACM SIGSPATIAL GIS Cup, Ali et al. (2012) organized a map-matching compe-
tition. From 31 submissions, the organizers ranked the top-5 submissions by runtime,
correctness and overall score. One of the best submissions applied a probabilistic
approach based on the correlation between consecutive track points and the shape of
road segments (Tang et al. 2012). Another submission used a multi-threading
infrastructure and improved the HMM by taking the maximum speed into account to
avoidmatching onminor parallel roads (Song et al. 2012). A third approach evaluated
a drastically simplified road network (Liu et al. 2012).

An important characteristic of map-matching algorithms is concerned with the
handling of different sampling intervals, which typically requires different
map-matching strategies. Another characteristic is concerned with offline/online
map matching. Most of the proposed map-matching algorithms (Greenfeld 2002;
Newson and Krumm 2009; Lou et al. 2009; Hummel 2006) are designed for offline
map-matching only, while some recent approaches provide online map-matching
functionality as well (Goh et al. 2012; Sauerwein 2013). Table 1 summarizes the
main characteristics of previously proposed map-matching algorithms.

For this work the geometrical and topological map-matching algorithm origi-
nally proposed by Sauerwein (2013) is used and further optimized for offline and
online processing of thousands of trajectories in parallel with varying GNSS
accuracies and sampling intervals. The focus of this work is on runtime opti-
mization (especially for sampling intervals between 1 and 15 s) while ensuring
equal or better map matching quality. For the first time, a comparison between two
map-matchers (GraphiumMM and Barefoot, two open-source implementations)
based on well-defined metrics has been conducted.

3 “GraphiumMM” Map-Matcher Implementation

In thiswork, the term “map-matching” is defined as the process ofmatching each point
of a time-ordered sequence of georeferenced locations to a road network for deter-
mining the most valid path of a moving entity (object or person) with respect to a road
network. Although map matching is a basic functionality of many transport-related
applications (e.g. navigation, real-time traffic state estimation and traffic data analysis),
the availability of open-sourcemap-matching implementations or services is rare. The
GraphiumMM project has been started in 2012, due to the lack of a scalable,
high-quality online map-matching implementation. Similar to Barefoot (which was
published in 2015 only), GraphiumMMpursued the goal of providing an open-source
online as well as offline map-matching implementation being optimized for low
sampling intervals and providing high runtime performance for thousands of parallel
map-matching processes.
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3.1 Map-Matching Algorithm

Based on the work by Sauerwein (2013), the GraphiumMM algorithm uses several
geometrical and topological measures for selecting and evaluating path candidates
from a digital road network for a given trajectory of time-ordered track points,
where each track point is represented as WGS84 coordinate linked to a times-
tamp. The digital road network is modelled as a graph of geographically referenced
road segments, being topologically connected in a way that these connections
represent possible movement options within the network. This requires the mod-
elling of routing restrictions like one-way rules as well as some information about
the maximum feasible speed of movement (e.g. speed limits or at least road clas-
ses). The output of the map-matching algorithm is a path (an ordered sequence of
road segments containing the direction of movement for each segment) that has
been most likely followed by the entity. The algorithm works in offline-mode (with
completed trajectories) as well as in online-mode (as incremental map-matcher
matching only new track points of a trajectory since the last map-matching run).
During map matching, it tries to match as many track points onto the road network
graph as possible. Due to the use of the open-source project Graphium1 for
managing the transport graph, arbitrary road graphs can be used. Moreover, the
algorithm is capable of determining the most likely position of each track point as
offset on a directed road segment, which is a clear difference to other map-matching
algorithms only determining the path. The overall map-matching procedure works
as follows:

As a first step, the map-matcher tries to find an appropriate entry point to the
road network. This is accomplished by identifying road segments that are within a
defined search radius of the first track point of the trajectory. The initial search
radius is defined as a variable. Numerous tests with varying search radii revealed
150 m as recommended start value for vehicle data taking accumulations of GNSS
errors at the beginning of trajectories into account (Montenbruck et al. 2006).
A fixed radius instead of variable search radii is preferred as a trade-off between
runtime performance and matching quality. If the initial search with the first track
point returns no road segment, the algorithm steps from track point to track point
until a road segment is located within the search radius. In case that the search
returns more than one road segment, all segments are handled as potential entry
segments. The successive track points are used to identify next segments and to
create initial directed path candidates.

1https://github.com/graphium-project
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For iteratively identifying the next segments, an incremental workflow is applied
for each path candidate. The first step of the workflow considers road segments as
matching candidates that (i) are within the search radius around the track point
(from experimental tests it is recommended to set the radius to 30 m for the rest of
the workflow), (ii) are topologically connected to the last segment in the path (see
Fig. 2) and (iii) are not constrained by turn restrictions. If such a segment candidate
is identified, it is added to the respective path candidate. So far, the implemented
selection of path candidates is based on geometrical as well as topological con-
straints. A major difference to previous works concerns the handling of track points
being located within the search radius to the last segment in a path. For performance
reasons, these track points are linked to the last segment without searching for other
potential mapping candidates. The first track point that is not within the search
radius to this segment determines the next segment candidates and the track points
on the previous segment are matched again in order to obtain the correct matching
segment. Another performance improvement is achieved by identifying and skip-
ping short segments, having a length of less than the sum of the search radius and
the median distance between the last five track points. In such cases, the segments
being topologically connected to the short segment are considered for the path
candidates.

If the selection of a connected road segment candidate within the search radius of
the current track point fails, the algorithm switches from topological matching to a
routing approach. This situation typically occurs if (i) track points are missing (e.g.
in tunnels), if (ii) the trajectory follows roads that are not present in the road
network or if (iii) the next track point cannot be matched on a connected road
segment because of a high sampling interval. The algorithm tries to fill these gaps
with a series of route queries (Fig. 3). The last segment of each path candidate is
selected as start segment for the routing. Road segments within the search radius of
the next track point are selected as route targets. Afterwards, shortest paths are
queried between all start segments and all target segments. Apart from topological
connectivity, the routing algorithm also considers access rules (e.g. one-ways and
turn restrictions).

Fig. 2 Identification of the topologically connected segments. Black, thick segments are
connected to the last matched segment, however, only two of them are within the matching radius
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The shortest path search might result in paths containing detours and/or short
cuts due to missing or erroneous road segments or a high sampling interval
(Fig. 10a). To identify unreasonable paths, the algorithm evaluates the calculated
driving speed of the entity whether it exceeds the maximum feasible speed for the
route. The calculation is based on the route length and the measured travel time
between track points. While a previous approach (Newson and Krumm 2009) uses a
speed restriction of three times the speed limit or a maximum of 180 km/h, Gra-
phiumMM classifies the road segments by road type. By default, the maximum
feasible speed is set to 150 km/h for motorway segments and 120 km/h for all other
road segments. If the calculated speed between two track points exceeds the speed
thresholds, the route is discarded.

If both approaches fail, this part of the trajectory is skipped. However, for each
consecutive track point, the algorithm repeats the search for road segments being
located within the search radius of 30 m. In case a new road segment has been
identified, the algorithm starts new paths and tries to expand them following the
previously described topological as well as routing approaches (Fig. 4). In order to
accelerate the search for the next matchable track point, a bounding box with a
height and width of 200 m (recommended value from empirical tests taking runtime
performance and matching quality into account) is laid around a track point that is
not near a road segment. All track points within the bounding box are skipped and
the algorithm proceeds with the first one being outside the box.

Fig. 3 Estimating possible paths between track points based on shortest path routing

Fig. 4 A part of a trajectory cannot be matched to the road network
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In order to select the most suitable path according to the trajectory, each cal-
culated path candidate is rated according to two distance measures matched point
distance and route distance (Fig. 5). These measures are calculated for each part of
a path. A part ranges across all track points matched to the same segment or
between two track points matched to different segments. The matched-point dis-
tance (fPoint) calculates the average distance between each track point and the road
segment candidate (Eq. 1). It is set to zero for road segments without matched track
points. The route distance (fRoute) determines a relative score between the length of
the route being calculated using the length of the road segment and the length of the
straight lines between the track points (Eq. 2).

fPoint = avg distancetrack Point To Segment
� � ð1Þ

fRoute =
distancesegments − distancetrack Points

distancetrack Points

����

���� ð2Þ

The matching score for a part is calculated according to Eq. (3). Both factors are
normalized by the maximum value and weighted. The recommended weights
(WPoint = 0.4 and WRoute = 0.6) have been empirically derived emphasizing route
distance over point distance (Sauerwein 2013). To determine a score for the whole
path, the scores of each part are summed up and normalized by the number of track
points. The end segments from all path candidates are retrieved and only the
best-rated path per end segment is retained. At maximum of seven best-rated paths
are followed for the next track point iteration.

score=wPoint*
fPoint

maxPoint
+wRoute*

fRoute
maxRoute

ð3Þ

After all track points have been processed, the best-rated path is selected. The
path consists of a list of matched road segments along with driving directions and
metadata describing path properties like the matched length, a matching quality
parameter (being derived from matched point distance and route distance), and the
number of routed parts.

Fig. 5 Segment-based (green line) and track point-based (grey line) route distances as well as
matched point distance (orange) for path rating; grey background areas indicate score parts
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3.2 Online Mode

GraphiumMM supports both offline and online map-matching modes. For offline
map matching, a completed trajectory is taken as input and the best-rated path is
returned. The idea of online map matching is that parts of the trajectory are pro-
cessed in certain time intervals while the entity (vehicle/person/object) is still
moving. Online map matching is applied in an iterative way if the current location
of a navigating entity on the road network should be continuously calculated or
traffic information (e.g. traffic state) should be derived in near real-time. As the
online map-matcher has to cope with incomplete trajectories, erroneous path
assumptions for certain calculation intervals may arise (Fig. 10b).

For preparing GraphiumMM for online map matching, the offline map-matching
algorithm was extended with a state handler, which manages all previous paths and
track points. “Certain” paths are previously identified paths, which have been
evaluated at high matching quality and therefore may not be realigned in further
processing steps. The last road segment of such paths ends at the convergence point
and is together with the matched track points the starting point for the next iteration.
Without the certain path evaluation, the consecutive map-matching process could
start from an incorrect road segment (e.g. due to GNSS inaccuracies). The last
“certain” road segment is identified in every map-matching iteration using the
“variable sliding window”-algorithm (Goh et al. 2012). Usually, the last certain
segment is not the last segment in the path. In some cases, e.g. at the beginning of a
trajectory, there exists no certain segment at all which leads to the case that all track
points have to be re-matched. Figure 6 illustrates the identification of the last
certain segment and the convergence point as well as the track points to be sent in
the next iteration.

For starting a new map-matching iteration, the state handler sends the last certain
path segment as well as all uncertain segments along with associated track points
and the new unmatched track points to the map-matcher. The matching process
itself follows the same rules as for the offline mode.

3.3 Implementation

GraphiumMM has been implemented as a Neo4J plugin for the Graphium frame-
work.2 Graphium is an open-source framework for distributed storage, management
and versioning of transport graphs from different sources, which can be accessed
via a REST-API. Besides deploying Graphium as a stand-alone server, it can also
be deployed as a plugin of the Neo4J graph database (version 3.2 has been used).
Such a deployment has to be chosen for running the GraphiumMM map-matcher,
which uses several graph processing and routing features of Neo4J (e.g. graph

2https://github.com/graphium-project/
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traversals, Dijkstra and A* algorithms). Using a graph database has the benefit of
fast graph traversal and routing performance. All the road segment connections are
represented as native relationships in the graph database, which allows for direct
traversals. For the spatial search of appropriate start and target road segments for
shortest path routings, the STR-tree from JTS3 is applied. This is a R-tree using the
sort-tile-recursive algorithm (Rigaux et al. 2002). The routing itself is done via a
shortest path search using the A* algorithm. In analogy to Graphium, Gra-
phiumMM provides a HTTP API for request handling. JSON has been selected as
request and response message format.

4 Evaluation

This section presents evaluation results with respect to runtime performance and
map-matching quality and compares the results of GraphiumMM to the
open-source map-matcher Barefoot4 (Mattheis et al. 2014). Barefoot implements a
HMM map-matching algorithm supporting online and offline map matching. It can
be deployed as a standalone server (“Matcher Server” for offline and “Tracker
Server” for online map matching) and it is designed for use in parallel and dis-
tributed systems.

For comparisons, exactly the same road network as well as trajectory dataset
were used. Furthermore, all test runs were executed on the same VMware Virtual
Platform running on a server with Intel® Xeon® E3-1275 @ 3.40 GHz, Quad
Core CPU with Hyper-Threading Technology (three cores are used by the virtual
platform) and 20 GB RAM. Both tests were executed consecutively in order to
avoid possible performance losses in case of simultaneous execution.

Fig. 6 Set-up of the next map-matching iteration with certain and uncertain segments as well as
matched and unmatched track points

3https://sourceforge.net/projects/jts-topo-suite/
4https://github.com/bmwcarit/barefoot/wiki
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4.1 Trajectory and Road Network Data

As evaluation dataset, 32 different trajectories with GNSS-measured vehicle loca-
tions were selected. The dataset includes 79,479 track points covering a total length
of 1,904 km. All selected trajectories are originally sampled at an interval of 1 s. To
evaluate the map-matching algorithm with higher sampling intervals, all trajectories
were re-sampled to intervals of 2, 5, 10, 20, 30, 45, 60, 90 and 120 s. Figure 7
illustrates the trajectories and the coverage on the corresponding OSM road net-
work. In order to be representative, the trajectory dataset includes tracks on all road
categories (from motorways to residential roads). It should be noted that some parts
of the trajectories are intentionally not covered by the road dataset since this is
considered a realistic test scenario.

Since the extent of the road network graph is considered an important factor for
runtime performance and matching quality, the map-matchers have been evaluated
using two different road network configurations with different levels of detail. The
high-level configuration (OSM_AT_HL) contains roads tagged as motorway, trunk,
primary, secondary and tertiary. The low-level configuration (OSM_AT_LL)
additionally contains roads tagged as residential, service and unclassified. Beside
the road class, which is used to derive the maximum feasible speed for shortest path
evaluations, additionally required road attributes are access restrictions like
one-ways and segment connections that consider topological relationships as well
as traffic rules like turn restrictions. GraphiumMM offers the Osm2Graphium
module (available online in GraphiumMM repository) to (i) handle the segmenta-
tion of road segments by intersections and to (ii) add turn restrictions. Barefoot
performs the road network preprocessing internally. To foster external validation of
results, the trajectory dataset and the test cases have been made available as open
data.5

4.2 Method

The evaluation was conducted for offline and online mode. While in offline mode,
each complete trajectory was sent to the map-matcher, in online-mode an iterative
map-matching process with consecutive track points or batches of 30 s was applied.
In order to compare the matching quality of both map-matchers, two quality metrics
are introduced: The metric ‘matched track points’ indicates the relative share of
track points that could be matched by the map-matcher. The metric ‘matching
error’ (Newson and Krumm 2009) indicates the quality of a matched path by
taking detours and missing parts into account. For the test data, the expected path
has been manually determined based on ground truth data (the real paths of the
vehicles are known). As shown in Eq. (4), the matching error is calculated by

5https://github.com/graphium-project/graphium-neo4j/tree/master/data
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dividing the distance of all detours plus the distance of all missing track parts by the
total distance of the correct path. A disadvantage of this method is that the correct
order of matched segments cannot be verified. Furthermore, multiple matched
segments will be ignored because they are eliminated after creating the geometry
objects.

matching error=
ddetours + dmissing

dcorrect
ð4Þ

In addition to the quality metrics, the metric ‘runtime’ measures the duration of
a single map-matching run for a trajectory. To obtain comparable results, Gra-
phiumMM and Barefoot were both executed as single threads. For evaluating the
map-matching performance, the throughput is measured in ‘kilometers per min-
ute’ and ‘track points per minute’.

For online matching, Barefoot comes with a Python script, which sends each
track point sequentially. The Barefoot implementation is not able to receive a batch
of track points. For GraphiumMM, the trajectories were processed in track point
batches, each covering a time interval of 30 s. The decision to process batches
rather than single points represents the most likely behavior of connected vehicles
sending their GPS data in certain time intervals to a map-matching server. Con-
sequently, tracks with sampling intervals of 30 s and more are always processed as
single-point batches. After a trajectory was processed, the matching quality of the
resulting path geometries was validated as described above. As performance indi-
cator, ‘runtime per batch’ in milliseconds was added for online mode. It represents
the average time needed to process a batch of track points for a 30 s time interval
with GraphiumMM or each a single track point with Barefoot.

Fig. 7 32 GNSS trajectories (red lines) as sample data visualized on top of the Austrian OSM
dataset (grey lines)
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4.3 Results

Quality and performance indicators were calculated for (i) GraphiumMM and
Barefoot, (ii) online and offline mode, for (iii) the OSM_AT_HL and OSM_AT_LL
datasets and for (iv) ten different sampling intervals. All metrics except runtime
metrics were calculated using the weighted average over all trajectories. The
number of track points or the length per trajectory is used as weight. The runtime is
the summed runtime for all tracks.

Table 2 summarizes the results for offline mode. A general observation is that
matching results for the high-level map dataset are less accurate because the tra-
jectories run on some residential roads, which are missing in the high-level road
dataset. However, as the results clearly indicate, map-matching with the high-level
dataset leads to better performances with both map-matchers, as routings are faster.

Table 2 Evaluation of the offline algorithms for the OSM_AT_HL and OSM_AT_LL dataset and
ten sampling intervals. Quality indicators include the matching error, the number of matched
points and the runtime

Sampling
interval

Matched points (%) Matching error × 100 Runtime (s)
Graphium
MM

Barefoot Graphium
MM

Barefoot Graphium
MM

Barefoot

OSM_AT_HL (s)

1 87.9 90.2 0.0 1.6 6.7 135.0
2 88.3 90.6 0.6 2.9 4.7 71.2
5 88.2 90.5 0.1 3.3 2.9 28.6
10 88.0 90.6 0.3 3.2 3.7 14.7
20 87.8 90.6 0.0 3.7 3.9 7.7
30 88.2 90.8 0.1 4.2 4.2 5.3
45 87.3 90.6 0.5 7.0 4.4 3.8
60 87.7 90.7 1.1 4.3 4.5 3.0
90 86.0 90.8 2.5 4.0 3.6 2.2
120 86.2 89.8 2.2 6.4 4.4 1.8
OSM_AT_LL (s)

1 92.7 93.0 0.2 0.3 13.7 418.6
2 95.2 93.4 0.4 0.3 11.8 218.1
5 92.8 93.3 0.3 0.6 10.1 86.7
10 92.9 93.4 0.8 0.9 31.1 44.1
20 93.4 93.4 0.9 1.2 34.7 27.9
30 92.9 93.4 0.9 1.6 41.6 23.7

45 92.9 93.3 1.7 1.8 46.6 22.1
60 93.0 93.5 2.1 1.8 49.3 22.1
90 92.7 93.5 3.8 2.0 46.1 24.2
120 92.8 93.4 5.5 2.3 58.5 23.2
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Contrarily, using the low-level road dataset leads to better matching results while
the runtime is higher since routing takes more time.

Taking a closer look at matching error and runtime (cf. Table 2 and Fig. 8),
results for the OSM_AT_HL network indicate lower matching errors of Gra-
phiumMM for all sampling intervals, while runtime is significantly lower from 1 to
5 s and a little lower from 10 to 30 s. For higher sampling intervals, the runtimes of
Barefoot is a little lower compared to GraphiumMM. For the OSM_AT_LL net-
work, matching errors of GraphiumMM are lower from 1 to 45 s while runtime is
significantly lower from 1 to 5 s and a little lower at 10 s. For higher sampling
intervals, the runtime of Barefoot is lower compared to GraphiumMM. These
results clearly indicate that the proposed optimizations of GraphiumMM paid off.
Concerning track points, Barefoot matches a higher share of track points compared

Fig. 8 Matching error for GraphiumMM and Barefoot for both datasets

Fig. 9 Performance indicators track points per minute (bars) and kilometers per minute (lines) for
GraphiumMM (blue, turquoise) and Barefoot (red, orange) as well as OSM_AT_HL (blue, red)
and OSM_AT_LL (turquoise, orange) for offline map matching
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to GraphiumMM. Likely reasons are that Barefoot also accepts detours (see
Fig. 10c) and uses a search radius of 200 m by default while GraphiumMM uses a
radius of only 30 m (except for the first track points). The lower search radius of
GraphiumMM may account for lower runtimes and a lower number of matching
errors recorded in the evaluation.

Taking a closer look at performance metrics (Fig. 9), results confirm that Gra-
phiumMM is optimized for fast processing of a high number of track points
occurring at sampling intervals fewer than 15 s, while Barefoot processes a nearly
constant number of track points per second. Concerning the metric “kilometers per
minute” reveals higher results for GraphiumMM (from 1 to 10 s for the
OSM_AT_LL dataset and from 1 to 45 s for the OSM_AT_HL dataset) while
Barefoot shows an increasing performance for higher sampling intervals. The rather
constant performance values of GraphiumMM may be explained with a limited

Table 3 Evaluation of the online algorithms for the OSM_AT_HL (HL) and OSM_AT_LL
(LL) dataset and ten sampling intervals. Quality indicators include the matching error, the amount
of matched points and the runtime

Sampling
interval

Matched points (%) Matching error × 100 Runtime per batch (ms)
Graphium
MM

Barefoot Graphium
MM

Barefoot Graphium
MM

Barefoot

OSM_AT_HL (s)

1 87.6 90.2 0.2 2.2 11.8 10785.5
2 88.3 90.6 0.5 2.2 7.4 3783.8
5 87.9 90.6 0.2 2.3 5.8 1040.4
10 88.2 90.6 0.3 1.8 7.6 486.1
20 87.5 90.7 0.5 2.3 9.4 344.9
30 86.9 90.8 0.4 2.4 10.5 247.5
45 87.3 90.6 0.7 2.1 13.5 250.4
60 87.4 90.8 1.4 2.5 16.6 232.8
90 87.2 90.8 2.4 2.5 17.4 239.7
120 86.6 90.4 3.2 1.9 26.8 243.1
OSM_AT_LL (s)

1 92.5 90.9 0.2 1.6 17.4 21278.6
2 92.8 93.4 0.3 0.7 15.1 7244.4
5 92.8 93.3 0.6 1.1 14.6 1810.3
10 92.8 93.4 0.9 1.3 53.2 781.9
20 93.1 93.4 1.0 1.6 76.5 521.7
30 92.3 93.4 1.1 2.1 92.4 344.0
45 93.1 93.3 1.7 2.1 130.4 334.9
60 92.1 93.5 2.3 2.7 172.2 338.6
90 92.6 93.5 3.8 2.9 204.0 324.9
120 92.6 93.4 5.4 2.8 304.6 323.2
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routing performance appearing as a clear advantage of Barefoot. The obvious peaks
in both figures (Barefoot’s matching quality at 45 s, GraphiumMM’s km/min at
5 s) can be explained by changing path validation strategies at these sampling
intervals.

Comparing the metric “matching error” between offline and online mode (cf.
Tables 2 and 3) reveals differences between both algorithms. While Barefoot per-
forms better in online mode, GraphiumMM reveals a slightly better matching
quality in offline mode. A possible reason is the less restrictive path validation in
order to avoid losing potential track parts. The comparison of runtime performance
reveals significantly lower values of Barefoot in online mode being predominately a
result of the inefficient processing of track point batches. It should be noted that
further tuning of the Barefoot server, which was not in the focus of this work, might
improve evaluation results.

5 Conclusions

In this work, for the first time, a comprehensive comparison of two open-source
map-matching implementations using a representative dataset of 32 vehicle tra-
jectories, offline and online mode, two road network configurations and sampling
intervals from 1 to 120 s has been conducted. The evaluation not only uses
map-matching quality metrics, but also, for the first time, runtime performance
metrics. Results clearly indicate that although both implementations use similar
map-matching concepts and algorithms, dedicated optimizations may lead to better
map-matching performance while keeping or even increasing map-matching qual-
ity. Especially the exact parametrization of the map-matching algorithms is a crucial
question that can only be solved by taking the exact requirements into account (e.g.,
road network configuration, offline/online mode, mode of data collection, spatial
accuracy of track points, expected sampling intervals). Knowing these requirements
can be used for specific optimizations leading to performance and quality
improvements. Conclusions may be summarized as follows:

• Scaling down the underlying road network to road classes that should be defi-
nitely matched, leads to better runtime performance and map-matching quality
in offline and online mode.

• Using a bounding box to ignore track points being distant to the road network
proved successful to improve runtime performance (e.g., GraphiumMM pro-
cesses some batches in less than 1 ms while Barefoot needs equal processing
time for all track points, even for the distant ones). Further performance
improvements can be achieved by fast processing of multiple track points near
the same road segment and by skipping very short road segments.

• Map-matching quality may be significantly improved by using multiple path
validations (e.g. accepting all routing results may lead to paths differing sig-
nificantly from the original trajectory as indicated in Fig. 10c).
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• In online mode, map-matching performance greatly benefits from the intro-
duction of a varying sliding window (as proposed by Goh et al. (2012)) as well
as the processing of track point batches instead of single points.

• Evaluation results indicate that for vehicle data, sampling intervals between 5
and 10 s may be considered as best deal with respect to matching quality and
runtime performance.

• Since both map-matchers aim at high scalability for productive environments,
the support of multi-threaded execution of requests for horizontal scaling (si-
multaneous processing of multiply tracks) is beneficial.

In the future, additional performance and map-matching quality improvements
of both map-matchers based on these results are expected. Furthermore, it is
expected that opening of test data fosters additional evaluations of map-matching
implementations.

(a) Detour via link roads (GraphiumMM) (b) Track points leave the main road while 
the matched path con nues on the road
(GraphiumMM)

(c) Wrong shortest path that is accepted (Barefoot)

Fig. 10 Examples of identified map-matching problems; green lines indicate correctly matched
paths, red lines reveal wrong paths
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A Personalized Location-Based
and Serendipity-Oriented Point
of Interest Recommender Assistant
Based on Behavioral Patterns

Samira Khoshahval, Mahdi Farnaghi, Mohammad Taleai
and Ali Mansourian

Abstract The technological evolutions have promoted mobile devices from rudi-
mentary communication facilities to advanced personal assistants. According to the
huge amount of accessible data, developing a time-saving and cost-effective method
for location-based recommendations in mobile devices has been considered a
challenging issue. This paper contributes a state-of-the-art solution for a person-
alized recommender assistant which suggests both accurate and unexpected point of
interests (POIs) to users in each part of the day of the week based on their previ-
ously monitored, daily behavioral patterns. The presented approach consists of two
steps of extracting the behavioral patterns from users’ trajectories and
location-based recommendation based on the discovered patterns and user’s ratings.
The behavioral pattern of the user includes their activity types in different parts of
the day of the week, which is monitored via a combination of a stay point detection
algorithm and an association rule mining (ARM) method. Having the behavioral
patterns, the system exploits two recommendation procedures based on conven-
tional collaborative filtering and K-furthest neighborhood model to recommend
typical and serendipitous POIs to the users. The suggested POI list contains not
only relevant and precise POIs but also unpredictable and surprising items to the
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users. To evaluate the system, the values of RMSE of each procedure were com-
puted and compared. Conducted experiments proved the feasibility of the proposed
solution.

Keywords Personalized recommender assistant ⋅ Point of interest (POI)
Association rule mining ⋅ Behavioral pattern ⋅ Serendipity ⋅ K-furthest
neighborhood

1 Introduction

The increasing amount of registered point of interests (POIs), generated by users in
the complex urban environments, has caused difficulties in search and discovery of
POIs that are favorable to users. While finding POIs that match user preferences are
an arduous task, location-based services made this issue possible via recommender
assistants on mobile devices. Recommender systems are designed as essential tools
to provide users with suitable suggestions based on their desires and preferences
(Ricci et al. 2015). In other words, recommender systems suggest items which users
may not have been able to find and with specific characteristics that match the
user’s preferences.

Knowing the user’s desires and preferences is the most vital factor in con-
structing a satisfactory recommender system. In fact, extracting user’s desires and
preferences with appropriate accuracy can significantly ascend the quality of sug-
gestions of the recommender systems. In case of POI recommender systems, getting
familiar with the user’s taste and activity type in each part of the day of the week
can be a key point for offering the most suitable POIs to the user. Knowing about
user’s daily activities can provide recommender system with a rich source of
information about the frequent activities done by the user during a day. Awareness
of the user’s activity type enables recommender system to compare the user’s
current location and time to their previously monitored, frequently happening
activities and generate interesting suggestions for the user.

User’s activity type is valuable, hidden information in GPS trajectory data.
Trajectory analysis methods (Dodge et al. 2008; Gudmundsson et al. 2011; Zheng
and Zhou 2011; Etienne et al. 2012; Choong et al. 2016) provide appropriate means
to extract different places visited by the user in their daily activities. Having these
visited points for each user, the association rule mining (ARM) method can be used
to extract most frequently visited places for the user and therefore their activity type
in each part of the day of the week. The ARM is a well-known data mining method
that extracts frequent structures and relationships among item-sets in a huge
transactional database (Agrawal et al. 1993). The ARM divides the problem of
finding the most frequent item-set into two subsections of discovering the items
with measures of more than a predefined threshold and generating rules based on
the discovered candidate item-sets.
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This paper provides a new perspective on the generation, usage, and combina-
tion of the behavioral pattern of the user, extracted from their trajectory data, in a
personalized recommender system to present POI suggestions. The proposed
method includes two stages of behavioral pattern extraction and POI recommen-
dation based on collaborative filtering and serendipity-oriented recommendation
techniques. To extract the behavioral patterns, the outputs of trajectory analysis are
fed to a well-known ARM algorithm, called Apriori (Agrawal et al. 1993) to extract
the most frequent activity types in each part of the day of the week. Having the
user’s activity type, two different recommendation procedures are used to provide
users with personalized recommendations. The two recommendation procedures are
developed based on conventional collaborative filtering and K-furthest neighbor-
hood model (Said et al. 2013). While the former recommendation procedure based
on conventional collaborative filtering leads to specialized suggestion based on
user’s previously ranked POIs, the later procedure focuses on diversity and tries to
propose serendipitous, unexpected suggestions that can change the user’s taste and
expose them to new experiences. A serendipitous POI recommendation must be
surprising to the user but, at the same time, it should be accurate to be useful;
therefore, both of the procedures follow the user’s behavioral pattern to provide
relevant suggestions at the proper time. To evaluate the system, the values of RMSE
of each procedure were computed and compared.

The remainder of the paper is organized as follows. First, the related works and
literature are explains in Sect. 2. Section 3 thoroughly explains the proposed
solution, consisting of the behavioral pattern extraction mechanism and POI rec-
ommendations procedures. Section 4 is devoted to implementation and experi-
mental evaluation, where we compare and discuss the results. Eventually,
conclusions are drawn in the final section including the future work.

2 Related Work

The recent decade has witnessed a growing trend in the process of monitoring
user’s activities through trajectory analysis (Zheng and Zhou 2011; Gudmundsson
et al. 2011; Ying et al. 2014). Stay point detection is one of the trajectory analysis
techniques which utilize different algorithms to discover user’s stay point from
trajectory data. A stay point is a specific place where the user’s movement continues
in that location for a specific time duration to do a specific task. Various
researchers, including Cao et al. (2007), Li et al. (2008) and Li et al. (2010)
proposed various stay point detection algorithms, mostly work based on distance
and time interval between points. Another technique is clustering which focuses on
finding groups of points with similar features to locate the stay points (Palma et al.
2008; Schreck et al. 2009; Rocha et al. 2010; Fu et al. 2005).

Several authors have proposed different solutions to add recommendation
capabilities to location-based services and applications (Liu and Xiong 2013; Gao
et al. 2015; Ye et al. 2011; Yuan et al. 2013; Liu et al. 2013). These studies tried to
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recommend POIs to users using collaborative filtering, content-based filtering, or
hybrid recommendation methods. Meanwhile, a few studies have focused on
incorporating the information that has been extracted from the user’s trajectories
into their POI recommendation solutions. Ying et al. (2014) categorized mobile
users according to the semantic similarity of their trajectories and then suggested
the next location to them. In another study, sparse data of location-based services
has been used to model the user’s activities using tensor factorization (Yang et al.
2015). A more recent research demonstrated a hybrid context-aware approach
which recommends items based on implicit ratings using user’s movement (Celdrán
et al. 2016).

To the best of the authors’ knowledge, none of the previous studies in the
geospatial community has addressed the problem of recommendation diversity in
their location-based recommender solutions. Recommendation diversity is a prac-
tical way to provide attractive suggestion and overcome the problem of overspe-
cialization (Ziegler et al. 2005). Overspecialization is a problem, caused by
conventional recommendation techniques, which propose already-known items
with similar attributes to the items that user saw them before (Iaquinta et al. 2008).
Recently, researchers have implemented a measure of diversity called serendipity to
tackle the overspecialization problem. Serendipity is defined as a method which
reveals attractive, surprising and unexpected items which are not ascertainable for
user (Herlocker et al. 2004; McNee et al. 2006; Shani and Gunawardana 2011; Ge
et al. 2010; Murakami et al. 2007; de Gemmis et al. 2015; Yamaba et al. 2013).
This problem has led researchers such as Iaquinta et al. (2008) to use a hybrid
solution which combines conventional filtering models with serendipitous sug-
gestions. Yamaba et al. (2013) proposed a recommender system in which the user’s
impression of an item is extracted from folksonomy and used as an indicator to
recommend unexpected suggestions to the user. Another study proposed a
graph-based recommendation mechanism based on extracting the hidden correla-
tions among items and using similarity measures to find surprising items for rec-
ommendation (de Gemmis et al. 2015). In another research, level of curiosity was
considered as a factor of serendipitous recommendation for tourism (Menk et al.
2017).

The previous works on recommender systems mostly relied on user’s rankings to
discover user’s tastes and preferences. In this sense, our proposed solution takes
benefit of the ARM method to form user’s behavioral pattern and provides
serendipitous POIs recommendations based on user’s behavioral pattern as well as
their rankings.

3 Method

With the purpose of providing users with appropriate POI recommendations, a
recommender assistant was designed in this study. As shown in Fig. 1, the system
is composed of server-side and client-side components. The client-side components
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including, a mapping module, a POI module, and a location and time service are
implemented as a mobile application on the handheld devices of the users. The
mobile application is responsible for interaction with end users. It provides users
with a map on which they can visualize and browse different data layers, including
POIs. The POIs were downloaded from OSM (Open Street Map) website and saved
in the database. When the user selects a specific POI, more information about the
POI is retrieved and visualized on the screen. They can also rank each POI with a
number between 1 and 5. These rankings are sent to the server and saved in the
database. The rankings form the user-item rating matrix, Rm× n, where, m is the
number of users and n is the number of POIs. This matrix is then used for rec-
ommendation purposes. The mobile application is also aware of user’s movement
and time using the location and time service and sends those movements as tra-
jectories to the server to be saved in the database and used as input data for pattern
mining. The mobile application also visualizes the recommended POIs to users.

On the other hand, server-side components are dealing with the trajectory
analysis to extract the behavioral pattern of the users and provide them with POI
recommendation. A GPS trajectory collector component keeps track of the users’
daily activities continuously and saves the related data in the database.

Fig. 1 Proposed recommender assistant structure
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The collected trajectory data is sent to a visited POI detection engine. This engine
applies a stay point detection algorithm to extract the visited POIs of the user (see
Sect. 3.1.1). The extracted visited POIs are then inserted into a pattern mining
engine to discover the users’ behavioral pattern through a rule generation and
interpretation mechanism based on the ARM method. The extracted behavioral
patterns include activity type, the day of the week and the part of the day when that
activity frequently happens. Having the users’ behavioral pattern along with users’
rankings, a recommender engine recommends POIs to the user in different parts of
the day and different days of the week. The system offers accurate and unexpected
suggestions in two procedures using conventional collaborative filtering (CF) and
serendipity-oriented (SO) models.

3.1 Behavioral Pattern Extraction

The proposed solution works in two consecutive steps of spatiotemporal visited POI
detection and user activity pattern mining (Fig. 2) to extract the behavioral patterns
from the user’s trajectories. Here, the system receives user’s trajectories as input
data and extracts their behavioral pattern as output.

3.1.1 Spatiotemporal Visited POI Detection

The system keeps track of user’s movements by saving their trajectories. To extract
the stay points out of numerous points in a user’s trajectory, we implemented a
hybrid time-based and distance-based stay point detection algorithm. The general
concept of our spatiotemporal stay point detection algorithm bears a close resem-
blance to algorithms proposed by Mamoulis et al. (2004) and Li et al. (2010).

First, the algorithm receives the trajectory data in the form of ⟨UserTraj= lng1,ð
lat1, t1Þ, . . . , lngn, latn, tnð Þ⟩, containing a sequential order of triples, where lngj is

Fig. 2 Behavioral pattern extraction workflow
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longitude, latj is latitude and tj is timestamp ∀0≤ j< n , tj < tj+1
� �

. The stay point
detection algorithm proceeds through time and measures the distance between GPS
points. If the distance is less than the predefined threshold δd < δd− thresholdð Þ, the
point is added to a series of candidate stay point. As the algorithm goes on, the other
GPS points which pass the distance criteria are aggregated with the set. If the
distance is higher than the threshold, the algorithm checks the time criteria. If the
time interval is more than the predefined time threshold δt > δt− thresholdð Þ the cen-
troid of the set is considered as a stay point, the set gets emptied and the algorithm
searches for the next stay point. Eventually, all the stay points are extracted in the
form of lng, lat, tenter , texitð Þ.

For each stay point, the distances between the point and the POIs are computed,
and the stay point is assigned to the POI with the minimum distance. In this way,
the extracted stay points are merged by the POIs to form the sets of visited POIs of
each user. The output of spatiotemporal visited POI detection is saved as tuples of
Eq. 1 for each user.

PoI ID, PoI Type, Day of Week, Part of Dayð Þ ð1Þ

where PoI ID is the unique identifier of the POI, PoI Type is the activity type of the
POI. The activity type is defined as a nominal variable which can take different
activity names such as educational, religious, shopping, work, entertainment, health
and etc. Day of Week is an ordinal variable that takes a value of 1 to 7, pertaining to
each week day, starting from Saturday. Moreover, Part of Day is defined as other
ordinal variables that can take eight values of early morning, late morning, noon,
early afternoon, late afternoon, early evening, late evening and night.

3.1.2 User Activity Pattern Mining Using Association Rules

The behavioral pattern of the user is derived from their frequently visited POIs
using the ARM method. In a database with a set of n items I = i1, i2, . . . , inf g, an
association rule is defined as X⇒Y , where X, Y ⊆ I and X ∩ Y =∅. For each user,
the output tuples of the spatiotemporal visited POI detection, excluding their
PoI ID, are fed as input items to the Apriori algorithm. The Apriori algorithm finds
the most interesting rules among the possible rules using interestingness measures
of minimum support and minimum confidence

The support of a rule, X⇒Y , is the number of all transactions in the database
with both X and Y occurrence to the number of all transactions (Eq. 2). The con-
fidence of that rule equals to the occurrence probability of the transactions with both
X and Y to the number of transactions having X (Eq. 3).

Support=Pr X ∪ Yð Þ= #both X& Y
#total

ð2Þ

A Personalized Location-Based and Serendipity-Oriented … 277



Confidence=Pr Y jXð Þ=Pr X ∪Yð Þ ̸Pr Xð Þ= #both X& Y
#X

ð3Þ

Apriori, first, searches the whole database and calculates the measure of support
for all items. Next, items that have support measure of higher than minimum
support are selected as candidate item-sets. Then, candidate item-sets are joined
together to form datasets of the next pass of the database. The items with the
support of lower than a defined minimum support are deleted in each pass. The
searching and pruning continues until the most frequent dataset is found. The values
of minimum support and minimum confidence in our research were defined
experimentally.

By generating and interpreting these rules for each part of the day and each day
of the week, the behavioral pattern is generated as a list of time-activity sequences
as shown in Eq. 4.

PoI Type,Day of Week, Part of Dayð Þ ð4Þ

3.2 POI Recommender Assistant

Having the behavioral patterns of the users in the form of Eq. 4, the system knows
what each user usually does in each part of the day of the week. Therefore, the
system tries to provide the user with particular recommendations based on their
previously monitored patterns. With the aim of recommending both accurate and
unexpected POIs at the right time, the system utilizes two recommendation pro-
cedures. The first procedure, called CF (collaborative filtering) POI recommenda-
tion, exploits the conventional CF method using user-based and item-based
similarity measures. Following that, the second procedure, called SO (serendipity-
oriented) POI recommendation, provides suggestions using the K-furthest neigh-
borhood model.

Figure 3 shows the workflow of the proposed approach where user-item rating
matrix, Rm× n, and the extracted behavioral patterns of the users are entered as
inputs. The outputs are generated recommendations as a list of top-N highly ranked
POIs and a list of surprising POIs for each user at each part of the day of the week.

3.2.1 Collaborative Filtering POI Recommendation

The first procedure calculates the similarity measures between users and between
POIs based on their previously rated POIs to create two lists of user-based and
item-based POI recommendations to users, respectively. We used the Pearson
coefficient (Adomavicius and Tuzhilin 2005) as the similarity measure between
each pair of users. Pearson correlation measure calculates the user-based similarity
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value from the user-item matrix Rm× n. The similarity between the active user Ua

and an arbitrary user Ux is calculated using Eq. 5.

sim a, xð Þ= ∑i∈ Ia, x ra, i − rað Þ rx, i − rxð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈ Ia, x ra, i − rað Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈ Ia, x rx, i − rxð Þ2

q ð5Þ

where Ia, x = i∈ Ijra, i ≠∅& rx, i ≠∅f g is the set of all POIs rated by both the user
Ua and the user Ux, ra, i and rx, i represent the ratings of the user Ua and the user Ux

to POI i∈ Ia, x, respectively. ra is the average ratings of the user Ua and rx is the
average rating of the user Ux to all rated POIs. To find the similar users to the user
Ua, the ratings of unvisited POIs is calculated using the prediction measure of
Eq. 6.

pred a, ið Þ= ra +
∑b∈N sim a, xð Þ * rx, i − rxð Þ

∑b∈N sim a, xð Þ ð6Þ

where, ra is the average ratings of the user Ua, sim a, xð Þ is the similarity measure
calculated between the user Ua and the user Ux, and rx, i is the ratings of the similar
user Ux to the POIs. Having the rankings of unvisited POIs, the first list of top-N
POI recommendation based on the similar user’s tastes, including only the unvisited
POIs matching the user activity type at the current part of the day of the week is
generated and recommended to the user Ua.

When the user Ua selects one of the POIs, the system recommends another list of
POIs to the user based on the item-based CF similarity measure. The major purpose
of the item-based CF similarity measure is to suggest unvisited POIs based on the
similarity between POIs, not the similarity between users (Sarwar et al. 2001, Wang
et al. 2006). We adopted Cosine similarity measure (Eq. 7) to calculate the

Fig. 3 Recommender assistant procedures
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similarity between the selected POI and other POIs in order to discover the most
similar POIs.

sim Ix, Iy
� �

= cos I ⃗x, I ⃗y
� �

=
I ⃗x ⋅ I ⃗y

I ⃗x
��� ���

2
× I ⃗y
��� ���

2

ð7Þ

Having the similarity of the selected POI and other POIs, we predicted the
ratings of the unvisited POIs that have the highest similarities using Eq. 8. Finally,
the top-N list, including the unvisited similar POIs with the highest ratings are
suggested to the user Ua.

pred a, ið Þ= ∑j∈ rated Items að Þ sim j, ið Þ * ra, j
∑j∈ rated Items Ixð Þ sim j, ið Þ ð8Þ

3.2.2 Serendipity-Oriented POI Recommendation

In the second procedure, to provide users with a POI recommendation list con-
taining not only precise and accurate POIs but also surprising and unexpected
items, another recommendation procedure is developed based on a dissimilarity
neighborhood model. To find diverse and less common but still precise and relevant
neighborhoods according to the behavioral pattern of the user, dissimilar users to
the user Ua are discovered using the K-furthest neighborhood model (Said et al.
2013). The K-furthest neighborhood model is known as a serendipity-oriented
method which detects less common neighborhoods to create disparate suggestions
from the detected uncommon neighborhoods. A dissimilar user is an arbitrary user,
Ux, who have not rated the POIs that the user Ua have already rated and the
dissimilarity measure is computed by Eq. 9. In fact, the discovered users are not
completely the opposite of the active user, Ua, but they have different tastes which
are useful to reveal unexpected neighborhoods.

Dissim a, xð Þ= sim a, x′ð Þ ð9Þ

where dissimilarity measure equals to similarity measure between the user Ua and
the virtual user Ux′. The virtual user is the one whose ratings are the inverted ratings
of the arbitrary user Ux. To compute the dissimilarity measure, a modified Pearson
similarity measure is computed (Eq. 10).

sim a, x′ð Þ= ∑i∈ Ia, x′ ra, i − rað Þ r′x, i − r′x
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈ Ia, x′ ra, i − rað Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i∈ I

a, x0
r′x, i − r′x
� �2r ð10Þ
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where Ia, x′ is a list of POIs rated by both users Ua and Ux′, ra, i is the ratings of the
user Ua to all POIs i∈ Ia, x0 that are rated by both the user Ua and the user Ux′. r′x, i is
the inverted ratings of rx, i and equals to the subtraction of rx, i from the sum of
maximum and minimum amounts of all of the ratings. Discovering the dissimilar
user, the POIs that are previously rated by the dissimilar users are expected to be
surprising and also favorable to the user Ua. Therefore, the unexpected list of POIs,
which are related to the current user’s activity type is suggested to the user Ua.

4 Implementation and Experimental Evaluation

4.1 Implementation

The proposed system was developed using Java programming language. The
client-side components were implemented as an Android application, where Google
Map API was used to provide the mapping functionality. The server-side compo-
nents where implemented as a Java Web Application using Java Servlet and Apache
Mahout library was used to support recommendation functionalities. The system
was implemented and tested in Tehran, Iran for 2 months.

Figure 4 shows the main page of the mobile application of the developed rec-
ommender assistant. The mobile application keeps track of the users’ movement.
The system extracts visited POIs of each user from their trajectory data using the
spatiotemporal visited POI detection method (see Sect. 3.1.1). Figure 5 depicts the
visited POIs of a user on Saturday, which is a weekday in Iran and Fig. 6 shows
the visited POIs of the same user on Friday (a weekend day in Iran). Each one of the
timescales and locations is assigned to one part of the day and one activity type,
respectively.

Having the visited POIs of each user, the Apriori algorithm was used to obtain
user activity patterns in the form of if/then rules. Table 1 shows a sample of the
resulted if/then rules. The first rule in Table 1, with the support of 1.2% and the
confidence of 0.98%, says that the user activity type is educational in the early
morning of Saturday. The system was able to detect various activity types of the
users in various parts of the day and days of the week. Therefore, the recommender
assistant was aware of the user’s tastes and preferences and used this information to
provide users with personalized suggestions.

Recommendations based on the two procedures are available through “See what
other users like” and “Surprise me!” buttons for CF POI recommendation and
SO POI recommendation, respectively (Fig. 3). By clicking the “See what other
users like” button, the system first compares the current time and day to the
behavioral pattern of the user in the database and send the activity type as input to
the user-based CF POI recommendation procedure (Sect. 3.2.1). The user-based
CF POI recommendation procedure provides users with personalized suggestions.
As an example (Fig. 7), the user’s activity type in the late afternoon of Thursdays
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was entertainment, and the user frequently visits the POIs of cinema, theatre,
swimming pool and park. Therefore, the user-based CF recommendation procedure
presented related POIs to the user (Fig. 7).

Following that, when the user selects one of those POIs that are recommended
by the user-based recommendation procedure, the system executes the item-based
CF recommendation procedure (Sect. 3.2.1), and the upcoming page offers the most
similar items to the selected item to the user. For example, as shown Fig. 8, the user
selected Olive pool, and the system recommended her the similar POIs, Sadaf and
Velenjak pools, as the most similar pools.

Fig. 4 Recommender assistant main menu
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On the contrary, when the user touches the “Surprise me!” button, the system
employs the SO recommendation procedure. Based on the current activity type of
the user, the K-furthest neighborhood model and dissimilarity measure are used to
create a surprising suggestion list (Sect. 3.2.2). As an example, in Fig. 9 the user
activity type in the late afternoon of Thursdays is entertainment, and the user
frequently selects one of the four entertainment activities of cinema, theatre, park
and swimming pool. The system provided the user with a list of other entertainment
POIs in Tehran such as bowling, sled, Tennis, Café, aquarium, etc. as shown
(Fig. 9).

Fig. 5 User’s activity types on a weekday

Fig. 6 User’s activity types on a weekend

Table 1 Resulted if/then rules

Rules

If Then
Day of week = “Saturday”, part of day = “Early Morning” Educational

part of day = “Early Afternoon” Work

part of day = “Late Evening”, place = “Work” Home
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Fig. 7 User-based CF recommendation
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4.2 Experimental Evaluation

To evaluate the feasibility of the proposed recommendation method, an offline
evaluation approach (Herlocker et al. 2004) were considered in which ten university
students and academic staff were asked to use the system for 2 months. During this
time, the mobile application saved users’ trajectory data during their daily activities.
The users were also asked to keep a log file and save the time, location and type of
their activities in that file. After this 2-month period, they used the system as a

Fig. 8 Item-based CF recommendation
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recommender assistant and ranked some POIs. The system provided them with
recommendations based on each recommendation procedure, and they graded their
satisfaction of the recommended results via a five-point rating scale for each pro-
cedure. Eventually, the users’ ratings and the computed ratings of the system were
used to calculate the RMSE measure for each procedure using Eq. 11.

RMSE=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑i, j ri, j − r ̂i, j

� �2
N

s
ð11Þ

Fig. 9 Serendipity-oriented POI recommendation
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where N is the number of ratings, ri, j is the users’ ratings, and r ̂i, j is the systems’
calculated ratings. For the first POI recommendation procedure, the computed
RMSE measure resulted 0.32 and 0.28 for the user-based recommendation and
item-based methods, respectively. The resulted RMSE measure for the item-based
CF recommendation method confirms the ability of this method in providing more
accurate results in comparison to the user-based CF recommendation. The dynamic
nature of users and the changes in user’s taste through time increases data sparsity
which results in weaker accuracy of the user-based POI recommendation method.

For the serendipitous POI recommendation procedure, the RMSE was 0.30.
Although serendipitous POI recommendations are interesting and not
easy-to-predict for the user, it is still necessary that these recommendations be
relevant and useful. Since there should always be a proper trade-off between
accuracy and serendipity, user’s activity pattern was used in this study to inhibit the
accuracy loss. By using the user’s activity pattern and filtering the outputs of the SO
recommendation based on the current activity type of the user, the developed
system guarantees the usefulness of the SO recommendation. Therefore, the RMSE
of the SO recommendation was relatively better than user-based CF recommen-
dation but still lower than the item-based CF recommendation. In another word,
there is a tradeoff between the accuracy and diversity of the SO recommendation,
where losing accuracy may cause the serendipitous recommendations to be dis-
appointing to the user and vice versa. Our system was able to impede the accuracy
loss through utilization of the behavioral pattern as a filter on the results of the SO
recommendation. Receiving an RMSE within an acceptable range, in comparison to
the item-based and user-based recommendation, for the serendipity-oriented POI
recommendation ensures the feasibility of the presented solution.

5 Conclusion and Future Work

In this paper, we presented a personalized location-based and serendipity-oriented
recommender system to suggest POIs to users, based on their previously monitored
behavioral patterns. The proposed system follows two recommendation procedures
which give accurate and surprising suggestions. By exploiting the ARM methods,
the system extracts the behavioral patterns of the users from their trajectory data and
provides recommendations in specific parts of the day using collaborative filtering
method. Furthermore, unexpected suggestions are created using a K-furthest
neighborhood model which finds dissimilar users and suggests unexpected items to
them. Our research has highlighted the importance of extracting user activity types
and involving them in the learning process of a recommender assistant.

To further our research, we intend to extend the behavioral pattern extraction
method to include user location along with time in the output patterns. This way the
rules will include the three components of where, when and what for each user and
therefore the recommendation based on those rules would be much more person-
alized and accurate. Utilization of other dissimilarity measures to provide a wider
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range of diversity and discover interesting relationships between users and POIs is
another research direction that may be pursued afterward. Moreover, the specifi-
cation of other behavioral patterns, like rare and sporadic activities, in POI rec-
ommendation or utilization of sequential pattern extraction methods may be
considered in the future studies.
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Identifying and Interpreting Clusters
of Persons with Similar Mobility
Behaviour Change Processes

David Jonietz, Dominik Bucher, Henry Martin and Martin Raubal

Abstract With the emergence of new mobility options and various initiatives to

increase the sustainability of our travel behaviour, it is desirable to gain a deeper

understanding of our behavioural reactions to such stimuli. Although it is now possi-

ble to use GPS-tracking to record people’s movement behaviour over a longer period,

there is still a lack of computational methods which allow to detect and evaluate

such behaviour change processes in the resulting datasets. In this study, we propose

a data mining method for describing individual persons’ mobility behaviour change

processes based on their movement trajectories and clustering participants based on

the similarity of these behavioural adaptations. We further propose to use a decision

tree classifier to semantically explain the derived clusters in a human-interpretable

form. We apply our method to a real, longitudinal movement dataset.

1 Introduction

Recent developments, such as electric and autonomous vehicles, the sharing econ-

omy, the wide availability of modern smartphones, and fast and affordable IT infras-

tructure are profoundly changing the ways we travel and perceive our everyday

mobility (Gossling 2017). Today’s GPS-enabled devices and vehicles constantly

generate large data streams which not only contain their time-stamped locations,

but also allow the inference of rich semantic information, such as transport mode

choices or trip purposes. These data provide exciting new opportunities for under-

standing the general rules guiding our mobility behaviour as well as the optimization

of travel networks and business plans (Yuan and Raubal 2016). This is particularly

interesting in the context of energy consumption and CO2 production of the passen-

ger transport sector, and the potential for an increase in sustainability provided by

new forms of mobility and location-aware information and communication technol-

ogy (Weiser et al. 2016). In fact, there are numerous studies which use movement
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trajectory data for investigating human mobility behaviour and its potential changes

towards a higher sustainability, for instance by tracking the mobility behaviour of a

small sample of the population, and exposing them to a behavioural stimulus in the

form of detailed feedback on their personal ecological footprint (e.g. Montini et al.

2015; Bucher et al. 2016), or other voluntary travel behaviour change initiatives (e.g.

Stopher et al. 2013).

These and also other studies which aim to assess people’s mobility behaviour

changes through analysing longitudinal GPS-trajectory datasets face the common

challenge of detecting and quantitatively evaluating such change of travel habits.

At present, this involves manual checking of the data or simple pre-post compar-

isons of computed index values such as average daily distances travelled by car, or

the produced amount of CO2 (e.g. Pendyala et al. 2001; Stopher et al. 2013). Other

approaches have compared the structure of temporal travel sequences (e.g. Langlois

et al. 2016), e.g. the stability of weekly patterns with regards to travel distances, but

have not examined the behaviour change process per se.

In contrast to previous studies, however, it would be desirable to be able to quan-

tify people’s behaviour change (e.g. as a reaction to a behavioural stimulus) both in

an automated fashion, and at a much greater level of detail than simple pre-post-

comparisons. For instance, this would allow to detect certain ‘types’ of persons with

similar mobility behaviour change processes, such as early adopters of new technolo-

gies, or rather sceptical people with a high stability of existing travel habits. Auto-

mated methods which search individual persons’ longitudinal trajectory datasets for

behaviour change indicators, and provide detailed information with regards to the

semantic (in what way?) and the temporal dimension (how fast?) of the detected

mobility behaviour change process, would be valuable to answer questions such as:

How do people react to the availability of new mobility options (e.g. an electric car)?

Are there certain types of people in terms of how quickly they adopt this new technol-

ogy and how profoundly it changes their established mobility habits? In this context,

the large-scale pilot study SBB Green Class1
is currently conducted in Switzerland

by the Swiss Federal Railways (SBB CFF FFS), in which over 100 participants are

offered a comprehensive Mobility as a Service (MaaS) package, containing (among

others) a general public transport pass valid in the entire country and an electric car.

During the entire project duration, the participants are tracked with a smart phone

application. Here, it is particularly interesting how the study participants react to this

behavioural stimulus (i.e. the availability of novel behavioural options), and whether

certain ‘types’ of users with similar behavioural adaptations emerge.

In this study, we propose a data mining (DM) method for describing behaviour

change processes based on movement data and building clusters of likewise partici-

pants based on the similarity of their behavioural adaptations. Apart from their mere

identification, our concept additionally allows to semantically interpret the derived

clusters, i.e. to produce human-interpretable explanations of the found classes, which

can then be presented to a transportation analyst or other stakeholders. For this,

we use a two-level abstraction process in which, first, a set of selected descriptive

1
www.sbb-greenclass.ch.
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mobility features is computed from a person’s trajectory data (see e.g. Pendyala et al.

2001; Jonietz and Bucher 2018). These provide the means to abstract further until

we derive a set of features which, instead of describing people’s mobility behaviour,

explicitly describe selected characteristics of their dynamic behaviour change pro-

cesses. This set of highly abstracted features is used for clustering participants with

‘similar’ behaviour change processes. Finally, for their interpretation, the results are

used to train a decision tree classifier. We test our concept on an exemplary dataset.

This paper is structured as follows: In Sect. 2 we present relevant prior work,

including approaches for detecting and describing mobility behaviour change, the

clustering of temporal processes, and the use of decision trees for cluster interpre-

tation. Then, in Sect. 3, our method is described in detail, before it is applied to our

real-world dataset in Sect. 4. After a discussion of the results, Sect. 5 concludes this

paper.

2 Related Work

2.1 Examining Behavioural Variations in Travel Surveys

Nowadays, travels surveys often rely on movement data recorded by modern GPS-

equipped smart phones (Shen and Stopher 2017). The vast majority of these surveys,

however, merely assess the status quo of mobility behaviour, thereby neglecting its

dynamic dimension (i.e. behavioural change processes). According to (Schlich and

Axhausen 2003), this is due to the general assumption of our mobility routines being

highly habitual and static—as also demonstrated by numerous empirical studies (e.g.

Song et al. 2010)—while feasibility restrictions leading to generally short tracking

periods are certainly another contributing factor (Schlich and Axhausen 2003). There

are, however, also studies which explicitly focus on the dynamics of travel behaviour,

which, according to Scheiner and Holz-Rau (2013), can be grouped into two lines

of research: first, there are studies which focus on behavioural changes related to

interventions with the explicit aim of triggering such effects with behavioural stimuli

(e.g. Montini et al. 2015; Bucher et al. 2016). Secondly, there are studies which aim

to describe the stability and regularity of travel habits (e.g. Schlich and Axhausen

2003; Gonzalez et al. 2008; Song et al. 2010), or the effect of life course-related

transitions of travel behaviour (e.g. Van der Waerden 2003; Lanzendorf 2003).

In the context of this study, we are particularly interested in approaches to quanti-

tatively describe mobility behaviour change processes. A frequently used strategy for

this purpose is to calculate descriptive measures which aggregate selected aspects of

the recorded mobility behaviour of each individual person or the entire study sample

for discrete time intervals, and compare the derived values at different points in time

(e.g. Stopher et al. 2013; Jonietz and Bucher 2018). Other studies calculate a range
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of indexes to measure the temporal variability of travel behaviour, such as Schön-

felder and Axhausen (2001), who count and compare the visited locations per week,

Pendyala et al. (2001) who examine variations of the number of trips per day, Kim

et al. (2017), who describe people’s tendency to travel on the same public transport

route, or Heinen and Ogilvie (2016) who apply common measures for market con-

centration and entropy to modal splits. Other approaches have used DM techniques,

in particular clustering algorithms, to group persons with similarly structured travel

sequences, such as stable working day travel patterns with reduced travel on the

weekends (e.g. Langlois et al. 2016; Ma et al. 2013; Bhaskar et al. 2015). None of

the available methods, however, focus on extracting detailed characteristics of the

behaviour change process itself, such as how fast people changed certain aspects of

their mobility behaviour (e.g. used certain transport modes more or less frequently),

or how stable their travel habits were before or after the change occurred.

2.2 Clustering Dynamic Processes Based on Their Similarity

In general, despite the fact that time is an essential dimension for modelling space as

well as spatial behaviour (Claramunt and Thériault 1995; Golledge 1997), its inte-

gration into analytical processes is not trivial. Two questions are of particular interest

when analysing dynamic processes: How can we automatically detect when abrupt

changes in a process occur, and how can we quantify and compare changes over a

longer period of time?

The detection of sudden changes in a process is closely related to the general

task of finding outliers, which is commonly required to detect faulty sensors or other

system failures (Venkatasubramanian et al. 2003; Isermann 2005). The problem of

outlier detection has been studied extensively (Rousseeuw and Van Zomeren 1990;

Gupta et al. 2014; Aggarwal and Yu 2001) and is often performed by using a clus-

tering algorithm, where outliers are ‘noisy’ points that do not lie in a cluster (Ester

et al. 1996; Hartigan and Wong 1979; Yuan and Raubal 2012). One possibility to

use outlier detection for the identification of clusters of similar dynamic processes

is to engineer a set of suitable features based on some chosen time measure (e.g. on

a weekly or a daily base). Such features often simply encode the change in value of

some original features, i.e. they are computed as a derivative of the original data.

For example, the weekly change of the share of a certain mode of transport can be

used to detect sudden changes in the mobility behaviour of a person (Jonietz and

Bucher 2018), and testing which features exhibit similar change patterns yields dif-

ferent (weekly) clusters.

Singer and Willett (2003) give an overview of longitudinal data analysis, and

focus particularly on how to detect and quantify change in processes with values

changing systematically over time—both within-individual as well as to explain

inter-individual differences in change. They present a two-level model, which first

models how some features change on an individual level, and then considers the

change of features in inter-individual comparison. In contrast to our research, this
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form of longitudinal analysis aims to explain certain characteristics in the data, but

has a set of predictors previously available which implicitly form the clusters of inter-

est. Functional cluster analysis is similar in that it first fits curves to longitudinal data

(usually spline approximations), which are then used in a k-means, hierarchical, or

density-based clustering algorithm (Garcia-Escudero and Gordaliza (2005), Chiou

and Li (2007), cf. Xu and Wunsch (2005) for a summary of different clustering algo-

rithms).

Finally, it is possible to view dynamic processes as trajectories in high-

dimensional spaces. Trajectory clustering is usually based on a distance measure,

such as dynamic time warping or the Fréchet distance, and many approaches have

been proposed to cluster trajectories efficiently (Lee et al. 2007; Chen et al. 2005;

Yuan and Raubal 2012). Often all the above approaches are combined with a dimen-

sion reduction technique, such as principal component analysis and singular value

decomposition (Jolliffe 2016), as the data become increasingly sparse in high

dimensions.

2.3 Interpreting Cluster Results with Decision Trees

Decision trees refer to a popular approach for supervised classification, in which a

feature space is split into two or more sub-spaces at each internal node of a directed,

rooted tree. This incremental divide occurs on the basis of certain discrete uni- or

multivariate functions of the input values, and stops when a certain stopping cri-

terion is reached. The resulting leaf nodes then describe distinct classes of target

labels, which can be explained by inspecting the sequence of rules which led to its

allocation. Decision trees are typically optimized by minimizing the generalization

error (Rokach and Maimon 2005) and rely on heuristic methods such as classification

and regression trees (CART) (Breiman et al. 1984).

Apart from classification, decision trees can also be used for interpreting the

results of a clustering process. Whereas there are numerous methods for assess-

ing the quality and stability of tendency of computed clusters (Zaki et al. 2014),

explaining the exact reasons for cluster assignments is a non-trivial task (Parisot

et al. 2014). For this reason, Parisot et al. (2014) have proposed to use the feature

values with the derived cluster labels to train a decision tree which then forms and

visualizes a set of rules which best describe the derived cluster memberships. A par-

ticular goal of the authors is to obtain a simple but at the same time accurate decision

tree. In fact, for decision tree-based classification, identifying a suitable trade-off

between producing simplified, under-fitted and complex over-fitted decision trees is

particularly challenging. A potential solution is represented by pruning, i.e., deriv-

ing over-fitted trees as a first step and then removing unnecessary sub-branches

(Rokach and Maimon 2005).



296 D. Jonietz et al.

3 Method

In this section, we present our method for clustering people based on the similarity of

their mobility behaviour change processes, which includes the following sub-steps:

∙ Feature extraction level I (L1). Computation of descriptive measures of mobility

behaviour at discrete time intervals.

∙ Feature extraction level II (L2). Computation of descriptive measures of the

mobility behaviour change process based on the L1 features.

∙ Clustering. Grouping of users with similar mobility behaviour change process,

i.e., based on their level II features.

∙ Interpretation of the derived clusters. Training of a decision tree with the level II

features and the cluster labels, visualization of the detected rules for class label

assignment.

3.1 Feature Extraction Level I—Mobility Behavior

As data source, we assume a set of movement trajectories which are map matched

to the transportation network and segmented into the following units (c.f. Axhausen

and Frick 2005; Jonietz and Bucher 2018):

∙ Track points: position fixes with x,y coordinate pairs and a time stamp

∙ Trip legs: aggregated track points based on the same used transport mode

∙ Trip: sequence of one or more trip legs between two activities

∙ Stay point: a location where someone was stationary for longer than 5 min (a dura-

tion of more than 5 min was considered as necessary for someone to purposefully

stay somewhere)

∙ Activity: a stay point which represents an actual destination of travel (e.g., work,

home or a shop).

Furthermore, the data should contain a set of attributes including a user id (for all

units), the mode of transport (for track points and trip legs), and the purpose for stay

points (in our exemplary dataset, these purposes are home, work, errand, leisure, and

wait). From the latter, we can indirectly infer the purpose of trips and their underlying

trip legs by assigning the purposes of a trip’s start and end point to its respective trip

legs (a trip can therefore be allocated two purposes, e.g., work and errand). Further

details about the dataset used in our case study is provided in Sect. 4.

In the first step of the analysis, we aim to compute and extract a set of descriptive

measures of selected aspects of a user’s mobility behaviour (L1), which will provide

the basis for a downstream extraction of L2 features. Such descriptive measures are

for example the total distance someone travels in a given time interval, or the modal

split during the same period (i.e. how often someone takes the car in comparison

to taking public transport or walking somewhere by foot). According to Claramunt



Identifying and Interpreting Clusters of Persons . . . 297

Table 1 Mobility features

Feature description Number of resulting features

Duration-based modal split by purpose nm ⋅ np
Distance-based modal split by purpose nm ⋅ np
Duration per stay point by purpose np
Total number of trips 1

Total distance travelled 1

Total number of trip legs 1

Duration of trip legs, sum over all purposes 1

Duration of stay points, sum over all purposes 1

Total duration of triplegs and stay points 1

CO2 emissions 1

and Thériault (1995), a critical step for such spatio-temporal analyses is to define

the chronon, i.e., the shortest duration or discrete interval of time considered in the

analysis. At this stage, we choose a one-day interval (i.e., 24 h) for the calculation of

mobility features. To smooth out sudden and steep feature value variations, however,

as could be caused for instance by a one-time business trip, we do not work directly

with the daily values, but rather calculate a moving average over a sliding window

(for instance with a size of 1 week and a step size of 1 day).

On this basis, we can calculate a range of descriptive features aggregating selected

aspects of a user’s mobility behaviour within the respective time span, such as the

modal split in total and for each trip purpose, based on the distance and the duration

of travelling. In the latter case, a total of 2 ⋅ nm ⋅ np features are produced, where nm
is the number of modes and np is the number of purposes available in the dataset, as

we have to encode each combination of travel mode and purpose in its own feature.

Due to this study being set in the context of sustainable mobility, our list of fea-

tures also includes total CO2 emissions per user and day, on the basis of mode-

specific average values as provided by various sources (e.g., mobitool2). In addition,

we propose to extract numerous general features, including durations at stay points,

trip counts, and distances, to come up with the list shown in Table 1, and a total

number of features NL1 = 2 ⋅ nm ⋅ np + np + 7.

These L1 features capture behaviour at certain points in time, but cannot directly

be used to assess and classify the change of behaviour itself. For example, knowing

that someone travelled far on one day does not tell us anything about a changing

behaviour. If we see an increase in travelled distance over several days, on the other

hand, we can conclude that some change is taking place.

2
See www.mobitool.ch.

https://www.mobitool.ch
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3.2 Feature Extraction Level II—Mobility Behaviour Change

In a second step, we thus process the L1 features with the intent of quantifying

changes in their values, i.e., a user’s behaviour change. As it is common that cer-

tain L1 features lack data on some days (a user might have turned off GPS tracking

or ran out of battery), we interpolate these missing feature values linearly between

the closest previous and next available value. For example, if a certain user lacks data

in week 2 of a 3-week tracking period, the feature values in week 2 would simply be

the mean of the values in week 1 and 3.

As we ultimately want to cluster people according to the degree with which they

similarly change their behaviour, we found the following descriptors suitable for fur-

ther analysis. These descriptors are computed for every user and for each L1 feature

individually:

∙ A first order approximation of the L1 feature values (i.e., a polynom of the form

vt = a ⋅ t + b, where vt is the value of the L1 feature at time t). This yields the

L2 features trend line intercept (b) and trend line slope (a), which capture how a

person’s initial behaviour is, and how she generally changes this behaviour. For

instance, if someone increasingly takes the bicycle for commuting instead of the

car, the trend line slope (a) of the L1 feature CO2 emissions would be negative, as

bicycles produce less CO2 than cars.

∙ The overall volatility of the feature, resp. of the underlying process. As we look

at the volatility over the whole sampling period, this simply corresponds to the

variance of all feature values. This feature captures the steadiness of a certain

L1 feature over the whole study period, i.e. if someone often changes a certain

behaviour or exhibits very regular patterns.

∙ The min and max deviation of the feature. To get this value, we first compute the

differences between all consecutive samples. From these we take the 5th and 95th

percentile as the min resp. max deviation. These deviations capture the extremes

in behaviour change from one day to another.

∙ The number of anomalies, which are computed using a sliding window (of size

16) over all samples. For each window, an anomaly can appear at the rightmost

sample, i.e. at position 16. We first recenter this value by subtracting the mean of

all samples in the window from it. If the absolute value of this re-centered sample

is larger than 𝜆 ⋅ 𝜎 (where 𝜎 is the standard deviation of all values in the window,

and 𝜆 is a tuning parameter, set to 3), the sample is counted as an anomaly. If a

person shows many anomalies (over a duration larger than 16 days, otherwise there

would only be one window), it indicates that there are frequent large changes in

behaviour that happen after steady periods.

∙ A first order approximation (similar to the first L2 feature) of a sliding window (of

size 16) computation of the variance. From this trend line, we again take the slope
and intercept. These features capture the change in variance, e.g. when someone

starts to use a certain mode of transport very unsteadily.
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Fig. 1 Two L1 features and the extracted L2 features for an exemplary user

In total, this results in a 2-dimensional matrix of the form n × NL2, where n
denotes the number of users and NL2 = 8 ⋅ NL1 the number of L2 features. For bet-

ter understanding, Fig. 1 shows a feature excerpt for an exemplary user from the

dataset used in Sect. 4. The first row depicts the total number of trips the user takes

on a given day (smoothed using the moving average described in Sect. 3.1). The first

plot shows the raw L1 feature values in blue, the (single) anomaly in red, and the

trend line in orange. The second and third plot show the sliding window variance

resp. the differences between consecutive samples in blue, and the thus derived L2

features in orange (trend line of variance) and red (5th and 95th percentile of daily

changes). The second row treats the L1 feature total wait duration at staypoints, i.e.

how long someone waits every day at staypoints classified as “wait” (for public trans-

port). Notable differences include the increased number of anomalies in the second

feature, a more steep trend line of the variance, and different feature ranges. Before

further processing and clustering, the L2 features are normalized again by perform-

ing a rank transformation, i.e., replacing each feature value with its rank divided by

the total number of ranks.

3.3 Cluster Computation and Interpretation

Before clustering the data derived by the feature extraction (L2), we need to cope

with their high dimensionality. In order to preserve the explanatory value of each

separate feature dimension, we choose a feature selection approach rather than fea-

ture extraction. Suitable feature subsets should have a dispersed distribution to be of

discriminate value, and not be redundant (i.e. correlate with each other) (Hall 2000).

Therefore we first compute the interquartile ratio, a robust measure of relative dis-

persion (Abernethy 1986), for each feature dimension:
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vq =
X0.75 − X0.25
X0.25 + X0.75

where X0.25 is the first and X0.75 is the third quartile.

Based on this score, we select those with an above average interquartile ratio vq
for all further analyses. As a second step, we eliminate redundant features, assuming

high linear correlation as a simplified measure for redundancy. We therefore com-

pute the pair-wise linear correlation, and eliminate the feature with the lower vq score

in case of an absolute Pearson correlation coefficient |r| > 0.8 if the statistical sig-

nificance p ≤ 0.05.

At this stage, the features are ready for clustering. We choose the DBSCAN algo-

rithm (Sander et al. 1998) for its ability to independently identify the number of clus-

ters and for being robust to noise. In order to identify suitable parameter settings, we

test various values for the maximum neighbourhood size 𝜀, the minimum number of

points minPts within distance 𝜀 of a cluster core point and the used distance metric

(euclidean and manhattan). Furthermore, we vary the number of selected features

that form our matrix A ∈ IRn×d
where n denotes the constant number of users and

d the number of selected features. We vary epsilon within the 10th and the 90th

quantile of all k-nearest neighbours distances calculated between all features d of all

users n, with k = minPts. As stepsize d we choose one tenth of the interquartile range,

d = 0.1 × (X0.75 − X0.25). We vary minPts within the interval of [3, 7], meaning that

we initially choose the three features with the highest vq (as this is the most discrim-

inating feature) and after testing all parameter combinations, we add the feature with

the next highest vq until we use all eligible features in the final iteration.

The results of each iteration are assessed based on the number of detected clus-

ters, as well as their silhouette score, a measure of cluster separation proposed by

Rousseeuw (1987). On this basis, it is possible to identify suitable parameter set-

tings (i.e., which produce clusters with acceptable silhouette scores and take into

account enough feature dimensions), and proceed with the analysis.

Having derived cluster labels, we intend to extract meaningful, human-

interpretable information about the characteristics of the mobility behaviour changes

of similar users. For this, we apply the approach proposed by Parisot et al. (2014),

and use the feature values together with the received labels to train a decision tree

classifier which we expand until all leaves are pure, i.e., contain only samples of one

class. In order to acknowledge the possibility of strongly varying class sizes, we bal-

ance the tree by applying class weights which are inversely proportional to the class

frequency. By visualizing the resulting tree and inspecting the detected classification

rules, it is then possible to explain the differences in mobility behaviour among the

clusters, and receive insights about similarities and dissimilarities in users’ mobility

behaviour change processes.
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4 Case Study

We tested our method on a movement trajectory dataset which was recorded from

107 users from November 2016 to September 2017 with a smart phone application,
3

and represents a sub-set of the SBBGreen Class project4 dataset. All processing steps

were implemented in Python 3.5, using scipy and sklearn for data preprocessing and

mining, and PostgreSQL 9.6 with PostGIS 2.4 for all spatial operations.

4.1 Data and Procedure

The data consist of GPS-trajectories with additional semantic information about the

mode of transport and the purpose of stay points, which have both been validated

by the users themselves in a prompted response survey.
5

Please note that for this

study, we exclude airplane trips since our focus is on changes in everyday mobility

behaviour.

After basic data preprocessing (e.g. transforming the data into a format suitable

for a relational database), we calculate the level I features as described in Sect. 3.1,

which includes segmenting the data into trip legs, trips, stay points and activities,

and calculating the 122 features for all 107 users and 283 complete days (averaged

over a sliding window of 5 working days). In order to test our method on a consistent

dataset, at this stage we focus only on weekdays, and therefore exclude Saturdays and

Sundays. This also means that a large share of the analysed mobility patterns stem

from commuting, which is particularly interesting for behaviour change as commutes

can easily be planned in advance and adjustments to commuting patterns lead to

long-lasting effects. As described in Sect. 3.2, we then compute the level II features,

thereby arriving at a total of 804 feature dimensions, which are, however, reduced to

36 after filtering for vq and redundancy (see Sect. 3.3). After testing a wide range of

possible parameter settings as described, we identified the values listed in Table 2 as

suitable.

4.2 Results

Table 3 shows the results of the clustering with the parameters listed in Table 2.

For example, cluster 0 contains 45 users, i.e. these users somehow changed their

behaviour in a similar way. For a visualisation of the features that led to this clus-

tering, consider Fig. 2 which shows the five identified clusters plotted in parallel

3
SBB DailyTracks, developed by MotionTag GmbH.

4
See www.sbb-greenclass.ch.

5
The following modes of transport were available to the study participants for validation: Airplane,
Bicycle, Boat, Bus, Car, Coach, Ebicycle, Ecar, Train, Tram, Walk. With regards to the stay points,

the following purposes could be allocated by the participants: Home, Work, Errand, Leisure, Wait.

https://motion-tag.com
https://www.sbb-greenclass.ch
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Table 2 Parameter settings
𝜀 minPts d Distance

metric

0.688 4 5 manhattan

Table 3 Results of the

clustering. The DBSCAN

algorithm identified five

different clusters (0–4), and

was not able to assign 29

users to any cluster

Cluster index Number of users in cluster

−1 (outliers) 29

0 45

1 6

2 14

3 7

4 4

Fig. 2 Parallel plot of clustering results (excluding outliers). Each vertical line represents the

domain of an individual feature and every observation is represented as a continuous line that

crosses each vertical line at its corresponding feature value

coordinates (Inselberg and Dimsdale 1987). As one can see, the observation lines of

a cluster show strongly correlated values across the 5 feature dimensions, and were

therefore correctly allocated the same cluster label.

One can recognize that people in cluster 4 (pink) show an increasing tendency to

take the bus for leisure purposes (in comparison with all other users), while people in

cluster 1 (green) show an increasing unsteadiness in their use of trains to get from and

to home. Since interpreting results in such a visual manner is rather time-consuming

and inaccurate, we use a decision tree to estimate the importance of various features

in building the clusters.

In Fig. 3, the result of training a decision tree with the derived labels and feature

values is shown with the rule sequence for two exemplary classes emphasised (the
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other clusters are represented in the tree as well—the effect of different rules on

them can be seen by looking at the value list in each box, which is sorted according

to cluster number). At the top position, one can identify the feature found to be most

discriminative by the decision tree is the gradient of a trend line over the variance

found for the total duration spent on the train to or from one’s own home. This means

that over the whole study period, members of cluster 4 show a higher increase in

inconsistent usage of the train for this purpose compared to e.g. persons in cluster 3

(this could indicate a break of the habit of using the train for cluster 4 members).

If we follow the rule sequence further, we find that cluster 4 members can be

further characterized by a lower increase in inconsistency with regards to walking

for leisure purposes (this could indicate either a stable walking habit or the persisting

lack of such), and a higher increase in using the bus for the same purpose. Persons

of cluster 3, in contrast, are marked by a medium increase in inconsistency with

regards to using the car to or from their home location, and low increases in instability

with regards to walking for leisure activities. These results provide indications to

guide deeper analyses of the movement patterns and the formation of behavioural

hypotheses for the respective cluster members. In our exemplary dataset, this could

indicate that a Mobility as a Service (MaaS) offer primarily leads to changes in how

people use mobility for home and leisure related activities.

5 Discussion and Conclusions

In this study, we proposed a method which analyses longitudinal movement tra-

jectory datasets to find clusters of people that exhibit similar mobility behaviour

changes. We focused on the semantic (in what way?) and temporal (how fast?)

dimension of people’s adaptation of their travel routines as a reaction to stimuli,

such as the availability of novel mobility options. Other than previous approaches,

we extracted a list of features for clustering via a two-step abstraction process, which

ultimately describes not the mobility behaviour of a person, but selected character-

istics of her behavioural change process itself. As demonstrated, it was possible to

cluster the users based on these L2 features, and explain the derived results with a

decision tree classifier.

On an exemplary dataset, we could demonstrate a potential application scenario

of our method. As discussed, we could derive meaningful clusters of study partic-

ipants who showed similar behavioural adaptations. It should be noted, however,

that our method focuses on the nature of these processes, but does not allow to

explain their exact causes, which in our case study, could include the MaaS offer

itself, but also seasonal effects (e.g. weather, holidays). Nevertheless, the proposed

method provides highly detailed information about the behaviour change processes,

and can assist stakeholders in gaining a deeper understanding of people’s reactions to

novel mobility options, and ultimately support decision making. Apart from mobil-

ity behaviour, we expect our general framework to also be applicable to other related
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domains, such as ecological studies of animal movements in differing environmental

circumstances.

There are still some shortcomings to our method. For instance, as we have

described, a lot of processing needs to be done on both levels, including e.g. missing

value interpolation or transformation processes. These steps introduce uncertainty

to the data and might even result in a loss of information (e.g. in the case of rank

transformation). When interpreting the results, therefore, there must be awareness of

these measures. Furthermore, our method produces a high-dimensional L2 feature

space, which makes feature selection necessary but increases the risk of accidentally

filtering meaningful dimensions. Our method also requires trajectories to be anno-

tated with transport modes and stay point purposes, data which is not available for

most public datasets. Finally, as seen in our case study, the resulting explanations of

cluster groups are highly detailed, but can also be very abstract depending on the list

of L2 features. These should be selected with care and in relation to the exact study

purpose.

For future work, we plan to use the method to examine differences in adopting

electric cars in detail, and apply the method to other problem domains.
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Mixed Traffic Trajectory Prediction
Using LSTM–Based Models in Shared
Space

Hao Cheng and Monika Sester

Abstract Real–world behaviors of human road users in a non-regulated space

(shared space) are complex. Firstly, there is no explicit regulation in such an area.

Users self-organize to share the space. They are more likely to use as little energy

as possible to reach their destinations in the shortest possible way, and try to avoid

any potential collision. Secondly, different types of users (pedestrians, cyclists, and

vehicles) behave differently. For example, pedestrians are more flexible to change

their speed and trajectory, while cyclists and vehicles are more or less limited by

their travel device—abrupt changes might lead to danger. While there are established

models to describe the behavior of individual humans (e.g. Social Force model), due

to the heterogeneity of transport modes and diversity of environments, hand-crafted

models have difficulties in handling complicated interactions in mixed traffic. To

this end, this paper proposes using a Long Short–Term Memory (LSTM) recurrent

neural networks based deep learning approach to model user behaviors. It encodes

user position coordinates, sight of view, and interactions between different types of

neighboring users as spatio–temporal features to predict future trajectories with col-

lision avoidance. The real–world data–driven method can be trained with pre-defined

neural networks to circumvent complex manual design and calibration. The results

show that ViewType-LSTM, which mimics how a human sees and reacts to different

transport modes can well predict mixed traffic trajectories in a shared space at least

in the next 3 s, and is also robust in complicated situations.
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1 Introduction

In distinction to classic traffic designs which, in general, separately dedicate road

resources to road users by time or space division, an alternative solution—shared

space—has been proposed by traffic engineers. This concept was first introduced

by the Dutch traffic engineer Hans Monderman in the 1970s (Clarke 2006). It was

later formally defined by Reid as “a street or place designed to improve pedestrian

movement and comfort by reducing the dominance of motor vehicles and enabling

all users to share the space rather than follow the clearly defined rules implied by

more conventional designs” (Reid 2009). This design allows mixed types of users

(pedestrians, cyclists, and vehicles) to interact with each other and negotiate to take

or give their right-of-way.

It is relatively easier and cheaper to construct less or non-regulated spaces than

the classic traffic designs and more feasible for urban and crowded places (Karn-

dacharuk et al. 2014). Nevertheless, efficiency and safety in shared spaces need to

be fully investigated. At a micro level, understanding how road users behave and

how we can foresee their behaviors after a very short observation time (e.g. 3 s) are

crucial to traffic planning and autonomous driving in such areas. However, this is

not a trivial task. Mixed traffic movement data, especially in shared spaces, contain

various spatio–temporal features. The involved geographical space, objects and their

associated multidimensional attributes change over time (Andrienko et al. 2011). A

simple approach may be sufficient for simple situations, such as the Social Force

model for pedestrian dynamics (Helbing and Molnar 1995). Robust approaches are

required to handle complex situations when mixed traffic is present.

Human behaviors are affected by lots of factors which are very person dependent

(e.g. age, gender, time pressure Kaparias et al. 2012). For this reason, modeling their

decision–making process about where and when to go next in the interactions with

others is a great challenge. These hidden characteristics of personality, however, will

eventually be reflected by the change of their positions, orientations, speeds, accel-

eration, and deceleration. This phenomenon inspires us to build models which can

directly leverage hidden characteristic features and mimic how a human sees and

reacts based on his or her explicit motion sequences in the past together with the

expected behavior of other traffic participants, and then predict his or her trajecto-

ries in the future.

There are models that take movement data as input for trajectory prediction

for mixed traffic in shared spaces, but many of them still require domain experts

and manual fine–tuning efforts (Schönauer et al. 2012; Rinke et al. 2017; Pascucci

et al. 2017). On the other hand, data–driven models, for example, deep learning

neural networks, especially recurrent neural networks have achieved massive suc-

cess for sequence prediction in domains like handwriting and speech recognition

(Graves 2013; Graves and Jaitly 2014). In this paper, Long Short–Term Memory

(LSTM) recurrent neural network models are proposed for mixed traffic prediction in

shared spaces, which circumvent manual model building and calibration procedures.
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They are trained by feeding with users’ motion sequences in the past along with user

type and sight of view using a real–world dataset.

Outline of the paper. In this paper, we first summarize the works that have

been published for mixed traffic modeling and prediction in shared spaces and the

state–of–the–art data–driven approaches in related domains. Then we introduce our

approach motivated by a work for pedestrian modeling in Sect. 3. A real–world

dataset and evaluation metrics for our approach are described in Sect. 4. We report

our experiments and results in the following sections. In the end, we conclude our

paper with some interesting problems that we would like to investigate in future

work.

2 Related Work

Mixed traffic in shared spaces The schemes of shared spaces have been a heated

topic for an alternative traffic design. However, to the best knowledge of the authors,

only a few studies have dealt with shared space modeling: simulating mixed traffic

in shared spaces based on game theory (Schönauer et al. 2012) and mixed traffic

modeling and prediction using an extended Social Force model with collision avoid-

ance (Pascucci et al. 2015; Schiermeyer et al. 2016; Rinke et al. 2017; Pascucci et al.

2017). Nevertheless, the game proposed by Schönauer et al. for conflict handling is

heavily hand-crafted and lacks flexibility—“the type of game, the number of play-

ers, the number of games repeated, and whether the game allows cooperation must

be specified”. On the other hand, in the studies of the extended Social Force model,

mixed traffic is analyzed in a categorical fashion regarding involved transport modes,

e.g. pedestrian versus pedestrian or pedestrian versus car. Their model does not pro-

vide a mechanism that can deal with arbitrary collisions regardless of user types.

Data–driven approaches in trajectory prediction In recent years, with the

increased availability of computational power and large-scale datasets, data–driven

approaches have been largely used for learning movement data. Long and

Nelson summarized possible methods to learn trajectory–related movements

(Long and Nelson 2013). Unsupervised learning, for example clustering, and seg-

mentation are applied to recognize similar trajectory patterns (Morris and Trivedi

2009; Pelekis et al. 2011). Due to the divergence of mixed road users and their

interdependence in shared spaces, these methods are not reliable when the involved

objects and contexts change quickly.

Deep learning approaches in trajectory prediction There are deep learning

approaches for behavior modeling, e.g. a conventional neural network based model

for pedestrian behavior (Yi et al. 2016) and a recurrent neural network based model

for car–following (Wang et al. 2017). But both of these networks are limited to homo-

geneous user types. Nevertheless, these works shed light on using deep learning

approaches for trajectory modeling.
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Initially, Long Short–Term Memory recurrent neural networks proved to be pow-

erful for complex sequence generation, e.g. text and handwriting (Graves 2013) and

speech recognition (Graves and Jaitly 2014). “They can be trained by processing

real data sequences one step at a time and predict what comes next”. This process is

comparable to trajectory prediction—observing initial steps of movement and try-

ing to forecast the future motion. In comparison to an isolated sequence in a text, a

single trajectory cannot be predicted as an independent motion of a road user since

there are other road users and factors in the vicinity impacting his or her behavior,

the so-called repulsive and attractive effects (Helbing and Molnar 1995). In order

to capture these social effects, a centralized bounding grid was introduced in (Alahi

et al. 2016) to process the interactions with neighboring users when using LSTM

for trajectory prediction (Social-LSTM). Experiments on five open datasets (Lerner

et al. 2007; Pellegrini et al. 2009) showed Social-LSTM outperforming the classic

model–based approaches, such as Social Force (Yamaguchi et al. 2011) and Itera-

tive Gaussian Process (Trautman et al. 2013), for pedestrian trajectory prediction. In

addition, the data–driven approach circumvents complex manual setups needed for

fine–tuning these classic models.

However, Social-LSTM was only tested on pedestrians. There are distinctive pat-

terns regarding transport modes. For example, the involved transport modes, envi-

ronment, and density will impact the intensity of pedestrian reactions to conflicts;

cyclists have limited flexibility to deal with collisions due to their bicycles; vehicles

may behave prudently to avoid collisions with more vulnerable road users (Rinke

et al. 2017). Moreover, equipped with rear mirrors and multiple sensors, vehicles

have a larger sight of view compared with pedestrians and cyclists. Lacking a mech-

anism to handle different transport modes, Social-LSTM could not, up to now, be

directly applied to mixed traffic trajectory prediction in shared spaces.

3 Methodology

In order to differentiate transport modes and apply Social-LSTM (Alahi et al. 2016)

for mixed traffic trajectory prediction in shared spaces, we introduce a bounding

grid which incorporates both user type and sight of view based on Social-LSTM. In

the interactions, the regarding user is addressed as an ego-user, which is the same

denomination used in (Rinke et al. 2017), and the other users in his or her vicinity

are addressed as neighboring users.

Every user is trained as a single LSTM, whereas the interactions with neighboring

users are filtered by the bounding grid mentioned above. The basic network structure

for our models is derived from Social-LSTM (see Fig. 1). For the input layer, it has

a spatial input part to store the user’s x and y coordinates and a tensor input part

to capture the neighboring users within a predefined bounding grid for each ego-

user (see Fig. 3a). Instead of simply pooling a binary indicator to tell the ego-user

about the existence of other users in a uniformly sized grid as in the Social-LSTM,

the tensor input here also customizes the grid according to the ego-user’s sight of
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Fig. 1 Basic structure of the long short–term memory network. NU: number of users, 2 ∗
Embedding: embedding dimensions of weight WS for spatial input, (m ∗ n ∗ RNN) ∗ Embedding:

embedding dimensions of weight WT for tensor input, RNN: recurrent neural network size,

OutputSize = 5

view (see Fig. 3c) and distinguishes user types. Equation (1) describes the process.

Gi
t(m, n, ∶) stands for the hidden state at time t for user i with a m × n cell bounding

grid. This grid monitors all neighboring users whose positions are within ego-user

i’s grid and sight of view, and also stores the user type information for the ego- and

neighboring users. Here, user j is from set Ni containing all user i’s neighbors within

Gi
t(m, n, ∶). View

i
t(pos

j
t) is a binary function that filters the neighboring users based

on their positions in ego-user i’s sight of view at time t—a value one is assigned if

the neighboring user is in the ego-user’s sight of view, otherwise zero is assigned.

(type
i
, type

j) stores the pairwise user type information for ego-user i and neighboring

user j. In total, there are nine different pairwise user types and they are coded in

distinctive numerical values and stored in the m × n cell.

Since we can easily differentiate these two features—user type and sight of view—

in Eq. (1), it empowers us to build controlled experiments to analyze the incorpo-

ration of user type and/or sight of view into different models. In order to guarantee

valid comparisons, all the models defined in Sect. 5.1 have the same dimensions as

described here but only with different pooling values in the bounding grid.

Gi
t(m, n, ∶) =

∑

j∈Ni

(type
i
, type

j)[View
i
t(pos

j
t)]. (1)

From the input layer to the hidden input layer in Fig. 1, the spatial input and tensor

input are embedded separately with Rectified Linear Unit (ReLU) as depicted by

Eq. 2. WS and WT stand for the embedding weights for the spatial input and the tensor

input respectively.

Si
t = ReLU(WS ⋅ (xi

t, y
i
t)); Ti

t = ReLU(WT ⋅ Gi
t). (2)
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The embedded spatial input Si
t and the embedded tensor input Ti

t are concatenated

to form a complete input for the LSTM cell. Equation (3) denotes the forward prop-

agation. hi
t−1 is the hidden state at time t − 1 and W stands for the corresponding

weights for the LSTM.

hi
t = LSTM[hi

t−1, (S
i
t + Ti

t ),W]. (3)

We apply the same method to train our models as (Alahi et al. 2016), which was

initially used in (Graves 2013). Depicted by Fig. 1, the initial output of the neural

network is a 5-dimensional vector (o𝜇x, o𝜇y, o𝜎x, o𝜎y, and o𝜌) learned at time t, which

is used to predict the position of user i for the next time-step t + 1 using a bivariate

Gaussian distribution (see Eq. (4)). 𝜇
i

is a 2-dimensional vector for the arithmetic

means of the respective distributions in x and y coordinates. 𝜎
i

is a 2-dimensional

vector for the corresponding standard deviations, and 𝜌

i
is the correlation.

(x̂i
, ŷi)t+1 ∼  (𝜇i

, 𝜎

i
, 𝜌

i)t, (4)

where

𝜇

i = (𝜇i
x, 𝜇

i
y) = (o𝜇x, o𝜇y), (5)

𝜎

i = (𝜎i
x, 𝜎

i
y) = (exp(o𝜎x), exp(o𝜎y)), (6)

𝜌

i = tanh (o𝜌). (7)

The cost between the predicted position and the target position (true position) is

computed by a negative log–likelihood loss function using Eqs. (4) and (8), and the

complete loss for the user is the sum of all the costs in predicted time-steps.

Loss = −
∑

log Pr(xi
t+1, y

i
t+1|𝜇

i
t , 𝜎

i
t , 𝜌

i
t), (8)

where

 (𝜇i
, 𝜎

i
, 𝜌

i) = 1
2𝜋𝜎i

x𝜎
i
y

√
1 − (𝜌i)2

exp
[ −Z
2(1 − (𝜌i)2)

]
, (9)

Z =
(xi

true − 𝜇

i
x)
2

(𝜎x
i)2

+
(yi

true − 𝜇

i
y)
2

(𝜎y
i)2

−
2𝜌(xi

true − 𝜇

i
x)(y

i
true − 𝜇

i
y)

𝜎
i
x𝜎

i
y

. (10)

To avoid overfitting, least square errors (L2) are used as the regularization to

penalize all the learned weights. Hence, the total loss is the sum of the Loss computed

by Eq. (8) and L2, and is optimized using Stochastic Gradient Decedent.
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4 Dataset and Evaluation Metrics

4.1 Dataset

In this paper, LSTM–based models are evaluated on a real–world dataset provided

by Pascucci et al. (2017). The whole area of a shared space is close to a busy train

station in the German city of Hamburg and the shared space of a street is 63 m long

(see Fig. 2a). There were two cameras positioned at C1 and C2 with an elevation of

7 m towards both directions of the street for incoming vehicles and cyclists. Vehicles

are allowed to drive at a maximum speed of 20 km/h with a priority over other types

of road users in the shared zone. Meanwhile, pedestrians and cyclists are allowed

to cross the street at any point from both sides of the street. However, the captured

data shows that rather than strictly followed the regulation, vehicles, cyclists, and

pedestrians negotiated the space spontaneously and often gave priority to each other

to share the space. More details can be found in Pascucci et al. (2017).

In a 30 min video, there were 1115 pedestrian, 22 cyclist, and 338 vehicle (331

cars and 7 motorcycles) trajectories. Figure 2b shows the corresponding velocity dis-

tributions. This video was divided into 1800 time-steps with each time-step lasting

0.5 s. After calibration, all the trajectories were tracked manually and projected onto

a 2D plane with the help of video analysis and modeling tool Tracker.
1

After pre-

processing, each trajectory contains information of user positions with time-step and

user type. The first 10 min (31% of the dataset) are saved as a test set and the last

20 min (69% of the dataset) are used as a training set. 20% of the trajectories in the

training set are selected as a validation set for tuning the models. Please note that the

number of trajectories were not perfectly evenly distributed and none of the users

returned to the shared space in the 30 min video footage.

4.2 Evaluation Metrics

To measure the performance between the predicted and true trajectories of each

model, we use four metrics as follows:

1. Euclidean distance—The measurement used here is similar to the one used in

(Alahi et al. 2016) and (Pellegrini et al. 2009). It is the mean square error (MSE)

over all predicted positions and true positions.

2. Hausdorff distance—Unlike the Euclidean distance that gives a pointwise aver-

age displacement error between each predicted trajectory and true trajectory, the

Hausdorff distance measures the largest distance from the set of predicted posi-

tions (X
pred

) to the set of true positions (X
true

, see Eq. (11)) (Munkres 2000). It

can more explicitly show how far a predicted trajectory deviates from the true

trajectory and also gives less penalty than the Euclidean distance when errors

1
http://physlets.org/tracker.

http://physlets.org/tracker
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(a) (b)

Fig. 2 a Layout of the shared space. Trajectories are denoted by color coded dot-lines with respec-

tive markers for different types of users. A color with larger size and opacity denotes a later time

point. (Background image: Imagery ©2017 Google, Map data ©2017 GeoBasis–DE/BKG (©2009),

Google); b Velocity distributions

are caused by time offsets. For example, in order to avoid collisions, the pre-

dicted trajectory for a user which depicts less accurate deceleration or accelera-

tion compared with the true trajectory should be penalized less if the displace-

ment error is small.

dH(Xpred
,X

true
) = max{supx

pred
∈X

pred

infx
true

∈X
true

d(x
pred

, x
true

)}. (11)

3. Speed deviation—Instead of measuring the MSE over all predicted positions and

true positions, the speed deviation measures the MSE over all predicted speeds

and true speeds in every time-step.

4. Heading error—This measurement computes the average degree for the angles

between the predicted final heading directions and the true final heading direc-

tions over all the trajectories.

Altogether, these metrics allow comprehensive performance analyses for mixed

traffic trajectory prediction in terms of positions, speeds, and heading directions.

5 Experiments

To analyze the contributions of incorporating user type and sight of view as described

in Sect. 3, five LSTM–based models are tested on the aforementioned real–world

dataset with the same configuration.
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5.1 LSTM–Based Models

Table 1 lists the features which are used to feed each model respectively. Social-

LSTM is the baseline model, which only considers the ego-user’s position coordi-

nates and corresponding pre-defined bounding grid. This model does not distinguish

user types. In other words, pedestrians, cyclists, and vehicles are treated equally. It

also does not consider the effect of the user’s sight of view. The grid is the same for

all four sides (right, left, front, and back, see Fig. 3a).

The average speeds of cyclists and vehicles in this shared space are about two

times faster than the average pedestrian speed. Compared with cyclists and pedes-

trians, vehicles also occupy larger areas and generate bigger speed deviation (see

Fig. 2b). Therefore, the bounding grid should be defined in a way that takes the type

of ego-user into account. We call the corresponding model User-LSTM. To be more

specific, vehicles and cyclists have twice the distance and 1.5–times the distance

to the boundary of their bounding grid than pedestrians, respectively (see Fig. 3b).

Given the reality that a user may have different levels of awareness regarding the

type of neighbouring users (Rinke et al. 2017), UserType-LSTM not only defines a

user-type aware bounding grid for the ego-user, but also accounts for the neighboring

users’ type. Therefore, the ego-user’s interactions with different types of neighboring

users are handled differently by this model.

However, the aforementioned models all have ego-user centralized grids. Unlike

vehicles which are equipped with rear mirrors and sensors, pedestrians and cyclists

normally do not have a good view of their back side. Humans have a maximum hor-

izontal field of view of approximately 190◦ with two eyes, 120◦ of which make up

the so-called binocular field of view (Henson 1993). As studied in personal space,

people tend to preserve an elliptic protective zone around their body. Collision risks

in front will be perceived higher than from the side (Gérin-Lajoie et al. 2005). Treat-

ing back and front sides of pedestrian or cyclist ego-users equally may lead to noisy

information. Hence, on top of User-LSTM and UserType-LSTM, and for compu-

tational simplicity, we truncate the bounding grid according to the sight of view

with 180◦ centralized towards the heading direction for pedestrian and cyclist ego-

users (see Fig. 3c). The adjusted User-LSTM and UserType-LSTM are then called

Fig. 3 Bounding grids in different models: a Social-LSTM, b User-LSTM/UserType-LSTM, and c
View-LSTM/ViewType-LSTM
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Table 1 LSTM–based models

Model name Input features

Social-LSTM (baseline) Coordinates, bounding grid

User-LSTM Coordinates, user-type aware bounding grid

UserType-LSTM Coordinates, user-type aware bounding grid,

user-type aware interaction

View-LSTM Coordinates, user-view aware bounding grid

ViewType-LSTM Coordinates, user-view aware bounding grid,

user-type aware interaction

Table 2 Details of hyper–parameters

Training Testing

Sequence length: 12 time-steps Observed sequence: 6 time-steps

Mini–batch size: 16 Predicted sequence: 6 time-steps

Learning rate: 0.003

Number of epochs: 100

View-LSTM and ViewType-LSTM, respectively. It is worth mentioning that even

the back side is treated passively from the ego-user’s perspective for pedestrians and

cyclists as this area is still in the sight of approaching users.

5.2 Setup

The experiments were performed on a PC with the Intel(R) Core(TM) i5-6600T

CPU and 16 RAM using the framework of TensorFlow.
2

This can be optimized with

a more powerful machine with GPU(s) in the future work.

To achieve an optimal configuration for all of the models, 20% of the trajecto-

ries in the training set are selected as a validation set to tune hyper–parameters (e.g.

learning rate, mini-batch size, the lengths of observed and predicted trajectories),

which play an important role in controlling the algorithm’s behavior but cannot be

directly learned through training (Goodfellow et al. 2016). Table 2 lists the values

for the hyper–parameters that are applied in our experiments.

All the models observe six positions in historical trajectories as the input to predict

the next six positions. In other words, the models observe 3 s trajectories and try to

predict the trajectories of the next 3 s. This can be easily scaled up for longer term

prediction by modifying the sequence parameters accordingly. In general, 2.4 s are

sufficient for most drivers for a brake reaction (Taoka 1989). Hence, here we only

report performances for the next 3 s prediction.

2
https://www.tensorflow.org.

https://www.tensorflow.org
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6 Results

6.1 Evaluation of the Models

Our assumption is that a model that mimics how a human sees and reacts to differ-

ent transport modes in a shared space (ViewType-LSTM) can well predict human

behavior. To validate this assumption, the performance of such a model is com-

pared with other models (Social-LSTM, User-LSTM, UserType-LSTM, and View-

LSTM) which do not or do not fully utilize human characteristics in this regard (see

Sect. 5.1).

In many situations, road users make decisions based on narrow gaps between the

approaching users. For example, a pedestrian may decide to continue crossing the

street when the distance of an incoming vehicle is slightly above his or her expected

safety distance. Hence, the evaluation metrics should be able to capture small but

non-negligible differences of the models. For a close observation of how the models

can be used for predicting trajectories of the next 3 s, here we take a look at average

values of Euclidean distance, Hausdorff distance, speed deviation, and heading error

between the true trajectories and the predicted trajectories (see Sect. 4.2).

From Table 3 we can see the average Euclidean distances from the predicted

trajectories to the true trajectories for mixed traffic (all transport modes), pedestri-

ans, cyclists, and vehicles, respectively. UserType-LSTM and User-LSTM generate

larger Euclidean distances than the baseline model for all road users, and more pro-

found errors for cyclists and vehicles. On the other hand, ViewType-LSTM gives

the best performance, beating the baseline model and View-LSTM. The average

Euclidean distance for all transport modes is reduced by 9%, from 0.93 to 0.85 m,

for ViewType-LSTM compared with the baseline model. For vehicles, the Euclidean

distance is reduced by 11%, from 1.15 to 1.02 m.

The differences of performances are more pronounced when measured by the

Hausdorff distance. ViewType-LSTM reduces the error by 13%, from 1.30 to 1.13 m

for all transport modes compared with the baseline. Similar improvements can be

found for pedestrians, cyclists, and vehicles. However, UserType-LSTM and User-

LSTM fall behind the baseline model remarkably.

The average speed deviation of the predicted trajectories to the true trajectories for

ViewType-LSTM is 0.25 m/s for all transport modes, which is slightly smaller than

the baseline model (0.26 m/s). But more profound improvements can be found for

cyclists (ViewType-LSTM 0.34 m/s vs. baseline 0.37 m/s) and vehicles (ViewType-

LSTM 0.37 m/s vs. baseline 0.41 m/s). Interestingly, the speed deviations for pedes-

trians are almost identical for View-LSTM, ViewType-LSTM, and the baseline. This

can be explained by pedestrians traveling at a relatively slow and constant speed com-

pared with cyclists and vehicles (see Fig. 2b). In the dataset we use, there are many

more pedestrians than cyclists and vehicles (see Sect. 4.1). Therefore, the overall

improvement measured by the speed deviation for all transport modes for ViewType-

LSTM is not as profound as the ones measured by the Euclidean distance or the

Hausdorff distance.
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Table 3 Prediction errors for LSTM–based models. Euclidean and Hausdorff distances are mea-

sured by meter, speed deviation is measured by meter per second, and heading error is measured

by degree. The best values are highlighted in boldface

Metrics User type Social-
LSTM

User-
LSTM

UserType-
LSTM

View-
LSTM

ViewType-
LSTM

Avg. Euclidean distance (m) Mixed 0.93 0.98 1.11 0.91 0.85
Pedestrian 0.77 0.87 0.97 0.75 0.71
Cyclist 1.08 1.18 1.23 1.08 1.01
Vehicle 1.15 1.09 1.30 1.11 1.02

Avg. Hausdorff distance (m) Mixed 1.30 1.44 1.65 1.32 1.13
Pedestrian 1.24 1.41 1.66 1.24 1.08
Cyclist 1.39 1.73 1.60 1.33 1.25
Vehicle 1.48 1.56 1.74 1.52 1.26

Avg. speed deviation (m/s) Mixed 0.26 0.27 0.31 0.26 0.25
Pedestrian 0.17 0.20 0.22 0.17 0.17
Cyclist 0.37 0.37 0.44 0.38 0.34
Vehicle 0.41 0.40 0.47 0.41 0.37

Avg. heading error (
◦
) Mixed 32.72 31.99 38.91 31.68 27.74

Pedestrian 36.79 38.81 45.78 36.44 31.79
Cyclist 6.28 5.49 7.77 5.99 5.09
Vehicle 26.39 20.95 28.33 24.90 22.28

The last lines in Table 3 show how far the predicted trajectories rotate from

the true trajectories regarding final heading directions. The smallest average errors

between the predicted and the true trajectories for all user types, pedestrians, and

cyclists are again given by ViewType-LSTM. Interestingly, the best performance for

vehicles is given by User-LSTM, which slightly outperforms the second best one—

ViewType-LSTM. Overall, the heading errors are much smaller for cyclists than for

the other user types across all models. This is caused by the small cyclist set and

their similar behaviors (see Sect. 4.1).

To summarize, incorporating user types simply by extending bounding grids, i.e.

by increasing the potential influence area for different user types cannot lead to a

better performance. To the contrary, it can even degrade the model’s performance

by including noisy information, especially from the back side of road users. This

is further proven by truncating the bounding grids regarding the sight of view for

pedestrians and cyclists. Moreover, acknowledgement of neighboring users’ trans-

port modes along with sight of view can further boost the accuracy of predictions

for the next 3 s trajectories.
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(a) (b)

(c) (d)

Fig. 4 Trajectory prediction in different situations: a Free flows of a vehicle and two pedestrians,

b complicated situation with multiple users, c vehicles avoid an incoming pedestrian, d pedestrians

avoid incoming vehicles and cyclist. True trajectories are denoted by black dot-lines with respective

markers for different types of users. Predicted trajectories are color coded and a color with larger

size and opacity denotes a later time point

6.2 Predicted Trajectories

In this section we show that ViewType-LSTM is able to mimic how a human sees and

reacts to different transport modes in a shared space in the next 3 s and is also robust

in complicated scenarios. Figure 4 shows different scenarios modeled by ViewType-

LSTM.

From Fig. 4a we can see that the predicted trajectories for two pedestrians and

one vehicle overlay their respective true trajectories. Since they are far from each

other, their trajectories are barely impacted by interaction. On the lower left corner,

ViewType-LSTM is able to correctly predict a left–turn for the pedestrian using a

3 s observed trajectory.

Figure 4b denotes a more complicated situation with multiple vehicles and pedes-

trians going in different directions. There is no collision in such busy mixed traffic.

With only slight speed deviation and displacement for the upper right corner vehicle,

predicted trajectories for the others are very close to the true trajectories.
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Figure 4c, d depict different situations of how interactions happen between dif-

ferent road users and how ViewType-LSTM deals with potential collisions. The dis-

placements from the predicted trajectories to the true trajectories in those two sit-

uations are barely noticeable, but most of them are caused by collision avoidance.

In the upper right corner in Fig. 4c, there is a pedestrian waiting to cross the street.

From the prediction, two approaching vehicles decelerate their speed to reduce the

risks of hitting this pedestrian. On the lower left corner in Fig. 4d, three pedestrians

are crossing the street. As a cyclist and a vehicle are approaching, ViewType-LSTM

predicts a detour to the left side for the pedestrian who is very close to the incom-

ing cyclist. It also predicts deceleration and slight left detours for the following two

pedestrians to reduce the risks of potential collisions.

To more intuitively show how ViewType-LSTM can predict trajectories that

have equal lengths as the observed trajectories, a scenario with mixed road users

is depicted second by second in Fig. 5, in which a cyclist overtakes a vehicle from

the right side to the left side after a pedestrian crossed the street in front of them. In

this case, the prediction is also scaled up from a fixed length (six steps in 3 s) to a

range of different lengths (1 s up to 6 s).

After only 1 s or 2 s observations, there are very few historical steps that can

be referred to for the prediction. ViewType-LSTM, however, still predicts precise

heading directions for each user, with average heading errors being 8.3◦ and 5.3◦,

respectively (see Fig. 5a, b).

After an appropriate length of observation (3 s), the performance for predicted

trajectories is enhanced further. The predicted trajectories overlap their respective

true trajectories (see Fig. 5c).

On the other hand, when the observed and predicted trajectory lengths are further

increased to 4 and 5 s, the performances for the predictions of the cyclist and the

pedestrian fall down. The reason is that, from the fifth second to the sixth second,

both the cyclist and the pedestrian make a small right turn. Without observing the

changes (the observed time point is only up to the fifth second), ViewType-LSTM

keeps predicting straight trajectories for them (see Fig. 5d, e).

When the observation is extended to 6 s, the changes mentioned above are

detected by ViewType-LSTM. In response to the changes, ViewType-LSTM cali-

brates the predicted trajectories to the right side for the cyclist and the pedestrian.

In addition, the deceleration of the vehicle at later time points is also predicted by

ViewType-LSTM, with the error for its speed deviation being 0.32 m/s (see Fig. 5f).

In summary, ViewType-LSTM generates reasonable and collision–free predic-

tions in mixed traffic. Even with little information, it can estimate precise heading

directions of road users. Moreover, ViewType-LSTM can be easily scaled up for

longer term (e.g. up to 6 s) trajectory prediction. However, it is difficult to decide

appropriate lengths for observed and predicted trajectories. A long observation for a

short prediction might not be feasible in real–world trajectory prediction, but a short
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(a) (b)

(c) (d)

(e) (f)

Fig. 5 Predictions of future trajectories that have equal lengths as the observed trajectories from

1 to 6 s: a–f Observing 1 s and predicting 1 s trajectories to observing 6 s and predicting 6 s

trajectories, respectively. True trajectories are denoted by black dot-lines with respective markers

for different types of users. Predicted trajectories are color coded and a color with larger size and

opacity denotes a later time point

observation for a long prediction may fail to handle sudden changes made by road

users at a later time. Hence, finding optimal observation and prediction lengths needs

to be further investigated in future work.
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7 Conclusion and Future Work

In this work we showed that LSTM–based models are capable of mixed traffic tra-

jectory prediction in shared spaces. Spatio–temporal features—coordinates, sight of

view, and interactions between different types of neighboring users—are encoded to

mimic how a human sees and reacts to different transport modes. Instead of manual

settings, LSTM–based models can be trained using real–world data for complicated

traffic situations and can be easily scaled up for long term trajectory prediction.

In addition to the Spatio–temporal features mentioned above, user behaviors in

shared spaces are also impacted by environment and context. An online survey shows

that context– and design–specific factors significantly impact the comfort perceived

by pedestrians and the willingness of car drivers to share road resources with oth-

ers in shared spaces (Kaparias et al. 2012). Investigation of context–aware behavior

modeling in shared spaces is a promising direction to further increase the accuracy

of mixed traffic prediction.

Moreover, in order to extend our models on multiple and more balanced mixed tra-

jectories in shared spaces with divergent space layouts, and make such data available

for other studies, object detection and deep learning trajectory tracking techniques

(i.e. Fully-Convolutional Siamese Networks, (Bertinetto et al. 2016)) will largely be

employed for data acquisition and pre-processing procedures in our future work.
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A Framework for the Management
of Deformable Moving Objects

José Duarte, Paulo Dias and José Moreira

Abstract There is an emergence of a growing number of applications and services
based on spatiotemporal data in the most diverse areas of knowledge and human
activity. The representation of the continuous evolution of moving regions, i.e.,
entities (or objects) whose position, shape and extent change continuously over
time, is particularly challenging and the methods proposed in the literature to obtain
such representation still present some issues. In this paper we present a framework
for moving objects, in particular, moving regions, that uses the concept of mesh,
i.e., a triangulated polygon, compatible triangulation and rigid interpolation
methods to represent the continuous evolution of moving regions over time. We
also present a spatiotemporal database extension for PostgreSQL that uses this
framework and that allows to store moving objects data in a PostgreSQL database
and to analyze and manipulate them using SQL. This extension can be smoothly
integrated with PostGIS. Experiments show that our framework works with real
data and provides a base for further work and investigation in this area.

Keywords Moving objects ⋅ Spatiotemporal data management
Morphing

1 Introduction

Currently, there are many tools and technologies able to monitor and record the
evolution of real-world phenomena over time, such as: (1) satellite or aerial images
tracking the movement of icebergs at the Antarctic, the propagation of forest fires or
coastal erosion, and (2) video microscopy and fluorescence microscopy recording
the evolution of the size and shape of cells over time. However, the modelling,
management and processing of spatiotemporal data are complex tasks. Despite
recent advances, the support provided by existing solutions to perform these tasks is
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insufficient and does not cover the whole spectrum of potential applications. It is
often required to implement time-consuming and complex programs tailored to
solve a specific problem from a particular domain, which cannot be easily applied
to other problems and these custom solutions often have limited functionality
because development is difficult and costly. Thus, the study of general solutions to
represent, manage and process large spatiotemporal datasets has the potential to
enable an easier implementation of those programs and boost the development of
applications in several domains, e.g., environmental and climate sciences, agri-
culture and medical biology.

The databases research community is working on spatiotemporal data models
and query languages for the management of spatiotemporal data, including the
representation of moving objects, i.e., objects whose position or shape change
continuously over time. Their main focus is on efficient data management and on
topological issues concerning the representation of spatiotemporal data in data-
bases. However, the methods proposed do not always obtain a realistic represen-
tation of the actual evolution of the spatiotemporal phenomena (Moreira et al.
2016). On the other hand, there are numerous works on morphing techniques, e.g.,
Alexa et al. (2000) and Liu et al. (2015), to represent the transformation of planar
shapes, e.g., polygons and polylines, over time. Their focus is on achieving a
continuous representation of the spatial transformations of a shape that is smooth
and realistic at all times. Thus, the use of morphing techniques has the potential to
enable obtaining representations of the evolution of spatiotemporal phenomena that
are more realistic than the corresponding representations obtained using the tech-
niques proposed in the spatiotemporal databases literature.

This paper presents the design, architecture and implementation of a spa-
tiotemporal data management framework. The data model and operations that it
implements follow the guidelines proposed in Güting et al. (2000), Forlizzi et al.
(2000) and Pelekis et al. (2006). The novelty that it introduces is the use of the
concept of mesh to represent the evolution of moving regions over time. A mesh is
constructed using compatible triangulation techniques (Gotsman and Surazhsky
2004) and its evolution is represented using the rigidity preserving interpolation
method proposed in Alexa et al. (2000) and Baxter et al. (2008).

The framework has two components: (1) a library that is independent of any
client using it and that provides a framework to represent, analyze and manipulate
moving objects, in particular moving regions, and (2) a spatiotemporal database
extension for PostgreSQL that allows moving objects to be stored in a PostgreSQL
database and analyzed and manipulated in a convenient way using the Structured
Query Language (SQL).

This paper is organized as follows. Section 2 presents an overview on spa-
tiotemporal data models and query languages. Section 3 presents the compatible
triangulation method, the interpolation method and the concepts on continuous and
discrete models proposed in the spatiotemporal databases literature that are used in
this work. Section 4 presents the implementation details of a library to represent,
analyze and manipulate moving regions that uses triangulation-based morphing
techniques. Section 5 presents a spatiotemporal database extension for PostgreSQL
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that uses the library presented in Sect. 4. Section 6 presents the experimental results
obtained when using the proposed framework and Sect. 7 presents the conclusions
and guidelines for future work.

2 Related Work

The most well-known data model and query language for representing and querying
moving objects, i.e., spatiotemporal data about entities (or objects) whose position
or shape and extent change continuously over time, uses Abstract Data Types
(ADTs) (Güting et al. 2000; Cotelo Lema et al. 2003). ADTs can be smoothly built
into extensible Database Management Systems (DBMSs), such as the Secondo
prototype (Güting et al. 2010), and object-relational DBMSs (Pelekis et al. 2006;
Matos et al. 2012; Zhao et al. 2011). Moving objects, e.g., moving points, moving
lines and moving regions, are represented using the sliced representation proposed
in Forlizzi et al. (2000), i.e., they are represented as an ordered collection of units
where each unit represents the evolution (i.e., the changes in position or shape and
extent) of the moving object between two consecutive observations. Therefore,
methods are required to model the spatial behavior of moving objects between
observations. These methods should provide a realistic approximation of the actual
evolution of the moving object at all times. Additionally, storage and computation
time should be low to enable the processing of big datasets.

The first algorithm proposed in the literature to create the so-called moving
regions from observations in spatiotemporal databases is presented in Tøssebro and
Güting (2001). This algorithm is used and extended in recent works (Mckenney and
Webb 2010; Mckennney and Frye 2015; Heinz and Güting 2016). However, the
methods using this algorithm produce important deformations of the geometries
estimated during interpolation and the approximation errors are too big to be
neglected in scientific work, namely: (1) if a rotation exists, the geometries tend to
inflate at the middle point of the interpolation, and (2) the methods used to deal with
concavities either do not perform well with noisy data (Tøssebro and Güting 2001;
Heinz and Güting 2016; Moreira et al. 2016) or make the shapes approximately
convex during interpolation, causing deformation (Mckenney and Webb 2010;
Mckennney and Frye 2015).

In this work we propose the use of morphing techniques (Alexa et al. 2000;
Baxter et al. 2008) to represent the evolution of moving regions and eliminate these
issues.

3 Background

This section presents the main methods and concepts used in this work. First we
present the data models that the proposed framework has as a reference. Then we
present the compatible triangulation and interpolation methods that it uses.
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3.1 Spatiotemporal Data Models

The framework proposed in this work uses the data models presented in Güting et al.
(2000) and Forlizzi et al. (2000) as a reference. In Güting et al. (2000) the authors
present an abstract data model to represent and query moving objects and in Forlizzi
et al. (2000) the authors present a discrete data model to implement the model
proposed in Güting et al. (2000). This discrete model proposes the following type
constructors: the base types int, real, string and bool, the spatial types point, points,
line and region, the instant type, the range type, the unit types ureal, upoint, upoints,
uline and uregion and the mapping type. Type instant represents a point in time,
range represents sets of pairwise disjoint intervals (in the set base types ∪ instant),
the unit types represent the continuous evolution of an entity (or object) during a
time interval, e.g., the position and shape changes of an iceberg, and mapping
assembles sets of units according to the constraints that have been defined. It also
proposes the concept of sliced representation used to represent the moving types.
The sliced representation (Fig. 1) decomposes the development (or evolution) of a
value into fragments called slices (or units) and the evolution within a unit is
described by a function. So, a unit is a pair (I, v(t)) where I is the time interval where
the unit is defined and v(t) is a function that gives the value of the unit during I.

3.2 Morphing

The representation of the evolution of a moving region during a unit is given by a
function that should preserve the physical characteristics of the object (or event)
being represented and generate only valid geometries. That is, we are interested in
an as realistic as possible representation of the continuous evolution of moving
regions over time. Several works in the literature propose solutions to achieve this
(Tøssebro and Güting 2001; Heinz and Güting 2016; Mckenney and Webb 2010;
Mckennney and Frye 2015). These works use the concept of moving segments to
interpolate the evolution of a moving region during a unit. They provide good
results but they have some issues as discussed in Sect. 2. In Amaral (2015) the

Fig. 1 Sliced representation
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author uses the compatible triangulation method proposed in Gotsman and
Surazhsky (2004) and the rigid interpolation method proposed in Alexa et al. (2000)
and Baxter et al. (2008) to represent the evolution of moving regions over time, i.e.,
to solve the Region Interpolation Problem. The use of these methods implies that a
region is represented by a mesh (Fig. 2) and they are used to obtain a more realistic
representation of the continuous evolution of moving regions over time.

When using these methods, there are two main steps to compute the evolution of
a moving region during a unit. In step 1 we find a compatible triangulation between
the polygons (observations) representing the moving region at the begin and end
instants of the unit’s interval. The method proposed in Gotsman and Surazhsky
(2004) receives two polygons, a source, P, and a target, Q, polygons and triangu-
lates them generating two meshes, P* and Q*. P and Q must have a one-to-one
correspondence between their vertices and P* and Q* have a one-to-one corre-
spondence between their triangles (Fig. 2). This method is known to have com-
plexity O(N3logN) (Liu et al. 2015), where N is the number of boundary vertices of
the source polygon.

In step 2 a rigid interpolation method is used to compute the transformation of
the moving region during a unit. In the method proposed in Alexa et al. (2000) and
Baxter et al. (2008) the affine transformation of a triangle is decomposed into a
product of three matrices given by the Single Value Decomposition (SVD). Since
there is an affine matrix for each triangle, shared vertices may have more than one
position during a transformation. To ensure that their position is the same during
transformations, Alexa et al. (2000) proposes a solution based on the least squares
method, while Baxter et al. (2008) proposes a solution based on normal equations.
Indeed, the two methods are equivalent, but the latter presents an elegant formu-
lation that allows estimating the position of the vertices using a linear system of the
form VðtÞ= −H − 1GðtÞ, where V(t) is a vector denoting the position of the vertices
of a mesh at time t, and H and G are matrices calculated using SVD and normal
equations. Briefly, the rigid interpolation method receives two meshes, a source, P*,
and a target, Q*, with a one-to-one correspondence between their triangles and

Fig. 2 Compatible triangulation method input (left) and output (right)
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computes the interpolation components used to transform (morph) mesh P* into
Q*. Each triangle of P* will be rotated, scaled, translated and transformed to its
corresponding triangle in Q*, using a continuous function of time.

4 A Framework for Moving Objects

We implemented a framework for moving objects, in particular, for moving
regions, that is independent of any client or application using it, called SPTMesh.
SPTMesh is a C++ library that enables the analysis and manipulation of moving
objects. It implements the compatible triangulation and rigid interpolation methods
presented in Sect. 3.2. Introduces a new spatial type called mesh, uses the archi-
tecture of the GEOS1 C++ library as a reference and Armadillo (Sanderson and
Curtin 2016) to perform linear algebra operations. Table 1 shows its external
dependencies.

The set of data types implemented by SPTMesh has as its base the types pro-
posed in Forlizzi et al. (2000) with the following changes. (1) SPTMesh introduces
the following new types: the spatial type mesh and the types umesh, function and
mmesh. Type mesh is a triangulated polygon used to represent a region, umesh
represents the evolution of a mesh during a time interval, function represents a
function in the mathematical sense and mmesh represents the evolution of a mesh
over time. (2) The spatial types implemented in SPTMesh (except for the mesh
type) are compliant with the Open Geospatial Consortium (OGC) standards for
spatial objects. (3) It defines the types interval and period instead of the type range
and defines the MOVING type instead of the mapping type constructor.
(4) SPTMesh does not consider lines, collections and regions with holes and it uses
the GEOS C++ library for spatial operations.

4.1 Data Structures

Table 2 presents the SPTMesh data structures used to implement the data types that
it considers. Figure 3 shows the SPTMesh type system.

Types mesh and umesh are the most important data types in SPTMesh. A mesh
has a boundary, a set of interior points, i.e., the Steiner2 points added by the
compatible triangulation method, and a set of non-overlapping triangles. The Mesh
class uses two vectors to hold the mesh’s boundary and Steiner points, respectively,
and a vector to hold the indices of the points of the mesh’s triangles.

1http://geos.osgeo.org/.
2Points added to the original geometry to help in finding a compatible triangulation.
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Type umesh is defined as the set of tuples {(I, tb, te, c, P*, Q*, pStar, rScale,
rGamma) | I ∈ Interval, tb, te ∈ long, c ∈ UnitPoint, P*, Q* ∈ Mesh, pStar,
rScale ∈ mat, rGamma ∈ vector <double>}, such that:

• I is the time interval in which the unit is defined.
• tb and te represent the begin and end instants of the original time interval,

respectively. They are an implementation detail that we do not discuss in this
paper.

• c is a UnitPoint that represents the evolution of the position of the mesh’s
centroid during I.

Table 1 SPTMesh external dependencies

Dependency Usage

Armadillo Linear algebra operations
BLAS,a

LAPACKb
Armadillo dependencies to provide various matrix decompositions, e.g.,
SVD

GEOS Manipulation and analysis of 2D geometries in the Cartesian plane and
spatial operations

ahttp://www.openblas.net/
bhttp://www.netlib.org/lapack/

Table 2 SPTMesh data structures

Data type(s) Data structure implementation

BASE Types int, real and bool are implemented using the C++ int, double and bool
data types

instant Type instant is implemented using the C++ long long data type (we are not
using dates with locales and time zones, yet)

SPATIAL Type mesh is implemented in class Mesh. The other SPATIAL types: point,
linestring, polygon, multipoint, multilinestring, multipolygon and
geometrycollection are provided by the GEOS C++ library

interval,
period

Type interval represents intervals of values, e.g., a time interval in the form
[instanti, instantj [with instanti < instantj, and period represents sets of
intervals. They are implemented in the template classes Interval and Period,
respectively. Interval supports the 4 types of intervals but we only use
closed-open intervals

function Type function represents functions in the mathematical sense. It considers the
constant function, F = c, the linear function, F = bx + c and the quadratic
function, F = ax2 + bx + c. It is implemented in the UnitFunction class

UNIT UNIT types represent the evolution of moving objects (points and regions) and
the changes of bool (true or false) and real values during a time interval
(between two consecutive observations). They are implemented in the classes:
UnitBool, UnitReal, UnitPoint and UnitMesh

MOVING MOVING types represent moving objects and values that change continuously
(mreal) and in discrete steps (mbool) over time. They are implemented in the
classes: MovingBool, MovingReal, MovingPoint and MovingMesh
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• P* and Q* represent the original source and target meshes at the begin and end
instants of the original interval, respectively. P* and Q* must have a one-to-one
correspondence between their triangles.

• mat is an Armadillo data type that represents a matrix.
• vector is the C++ standard library vector data type.
• pStar, rScale and rGamma are the interpolation components, computed by the

interpolation method, used to interpolate the mesh during I. pStar holds the
mixed and pure quadratic coefficients of the quadratic form which minimizes the
quadratic error between the actual transformation and the individual ideal
transformation of a triangle (see Sect. 3.2), rScale is the mesh’s triangles global
scale-shear components matrix and rGamma is the list of the mesh’s triangles
global rotation angles. That is, pStar represents the matrix H and rScale and
rGamma are used to compute the matrix G(t) presented in Sect. 3.2.

4.2 Operations on Moving Types

SPTMesh implements only a small subset of the spatiotemporal operations pro-
posed in Güting et al. (2000) (Table 3). We chose to implement a set of operations

Fig. 3 The SPTMesh type system

Table 3 Operations on
MOVING types defined in
SPTMesh

Class of operation Operation

Predicates Equals, intersects
Set operations Intersection
Numeric Area
Projection to domain and range deftime
Interaction with domain and
range

atinstant, atperiod,
present

Constructors Unit, moving
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according to the following criteria: (1) implement atomic operations, i.e., operations
that can be used as building blocks to implement other operations, (2) use all the
implemented moving types and (3) implement operations from the different classes
of operations proposed in the literature.

4.3 Continuity for the Unit Types

Two units can meet at an instant. To avoid situations like instantaneous appearance
and disappearance or instantaneous growing and shrinking we need to establish
continuity for the UNIT types. We establish continuity for UnitPoint and UnitMesh
as follows:

• Two UnitPoint objects, u and v, are continuous if the distance between their
positions at the instant, t, where they meet is less than or equal to a ξ, i.e.,
distance (u, v, t) ≤ ξ. SPTMesh defines ξ = 0.00001. This value was not
strictly established and needs to be validated.

• Two UnitMesh objects are continuous if distance(mi, mj, t) ≤ ξp (1) ˄
area ðmi,mj , ∩ , tÞ
area ðmi,mj , ∪ , tÞ ≤ δs (2), mi, mj ∈ umesh, t ∈ instant. That is, if the distance

between their centroids is less or equal to a constant value (1) and the ratio
between the intersection and the union of their areas is less or equal to some
other constant value (2), at the time instant, t, where they meet. SPTMesh
defines ξp = 0.5 and δs = 0.95. These values were empirically set during the
tests phase using real data. However, given the limited size of our dataset the
constants and formulas used to establish continuity need further evaluation and
may need to be adapted for larger datasets.

Fig. 4 SPTMesh architecture (left) and APIs (right)
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We do not establish continuity for UnitBool because it represents a value that
changes in discrete steps over time. Continuity for UnitReal may be established in
the future.

4.4 Architecture

The SPTMesh architecture has as a reference the GEOS C++ library architecture
(Fig. 4). SPTMesh provides a C Application Programming Interface (API) on top
of a C++ implementation.

4.5 Spatiotemporal Well-Known Text Form

SPTMesh provides a Spatiotemporal Well-Known Text (STWKT) form for the
UNIT and MOVING types (Tables 5 and 6). The STWKT provides a convenient
way of expressing unit and moving objects and it is particularly useful to create
moving objects and to update them with new evolutions. The STWKT form was
inspired by the OGC standard Well-Known Text (WKT) form for spatial objects.

This section uses the notation presented in Table 4.

5 A Spatiotemporal Database Extension for PostgreSQL

We implemented a spatiotemporal database extension for PostgreSQL called
MeshGIS. MeshGIS is a C library that uses SPTMesh to analyze and manipulate
moving objects. It allows the moving objects provided by SPTMesh to be stored in
a PostgreSQL database and manipulated using SQL.

Table 4 Notation

Symbol Description

tb, te ∈ instant Begin and end instants of an interval
v ∈ bool A value in {true, false}
vb, ve ∈ double Begin and end values, respectively
type, typeX, typeY
∈ int

Type of interpolation function and type of interpolation function for the
x and y components, respectively. An interpolation function can be of
the following types: constant, linear and quadratic. An interpolation
function is represented by the function data type

xb, yb, xe, ye ∈
double

Coordinates of a moving point at the begin and end instants of the unit’s
interval

xi yi ∈ double The x and y coordinates of a vertex
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5.1 Data Structures

The PostgreSQL backend is implemented in C. It may, however, be possible to load
functions written in other languages into PostgreSQL and we can write PostgreSQL
extensions using C++, if certain guidelines3 are followed. PostgreSQL also sup-
ports procedural languages,4 e.g., PL/Python, but they have several significant
limitations.5 Following the examples of PostGIS6 and Hermes (Pelekis et al. 2006)
and in order to avoid unnecessary complexity we decided to implement MeshGIS
as a C library.

The MeshGIS data structures used to represent SPTMesh types are defined as C
typedef structs and they are presented in Table 7.

MeshGIS also defines data structures to represent the interpolation components
(Table 8). This is to be changed in the future so that MeshGIS is decoupled from
interpolation method details.

MeshGIS defines operations that use all the operations implemented in
SPTMesh for the moving types, namely constructors, operations to add and delete
units from moving objects, operations to test and obtain the intersection of two
moving regions at an instant and operations to get a moving region at an instant or
period.

We provide SQL operations and types that bind to the operations and types
provided by MeshGIS. The SQL types provided are: MovingBool, MovingReal,
MovingPoint and MovingMesh.

Table 5 STWKT form for the UNIT types

Data type STWKT form

ubool UNITBOOL(tb te v)
ureal UNITREAL(tb te vb ve type)
upoint UNITPOINT(tb te xb yb xe ye typeX typeY)
umesh UNITMESH(tb te, (x1 y1, …, xn yn), (x′1 y′1, …, x′n y′n))

Table 6 STWKT form for the MOVING types

Data type STWKT form

mbool MOVINGBOOL(UNITBOOL1, …, UNITBOOLn)
mreal MOVINGREAL(UNITREAL1, …, UNITREALn)
mpoint MOVINGPOINT(UNITPOINT1, …, UNITPOINTn)
mmesh MOVINGMESH(UNITMESH1, …, UNITMESHn)

3https://www.postgresql.org/docs/9.4/static/xfunc-c.html.
4https://www.postgresql.org/docs/9.4/static/xplang.html.
5https://www.postgresql.org/docs/9.4/static/extend.html.
6http://postgis.net/.
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5.2 Architecture

The MeshGIS architecture has as a reference the PostGIS architecture (Fig. 5).
MeshGIS uses SPTMesh through its C API.

MeshGIS has 2 main use cases: (1) store a moving object in a PostgreSQL
database and (2) analyze or manipulate a moving object stored in a PostgreSQL
database.

In (1) a client can send a STWKT form of a moving object to MeshGIS using
SQL. MeshGIS will use the SPTMesh C API to create a valid moving object from
its STWKT form. That object will be converted to the corresponding MeshGIS
object, serialized to a SerializedPostgreSQLObject and sent to PostgreSQL for
storage.

Table 7 MeshGIS data structures used to represent SPTMesh types

Data structure Description

ArrayOfX A generic array to hold units or other elements, e.g., UnitReal,
UnitBool, UnitPoint and Matrix 2× 2

UnitFunction A SPTMesh UnitFunction
UnitInterval A SPTMesh Interval
UnitBool A SPTMesh UnitBool
UnitReal A SPTMesh UnitReal
UnitPoint A SPTMesh UnitPoint
UnitMesh A SPTMesh UnitMesh
SerializedPostgreSQLObject This data structure is used to send and retrieve moving objects

to/from PostgreSQL for storage, analysis and manipulation,
respectively. It has the same structure as the GSERIALIZED
data structure. GSERIALIZED is a serialized form used
primarily by PostGIS. It is a PostgreSQL data type for variable
size user-defined data types

SerializedMovingObject An abstract data type that represents any type of moving object
SerializedMovingX Represents the SPTMesh MovingBool, MovingReal and

MovingPoint types
SerializedMovingMesh A SPTMesh MovingMesh

Table 8 MeshGIS data structures used to represent the interpolation components

Data
structure

Description

Matrix
2 × 2

Holds the symmetric matrix in the decomposition used to find the rotation and
the scale-shear components of a triangle

Matrix
2 × 3

Holds the coordinates’ transformation matrix of a triangle

Triangle Holds the vertices’ ids of a triangle
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In (2) MeshGIS receives the moving object from PostgreSQL in a serialized
form, i.e., in a SerializedPostgreSQLObject. This object will be converted to the
corresponding MeshGIS object. Then MeshGIS will use SPTMesh to create the
moving object and to analyze and manipulate it as needed.

6 Experimental Results

This section presents application examples to demonstrate the use of SPTMesh and
MeshGIS. Two datasets were used for validation purposes:

• Synthetic data, i.e., data created manually to test specific conditions that do not
occur when using real data.

• A set of real data extracted from a sequence of satellite images tracking the
movement of two icebergs in the Antarctic (Anon 2004) using the methods
implemented in Mesquita (2013).

6.1 Tests Using Synthetic Data

We used synthetic data to test specific conditions that we consider relevant. Here,
we consider a case with rotations ≥ 2π (Fig. 6) and the 180° rotation of an object
(Fig. 7).

These examples show that by using compatible triangulation and rigid inter-
polation methods we are able to deal with complex cases involving the rotation of
objects and concavities, two issues that can be found when using the methods

Fig. 5 MeshGIS architecture
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proposed in Tøssebro and Güting (2001), Mckenney and Webb (2010), Mckennney
and Frye (2015) and Heinz and Güting (2016).

6.2 Tests Using Real Data

To demonstrate MeshGIS we start by creating a table in PostgreSQL to store the
spatiotemporal data about the evolution of two icebergs. For this we use the
MovingMesh data type. Note that the values of the time intervals used for testing
purposes do not represent valid dates.

CREATE TABLE db.icebergs(
id  integer,
name varchar(50),
mobj movingmesh

) 

Fig. 6 Coil interpolation test

Fig. 7 180° rotation test

340 J. Duarte et al.



We can insert data into the icebergs table using the functions ST_Mov-
ingMesh_FromSTWKT and ST_MovingMesh_CreateEmpty.

INSERT INTO db.icebergs(id, name, mobj) VALUES(1, 
‘ice 1’, ST_MovingMesh_FromSTWKT('MOVINGMESH((1000 
2000, (1052 987,...,1034 941), (1055 999,...,1001
875)))'));

INSERT INTO db.icebergs(id, name, mobj) VALUES(2, 
‘ice 2’, ST_MovingMesh_CreateEmpty());

The first command creates a moving object called ‘ice 1’ with a unit describing
its evolution during the time interval [1000, 2000]. The two sequences of coordi-
nates given in the MovingMesh STWKT form represent the position and the shape
of the iceberg at instants 1000 and 2000, respectively. Internally, MeshGIS uses
SPTMesh to construct the moving object from its STWKT form, i.e., SPTMesh will
apply the compatible triangulation method and compute the interpolation compo-
nents for this unit. The second command creates a moving object with an empty
spatiotemporal component.

The command below displays the contents of the table after the execution of the
previous commands (Table 9).

SELECT * FROM db.icebergs;

Note that the representation of the moving objects uses the STWKT form pre-
sented in Table 6.

We can add data to a record in the icebergs table independently of the method
used to create it. For example, we can add a unit, i.e., a new evolution of the iceberg
during a time interval, to the record with id = 1.

UPDATE db.icebergs SET mobj = 
ST_Add_UnitMesh((SELECT mobj FROM db.icebergs 
WHERE id=1), ‘UNITMESH(2000 3000, (1001 875,…,979
848), (1030 942,…,996 896))',false) WHERE id=1;

Table 9 Result of the select command in the icebergs table

Id Name mobj

1 ice 1 MOVINGMESH((1000 2000, (1052 987, 1090 1037, …, 1034 941), (1055
999, …, 1001 875)))

2 ice 2 MOVINGMESH EMPTY
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After inserting the icebergs’ data in the icebergs table we can ask questions about
the icebergs’ properties and the relationships that they establish with each other.

We can obtain information about the icebergs at a specific period (Fig. 8) or
instant (Fig. 9), assuming each record has 9 units corresponding to a period
between 1000 and 10000.

SELECT ST_Get_AtPeriod(mobj,'PERIOD(1100 4500)')
FROM db.icebergs WHERE id=2;

SELECT ST_Get_AtInstant(mobj, 1500) FROM
db.icebergs WHERE id=1;

The result of the query depicted in Fig. 8 is also a moving region and represents
the shape of the object at all times between 1100 and 4500. Figure 8 shows only 5
snapshots for demonstration purposes. The result of the query depicted in Fig. 9 is a
projection of an umesh at time instant 1500, which SPTMesh converts automati-
cally into a SPATIAL type that can be used, for example, as the input of a PostGIS
operation.

Fig. 9 Iceberg 1 at instant 1500

Fig. 8 Iceberg 2 at instants 1100, 2000, 3000, 4000 and 4500
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We can obtain the intersection of the two icebergs at a specified instant (Fig. 10).
As in the real dataset the two icebergs do not intersect, we created two icebergs
based on the real dataset that intersect each other at time instant 1000.

SELECT ST_Intersection((SELECT mobj FROM
db.icebergs WHERE id=3), (SELECT mobj FROM
db.icebergs WHERE id=4), 1000);

4 We can use PostGIS to get the area of the intersection between the two icebergs
at instant 1000 (Table 10). That is, we can use PostGIS functions to process spatial
results obtained by MeshGIS.

SELECT
ST_Area(ST_GeomFromText(ST_Intersection((SELECT
mobj FROM db.icebergs WHERE id=3), (SELECT mobj
FROM db.icebergs WHERE id=4),1000)));

Finally, we can use the operations provided by MeshGIS to see the evolution of
a moving object during a time interval, e.g., during a unit (Fig. 11). We can choose
the interpolation step, i.e., the frequency used to interpolate the evolution of the
moving object.

Fig. 10 Intersection of two
icebergs at instant 1000
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7 Conclusions and Future Work

We implemented a framework for moving objects, in particular moving regions,
called SPTMesh in a library that is independent from any application using it.
A region is represented by a mesh, i.e., a triangulated polygon, and the framework
uses compatible triangulation and rigid interpolation methods to provide a repre-
sentation of the continuous evolution, i.e., the continuous changes of the position,
shape and size, of moving regions over time. Our framework for moving objects
does not consider lines, collections and regions with holes and implements only a
subset of the spatiotemporal operations proposed in the literature. We implemented
a spatiotemporal database extension for PostgreSQL called MeshGIS as a C library
that uses SPTMesh to analyze and manipulate moving objects and we provide
Structured Query Language (SQL) types and operations that bind to the MeshGIS
types and operations. MeshGIS makes it possible to store moving objects in a
PostgreSQL database and to analyze and manipulate them in a convenient way
using SQL. It is also possible to use PostGIS to further process MeshGIS spatial
results obtained from operations on moving types. We also provide a convenient
representation of the moving types called Spatiotemporal Well-Known Text
(STWKT). Our experiments show that SPTMesh can: (1) work with real data,
(2) provide a representation of the evolution of moving regions and (3) establishes a
base for future work and investigation in this area.

We intend to continue the development of SPTMesh and MeshGIS in the future.
We want to test SPTMesh with larger and diverse datasets and extend it so that it
can represent regions with holes and collections. Working with polygons with holes
poses additional challenges, e.g., a hole can be formed, collapse or evolve to
n holes. To the best of our knowledge, there is no well-defined algorithm to
compatibly triangulate polygons with holes. The complexity of the compatible
triangulation method that we are using is known to be O(N3logN), where N is the
number of boundary vertices of the source polygon, and we intend to perform a
formal analysis on the complexity of our system. We also want to implement a
larger set of spatiotemporal operations, e.g., query the time at which two moving
regions intersect and the region traversed by a moving region.

Fig. 11 Iceberg 2 interpolation during a time interval

Table 10 Using PostGIS to get the area of the intersection of two moving regions at instant 1000

Intersection area (abstract units) 1815.20
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A Positional Quality Control Test Based
on Proportions

Francisco Javier Ariza-López, José Rodríguez-Avi
and Virtudes Alba-Fernández

Abstract This paper presents a new method for positional accuracy quality control
of spatial data. This method is valid for 1D, 2D, 3D and nD dimensional data,
where data can follow any kind of distribution function. Normality of errors, or any
other assumption are not required. The method is an exact statistical hypothesis
testing based on multinomial distribution. The proportions of the multinomial
distribution are defined by means of several metric tolerances. The proposed sta-
tistical test is exact, so the p-value can be derived by exploring a space of solutions
and summing up the probabilities of each isolated case of this space. The perfor-
mance of the test has been analyzed by means of a simulation procedure. The
validity and the power of the contrast seem to be good enough. An application
example is presented for the 3D case of working with two tolerances. In all cases,
H0 is the same, but in the first one, its hypothesis is true, in the second, the true
distribution has larger errors than assumed by H0 (it is worse) and, in the third case,
the true distribution implies smaller errors than that stated by H0 (it is better in the
sense of the error magnitude). In all three cases, the behavior of the proposed
method is acceptable.

1 Introduction

The phrase “80% of data is geographic” is one of those commonly-cited facts
(Dempsey 2013) in order to highlight the importance of spatial data in our society.
One specific and differential fact of spatial data in relation to other kinds of data is
the fact of being located, in a certain position. So spatial data are data referring to
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features that have a position in space, and for this reason, positional quality is one
of the most desirable characteristics of spatial datasets (SDS).

The positional accuracy of SDS has traditionally been evaluated using control
points. Following this idea there are many statistical Positional Accuracy Assess-
ment Methodologies (PAAM). A general analysis of these PAAM is presented in
Ariza-López and Atkinson-Gordo (2008), this analysis indicates that majority of
PAAMS are based on the assumption of normal distributed errors. An interesting
analysis was developed by Zandbergen (2008), who presents a general view of the
NMAP (USBB 1947) and the NSSDA (FGDC 1998), and a specific critique of the
NSSDA and some significant recommendations for the use of the NSSDA. Some of
the recommendations are: (i) the need for consideration of alternative approaches to
characterizing positional accuracy, (ii) the need for reconsideration of normality of
errors, (iii) the need to increase sample size, and (iv) the need for techniques to
characterize other commonly-observed distributions (e.g. Rayleigh, log-normal).
Analyzing the errors of Digital Elevation Models (DEM), Liu et al. (2012) pointed
out that DEM errors are not normally distributed and not identically distributed.

In general, there are several causes for the non-normality of errors, for instance:
the presence of too many extreme values, the overlap of two or more processes, an
insufficient data discrimination (e.g. round-off errors, poor resolution), the elimi-
nation of data from the sample, distribution of values close to zero or the natural
limit, and data following a different distribution. See Zandbergen (2008) for a more
complete revision of the non-normality issue, and for a complete example of the
characterization of errors of four types of spatial data (GPS locations, street
geocoding, TIGER roads, and LIDAR elevation data). In this way, for the case of
vertical errors in DEMs it is proposed to perform and express the results of quality
control checks by means of percentiles (Maune 2007) of the observed distribution.
The most recent PAAM, which has been proposed by the American Society of
Photogrammetry and Remote Sensing (ASPRS) (ASPRS 2015), follows this
method by informing separately vegetated vertical accuracy (supposed to be
non-Gaussian distributed) and non-vegetated vertical accuracy (supposed to be
normally distributed). Nevertheless, the work of Zandbergen (2011) puts into
question the normality of errors for bare earth observations. Moreover, this situa-
tion, where two different methods and measures are in use (ASPRS 2015), is
somewhat confusing for non-expert users. The non-normal distribution of errors has
a direct consequence for the results of PAAMs based on the hypothesis of normality
of errors. But non-normality of errors has implications beyond spatial data accuracy
control and assessment, since most error propagation techniques are based on an
assumption of normality (Zandbergen 2011). Non-normality can imply the invali-
dation of such results.

Parametric distribution functions are very convenient when dealing with scarce
data and limited computing capabilities, as in the past. However, we live sur-
rounded by big-data sets, and by very large computing capabilities nowadays, thus
we can use the observed distribution functions (Free-Distribution Functions or
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Parameters-Free-Distribution Functions) without major problems. The PAAMs
based on Free-Distribution Functions are scarce in positional accuracy assessment.
Until now, the use of percentiles is merely descriptive, in a statistical sense, and no
method for quality control is proposed. Recently, Ariza-López and Rodríguez-Avi
(2015a) proposed a method that can be applied to error data belonging to
free-distribution functions, but a step further would require a statistical method
allowing control in the same way (mean value, variation, control of outliers) as
performed when data come from a Normal Distribution Function.

The objective of this paper is to propose a general positional accuracy control
method for dealing with error data following any kind of distribution function (e.g.
non-normal errors, distribution-free errors, etc.). It is a method based on the
observed distribution function of the data and, in this way, it can be applied to 1D,
2D or 3D data without the limitations of normality and homogeneity of variances
stated in traditional PAAM. To achieve this aim we propose a method based on
proportions of a multinomial distribution function in order to establish a strict
control over data coming from any distribution function. The control is multiple and
can test jointly proportions corresponding to tolerances related with, for instance,
median values (50% percentile), extreme values (e.g. 95% percentile), or the amount
of outliers existing in the data set. The proposed control is based on an exact test,
the same as Fisher’s exact test (Fisher 1922; Freeman and Halton 1951; Müller
2001).

The paper is organized as follows: after this introduction, a literature revision
centered on count-based control methods is performed; next, in Sect. 3 the pro-
posed method is established in a general manner. To illustrate the procedure in a
particular case, section four presents the case of two tolerances (three proportions).
Section five presents a 3D positional control under three different compliances of
the hypothesis. Finally, the main conclusions are stated.

2 Related Work

Our work proposes the statistical bases for a new PAAM, which is based on the
idea of defective counting, which is not a very common approach between the
PAAMs. Given a SDS with N elements of interest (e.g. points, lines, polygons,
etc.), defective counting can be related to positional accuracy by means of a
decision rule. If we establish a metric tolerance, for instance T = 5 m, we can
compare all positional error values Ei (in 1D, 2D, 3D or n-D) of a control sample of
size n with this tolerance. In this way we define a positional defective as those cases
where Ei > T. The total counting of (positional) defectives defines a proportion in
relation to N, and this is the key element for the positional accuracy control because
it can be performed by a test on a binomial distribution (Eq. 1). In consequence,
attention must be paid to the few cases of PAAMs based on the same idea.
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P½F >mcjF→Bðn, πÞ�= ∑
n

k=mc+1

n
k

� �
πk 1− πð Þn− k ð1Þ

where

F Number of sampling cases of the fail success.
mc Maximum number of fails allowed, and that is previously specified.
n Sampling size.
π Population probability that the error be greater than the tolerance

π =P½Ei > T�ð Þ.
The NMAS (USBB 1947) is the first comprehensive standard developed in

modern history for the United States of America (Abdullah 2008), and remains a
widely employed standard (Zandbergen 2008; Abdullah 2008); but has been
severely criticized (e.g. see Acharya and Bell 1992). Essentially, the steps for the
realization of the NMAS in the planimetric (2D) case are: (i) selection of a metric
tolerance tol, (ii) selection of a random sample of size n (there is no specific sample
size requirement); (iii) calculation of errors (planimetric); (iv) determination of the
pass/fail. The last step is achieved by a simple rule, counting the number of sample
control elements #Ei where Ei > T, and if this number exceeds 10% of the sample,
the product is rejected. As demonstrated by Ariza-López and Rodríguez-Avi (2014)
this PAAM can be seen as the realization of a statistical contrast test based on a
binomial distribution assumption.

The very well-known International Standard ISO 2859: Sampling procedures for
inspection by attributes is a series of standards designed for its application in the
industry that has been in use since the times of the World War II. This series is a set
of acceptance sampling methods based on defective counting, ISO 2859 part 1 (ISO
1985) and 2 (ISO 1999) and have been proposed by ISO 19157 (ISO 2013) for
quality control in spatial data (e.g. completeness, consistency, etc.). The underlying
statistical model is the binomial or the hypergeometric, depending on the popula-
tion size, infinite or finite. Recently, the Spanish Standard UNE 148002 (AENOR
2016) has defined a positional accuracy quality control procedure based on this
International Standard ISO 2859.

Finally, we must mention the NIST (National Institute of Standards and Tech-
nology) method, developed by Cheok et al. (2008) in order to control 2D and 3D
building plans. It is also an acceptance sampling method but, in this case, they
consider two conditions in order to classify an error as positional defective. As in
the previous cases, the statistical model applied is the binomial.

Figure 1 shows the situation presented above where the metric tolerance
T establishes a dichotomous division. All of the control elements with errors greater
than the T value (Ei > T) are positional defectives, and it does not matter which is
the underlying distribution, that in the case of the Figure is clearly non-normal. On
the other hand, all control elements with errors less than the T are considered correct
from the positional quality point of view.
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3 Proposed Method

In order to analyse a pass/fail situation, the first useful approximation is given by a
statistical hypothesis test in terms of the Binomial distribution, as evidenced by the
NMAS, ISO 2859 and NIST methods. In this case, given a metric tolerance T (e.g.
5 m) (it does not matter if it is a linear or quadratic value), once a sample of size n is
taken, the number of defectives x (elements with error greater than the metric
tolerance T), can be seen as a realization of a Binomial distribution with parameters
n and π. In this case, if n1 is the number of positional defective elements found in
the control sample and π0 is the the maximum proportion of positional defectives
allowed, the hypothesis test is:

• ℍ0: The proportion of defective control elements n1 ̸nð Þ is less than or equal to
π0.

• ℍ1: The proportion of defective control elements n1 ̸nð Þ is greater than π0.

So a right hand unilateral test is proposed and rejection of ℍ0 occurs when the
p-value p=P X ≥ n1jX ∼B n, π0ð Þ½ �< α. The rejection of ℍ0 implies that actually the
number large errors is greater than the percentage specified under ℍ0.

This approximation is simple and has been applied by the NMAS, ISO 2859 and
NIST methods, but this approximation implies that we are not able to distinguish
the “degree” of an error of a control element because is a binary situation (pass/fail,
good/bad) derived from the binomial model. However, in several circumstances it
may be interesting to propose an ordination in the degree of fail. For example, if we
consider two metric tolerances T1 and T2 with T1 ≤ T2, they define three intervals
I1, I2, I3 or levels and we can establish the positional quality requirements of a
product by the desired proportion of error cases on each level. Example gratia, in
relation to a control over a normal distribution of errors, we can control the mean
value, establish a confidence interval of 95% and limit the presence of outliers.
Following this example, it can be considered 50% as a minimum percentage of
errors on the first level, 45% as a maximum percentage on the second level and 5%
as a maximum percentage on the third level. These values establish a vector of
proportions for the control (π1 = 0.5, π2 = 0.45, π3 = 0.05). This produces an

Fig. 1 Observed distribution
function controlled by means
of one metric tolerance
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ordered classification on the positional errors of control elements in a similar form
to Likert’s scale, from the best to the worst class. Thus, in general there are
k categories, each of them with a probability πj, with j=1, . . . , k, under the null
hypothesis where π1 +⋯+ πk =1. In this case, and supposing that sampling control
elements are taken independently, the distribution of the variable “number of error
of elements belonging to each category in a sample of size n”, is a multinomial
distribution with parameters n, π1, . . . , πk

� �
.

In this scenario, where there are n independent trials, each of them leading to
success for exactly one of k categories and with each category having a given fixed
success probability, the multinomial is the appropriate model. So if we realize
n independent experiments where we classify the results for exactly one of k cate-
gories, with probabilities π= ðπ1, . . . , πkÞ, and π1 +⋯+ πk =1, they follow a
multinomial law, and the mass probability function of a multinomial
M n, π1, . . . , πkð Þ is given by (Eq. 2):

P X1 = n1, . . . ,Xk = nkð Þ= n!
n1! . . . nk!

πn11 . . . πnkk ð2Þ

where ni is the number of errors of control elements that belongs to the category i,
which has a probability πi. In this case (Fig. 2), with two tolerances, the distribution
is split into three groups (instead of two, as in Fig. 1). Here it is possible to establish
a gradation for the size of positional errors of control elements. Extremes are good
(left, Ei ≤ T1) and unacceptable (right, Ei ≥ T2), but between them there is an
interval where they are neither good nor bad (middle, T1 ≤ Ei ≤ T2).

In consequence, a hypothesis test based on a multinomial distribution is ade-
quate to prove the null hypothesis mentioned above. In general, and once the
number of categories, k, has been fixed in order to determine a statistical hypothesis
test, the following considerations apply:

1. The sampling statistic is ν* = n1, n2, . . . , nkð Þ, so that n1 +⋯+ nk = n is the
sampling size. Thus it is assumed that the sampling statistic is distributed

Fig. 2 Control of an observed distribution function by means of two metric tolerances
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according to a multinomial distribution with parameters n and
π1, . . . , πk− 1, πk =1− π1 −⋯− πk− 1.

2. The null hypothesis is that at least P1% (expressed in natural language as, for
example P1 = 80%), of observed values have a measured error less than T1 and
no more than Pj% of observed values have a measured error between Tj− 1 and
Tj, j=2, . . . k (assuming that P1%+⋯+Pk%=100). So we can explain it thus:

• ℍ0: Z The sampling statistics, ν* follows a multinomial distribution with
parameters n, π0 = π01, . . . , π

0
k

� �
.

3. To determine the alternative hypothesis we have to take into account that ℍ0

will be rejected if the proportion of elements with measured error less than T1 is
less than P1, or, if this proportion is equal to P1, then the proportion of elements
between T1 y T2 has to be less than P2, and so on, because this implies a
worsening in tails. So a given case m= m1, . . . ,mkð Þ is worse than the observed
case ν*, if the number of elements in the best category decreases while the
number in the remaining categories increase.

4. In a statistical test, the p-value is calculated as the probability of obtaining
something as harmful, or more than the test statistic. To calculate the p-value,
proceed as follow: given the test statistics ν* = n1, . . . , nkð Þ, we calculate the
probability in the multinomial fixed by the null hypothesis to the obtained value
and those cases m= m1, . . . ,mkð Þ that we consider worse because there are less
cases in the first category and more cases in the remaining categories, that is to
say, the number of cases with large errors increases. For us, all those cases who
meet any of the following conditions are worse:

• m1 < n1 or
• m1 = n1 and m2 < n2 or
• m1 = n1;m2 = n2 and m3 < n3 or
• . . . . . . . . . ..
• m1 = n1; . . .mk− 2 = nk− 2 and mk− 1 ≤ nk− 1

Note that the above conditions established, from the last to the first (inverse
order), an orderly preference of what we consider to be getting worse.
Finally, the p-value is calculated as the sum of the individual probabilities of
all these cases.

5. The null hypothesis is rejected if the p-value obtained is less than α.
It is important to notice here that the above-mentioned procedure is an exact
(significance) test where the p-value is determined by scanning the space of
solutions that have greater errors than the given one, and adding the probability
of each of these possible solutions (Fisher 1935). No demonstration is needed in
this case, In Mehta and Patel (1983) or in Storer and Choongrak (1990), among
others, examples of exact tests can be found.
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4 The Two Tolerances Case

In order to illustrate the general procedure, and to introduce the examples in the
next section, we present here the case of two metric tolerances T1 and T2 and three
proportions π1, π2, π3ð Þ. In this case we can classify the positional error Ei in a
control element into three categories:

i. small errors if Ei ≤T1,
ii. moderate errors if T1 <Ei ≤ T2, and
iii. excessive errors if T2 <Ei.

In this case, the multinomial model is adequate. Therefore, in order to pass the
control it is desired that the proportion of elements where Ei ≤ T1 has to be greater
than π1, and the proportion of elements where T1 <Ei ≤ T2 has to be less than π2 or
the proportion of elements Ei >T2 has to be less than π3. To prove this a sample of
size n is taken from a population of size N. n1 the number of elements where Ei ≤
T1; n2 is the number of elements with T1 <Ei ≤ T2, and n3 the number of elements
with T2 <Ei. And following the considerations stated before:

A. The sampling statistics is: ν* = n1, n2, n3ð Þ, so that n1 + n2 + n3 = n.
B. The parameters of the multinomial distributions are: N, π1, π2, π3 = 1− π1 − π2.
C. The null hypothesis is:

• ℍ0: The sampling statistics, ν*, has a multinomial distribution with
parameters n,π0Þ= ðπ01, π02, π03

� �
where π0k =Pk ̸100 and π01 + π02 + π03 = 1.

D. The alternative hypothesis is that the true distribution of errors presents more
large errors than the specified under ℍ0:

• ℍ1: At least one of these conditions: π1 ≥ π01 or π2 ≤ π02, or π3 ≤ π03, is false.
Here the alternative hypothesis specifies what we consider a worse situation,
and this situation takes place when the proportion of elements with tolerance
less than T1 is less than P1, or when the other two proportions account for
more than P2 or P3, because this implies a worsening in tails.

E. This is an exact test, so the p-value is calculated as follows: given the test
statistics ν* = n1, n2, n3ð Þ we calculate the probability in the multinomial fixed
by the null hypothesis to the obtained value and those counting of elements
m= m1,m2,m3ð Þ that verify the conditions:

a. m1 < n1
b. m1 =m1 and m2 ≤ n2

Adding up the p-values of all the cases that verify these conditions and
rejecting the null hypothesis if the p-value obtained (the sum) is less than α.
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5 Application Examples

5.1 A Theoretical Example

Now we are going to show this procedure working with three controlled and
different data cases: In the first case (C#1) ℍ0 is true, and we are going to see what
happens if a sample confirms this hypothesis or not. In the second case (C#2) the
true model is less good, in the sense of generating a higher number of positional
defectives than the desired model, and the third case (C#3) shows the case where
the sample refers to a situation which is better, in the sense of a larger number of
small errors than that stated by ℍ0.

Supposing that a spatial data product establishes that errors in X, Y and Z are
distributed according to three Normal and independent distributions with µ = 0 m
and σ = 1.5 m. This is the null hypothesis for all the three cases (C#1, C#2 and
C#3). Under this hypothesis, the quadratic error in each element (e.g. point, line or
whatever kind) is (Eq. 3):

QEi =Ex2i +Ey2i +Ez2i ð3Þ

which is distributed according to a Gamma distribution with parameters of shape
K = 3/2 and scale θ = 4.5. In this case, the probability that an element has a
QE≤ 9.243 m2 is 0.75, and the probability that an element has a QE≤ 14.065 m2 is
0.90. In consequence, if we take a sample of control elements of size n and calculate
the errors and count the number of elements whose QE ≤ 9.243 m2; the number of
elements with 9.243m2 ≤QE≤ 14.065m2 and the number of elements whose
QE>14.065 m2, these quantities will follow a multinomial distribution with
parameters (n, 0.75, 0.15, 0.10).

Let n = 20, which is a very usual minimum recommendation for sampling sizes
in PAAMs. Under the labels C#1, C#2 and C#3, Table 1 shows 20 rows with the
measured errors for each component (Exi, Eyi, Ezi) for whatever kind of control
element (e.g. point, line, etc.). Also, for each case, Table 1 shows the type of QE in
each row under the column which is labelled with T. The symbol “▫” means
QE≤ 9.243 m2, the symbol “▪” means 9.243m2 ≤QE≤ 14.065m2, and the symbol
“■” means QE>14.065 m2.

Case #1. Now let us suppose a 3D sample coming from three N(0, 1.5) (hy-
pothesized case) with errors presented in Table 1 (columns under C#1). In this case,
the sampling statistic is ν* = 15, 4, 1ð Þ because there are 15 cases identified with the
symbol “▫”, 4 cases identified with the symbol “▪” and 1 case identified with the
symbol “■”. To obtain the p-value we calculate the probability in a multinomial (20,
0.75, 0.15, 0.1) for case ν* and for all possible cases m where m1 < 15 and when
m1 = 15,m2 ≤ 4, so thatm1 +m2 +m3 = 20. For this ν* case, Table 2 presents several
cases compliant with these conditions (see columns labeled with m1, m2 and m3),
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with the idea of facilitating the understanding of the process. The probability of each
case can be calculated using the function dmultinom of R (R Core Team 2012). This
value is presented in the column labeled “Probability” of Table 2. Finally, the
p-value is the sum of the probabilities of all cases. This probability, the p-value, is
0.5694, so if the considered significance level is α = 0.05 (5%), we cannot reject the
null hypothesis. The result of the test is the acceptance of the product from the
positional quality control point of view.

Case #2. Now let us suppose we have a 3D sample of control elements whose
errors follow Normal Distributions (N(0, 2)) (the true distribution presents more
elements with larger errors than the hypothesised case). Error data are presented in
Table 1. We proceed in a similar way to the previous one; the sampling statistic is
ν* = ð7, 2, 11) and the p-value is 0.00003 (<α = 5%). So, we will reject the null
hypothesis. The result of the test is the rejection of the product from the positional
quality control point of view.

Case #3. Now the actual population of sampled errors is N(0, 1) for each
component, so it is better than the desired distribution under the null hypothesis (N
(0, 1.5)). Let us suppose we have a 3D sample of control elements whose errors
follow Normal Distributions (N(0, 1)). Error data are presented in Table 1 and we

Table 2 Worse values for the calculation of the exact significance of the test

Worse value m1 m2 m3 Probability Accumulated probability

1 15 4 1 0.05244 0.05244
2 15 3 2 0.06992 0.12236
3 15 2 3 0.04661 0.16898
4 15 1 4 0.01553 0.18452
5 15 0 5 0.00207 0.18659
6 14 6 0 0.00786 0.19446
7 14 5 1 0.03146 0.22593
8 14 4 2 0.05244 0.27837
9 14 3 3 0.04661 0.32499
10 14 2 4 0.02330 0.34830
11 14 1 5 0.00621 0.35451
12 14 0 6 0.00069 0.35520
13 13 7 0 0.00314 0.35835
14 13 6 1 0.01468 0.37303
…. …. …. …. …. ….
…. …. …. …. …. ….
…. …. …. …. …. ….
195 0 20 0 3.32E-17 0.56942
196 0 19 1 4.43E-16 0.56942
…. …. …. …. …. ….
214 0 1 19 3E-19 0.56942
215 0 0 20 1E-20 0.56942
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proceed in a similar way to the previous two cases. The sampling statistic is
ν* = 18, 2, 0ð Þ and the corresponding p-value is 0.9756 (≥ 5%). So we cannot reject
the null hypothesis. The result of the test is the acceptance of the product from the
positional quality control point of view.

5.2 A Real Example

A real case data coming from the Cartographic and Geological Institute of Cat-
alonia ICGC (Spain) is presented here. The ICGC has an infrastructure of control
points materialized in the territory. The ICGC uses this infrastructure to control the
positional quality of the supplies it acquires from private companies. In this case,
the data with which we are going to work are the errors of a given supply. The
descriptive statistics of the population of errors is presented in Table 3 (more details
in Ariza-López FJ and Rodríguez-Avi 2015b). Figure 3 shows the lack of normality
of the three components X, Y and Z.

In this population we can calculate the RSQ error, Ei, for each point, where
(Eq. 4):

Table 3 Descriptive parameters

Parameter EX EY EZ

Size 641 641 641
Minimum −3.1178 4.06016 −3.72464
1st Quartile −0.2519 −0.33018 −0.57083
Median 0.0948 0.04772 −0.04422
Mean 0.1135 0.10720 −0.11497
3rd Quartile 0.5289 0.60150 0.32724
Maximum 3.5674 4.14792 3.40110

Fig. 3 QQ plots for normality
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Ei =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ex2i +Ey2i +Ez2i

q
ð4Þ

The distribution of population errors, as defined above, appears in Fig. 4.
For this population it can be seen that the following specifications are assumable

and can be reached:

• At least the 80% of errors Ei have to present a value less than 2.10 m (first
metric tolerance).

• Only the 5% of errors Ei can present a value greater than 3.20 m (second metric
tolerance).

To analyse the consistence of our proposal we have developed a simulation:
from the given population we have taken 1000 random samples of size 25, and in
each one we have counted the number of errors values Ei that fall into the three
classes stablished by the two tolerances (the estimator ν*). In all cases, the null
hypothesis implies that π0 = 0.8, 0.15, 0.05ð Þ, and the estimator is supposed to be
distributed according to a multinomial of parameters ð25, 0.8, 0.15, 0.05), so that the
p-value can be calculated applying the procedure above described. Once the 1000
simulations have run, we have counted the proportions of times that the null
hypothesis is rejected. This proportion is 0.054≈ α=0.05, that is the expected
value in this case of validity of the null hypothesis.

We have made a second simulation but in this case we have specified stricter
specifications for the positional accuracy:

• At least the 80% of errors Ei have to present a value less than 1.90 m (first
metric tolerance).

• Only the 5% of errors Ei can present a value greater than 3.00 m (second metric
tolerance).

Now, the proportion of times where the null hypothesis is rejected is 12.2%, that
is higher than 0.05.

Fig. 4 Distribution function of observed errors
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6 Conclusions

As has been argued in the introduction, the majority of PAAMs take as an
underlying hypothesis the Gaussian distribution of positional errors, but several
studies indicate that this hypothesis is not true. Another main underlying hypothesis
is the homoscedasticity of error components, which is also not strictly true. So when
analyzing positional errors, we are contradicting one major hypothesis of the
PAAMs being applied.

In this paper we have proposed a general positional accuracy control method for
dealing with error data following any kind of distribution function. It is a method
based on the observed distribution function of the error data and, in this way, can be
applied to 1D, 2D, 3D or nD error data without the limitations indicated previously.

The method is an exact statistical hypothesis testing based on multinomial dis-
tribution. The proportions of the multinomial distribution are defined by means of
several metric tolerances that are used to define error intervals. By means of this test
we can control, jointly, the exact number of errors in each of the intervals defined
by the tolerances. The proposed statistical test is exact, so the p-value can be
derived by exploring a space of solutions (worse values) and summing up the
probabilities of each isolated case of this space. The method has been proposed in a
general form, so it can be applied to 2, 3 or whatever number tolerances one would
need.

Three laboratory examples and an example with real data have been presented
for the case of working with two tolerances. All the examples demonstrated that the
application is direct and that the results are consistent with data. The given
examples are for the case of two tolerances, but the same idea can be extended to
more tolerances (intervals).

We think that this proposal opens up new possibilities for the positional accuracy
control of spatial data. The application of these ideas allows for a strict control of
positional accuracy errors by means of proportions when normality and other
hypothesis are not assured in the errors of the control sample. This is a way to
control the distribution of actual errors versus our desires regarding the distribution
of errors expressed by means of proportions.
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Animation as a Visual Indicator
of Positional Uncertainty in Geographic
Information

Carsten Keßler and Enid Lotstein

Abstract Effectively communicating the uncertainty that is inherent in any kind of

geographic information remains a challenge. This paper investigates the efficacy of

animation as a visual variable to represent positional uncertainty in a web mapping

context. More specifically, two different kinds of animation (a ‘bouncing’ and a ‘rub-

berband’ effect) have been compared to two static visual variables (symbol size and

transparency), as well as different combinations of those variables in an online exper-

iment with 163 participants. The participants’ task was to identify the most and least

uncertain point objects in a series of web maps. The results indicate that the use

of animation to represent uncertainty imposes a learning step on the participants,

which is reflected in longer response times. However, once the participants got used

to the animations, they were both more consistent and slightly faster in solving the

tasks, especially when the animation was combined with a second visual variable.

According to the test results, animation is also particularly well suited to represent

positional uncertainty, as more participants interpreted the animated visualizations

correctly, compared to the static visualizations using symbol size and transparency.

Somewhat contradictory to those results, the participants showed a clear preference

for those static visualizations.

1 Introduction

Uncertainty is inherent in any kind of geographic information (Couclelis 2003). It

can stem from issues such as measurement errors, the limited precision of the sen-

sors in use, processing errors, or the involvement of lay contributors in the collec-

tion of Volunteered Geographic Information, to name but a few examples. At the
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conceptual level, uncertainty can also go back to vague or ambiguous object defini-

tions (Fisher 1999); non-specific concepts such as downtown are a prime example of

the latter (Montello et al. 2003). As Duckham et al. (2001, p. 89) put it, ‘no obser-

vation of geographic phenomena will ever be perfect’. We adopt the broad definition

by Longley et al. (2005, p. 128) here, who describe uncertainty as ‘a measure of the

user’s understanding of the difference between the contents of a dataset, and the real

phenomena that the dataset are believed to represent’. Several theoretical (Worboys

1998; Gahegan and Ehlers 2000; Roth 2009b) and practical (Williams et al. 2008)

approaches have been proposed to address this issue. The effective communication

of uncertainty of a dataset to its users through visualization remains a challenge,

however, both in desktop GIS and in web-based and cloud-based solutions for geo-

graphic information.

In this paper, we address the issue of visualizing positional uncertainty for web

mapping. Animated maps offer additional visual variables that go beyond the static

variables introduced by Bertin (1973), for which DiBiase et al. (1992) proposed

the three dynamic visual variables of duration, rate of change, and order. Anima-

tion can be useful when other visual variables have already been used to represent

other aspects of the data and may also be able to convey a different notion of uncer-

tainty. We have tested the efficacy of different static (symbol size, transparency) and

dynamic (a bouncing and a rubberband effect) visual variables, as well as combi-

nations of them in an online experiment with 163 participants. We have measured

how fast and accurate participants were able to rate the uncertainty in point objects

on a web map. Moreover, we have tested how they interpreted the different visual

variables, and which kinds of visualizations they preferred. As such, the goal of this

work is to address the ‘lack of comprehensive empirical work that attempts to cogni-

tively assess uncertainty visualization and decision-making through a human factors

standpoint’ (Smith et al. 2013, p. 1).

While the presented approaches can also be employed for the visualization of

uncertainty in geographic information in other contexts, they are most easily repli-

cated in web mapping. Data visualization frameworks such as D3.js,
1

which has also

been used in our experiment, now allow for a relatively straight-forward implemen-

tation of variation in different visual variables, both static and dynamic. Moreover,

the capabilities for animation are still limited in most desktop GIS systems, and not

an option on printed maps for obvious reasons. We have therefore conducted and

evaluated this study in the context of web mapping and designed the experiment to

be conducted in a ‘natural’ environment for the user, i.e., on their own computer,

using their preferred web browser.

The remainder of this paper is organized as follows: The next section provides

an overview of relevant related work, followed by an introduction to the different

visualization types tested in this research in Sect. 3. Section 4 discusses the design

of the online participants test, followed by an evaluation (Sect. 5) and discussion

(Sect. 6) of the results as well as concluding remarks in Sect. 7.

1
See https://d3js.org.

https://d3js.org
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2 Related Work

The effective communication of uncertainty in geographic information has con-

cerned researchers in GIScience for almost as long as the modeling of this uncer-

tainty. Davis and Keller (1997) have tested both static and dynamic interactive visu-

alizations of uncertainty in slope stability. They conclude that a careful calibration

of such visualizations against user specifications (e.g., of allowable uncertainty) is

required, especially in risk assessment. Roth (2009a) conducted an online experiment

to reveal potential differences between experts and novices assessing the flood risk

at a given location. The participants were shown three floodplain delineations, each

with a different degree of certainty, visualized with differently colored outlines. The

results indicate that domain expertise is more important for decisions under uncer-

tainty than map expertise. Domain experts with little map use experience were still

able to accurately assess the risk, whereas map use experts with little or no domain

experience underestimated the flood risk with low perceived assessment difficulty—

a ‘potential disaster’ (Roth 2009a, p. 42). Riveiro (2016) evaluates a similar setting

with novice and expert air traffic operators, where uncertainty about the exact posi-

tion of aircrafts was visualized by circle size. Contrary to Roth (2009a), this study

does not find significant differences in performance between the two groups.

Fisher (1993) was among the first to use animation to visualize uncertainty. He

used ‘flickering’ colors on a soil map to represent the certainty of the correct classi-

fication of a pixel: the longer the pixel was shown in a color, the higher the certainty

that it has been classified correctly. Ehlschlaeger et al. (1997) developed animations

of elevation surfaces that reflect the uncertainty in elevation measurements. The

animations would alternate between different possible realizations of the surface,

whereas steps between the different realization scenarios were generated by interpo-

lation. While these two papers proposed animation techniques without having them

tested by users, Evans (1997) performed a usability study of a flickering technique to

visualize uncertainty. The participants found the flickering on land cover maps a use-

ful, albeit somewhat annoying means of communicating uncertainty in geographic

information.

Concerning the visualization of positional uncertainty in point data, McKenzie

et al. (2016) showed in a recent experiment that the kind of visualization employed

does have an effect on the perceived positional uncertainty. Between four different

static visualizations shown to participants—a gaussian blur and a solid circle, both

with and without a centroid point—the participants responded fastest and most accu-

rate to the solid circle without centroid. Moreover, the test results show that they

employed different heuristics depending on the visualization used.

The literature discussed in this section is limited to the work most closely related

to the research presented in this paper. Based on advances in both hardware and

software libraries to generate animated visualizations, recent research has investi-

gated the use of animation for visualizations in air-traffic analysis (Buschmann et al.

2016), emergency management (Wang et al. 2017), storm surge flooding (Reyes and

Chen 2017) and soil acidification (Russo et al. 2014), to name but a few examples.
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Readers looking for more complete reviews of the work that has been done around

the communication of uncertainty in geographic information are referred to the broad

review papers by MacEachren et al. (2005) and Kinkeldey et al. (2014, 2017). Read-

ers looking for practical recommendations as to which kind of visualization is suit-

able for which user group are referred to Senaratne et al. (2012), who conducted a

usability study with different visualizations of uncertainty and users from different

backgrounds.

3 Visualization Types

In the experiment conducted for this research, the participants were shown eleven

different combinations of four different visual variables to represent uncertainty. We

used the static visual variables of symbol size and transparency—described as fog
by MacEachren (1992)—as shown in Fig. 1.

For the animated visualizations, we used a ‘rubberband’ and a ‘bouncing’ visual-

ization. To the best of our knowledge, this is the first systematic attempt to evaluate

the effectiveness of animation to convey information about the uncertainty in point

data. These two techniques were used because they both provide a clear indication of

the area in which the observation was actually made, both with (‘rubberband’) and

without (‘bouncing’) a direct indication of the measured location.

In the rubberband visualization, the object is moving away from its measured

position at a random angle, and then bounces back into that location. This bouncing

movement is repeated indefinitely at a constant rate, with a new random angle at

every iteration. The distance for the movement is derived from the uncertainty, i.e.,

the larger the uncertainty, the larger the distance. The speed at which the object

moves varies with the distance: the further it gets away from its measured loca-

tion, the slower it moves, before it bounces back quickly. Visually, this gives the

Fig. 1 Static visual variables, from left to right: Symbol size, transparency, and a combination of

both
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(a) (b)

Fig. 2 Illustrations of the rubberband (a) and bouncing (b) animated visualization types. The max-

imum movement distance (dashed green line) from the measured location (red dot) is a linear func-

tion of uncertainty

impression of pulling on a rubberband and then letting go—hence the name. It has

been implemented using the elastic easing function in D3.js.
2

For the bouncing animation, the distance travelled is calculated the same way.

The object, however, does not move back to its measured position, it rather moves

indefinitely between random positions on the (invisible) circle around the measured

position at constant speed. This creates a more ‘chaotic’ visual effect, as the objects

are moving around randomly within that circle; the idea here is to convey the impres-

sion that the actual location of the object could be anywhere within this area. Figure 2

illustrates the two types of of animated visualization.

The animation techniques used here represent an abstract phenomenon. It is there-

fore worth noting that they do not fall into any of the types of time (linear, cyclic,

or branching) discussed by Harrower and Fabrikant (2008), as the animation is used

as a visual effect, and not as a representation of a process in reality. The uncertainty

values were mapped to the different static and dynamic visual variables as follows:

∙ Symbol size: Linear mapping of the range of uncertainty values to circle radii

between 3 and 10 pixels, i.e., [umin, umax] → [3, 10]
∙ Transparency: Inverse linear mapping of the range of uncertainty values to opacity

values between 100% and 30%, i.e., [umin, umax] → [1, 0.3]
∙ Bouncing and rubberband animation: The size for the circle that marks the maxi-

mum distance travelled by an object is calculated the same way as the symbol size

above, i.e., [umin, umax] → [3, 10].
The minimum radius (3 pixels) and opacity (30%) were set to make sure that the

objects do not become too small and/or transparent and can still be easily recognized

by the participants. The maximum radius was chosen pragmatically to minimize

overlap between neighboring points. All visualizations were kept in gray scale col-

ors, including the base map. This was done in order to prevent the participants from

imposing any kind of interpretation onto the color choice. Moreover, this excluded

2
See https://github.com/d3/d3-ease#easeElastic.

https://github.com/d3/d3-ease#easeElastic


370 C. Keßler and E. Lotstein

Table 1 Overview of the eleven different visualizations shown during the test

Page Size Transparency Rubberband Bouncing

1 ∙
2 ∙
3 ∙ ∙
4 ∙
5 ∙ ∙
6 ∙ ∙
7 ∙ ∙ ∙
8 ∙
9 ∙ ∙
10 ∙ ∙
11 ∙ ∙ ∙

any potential effects of color blindness on the results. A minimal style for the base

map without any labels was used to prevent any influence of the area shown on the

results. Table 1 provides an overview of the test sequence, which consists of 11 pages,

each showing a different combination of visual variables.

4 Test Design

The visualization types discussed in the previous section were shown to a group of

participants in an online test.
3

This section describes the goals of the test, the test

sequence and the data used to generate the visualizations discussed in the previous

section.

4.1 Goals

The goal of this test was to evaluate the efficacy of the visual variables of size, trans-

parency, and two different kinds of animation, as well as combinations thereof in an

online test. More specifically, the following questions were driving the design of this

test:

1. What kind of visualization allows the participants to identify the most and least

uncertain objects on a map quickly and correctly?

2. What are the participants’ interpretations of the different visual variables?

3
The experiment is available online at http://carsten.io/uncertainty/. The corresponding source code

and data produced is available at https://github.com/crstn/UncertD3/.

http://carsten.io/uncertainty/
https://github.com/crstn/UncertD3/
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3. What are the participants’ preferences concerning the different kinds of visual-

izations?

In order to answer those questions, we have measured how fast and accurate par-

ticipants were able to rate the uncertainty in point objects on a web map based on

the test sequence discussed in the following subsection.

4.2 Test Sequence

The test conducted for this study consisted of three parts. The first part was an intro-

duction that explained the goals of the test to the participants. It also contained a

preview of the data that were shown to them in different ways during the test (see

Fig. 3). This was included to allow the participants to familiarize themselves with

the map and the area shown before they start the actual test.

The second part of the test consisted of eleven pages that all looked like the one

shown in Fig. 4. However, every page showed the data using a different visualization

type. Every possible combination of symbol size, transparency, rubberband anima-

tion, and bouncing animation was tested in the order shown in Table 1. The order

was thus not randomized in order to be able to observe a potential learning effect.

The uncertainty value associated with each object was randomized for every page to

prevent the participants from identifying the most uncertain object once, and then

selecting it again on the following pages. The tasks on the eleven pages alternated

between selecting the most and least uncertain object in order to test the visualiza-

tion types both for maximal and minimal uncertainty. The participants selected the

object that they believed to be most or least uncertain by placing a red circle around

it and clicking. The circle was chosen as a selection tool because simply clicking

the corresponding object is very difficult when the points are moving. The selec-

tion circle was larger than the biggest possible diameter for the animation of a point.

Therefore, participants could select the point by placing the selection circle around

it even when it was moving.

The third and final part of the test consisted of a questionnaire. The correspond-

ing web page showed a small example of every one of the eleven visualizations for

reference. Participants were then asked to select:

∙ the best visualization to identify the most uncertain object;

∙ the worst visualization to identify the most uncertain object;

∙ the best visualization to identify the least uncertain object; and

∙ the worst visualization to identify the least uncertain object.

Moreover, the participants were asked about their interpretation of the different

symbol variations. For symbol size, transparency, and movement, they were asked

whether they thought that the respective visual variable reflects positional uncer-

tainty, uncertainty of a different attribute, or something else. Moreover, they were

asked about their interpretation of the relationship between visual variable and uncer-

tainty, e.g., whether larger symbols reflect more or less uncertainty. They were also
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Fig. 3 Introduction page of the online test



Animation as a Visual Indicator of Positional Uncertainty . . . 373

Fig. 4 Example test page with selection circle placed over the most uncertain object

asked how they interpreted the combination of different visual variables, i.e., whether

they all reflected uncertainty, or just one of them. Finally, the participants were asked

to provide some personal information: age, gender, and whether they work with GIS

or maps at their job or study.

4.3 Data

The data used in the test is originally a GPS track of a car driving through Manhattan

and Queens, New York City, which was collected by the enviroCar project (Broering

et al. 2015). The uncertainty variable used for the visualization in this test is the
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accuracy of the GPS signal, i.e., positional uncertainty. The randomization of the

accuracy values is performed every time a participant visits a page; that way, no two

participants will ever see the exact same version of a page. This excludes any effects

of the location of the most and least uncertain objects on the results. The uncertainty

values are randomized via JavaScript in the participant’s browser after loading the

original, unmodified GPS track from the server. After the randomization it is sent

back to the server and stored under the participant’s session ID and current page

number for evaluation.

The random uncertainty values range from 1 to 7 in order to keep them distin-

guishable from each other for the participants. Values 2–6 are assigned completely

randomly, i.e., there are generally multiple points in the GPS track that have the same

uncertainty value. The lowest (1) and highest (7) values, however, are assigned to

exactly one point each. This makes sure that there is exactly one most uncertain and

one least uncertain object on every page. These uncertainty values are then used to

control the visual variables, as described in Sect. 3. The GPS track is overlaid on

top of a simple base map of the city blocks in New York City, which is intention-

ally kept very minimalistic to prevent it from driving the participants’ attention away

from the GPS track. Both the base map and the different visualizations of the GPS

track are kept in grayscale to exclude any effects of color choice or color blindness in

the participants. It is worth noting that besides the information on the start page (see

Fig. 3), no additional information about the objects on the map was provided to the

participants. A legend or any other further information were intentionally omitted,

as one of the goals of the test was also to determine if animation is intuitive as a

visual indicator of positional uncertainty. The corresponding questions at the end of

the test could only be meaningfully asked if the participants did not know what the

different visual variables represent.

5 Evaluation

This section evaluates the test results with respect to the three research questions

from Sect. 4.1.

5.1 Participants

The test was advertised on social media and different mailing lists at the end of

October 2016. The tweet announcing the test was retweeted by more than 100 Twit-

ter users, which motivated 163 participants to complete the test within the following

ten days. The participants remained anonymous and did not receive any compensa-

tion. Based on their responses on the final questionnaire, their mean age was 36 years

(𝜎 = 10.9). The majority of the participants were male (103 or 63%), 57 were female

(34%), 1 selected other gender, and 2 did not disclose their gender. 133 (82%) stated
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that they work with maps, GIS, etc. at work and/or college, whereas 30 (18%) did

not. While Twitter did prove very useful for participant recruitment, this overrep-

resentation of map literate participants is most likely a result of the authors’ filter
bubble on social media.

5.2 Visualization Efficacy

In order to answer research question 1—What kind of visualization allows the par-
ticipants to identify the most and least uncertain objects on a map quickly and
correctly?—we have analyzed the response times and locations where participants

placed the red circle on the map to select the most/least uncertain object. Response

times were measured in milliseconds, representing the time that passed from show-

ing the map to the participant until they clicked to submit the location of their choice.

The location was measured as the center of the red circle in geographic coordinates.

The density map in Fig. 5 has been generated from the locations of all 1,793 loca-

tions selected by the 163 participants over 11 pages each. It shows that some of them

clicked on locations away from the GPS track, with some of them concentrating

in the bottom left of the figure. We have still included these outliers in the analy-

sis because it is not possible to tell whether those participants did not understand

the instructions, or whether they clicked these locations for some other reason, e.g.,

accidentally or because they were not able to identify the most or least uncertain

object.

Fig. 5 A density map of the participants’ clicks
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Fig. 6 Box plots of uncertainty of the closest point to the participant’s click (left) and the response

times (right) for each of the 11 test pages. The red line indicates the median and the whiskers are

placed at 1.5 times the interquartile range

The boxplots shown in Fig. 6 give some indication as to which visualization

allowed the participants to identify the most and least uncertain objects most con-

fidently and most quickly. Both plots show all 11 test pages in the order given in

Table 1, i.e., in the same order they were shown to the participants. The task for the

participants was to identify the most uncertain object on all uneven test pages (light

blue boxes in the figure), and the least uncertain one on the even test pages (yellow

boxes in the figure). Therefore, the ‘correct’ answer for tests 1, 3, 5, . . . would be the

object with uncertainty value 7, and for tests 2, 4, 6, . . . the object with uncertainty

value 1.

The boxplot on the left of Fig. 6 shows the distribution of the uncertainty values

of the point from our GPS track that was closest to the location selected by the user

by placing the red circle. It shows that the boxes all have the right tendency—i.e.,

they are closer to 7 for the tests looking for the most uncertain object, and closer

to 1 for the tests looking for the least uncertain object. The fact that the median

is not on the ‘correct’ result for any of the 11 tests can most likely be attributed

to the fact that participants could not distinguish between the visualizations of two

adjacent uncertainty values (1 and 2, for example), and therefore selected an object

with value 2 instead of 1 (or 6 instead of 7). The distribution of the results for the

selected uncertainty values (shown in the left half of Fig. 6), however, shows that the

participants were overall more consistent in their judgments on the pages that used

animation and at least one other visual variable (pages 5, 6, 10, and 11), as these

have the smallest interquartile range. In comparison to the other visualizations, this
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also means that fewer participants selected uncertainty values that were far off from

the correct result. Somewhat counterintuitively, the interquartile range is largest for

pages 1–3, which were limited to static visualizations. These results indicate that

animation may help participants judge the uncertainty of an object correctly if it is

used in combination with symbol size and/or transparency.

Concerning the response times
4

shown in the right part of Fig. 6, one apparent out-

lier is page 4, where the median response time (23.1 s) is more than 10 s higher than

the average median response time on all other pages (12.5 s). This can be attributed to

the fact that page 4 was the first page in the test where the participants encountered an

animated visualization, which apparently took them some time to understand. After

that, however, the response times are very similar to the response times for the static

visualizations on pages 1–3, and even declining towards page 11. This speaks for a

learning effect, allowing participants to respond slightly faster after solving several

different tasks.

We also tested for correlation between response time and (a) distance from the

placed circle to the correct object (with value 1 or 7, respectively), and (b) differ-

ence in uncertainty value between the correct answer and the point closest to the

circle (along the lines of the left box plot in Fig. 6). Notably, there is no correlation

whatsoever between these variables, i.e., the judgments made by participants who

only looked at a test page for 5–10 s were as good as those who took much more

time. This still applies if the outliers shown in the density map (Fig. 5) are excluded

from the analysis.

5.3 Participants’ Interpretation

Research question 2—What are the participants’ interpretations of the different
visual variables?—can be answered by evaluating the questionnaire at the end of

the test, which explicitly asked for their individual interpretations. Figure 7 shows

the counts for responses to the question which kind of uncertainty size, trans-

parency, and animation represented: positional uncertainty, uncertainty in another

attribute, or something else. As the bar chart shows, 79% of the participants inter-

preted movement as an indicator for positional uncertainty, whereas both symbol size

and transparency were significantly more often interpreted to reflect uncertainty in

another attribute, or something else. That indicates that animation seems to be an

intuitive way to visualize positional uncertainty, and, most notably, more intuitive

than the traditional static visual variables of symbol size and transparency.

Figure 8 shows that the relationship between the visual variable and the underly-

ing data was interpreted correctly in most cases: more uncertainty was represented

with larger symbols, more transparent symbols, and more movement (i.e., a linear

4
Some of the participants had single pages open for several minutes; since it is more likely that they

answered the phone or went to get a coffee instead of actually looking at the test page for such a

long time, all values above 60 s were set to 60 s.
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Fig. 7 Interpretation of different visual variables

112size

transparency

movement

linear relation32 19

129 16 18

148 312

inverse relation

no selection

Fig. 8 Interpretation of the relationship between visualization and uncertainty

relationship). However, movement also seems to be the most intuitive visual variable

in this case, as 91% of the participants interpreted the relationship correctly. Trans-

parency and especially symbol size were more often interpreted to follow a reverse

relationship (i.e., more uncertainty being visualized with smaller symbols).

The interpretation of two or more visual variables in combination was less con-

sistent. 36% participants thought that all visual variables represented uncertainty;

17% thought that just one of the visual variables represented uncertainty, while the

others represented something else, and 42% found them very hard to interpret (5%

did not answer the question). Consequently, while Fig. 6 indicates that representing

uncertainty with multiple visual variables at once seems to help identify the most

and least uncertain objects quickly and consistently, this approach seems to make it

more difficult for users to interpret the data.

5.4 Participants’ Preferences

Research question 3—What are the participants’ preferences concerning the differ-
ent kinds of visualizations?—can also be answered by analyzing the responses to the

questionnaire. Four questions were asked about which visualizations the participants

found best/worst to find the most/least uncertain object. The responses are summa-

rized in the pie charts shown in Fig. 9 and paint a very clear picture: about two thirds

of the participants think that the visualizations that only use static visual variables

are best to identify the most or least uncertain object on the map. When asked about

the worst visualizations for those tasks, the tendency is even stronger: 75–80% think

that one of the visualizations using animation is the worst for the job. These results

therefore show a clear preference of static visualizations over animated visualiza-

tions, even though the results presented in the previous two sections show certain

advantages of using animation to visualize uncertainty.
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Fig. 9 Participants’ selection of the best/worst visualizations to find the most/least uncertain object

6 Interpretation of Results and Discussion

Participants showed the most consistent behavior with fewer wrong answers for visu-

alizations that used animation in combination with at least one other visual variable.

The evaluation of response times, however, shows that animation seems to require an

initial learning step, reflected in a significantly longer response time. After encoun-

tering the first visualization with animation response times were even slightly lower

than for the static visualizations. This gives an indication that a combination of ani-

mation with at least one other visual variable may indeed be an effective method to

convey information about the uncertainty of geographic information to its users. One

potential explanation for these results is that the animated visualizations allow users

to inspect parts of the data that are hard to see in a static visualization because of
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overlapping symbols. In the animated visualizations, these are revealed temporarily

as the symbols are shuffled around.

The analysis of the participants’ interpretation of the different visual variables,

however, shows that animation works most intuitively as a means to communicate

positional uncertainty. Even though the participants were never told that the uncer-

tainty in the test did indeed reflect positional GPS accuracy, the vast majority inter-

preted the animated visualizations this way. They also rated the relationship between

visual variable and uncertainty value more consistently and more often correct than

for symbol size and transparency.

These findings seem to contradict the analysis of participants’ preferences, which

show that the vast majority preferred the static visualizations over the animated ones,

particularly visualization 3, which combines symbol size and transparency. This may

be attributed to experimental nature of the animations and that they take some time

to get used to. Moreover, the map used in the test did not contain a legend or any

other explanations of the meaning of the different visual variables. While this was

part of the test design to be able to learn about the participants’ intuition, having a

legend would most likely have changed this outcome. Designing meaningful legends

for animated maps, however, remains challenging (Kraak et al. 1997). One indication

that it is possible to use animation with more positive user feedback is the research

by Evans (1997), who used a flickering technique to communicate uncertainty. The

majority of participants in his study found the flickering helpful.

When interpreting the results of this test, one also has to keep in mind that the

majority of the participants can be described as ‘map literate’. Therefore, the results

may have looked different for a group of participants that do not work with maps

on a regular basis. It is worth noting, however, that there were no significant differ-

ences in any of the results (response time, correctness, participant preferences and

interpretation) between expert and non-expert participants. We did not find any sig-

nificant differences between the female and the male participant groups either, in

contrast to previous studies looking at gender differences in the perception of spatial

visualizations (Battista 1990; Maeda and Yoon 2013).

7 Conclusions

We have tested and evaluated the combination of different visual variables to

represent uncertainty in geographic information in an online test. To the best of

our knowledge, this is the first systematic analysis of the use of animation to rep-

resent positional uncertainty in point data. The results give several indications for

the effective visualization of positional uncertainty on web maps, especially con-

cerning the use of animation, which allowed participants to solve the tasks slightly

faster and more consistently when combined with other visual variables. The partic-

ipants’ preferences are in stark contrast to these findings, as the majority preferred

the static visualizations. Future work needs to evaluate whether this rejection of ani-

mation disappears as users get accustomed to it. Another avenue for future work is
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the distinction of different kinds of uncertainty, such as precision, completeness, or

currency. Visualizing them in a way so that users can intuitively distinguish them is

a research problem in its own right (MacEachren et al. 2005; Andrienko et al. 2010),

which may only be solvable for professionals working with geographic information

on a regular basis. Finally, the results presented here are limited to point data so far.

While the different visualizations can certainly be adapted for lines and polygons,

the findings of this paper need to be confirmed for those other geometry types.
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