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Preface

The 12th International Conference on Communications and Networking in China
(CHINACOM 2017) was successfully held in Xi’an, China, during October 10–12,
2017. The aim of CHINACOM is to bring together Chinese and international
researchers and practitioners, from over the world, to exchange original ideas and share
R&D advances in communications and networking.

ChinaCom 2017 consisted of 16 technical tracks and one workshop: Wireless
Communications and Networking, Next-Generation WLAN, Big Data Network, Cloud
Communications and Networking, Ad-Hoc and Sensor Networks, Satellite and Space
Communications and Networking, Optical Communications and Networking, Infor-
mation and Coding Theory, Multimedia Communications and Smart Networking,
Green Communications and Computing, Signal Processing for Communications,
Network and Information Security, Machine-to-Machine and Internet of Things,
Communication QoS, Reliability and Modeling, Cognitive Radio and Networks,
E-Health, and Workshop on Advances and Trends of V2X Networks. CHINACOM
has become one of the major events in these areas in the Asia-Pacific region. It has been
successful in encouraging interactions among participants, exchanging novel ideas, and
disseminating knowledge.

Following the great success of the past CHINACOM events held during 2006–2016,
CHINACOM 2017 received more than 178 submitted papers, out of which 112 papers
were selected for presentation. The Technical Program Committee (TPC) did an out-
standing job in organizing a diverse technical program consisting of 25 symposia that
covered a broad range of research areas in information and communication technolo-
gies. Under the excellent leadership of TPC Co-chairs Prof. Pinyi Ren, Prof. Yunsong
Li, and Prof. Chilian Chen, the TPC members handled the reviews of papers, with more
than three reviews per paper on average.

The technical program featured five outstanding keynote speakers, who presented
their vision of wireless communication systems in theory and practice: Prof. Jian-Nong
Cao, Hong Kong Polytechnic University, Hong Kong, SAR China; Prof. Bob Li,
University of Electronic Science and Technology of China, China; Prof. Jian-Dong Li,
Xidian University, China; Prof. Ying-Chang Liang, University of Electronic Science
and Technology of China, China; and Prof. Ping Zhang, Beijing University of Posts
and Telecommunications, China.

We would like to thank the TPC co-chairs, TPC members, all the reviewers, the
workshop co-chairs, the Web chairs, the publication chair, the local chairs, and all the
members of the Organizing Committee, for their assistance and efforts to make the
conference succeed. The continuing sponsorship by EAI and Springer is gratefully
acknowledged. We also express our appreciation to the conference keynote speakers,
tutorial speakers, paper presenters, and authors.

February 2018 Bo Li
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Abstract. In the routing protocol of wireless sensor networks, the traditional
LEACH algorithm is too random, and the cluster head selection of it is not ideal.
To solve this problem, it proposes a WSN routing algorithm based on energy
approximation strategy. It chooses a series of nodes with high energy and high
density to form cluster candidate clusters, and then selects the farthest node as
the cluster head from the candidates by using the energy approximation strategy.
The algorithm is simple and easy to implement, and the cluster head selection of
it is ideal. Using Matlab software for simulation, the results show that it is less
energy consuming than the LEACH algorithm, and the lifetime of the whole
network is prolonged.

Keywords: Wireless sensor network � Routing algorithm � Cluster head
Energy approximation

1 Introduction

Wireless sensor network (WSN) is a network system composed of many different types
of sensor nodes [1, 2]. It can collaboratively sense, collect, and process the relevant
information in a specific area by using these different functions, self-organized sensor
nodes. And finally the information are sent to the observer of the network system. WSN
can be widely used in national defense and military, modern medical, intelligent
transportation and environmental monitoring and many other fields. However, the
energy of sensor node in WSN networks is very small due to the size and other factors.
Therefore, it is important to reduce energy consumption and extend the life cycle of the
network.

Routing protocol is one of the key technologies of WSN, which can be classified
into four types: hierarchical, data center, geo-location and energy-aware routing pro-
tocols. LEACH algorithm is the first cluster-based routing protocol [3, 4], it choose the
cluster head through the relationship between the node generated random number and
threshold. The LEACH algorithm has a longer life cycle than planar routing protocol
[5]. However, the randomness of the LEACH algorithm cluster-head selection is too
large, it may cause the cluster head node to be distributed unevenly in the network
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system and increase the energy loss of the network [6, 7]. The LEACH algorithm does
not take into account the current density of the node itself, energy status and other
factors, and its cluster head selection is not reasonable that would affect the network
system life cycle. Therefore, the traditional LEACH algorithm has been unable to meet
the needs of efficient use of WSN system. Literature [8] proposed a self-configuring
cluster head fault detection mechanism based on LEACH algorithm. This mechanism
can replace the fault cluster head node in time and effectively prolong the network
lifetime, but it does not fundamentally the cluster head selection and can not effectively
reduce the energy consumption of the network. Literature [9] proposed a routing
algorithm that uses the energy delay index to select the cluster head. This algorithm
improves the cluster head selection mechanism and improves the network energy
utilization rate, but it does not take into account the cluster information path, and the
selected cluster head may not be the optimal cluster head on the network communi-
cation path. Literature [10] proposed a fuzzy C-means algorithm for the optimum
number of the cluster head and its location. It is greatly increasing the complexity of the
algorithm although the algorithm increases the lifetime of the network.

In this paper, a new routing algorithm named Routing Algorithm for Energy
Approximation Strategy (RA-EAS) is proposed to solve the shortcomings of existing
routing protocols. RA-EAS chooses a series of nodes with high energy density and
high density to form cluster candidate groups, and then selects the farthest node as the
cluster head from the candidates by energy approximation strategy. RA-EAS algorithm
is simple and easy to choose, and its cluster-head selection is ideal. RA-EAS algorithm
can effectively save the residual energy of network and prolongs the network life-cycle
than the LEACH algorithm through the simulation experiments.

2 Traditional LEACH Algorithm

Traditional LEACH algorithm is presented in the form of “round” [11]. Each round
includes the cluster head creation phase and the information transmission phase. The
traditional LEACH algorithm chooses the nodes as cluster heads randomly in each
round, and repeats the process of creating cluster heads.

In the initial stage of cluster head establishment, the traditional LEACH algorithm
establishes a threshold T ið Þ first, which is defined as:

T ið Þ ¼ p= 1� p: n mod 1=pð Þð Þð Þ; i 2 G
0; other

ð1Þ

Where p is the ratio of the number of clusters in the network to the number of whole
nodes in the network, n is the number of cluster head selections. And G is the group of
cluster selections that are not selected as cluster for 1=p times.

Every sensor node randomly generates a value RN that between 0 and 1, and then
compare with the value RN and the threshold value T ið Þ. If RN\T ið Þ, this sensor node
can be regarded as the cluster head; otherwise, the node is not selected as cluster head.

In the information transmission phase, sensor node that selected as the cluster head
sends broadcast information to all normal nodes within its own coverage. According to
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the strength of the received signal, the normal node judges to join the appropriate
cluster and sends the join request. After receiving the request, the cluster head makes a
TDMA schedule for all nodes in its own cluster, and all nodes send information to the
cluster head by according this schedule.

After the above, the cluster head processes the data fusion and send it to the base
station through the multi-hop transmission between others cluster heads to finish one
round of information transmission. In the traditional LEACH algorithm, the cluster
head is chosen according to the relationship of the generated value RN and the
threshold value [12, 13]. All nodes in the network are selected as cluster heads with
equal probability in each round, and new cluster head is selected for each round.

It is too random to select the cluster head in each round of LEACH algorithm, and
the selection of the cluster head is not reasonable. Traditional LEACH algorithm does
not consider the actual situation of every sensor node, these factors have a direct impact
on the advantages and disadvantages of cluster head selection. It would increase the
energy consumption of network systems and shorten the life cycle if inappropriate
nodes are selected as the cluster head.

3 RA-EAS Algorithm

In RA-EAS algorithm, WSN network distribution diagram shown in Fig. 1. The
Cartesian coordinate system is established with the known base station position as the
coordinate origin. The WSN network is composed of known base station and N sensor
nodes that randomly distributed around the known base station. The coordinate of the
base station is 0; 0ð Þ, the coverage network radius is R, and the coverage radius of all
the sensor nodes is r; r\R.

Fig. 1. WSN network distribution diagram
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The probability value P ið Þ of each node selected as cluster head can be calculated
by using the residual energy of surviving nodes and the density of surviving nodes in
the coverage radius. The value P ið Þ is:

PðiÞ ¼ c1
E ið Þ
Eave

þ c2
Nneigh ið Þ
Nalive

ð2Þ

Where c1, c2 are the proportional coefficient. E ið Þ refers to the current node itself
carries the remaining energy value. Eave represents the average remaining energy of all
surviving nodes in the WSN network. Nneigh ið Þ refers to the intensity of the current
node that the number of surviving nodes within its coverage radius r. Nalive is the
number of surviving nodes in the current network.

The probability value of every nodes selected as cluster heads can be calculated by
formula (2). A probability threshold is set in advance, when P ið Þ[V , then the node i
is selected as the candidate group of cluster heads.

In order to avoid the high complexity of the algorithm due to the Sub-region selection
of the cluster head, and the chosen cluster head in the current region is not necessarily the
best cluster head in the whole network, which brings about extra energy consumption.
Therefore, the RA-EAS algorithm adopts cluster head selection method based on energy
approximation strategy, a series of nodes that can cover the whole area and are farthest
from each other are selected as cluster heads in the candidate group of cluster heads.

Suppose the coordinates of cluster head from far to near are x1; y1ð Þ; x2; y2ð Þ � � �
xi; yið Þ � � � xl; ylð Þ, then the coordinates of cluster head satisfy the following conditions:

1. Every selected cluster head position is closer to the known base station position than
the previous one. So, the absolute value of the vertical and horizontal coordinates of
the current cluster head is smaller than that of the last selected cluster head in the
Cartesian coordinate system. That is:

R[ x1j j[ x2j j[ � � � [ xlj j[ 0

R[ y1j j[ y2j j[ � � � [ ylj j[ 0

(
ð3Þ

2. The distance between adjacent cluster heads must less than the coverage radius r in
order to meet the basic communication requirements between cluster heads, That is:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xi�1ð Þ2 þ yi � yi�1ð Þ2

q
\r ð4Þ

3. In order to make the distance between the adjacent cluster heads farthest for the
optimal information transmission path, the position of the current cluster head is at
the coverage of the overlap between the previous cluster head and the latter cluster
in the Cartesian coordinate system. That is:

xi�1j j � r\ xij j\ xiþ 1j j þ r

yi�1j j � r\ yij j\ yiþ 1j j þ r

(
ð5Þ
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4. When the known base station lies within the coverage radius of the selected cluster
head, it is not necessary to continue selecting the cluster head any longer. That is:

0\ xlj j � r

0\ ylj j � r

(
ð6Þ

5. The sum of the distances between all adjacent cluster heads is greater than R that in
order to satisfy all the nodes within the coverage radius R of known base station can
complete the information transmission. That is:

R�
Xn
i¼2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xi�1ð Þ2 þ yi � yi�1ð Þ2

q
þ � � �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xlð Þ2 þ ylð Þ2

q
0
@

1
Aþ r ð7Þ

In summary, the coordinates of cluster head must meet the following constraints:

R[ x1j j[ x2j j[ � � � [ xlj j[ 0
R[ y1j j[ y2j j[ � � � [ ylj j[ 0
xi�1j j � r\ xij j\ xiþ 1j j þ r
yi�1j j � r\ yij j\ yiþ 1j j þ rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � xi�1ð Þ2 þ yi � yi�1ð Þ2
q

\r
0\ xlj j � r
0\ ylj j � r

R� Pn
i¼2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xi�1ð Þ2 þ yi � yi�1ð Þ2

q
þ � � �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xlð Þ2 þ ylð Þ2

q
0
B@

1
CAþ r

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð8Þ

When one cluster head is selected from the candidate group of cluster heads, the
others nodes within its coverage become the normal nodes automatically. The cluster
head sends broadcast messages to all normal nodes within its own coverage radius r,
and the normal nodes choose to join the appropriate cluster according to the infor-
mation received. At this point, clustering is completed, and RA-EAS algorithm clus-
tering process flow diagram shown in Fig. 2.

The clustering process of RA-EAS algorithm is described as follows:

Step 1. Establishing the Cartesian coordinate system by using the known base
station position as the coordinate origin.
Step 2. Calculating the probability value P ið Þ that the node is elected as cluster head
by using formula (2).
Step 3. Determining the cluster head candidate group though the pre-set probability
threshold V .
Step 4. Judging energy approximation of constraint conditions in the candidate
group of cluster heads. The cluster head is selected as the cluster head if the
constraint condition is satisfied, otherwise it becomes the normal node.

WSN Routing Algorithm Based on Energy Approximation Strategy 7



Step 5. Every node completes its own task according to the routing protocol after
determining the cluster head node and the normal node. The cluster head sends a
broadcast message to all normal nodes within the coverage radius of r that cluster
itself as the center. And the normal nodes select join into a suitable cluster
according to the strength of the broadcast information received.
Step 6. At this point, a complete cluster structure assignment end up.

Then, steps 4 and 5 are repeated to complete the subsequent clustering steps. And
cluster-based cooperative communication centered on cluster-head is realized in the
WSN network finally. Every cluster-head receives the information of the normal node
in the cluster and fuses the information to transmit to the base station in multi-hop
mode. Thus, a complete round of information transmission end up. Cycle to carry out
the above steps to complete each round of the cluster process and information transfer
process.

Fig. 2. RA-EAS algorithm clustering process flow diagram
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4 Performance Analysis

The number of dead nodes and the energy consumption between traditional LEACH
algorithm and RA-EAS algorithm are simulated to verify the effectiveness of RA-EAS
algorithm. The experimental parameters [14] in the simulation environment are shown
in Table 1.

100 nodes are randomly distributed in WSN network area which area is 100 m
100 m. Figure 3 shows the distribution of nodes in this network area, and the origin of
Cartesian coordinate system is the known base station location.

Figure 4 gives the comparison between the number of network death nodes and the
rounds of selection in LEACH algorithm and EA-RAS algorithm. The network life
cycle is defined as the dead time of the first network node. The first death node in the
LEACH algorithm network in Fig. 4 appears in 946 rounds, while the RA-EAS
algorithm appears in 1189 rounds. The RA-EAS algorithm prolongs the lifetime of the
network system by 26% compared with the LEACH algorithm. This is because the

Table 1. The experimental parameters in the simulation environment

Parameters Symbol Value

Number of nodes N 100
Initial energy E0 0.5 J
Proximal energy consumption coefficient Efs 10 pJ/bit/m2

Remote energy consumption coefficient Eamp 0.0013 pJ/bit/m4

Transmit and receive energy consumption Eelec 50 nJ/bit
Packet size k 4000 bits
Control packet size Lctrl 100 bits
Data aggregation energy Eda 5 pJ/bit/report
Cluster head probability threshold V 0.05
Network area M � M 100 m � 100 m
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Fig. 3. The distribution of nodes in the network area
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LEACH algorithm selects the cluster head randomly, but the RA-EAS algorithm has
taken into account the current node’s own energy and density in the selection of cluster
head, makes that the preferably nodes become cluster heads.

Figure 5 shows the comparison between the number of surviving nodes in the
network and the rounds of selection in the cluster. It can be seen that the nodes in
RA-EAS algorithm begin to die are later than that in LEACH algorithm, so that the
RA-EAS algorithm prolongs the network life cycle than LEACH algorithm.

Figure 6 exhibits the network energy consumption comparison between LEACH
algorithm and EA-RAS algorithm. It can be seen that the energy consumption per
round of the network system in the EA-RAS algorithm is less than that in the LEACH
algorithm under the same conditions. The network energy consumption of both algo-
rithms tends to be stable after 2500 rounds, this is because most of the nodes in the
network are dead at this time. It is also shows that the total energy consumption in the
EA-RAS algorithm is lower than that in the LEACH algorithm. That is, the EA-RAS
algorithm can more save the residual energy of the network than LEACH algorithm.
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5 Conclusions

This study proposes a WSN routing algorithm of EA-RAS that based on energy
approximation strategy. The EA-RAS algorithm is simple and the cluster-head selec-
tion is ideal. And the RA-EAS algorithm is more effective in extending the life cycle of
the network system and saving the residual energy compared with the LEACH algo-
rithm that simulation results show.
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Abstract. With the rapid development of computer vision technology, 3D
Reconstruction based on monocular SLAM (Simultaneous Localization and
Mapping) has got more and more attention for its simple requirements, low cost,
easy to implement, convenient to carry. ORB-SLAM is a kind of monocular
SLAM method based on feature point. ORB feature can meet the real-time
requirements for SLAM, but it does not have scale invariance. In this paper, we
proposed a monocular SIFT-SLAM, in which a SIFT (Scale Invariant Feature
Transform) algorithm based on GPU is used to replace the ORB algorithm, to
implement 3D Reconstruction. We show the experiment result of SIFT-SLAM
in this paper, which gets some improvement.

Keywords: SLAM � Monocular � SIFT � GPU � 3D Reconstruction

1 Introduction

1.1 Monocular Visual SLAM

In recent years, SLAM based 3D Reconstruction method has become a hot issue in the
field of computer vision [1, 2]. SLAM [3] is a process in which the mobile robot senses
the surrounding environment through the sensor carried by itself, and uses the infor-
mation obtained by the perception to carry on the self-localization process. Compared
with the expensive and complex shortcomings such as laser sensors, ordinary visual
sensors have advantages such as a wide range of measurement, rich information col-
lection, cost-effective, versatile, convenient to carry and so on. In addition, the visual
SLAM is real-time system. Based on these advantages monocular vision SLAM
technology becomes the direction of SLAM development [3, 10–12].

At present, the vision-based SLAM technique is divided into two types: feature-
based method and direct method. The direct method uses all the pixels in the image for
map reconstruction based on the gray scale invariant assumption of the object feature
point, so the extraction of the feature points is avoided and reduce the computational
complexity, and ensure the real-time performance of the algorithm. The main repre-
sentative is LSD-SLAM (Large-Scale Direct Monocular SLAM) [4] proposed by Jakob
Engle and others of the University of Munich, Germany. The feature point method
considers the feature point as the fixed point of the fixed three-dimensional space,
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calculates the three-dimensional coordinate transformation matrix of the feature point
according to the matching of different image feature points, and implement the object
reconstruction, the representative method is the ORB-SLAM [5] algorithm proposed by
Mur-Artal et al. At present, the visual SLAM algorithm based on feature point
matching is still the mainstream research direction of SLAM field. But the traditional
feature point method still has obvious shortcomings. ORB (Oriented BRIEF) [6] fea-
ture point, which uses FAST as the feature point and detection operator BRIEF as a
feature descriptor, has the advantages of rotation invariance, affine invariance, trans-
lation invariance. But ORB does not have good robustness for noise and scale
invariance. In 2004, David proposed the SIFT (Scale Invariant Feature Transform) [7]
feature point, which has translation invariance, rotation invariance, scale invariance,
affine invariance, and the robustness for noise and light are better. However, the SIFT
algorithm has high complexity and large computational complexity, which leads to
poor algorithm performance and cannot be directly used in real-time visual SLAM
system.

This paper presents the calculation of SIFT algorithm on the GPU platform [11] to
solve the real-time problem of SIFT algorithm. The accelerated SIFT algorithm is used
to replace the ORB algorithm in ORB-SLAM system, to realize the SIFT-SLAM
system based on monocular vision. This paper gives the results of the accelerated SIFT
algorithm, and evaluates the feasibility and effectiveness of the SIFT-SLAM system.

1.2 GPU and CUDA

The rapid development of semiconductor technology, make CPU and GPU with faster
and faster computing speed. But the CPU and GPU have their own unique advantages.
The difference between CPU and GPU are as Fig. 1.

The CPU facilitates a large number of programs including loops, branches, logical
decisions, and complex instructions; the GPU is more advantageous for processing
with programs that have high parallelism, large data volumes, low data coupling, high
computational density, and less interaction with the CPU.

ALU
Control

ALU

ALU

ALU

Cache

DRAM
CPU

DRAM
GPU

Fig. 1. CPU and GPU structure diagram. CPU has bigger Control area and smaller ALU area,
which makes CPU be more capable in logic control. GPU has more ALU which means GPU has
faster computing speed.
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NVIDIA has released a CUDA parallel computing platform that makes heteroge-
neous programming based on CPU and GPU easy to implement. The CPU is called
Host, and GPU is called Device. In this heterogeneous model, the CPU is responsible
for the logic control and serial computing. The GPU is responsible for the highly
parallel computing of large-scale data in the system A part of the parallel processing of
a CUDA program is done by the kernel function. CUDA threads are divided into three
levels: grid, block, thread. Every thread of every block in every grid has a unique
thread index, which we named it as threadIdx. The threadIdx ensures that each thread
can read the corresponding data in the memory space to ensure that the parallelization
of the normal calculation. CUDA reduces the use of loop structures by parallel com-
putation, as a result this saves a lot of time.

2 ORB-SLAM Framework

ORB-SLAM can run on computer in real time with good system robustness. The
overall framework of the ORB-SLAM system is shown in Fig. 2. The whole system is
divided into three parts:

Tracking. The tracking part mainly extracts the ORB feature from the image, per-
forms the pose estimation according to the previous frame, or initializes the pose
through the global positioning, optimizes the position, and then confirm the new key
frame according to some rules.

Local Mapping. This part mainly completes the local map construction, including the
insertion of the new key frame, verifies and filters the newly generated map points, and
generates the correct map points. After that, the local Bundle Adjustment (BA) is used
to filter the inserted key frame and remove redundant key frames.

Loop Closing. This part is divided into two parts, loop closing detection and loop
closing correction. Loop closing detection is first performed using a Bag of Words [8]
and then simulated by Sim3. Loop closing correction, mainly closed-loop fusion and
g2o (general graph optimization) [9] optimization.
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Fig. 2. The framework of ORB-SLAM.
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From the Fig. 2, it can be seen that ORB-SLAM extracted the ORB feature points
from the picture taken by the camera. In this paper, we use the SFIT algorithm after
GPU acceleration to extract the feature points, so we can get a real-time SLAM system
under the premise of a good 3D Reconstruction result.

3 Accelerated SIFT Algorithm

3.1 SIFT Algorithm

David G. Lowe proposed the Scale-Invariant Feature in 1999 to carry out object
recognition and image matching. In 2004, he proposed the Scale Invariant Feature
Transform (SIFT) algorithm for development and refinement.

The SIFT algorithm contains four parts: the scale space is built and the extreme
points are detected, the feature points are selected and positioned, and the direction
values are determined for the feature points (Fig. 3).

First, the original image is layered by using Gaussian filters of different scales, and
then the adjacent Gaussian filtered image is subtracted to obtain the difference of
Gaussian (DoG) pyramid. Then we select the extreme point from the scale space. The
feature points with lower contrast and the feature points located at the edge position are
removed, leaving the remaining feature points which meet the threshold requirements.
In the discrete function extremum points can represent the mathematical characteristics
of the discrete function. The maximum gradient modulus value of each pixel at the
feature point and its neighborhood will be the main direction of the feature point.

Select a rectangular block pixels around a key-point, and divided it into 16 ¼ 4� 4
sub regions as suggested in Lowe’s paper [7]. We draw the cumulative value for each
gradient direction, forming a key point, which include 8-way vector information. As a
result, one feature point can generate a 4� 4� 8 dimensional data, which means, a
total of 128-dimensional data to form a 128-dimensional SIFT feature vector.
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Fig. 3. (a) is the figure of Gaussian and Difference of Gaussian. (b) is extreme point value
detection in Gaussian scale-space, the red point means the feature point, the green point
represents the pixels wait to be compared. (Color figure online)
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3.2 Accelerate SIFT with GPU

Create Difference of Gaussian Pyramid. The SIFT algorithm creates the scale space
by Gaussian blur, uses the Gaussian function to compute the fuzzy template. Then the
template is used to do convolution with the original image.
The equation of the two - dimensional Gaussian function G x; yð Þ is as follows:

G x; yð Þ ¼ 1
2pr2

e�
x�m=2ð Þ2 þ y�n=2ð Þ2

2r2 ð1Þ

m represents the width of image and n represents the height of image, r represents
deviation of normal distribution. x; y represent the pixel coordinates.

When we calculate the DoG pyramid, each blurred image obtained is based on the
original image to take different r values to achieve. The coordinates of each layer in the
octave are calculated as follows:

r sð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kmr0ð Þ2� km�1r0ð Þ2

q
ð2Þ

m represents the index of an interval in an octave, r0 represents the initial value of r.
So we can put the process of creating a scale space into the GPU. Assuming that the

Gaussian pyramid has N octaves, each octave containsM intervals, then in the GPU the
kernel will create N �M threads, giving each thread a different r value. Through a
parallel calculation, the Gaussian blurred images can be calculated. Afterwards adja-
cent image is subtracted to obtain a difference of Gaussian pyramid.

Extreme Point Detection. In the Gaussian scale-space, each pixel is compared with
pixels in its 3 * 3 neighborhood at its interval and the adjacent interval. When it is an
extreme value, the feature point is stored.

For a difference of Gaussian pyramid with N octaves, each group of M internals,
the number of pixels between the different octave are different and independent with
each other. The kernel function is performed separately from the feature point detection
between the octaves. The kernel function performs the feature point calculation of a set
of Gaussian blurred images at a time, and loop N times to complete all the calculations.

Define Direction for Key-Point. In order to make the descriptor have rotational
invariance, it is necessary to use the local feature of the image to assign a reference
direction for each key-point. Using the method of calculating image gradient to find the
stable direction of local feature. For the key-points detected in the DOG pyramid, the
gradient and direction distribution of the pixels in the neighborhood window of the
Gaussian pyramid image are calculated.

The formulas used to calculate themodulus value and direction of gradient as follows:

mðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðLðxþ 1; yÞ � Lðx� 1; yÞÞ2 þ ðLðx; yþ 1Þ � Lðx; y� 1ÞÞ2

q
ð3Þ

hðx; yÞ ¼ tan�1ðLðx; yþ 1Þ � Lðx; y� 1ÞÞ=ðLðxþ 1; yÞ � Lðx� 1; yÞÞ ð4Þ
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m x; yð Þ and h x; yð Þ represent the modulus and direction of the gradient, respectively. L
represents the scale space of the key points.

After completing the gradient calculation of the key-points, we use the histogram to
measure the gradient and direction of the pixels in the neighborhood. The gradient
histogram divides the range of 0 to 360° into 36 columns (bins), 10° per column. As
shown in Fig. 4, the peak direction of the histogram represents the main direction of the
key-point [7].

The peak of the direction histogram represents the direction of the neighborhood
gradient at the key-point, and the maximum value in the histogram is taken as the main
direction of the key-point. According to the calculation process, the gradient direction
and the gradient modulus of all the points in the neighborhood of the key-point are put
into GPU. Assuming there are n points in the neighborhood, the GPU kernel function
create n CUDA threads, and executes the calculation process. And then the search of
main direction and auxiliary direction is calculated in CPU.

Generates Feature Point Descriptors. Through the above steps, for each key, there
are three information: location, scale and direction. The next step is to create a descriptor
for each key, and describes the key point with a set of vectors so that it does not change
with various changes, such as changes in light, changes in perspective, and so on.

We rotate the coordinate axis to the main direction of the key point to make
the rotation invariance. Then we draw the cumulative value for each gradient
direction, forming a key point, which include 8-way vector information. As a result,
one feature point can generate a 4� 4� 8 dimensional data, which means, a total of
128-dimensional data to form a 128-dimensional SIFT feature vector (Fig. 5).

Main 
Direc on

Fig. 4. Gradient direction of Key-point and histogram of gradient modulus value (For
simplicity, only eight bins are show in the histogram).
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Fig. 5. Rotate the axis towards the main direction of key-point and the descriptor of SIFT
feature
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In the calculation, rotating the axis is carried out in the CPU, and when the eight
degrees of freedom in the 16 sub-regions are calculated, the kernel function in the GPU
is opened with 128 threads, and the feature points are generated together.

4 Experiment and Results

4.1 Experiment Platform

In this test the hardware platform we used is the Intel Core I7-6700, GPU for the
NVIDIA GTX 1060. The specific test environment is shown in Table 1.

This section selects three sets of images with different resolutions and scales in
Fig. 6(a), (b) and (c) for experiments.

We use three different images of different images to experiment, Fig. 6(a), (b) and
(c) three different resolution images, the second image of each group has angle translation
and scale transformation relative to the first image. Respectively, with the ORB algorithm
in OpenCV, the SIFT algorithm in OpenCV, the accelerated GPU-SIFT algorithm to test
10 times, take the average. The final results are shown in Table 2 and Fig. 6(d).

The Time Cost above is used to extract the feature points of two pictures and match
them. From the experimental results, we get the follow conclusions:

Table 1. Parameters of experiment platform

Class Contents

System Linux Ubuntu 14.04 and 64
CPU Intel(R) Core(TM) i7-6700 CPU @ 2.40 GHz
RAM 16 GB
GPU NVIDIA GeForce GTX 1060
CUDA version 8.0
OpenCV version 3.0

Fig. 6. (a) Image resolution 640� 480; (b) Image resolution 1280� 720; (c) Image resolution
1920� 1080; (d) is the result of ORB algorithm and GPU-SIFT algorithm.
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Conclusion A. Compared with the original SIFT algorithm, the GPU-accelerated SIFT
algorithm has obvious acceleration effect at the speed of the feature points extraction.
For 640� 480 resolution images, the time cost is reduced by nearly 20 times, while for
1920� 1080 resolution images, the time cost is reduced by nearly 70 times. From this
we can see that when the GPU is dealing with parallel computation of large data, the
acceleration effect is very obvious.

Conclusion B. Compared with the traditional ORB algorithm, GPU-accelerated SIFT
algorithm in the feature point extraction speed makes up for their own shortcomings,
timeliness problems have been resolved. Besides SIFT algorithm gets more feature
points than ORB algorithm, which means the match will be more accurate.

Conclusion C. The above experimental results are not considered in the CPU-GPU
heterogeneous programming platform, the time spent with the data transfer in the host
memory and graphics memory. So in the actual SIFT-SLAM system, the use of
time-consuming will increase (Fig. 7).

Table 2. Experiments based on NVIDIA GeForce GTX 1060 and result

Image resolution Algorithm Number of
feature

Match feature Time cost

640� 480 ORB 500 500 200 21 ms
SIFT 359 409 132 270 ms
GPU-SIFT 346 371 128 14 ms

1280� 720 ORB 500 500 175 65 ms
SIFT 1273 1403 609 878 ms
GPU-SIFT 1187 1276 593 18.8 ms

1920� 1080 ORB 500 500 51 114 ms
SIFT 2206 2361 126 1870 ms
GPU-SIFT 1962 2289 107 26.9 ms

Fig. 7. The left picture shows the source picture. And the right one is the result of SIFT-SLAM
algorithm.
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4.2 SIFT-SLAM Experiment

In this experiment, we collected the video sequence through the camera as the data
source, which was tested in the monocular ORB-SLAM system and monocular
SIFT-SLAM system respectively.

In the experiment, we use ORB-SLAM and SIFT-SLAM to rebuild the building. As
the result, the SIFT feature gets more feature points than ORB, and we get a clearer
silhouette with SIFT-SLAM.

So we get the conclusion that SIFT feature is more suitable for 3D Reconstruction
in feature-based slam system than ORB feature. But in the experiment, SIFT-SLAM is
a little slow than ORB-SLAM, which we still need to optimize.

5 Conclusions

In this paper, we proposed a method, using the GPU to accelerate SIFT algorithm for
real-time calculations. Combined with mature ORB-SLAM, we use accelerated SIFT
algorithm to replace ORB algorithm, and we propose a SIFT based monocular SLAM
system. As experiment results show, the accelerated SIFT algorithm can make feature
detection run on real-time. Besides SIFT feature has greater advantages in scale
invariance and robustness compared with ORB algorithm. The SIFT-SLAM monocular
system generate a spare point cloud map, which is enough for simple 3D
Reconstruction.
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Abstract. A real-time 3D tracking system based on CAD model is proposed in
this paper. The strategy in the tracking process includes both template-based and
keypoint-based approaches. Compared with traditional CAD model-based
tracking, a more accurate initial camera pose can be provided for the follow-
ing feature-based operation which can accelerate the convergence of camera
pose estimation. Using template-based method reduces the demand for textures
of the tracking object to improve the universality of the system. Furthermore,
adaptive visual feature extraction within the feature-based tracking is adopted in
the experiment, and feature homogenization and other methods is also chosen to
enhance the robustness and interference immunity of the system. Finally, the
effectiveness and stability of the methods proposed in this paper is verified
through the experiment of tracking targets in the image sequence.

Keywords: Template-based tracking � Feature-based tracking
CAD model

1 Introduction

The recognition and tracking of objects have always been the hot issue in machine
vision. With the rapid development of related research in recent years, many related
studies have already been applied in various domains such as robotics, AR (Augmented
Reality), industry applications and so on. The 2D plane tracking is to get the object
location in the image coordinate system among continuous image sequence. While in
3D tracking, the goal is to obtain the position and orientation of object relative to the
camera, which is also called camera pose. Nowadays, there are a variety of related
methods to solve the problem of real-time 3D object tracking and camera pose esti-
mation. The CAD model are also widely used as a priori knowledge in these methods.
These methods can be divided into the following categories: edge-based, keypoint-
based, template-based and hybrid-based. For most objects, feature points and edges
can easily be extracted, so the 3D visual tracking based on feature is widely used.

In the methods of edge-based tracking, the estimation of the pose is achieved by
aligning projective edges of 3D CAD line model and edges extracted from current
frame. Harris proposed a matching algorithm which matches the projective edges of
CAD with the corresponding edges in the image [1]. Drummond eliminate the
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influence of outliers by using a robust estimator [2]. Goued proposed a real-time
tracking system based on the method of Wuest [3] and get a more stable tracking result
by using multi-constraint conditions [4]. In addition, a relatively stable initial camera
pose should be ensured when introducing edge-based tracking. And if the pose has
large deviation, it will be difficult to get the correct value in subsequent optimal
estimation process.

In keypoint-based methods, pose estimation is performed by matching the corre-
sponding feature points of the reference image and the current image. The corner
detection algorithm delivered by Harris is highly efficient [5]. Lowe proposed an AR
system built by using the scale-invariable feature point named SIFT (Scale-invariant
Feature Transform) [6]. Bay proposed an optimization algorithm for SIFT, which could
reduce the computation cost [6]. In addition, Rabaud thought about another new way
on the 3D visual tracking, based on scale-invariable feature ORB [7]. The 3D CAD
model of the object needs to be pre-built, and it is easy to estimate the camera pose
when the correspondences between 3D points and the 2D image features are known.

Hybrid-based approach is a combination of methods that mentioned above. It is
proposed to solve the instability caused by using a single method in practical appli-
cations. Vacchetti raised methods which fuse feature points and edges under multiple
hypothesis [8]. Similarly, Marchand presented method that combine the texture
information and edge tracking, and integrated M-estimator in the minimization process
to improve system stability [9]. Christensen came up with an approach integrating
Global Pose Estimation (GPE) with Local Pose Estimation (LPE) for tracking [10].

But each approach has its strengths and weakness. When the target has obvious
edge features and poor textures, edge-based tracking method is very efficient and stable
even under the influence of illumination and specular material. Since the edge features
are not invariant, the approach cannot get superior results when the textures of the
object are rich or the environment is complicated. Feature points have strong charac-
teristic, which makes them invariant to both rotation and affine transformation. How-
ever, as illumination can change the gray-level of the image, the keypoint-based
tracking is greatly affected. The blurred image caused by fast movement of camera
influences the extraction and matching of feature points. Moreover, keypoint-based
tracking is not always beneficial, because the amount of computation is expensive and
it cannot achieve real-time effects in the application.

This paper has mentioned to achieve 3D object tracking and camera pose
estimate-on by the way of combining template and feature points. A more accurate
initial pose is obtained by using template-based initialization method. After initial-
ization, keypoint-based method is employed to continue the tracking and estimation.
The initial value of the object pose is estimated by matching the template image
rendered from CG (Computer Graphics) with image sequence which only uses the
geometric information of the object. Therefore, this method can acquire the accurate
initial pose for object with rich or poor texture. The video frame which has been
matched successfully with the CAD model rendered by CG is set as a reference frame.
And then we can get the correspondences between 3D coordinates and 2D feature
points in the reference frame based on the initial pose. In the subsequent process, as
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long as obtaining the transformation between the reference frame and the current video
frame, the camera position can be obtained by updating the corresponding relationship
between 2D feature points and 3D coordinates.

In the remainder of this paper, the theory basis is introduced in Sect. 2. The system
implementation process is introduced in Sect. 3. The Sect. 4 describes the experiments
and evaluation of the system. Section 5 summarizes the paper.

2 Theoretical Background

The essential of the pin-hole camera model used in this paper is a perspective
project-ion model. The intrinsic matrix presents the relationship between the image
coordinate and the camera coordinate. The coordination of any object can be trans-
formed from a world coordinate to a camera coordinate through rigid body transfor-
mation, which is called camera extrinsic matrix M. A series of 3D points
pi ¼ ðxi; yi; ziÞt that are non-coplanar in the world coordinate can be transformed to the
points p

0
i ¼ ðx0

i; y
0
i; z

0
iÞt in the camera coordinate by the formula (1).

p
0
i ¼ rpi þ t ð1Þ

r ¼ ðrx; ry; rzÞt is a rotation vector, while t ¼ ðtx; ty; tzÞt is a translation vector. The
rotation vector can be converted to the corresponding rotation matrix R by the
Rodriguez transformation. The camera’s extrinsic matrix is constituted of the rotation
matrix R and the translation vector t.

M¼ R t
0T 1

� �
ð2Þ

These parameters are closely related to the problem of camera pose estimation.
According to the theoretical relationship mentioned above, the relationship between the
2D point gi of the image coordinate and its corresponding 3D point pi in the pinch
model is:

gi ¼ KMpi ð3Þ

The critical issue of pose estimation is to determine 6–DOF (Degree of Freedom)
parameters, which means to find the correspondence between 3D and 2D points
observed in image plane. The current pose of object, called camera pose, can be
calculated by the pre-computed camera pose and the transformation between the ref-
erence frame and the current frame. Usually the camera pose is obtained by minimizing
accumulation of errors, such as the least-squares method and the Gauss-Newton
method (Fig. 1).
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3 Proposed Approach

3.1 System Initialization Using Optimized Template-Based Matching

Tracking through the visual features of an object,the correctness of subsequent tracking
is based on the accurate initial pose. The method of common initialization includes not
only the manual calibration of corresponding 2D and 3D points, but also feature-based
matching. These methods are suitable for objects with rich texture or for simple
background situation, otherwise, it might influence the subsequent tracking because of
inaccurate initial pose caused by mismatching. We use CAD model rendered by
Computer Graphics matched with the current image. There is only geometric infor-
mation in the current frame after processed, which does not contain the texture
information and background of the object. Using OpenGL to render the CAD model of
the object, as the camera intrinsic parameters K and extrinsic parameters M are known,
the template image can be rendered. The initial pose is estimated by matching the
current image with the template image.

In this paper, a CAD model is pre-built and a camera has been calibrated in
advance, the intrinsic matrix K has been fixed and the value in extrinsic matrix M can
be set while rendering. We can get the rendering image T using OpenGL as the first
row in Fig. 2.

Simultaneously, we can capturing a series of images I
0
using camera with a series of

unknown extrinsic parameter matrixes M
0
In order to obtain the extrinsic parameter

matrix M
0
of the image currently captured by the camera, we need to minimizing the

difference between image TðMÞ and the image of the current frame IðM 0 Þ:

D ¼ TðMÞ � I
0 ðM 0 Þ ð4Þ

Fig. 1. The framework of tracking system. The initial pose of object is estimated by
template-based matching. On the basis of the initial pose, the pose of the object is consecutively
estimated by SURF key-points matching.
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The similarity of the matching is usually described by using the squared difference
of the gray value of the video frame sub-region and the template image.

Dði; jÞ ¼
XM
m¼1

XN
n¼1

½Iijðm; nÞ � Tijðm; nÞ�2ðði; jÞ 2 lði; jÞÞ ð5Þ

In the above equation, the Dði; jÞ is similar matrix, and lði; jÞ is the upper left corner
coordinate of the region with the most similarity. The best matching pose found in D is
the point e1 ¼ minfdijg with smallest value. To ensure the accuracy of the matching, it
is found in the experiment that the correctness of choosing points fallen in e1 � 2e1
matching is up to 98%. Therefore, the modified similar matrix D

0 ði; jÞ can be deter-
mined by using e2 ¼ 2e1 as the upper bound of the similarity of the matching point.
The value d

0
ij is:

d
0
ij ¼

1 ðdij [ e2Þ
dij ðdij � e2Þ

�
ð6Þ

The modified similarity matrix can accelerate the convergence rate. We found that
when the rendered image is similar with specific region of the current frame, the value
will converge quickly. We take advantage of this distribution characteristic to carry out
the coarse scan to lock the approximate area, and then using square error to describe the
similarity of two regions that matched, the time for matching will decrease signifi-
cantly. The method mentioned above is usually an iterative process. When the error is
less than the threshold, the two are thought to be matching successfully.

3.2 Feature-Based Tracking

After initialization, we can get the correspondences between the 2D features in the
reference frame and the 3D coordinates. The main target of subsequent tracking is to

Fig. 2. Template-based matching using CG images. The images rendered by different extrinsic
parameter shown in the first row (a). The last image in first row show the preprocessed image
which eliminate the texture information from input image. The second row (b) shows the image
difference between the template and the current image from a real camera.
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generate a new 3D-2D correspondences to update pose, based on the matching SURF
features extracted from reference image and current image. And the RANSAC algo-
rithm is used to remove the distortions. The new correspondences of 3D-2D can be
generated according to the pre-computed camera pose and the new 2D transformation
determined from feature-based matching. Hij is a homography matrix, di and dj is the
feature points extracted from the reference frame and the current frame. The rela-
tionship among the feature points can be defined as:

di ¼ Hijdj ð7Þ

As for the follow-up feature-based tracking, richness of texture among objects
impacts the quality and number of extracted features, which is the key factor in pose
calculation and follow-up matching. Therefore, for the object with different texture, the
sufficient feature points should be obtained by self-adaptive, which increases the
robustness of the system and can also achieve better performance for various objects.
The value of Hessian determinant is the primary gist for filtering the feature points.
Therefore, we proposed self-adaptive method for extracting SURF features. Since the
amount of the feature points can be obtained in the current image FnumðIiÞ, and the
quantitative range of feature points d1 � d2 is achieved in accordance with the test in
advance, the method to adaptively extract SURF feature points from different objects is
as follows:

qþ ðdetðHessianÞthreÞ FnumðIiÞ[ d2
q�ðdetðHessianÞthreÞ FnumðIiÞ\d1

�
ð8Þ

qþ and q� are the functions used to dynamically adjust the Hessian determinant
threshold. In order to decrease the computing time, the threshold is only adjusted at the
beginning of feature-based tracking, and the acceptable maximum times of adjustment
is set as well. When the times of iteration are over to maximum times but do not meet
the conditions, the current threshold will be deemed to be the parameters of extracted
SURF features.

Because the texture information of an object is concentrated in a small area, when
the region is disturbed by the environment, the tracking and subsequent calculation
would be affected seriously. The situation such as partial cover or outflow boundary of
the object is inevitable during tracking process. And when it occurs, we hope that the
remaining part can be used for tracking. As we know, the extracted feature points tend
to focus on the richly-textured regions of the object, so a method to solve this problem
is to weaken the dense distribution of feature points. Only when the feature points are
scattered, the remaining parts of the object which is sheltered or out of boundary can
also have feature points to continue tracking. In order to solve the problem above, we
propose an algorithm on the basis of SURF algorithm which are obtained by seg-
menting the image and using multi-threshold.

The current image is divided into N pieces, respectively named as P1, P2, …, PN.
The number of the pieces is usually set as 4 or 9. Then the feature points can be
detected from the image which has been segmented. Its descriptors need to be extracted
and merged:
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F ¼ f1f g[ ff2g. . .[ffng ð9Þ

The distribution of feature is more dispersed after segmentation. But if each input
frame is processed, it will undoubtedly increase computation. After initialization and
self-adaptive feature extraction of the object, the number of features in the current
frame can be used as the threshold. Once the area with rich textures on the object is
affected, the number of feature points will decrease sharply. When the number of
feature points in the current frame and the previous frame meet the (10), the input
image will be processed by segmentation and feature extraction by multi-threshold:

FnumðI 0jÞ\ rFnumðIjÞ ð10Þ

r is related to the proportion of texture-rich area in total area, and the better results can
be achieved when the value of r is 0.6.

3.3 Robustness of System

Comparing 3D tracking with 2D tracking, the visual features are different while the
viewpoint changes. It’s necessary to change reference image. When the quantity of
matching points is lower than the threshold we set, we can say that the current frame
has not been tracked correctly. The video frame which can get the correct camera
posture before tracking failure ought to be saved as the new reference frame. Moreover,
if the amount of matching points in the next 20 frames still cannot reach the threshold,
the process of tracking failed, and the system will return to the initial state and restart.
To sum up, the methods proposed in this paper can be utilized for a variety of objects,
and they have strong anti-jamming in the tracking process. Situations such as image
blur caused by high movement, object covered, out of bond and so on, the system can
run without manual intervention.

4 Experiments and Results

In this paper, not only the method proposed has been tested in practice, but also the
results of the tracking and pose estimation have been evaluated. The hardware platform
used in this experiment is Intel Core i7-4720 2.6 GHz and software platform is visual
studio 2010, with OpenCV and OpenGL as additional Dependencies. The Gsou USB
monocular camera is adopted in the experiment, whose frame rate of image sequence is
25 frame/s, and resolution of video image is 640 � 480 pixels.

Thus we will translate CAD model data into a format of OBJ text file, in order to
complete the system through the language C more conveniently.
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4.1 Initialization Test

Through this experiment, it can be verified the initial pose is achieved by matching the
video frame with the template image, which is a CAD model rendered by CG. The
object we chose is a pedestal of mechanical arm in the experiment. The camera’s six
degrees of freedom parameters E ¼ ½rx; ry; rz; tx; ty; tz� can be used to represent the
position of the camera, where rx, ry and rz respectively represent rotation angles around
the x, y and z axes. Similarly tx, ty and tz respectively represent translation.

We set the initial pose in the matrix E0¼ ½0; 0; 0; 0; 0; 0�, which is used to render the
CAD model to get the template image. After the video sequence frame matches the
template image successfully, it can be regarded as initializing successfully and that the
location of the object L0 is recorded meanwhile. Afterwards, we keep the location of
camera and move the object until 200 frames. On the premise of correct tracking, the
new camera pose Eend and the final position of the object Lend should be recorded by
the system, then finish tracking. We keep the camera and object motionless, the camera
pose Eend is used to reinitialize the system. At this moment, the template image
obtained by rendering the CAD model in the current state must match the input video
frame successfully.

With the location of camera still fixed, we move the object to the initial position,
and get the corresponding pose E

0
0 ¼ ½�0:1; 0:4; 0; 0:3;�0:5; 0:6�, which has small

deviation with the initial given pose. Therefore, the method of initialization based on
the template matching can complete estimating the initial pose.

4.2 Tracking Results and Re-initialization Test

In the experiment, the camera pose, which is estimated above, is used to render a virtual
cube model. The accuracy of tracking and pose estimation was determined by judging
whether the cube is fit with the being tracked object and the movement trend is
consistent with the actual situation. Two different video sequences are used to verify
the system stability of the subsequent tracking. In the first video sequence, the camera
and the tracked object are always static. The Fig. 3 respectively express rotation and
translation parameters calculated by the system according to the sequence. In the case
of fixed position, the trend of the six parameter values is approximately referred as a
straight line in the Fig. 3(a), which meets the physical situation. In addition, the pic-
tures in Fig. 4(a) are the 50th, 80th, 150th and 180th frame after rendering the virtual
cube in the first sequence and we find that the state of virtual cube model has not
changed. The second video sequence is obtained by rotating, translating and scaling the
tracked object. We can find the 6-DOF parameters in Fig. 3(b) without burr which
prove the estimation is accurate. Separately, the pictures in Fig. 4(b) are the 50th,
150th, 200th and 240th frame after rendering the virtual cube by 6-DOF parameters in
second sequence. In the experiment, the virtual cube is basically accord with the state
of the object, even with the problems like out of boundary and partial occlusion.
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5 Conclusions

In this paper, we have proposed a robust tracking system for 3D object recognition and
tracking based on the combination of two different approaches. By using
template-based matching in initialization, we can give an accurate initial pose for

Fig. 3. 6-DOF pose of the pedestal of mechanical arm in tracking test. The first row (a) shows
the rotation and translation of the first sequence while the camera and object are always static.
The second row (b) shows the parameters of the second sequence while the motion of object is
random. (blue solid = x-axis, black dotted = y-axis, red dashed = z-axis) (Color figure online)

Fig. 4. Results on different input sequences. The first row (a) from the first sequence shows the
virtual cube is changeless. The second row (b) from the second sequence the virtual cube is
consistent with the movement of object.
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marker-less visual tracking. Based on the initialization, we use SURF descriptors in
remainder tracking to achieve the system robust against the changes of rotation and
scale. The system has been tested on real scene and show good results. There is still
some work that we should be done to reduce the computation. We hope that the system
can be applied to more scenes.
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Abstract. Due to multi-lanes, speed limit, buildings around corners and traffic
lights, Vehicular Ad Hoc Networks (VANETs) with urban areas especially in
intersections have more complicated network topology, resulting in standard flat
routing protocols inapplicable in VANETs. Theoretically hierarchy based
routing protocol such as CBRP (Clustering Based Routing Protocol) can achieve
better performance in VANETs. To the best of our knowledge, there is no
literature reporting network performance tests on CBRP in VANETs. Existing
Network Simulator (NS) does not contain CBRP, therefore this paper firstly
implements CBRP into NS-2.35 and then aims to compare and analyze per-
formance of CBRP against AODV (Ad Hoc On-demand Distance Vector) and
DSR (Dynamic Source Routing) in VANETs based on IDM-IM (Intelligent
Driver Model with Intersection Management) modeled by VanetMobiSim.
Simulation results reveal that CBRP performs well compared to AODV and
DSR in terms of delay, packet loss ratio and route costs.

Keywords: VANETs � CBRP � AODV � DSR � Network performance

1 Introduction

Over the past few years, advances and development of Intelligent Transport System
(ITS) [1] have brought a new type of Mobile Ad Hoc Network (MANET) which is
known as Vehicular Ad Hoc Network (VANET). VANETs can improve driver safety,
reduce traffic accident and avoid road congestion by obtaining state of adjacent vehi-
cles, road environment, traffic condition and entertainment information through com-
munications between Vehicle to Vehicle (V2V) and Vehicle to Infrastructure (V2I) [2].
So, unlike MANETs, due to the complex network environment characterized by fea-
tures of vehicles, VANETs are far more difficult and challengeable. The specific details
can be concluded as:

• Instability of wireless channel: Because of shared wireless channel in VANETs,
communication quality can be easily affected by factors such as weather state, road
condition, traffic lights and buildings around the corners at an intersection.

• Dynamic and rapid change of topology: High speed of vehicles frequently lead to
rapid change of network topology and short life of wireless link in VANETs.
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• Limitation of network capacity: Given the fact that vehicles are constrained by
predefined layout of streets, so the network capacity in VANETs is more restricted
than traditional ad hoc networks.

• Unpredictability of traffic density: Network performance can be relatively poor
when traffic density is either high or low. During the rush hours, number of vehicles
sharply increase causing traffic jam and broadcast storm. On the contrary, sparse
density may lead to high data packet loss ratio and sudden linkage interrupt of
communication.

Such characteristics often make typical flat routing protocols, in which all nodes are
equal and involved in routing process, such as AODV (Ad Hoc On-demand Distance
Vector) and DSR (Dynamic Source Routing), unusable or inefficient in VANETs. One
of the critical disadvantages of the flat routing protocols is that network scalability is
limited and thus they do not perform well under dense networks. One way to solve this
problem is hierarchical routing. With the cluster structure, the processing of data packet
and routing information can only be restricted to a few nodes known as Cluster Heads
(CHs). The rest mobile nodes are either Undecided or Cluster Members (CMs). In other
words, the cluster routing can help reduce routing space and route costs. Hence, CBRP
(Clustering Based Routing Protocol), as one of the typical hierarchy based routing
protocol, can be able to provide better network scalability theoretically.

Although many clustering algorithms based on CBRP have been proposed, mod-
ified and testified, either network performance in VANETs has not been done or nodes’
mobility model cannot reflect realistic vehicles’ traveling traces. Therefore, in this
paper, we firstly implement CBRP into NS2 and then combine with VanetMobiSim so
as to analyze typical flat and clustering routing protocols in delay, packet loss ratio and
route costs.

2 Related Work

In the perspective of network structure, routing protocols can be divided into flat and
hierarchy-based routing. Typical flat routing protocols include AODV and DSR. But
with expansion of network scalability, especially in the case of rapid mobility of nodes,
flat routing protocols can achieve huge route costs and poor scalability which restrict
the application scenarios. The basic idea of hierarchy based routing protocols, such as
CBRP, is dividing mobile nodes into different clusters and each node is assigned either
CM or CH. The work in [4] confirms that CBRP present better network performance in
terms of packet delivery ratio, average delay and throughput than AODV, DSR and
DSDV routing protocols in MANETs.

Researchers have been working on CH selection algorithm based on CBRP with the
Lowest-ID (LD) algorithm [5–7]. Efficient Cluster Based Routing Protocol (ECBRP)
implementing Efficient Clustering Scheme (ECS) [5] has been proposed and verified
that ECBRP can provide better performance than CBRP in MANETs, however,
whether CBRP or ECBRP can achieve better performance in VANETs is not clear.
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Different from LD algorithm, mobility based clustering scheme MOBIC [6] selects the
node with smallest variance of relative mobility as CH. Simulation results showMOBIC
algorithm can achieve more stable cluster structure in MANETs. Compared to MOBIC,
Affinity Propagation for Vehicular Networks (APROVE) [7] utilizing the affinity
propagation algorithm in a distributed manner display obviously higher stability in
cluster maintenance than MOBIC in VANETs under highway scenarios. But the per-
formance tests under urban VANETs is not considered. Also some clustering algorithms
have been proposed in [8–10], and they put emphasis on cluster stability as in [6, 7],
however, none of those was imposed on a reasonable VANTEs model and performance
analysis of the proposed algorithms has not be done.

Traffic accidents usually happen near an intersection in urban areas causing V2V
communication a severe problem. A Multi-vehicle Select Broadcast (MSB) protocol in
[11] is brought forward to broadcast safety messages to vehicles at an intersection with
all directions. But the simulation work is based on a USC mobility generator [12]
which cannot reflect real behavior of vehicular mobility. Because of those features in
VANETs described in Sect. 1, setdest, a tool of NS2, being used to generate randomly
wireless network mobile scenes based on Random Way Point (RWP) for general
MANETs, cannot present specific vehicular movement patterns. Therefore in this paper
VanetMobiSim [13], release 1.1, is selected for producing vehicles mobility in urban
intersections as much close as possible in realistic scenarios and generating corre-
sponding mobility traces for NS2 based on IDM-IM (Intelligent Driver Model with
Intersection Management). As an advanced version of Car Following Model (CFM),
IDM characterizes drivers’ behavior based on action of front vehicles by smoothly
changing the instantaneous acceleration.

The rest of this paper is organized as follows. Section 2 introduces related research
on hierarchy-based routing protocols. Section 3 describes simulation model and net-
work performance metrics. In Sect. 4, simulation results and analysis are presented.
Finally, we come to a brief conclusion in Sect. 5.

3 Simulation Model and Performance Metrics

3.1 Simulation Model

Simulation scenario in 2000 � 1000 m2 with intersections, multi-lanes and traffic
lights is modeled in VanetMobiSim. Random Initial Position Generator, Random Trip
Generator and IDM_IM mobility model is adopted in our simulation. Specific
parameters setting in VANETs is showed in Table 1. Figure 1 shows mobile scenario
with 30 vehicles. Mobility topology file can be obtained in the xml script by adding

<extension 
class="de.uni_stuttgart.informatik.canu.mobisim.extension
s.NSOutput" output="filename"/> 
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NS2, release 2.35, is used to evaluate network performances with trace file gen-
erated by VanetMobiSim. Although CBRP is proposed long before, CBRP is not taken
in NS2, thus the very first step is to implement CBRP into NS-2.35. CBRP implement
has been done in early version with NS2, but the implement in update version NS-2.35
is more complicated. The implement work mainly include building ‘CBRP’ and adding
it into ns-2.35 directory. Files needed to be built in ‘CBRP’ include cbrpagent.
h/cbrpagent.cc, ntable.h/ntable.cc, hdr_cbrp.h/hdr_cbrp.cc and cbrp_packet.h. And
then ‘CBRP’ has to be created parallel with ‘AODV’ and ‘DSR’ under the ns-2.35
directory. After that there are some files in NS-2.35 needed to be changed accordingly:

Fig. 1. Simulation topology scenario with 30 vehicles and four different colors of vehicles is
used to distinguish vehicles traveling in four different lanes.

Table 1. Simulation parameters in VANETs modeled by VanetMobiSim

Parameters Values

Simulation dimension 2000 � 1000 m2

Simulation time 1000 s
Number of intersections 4
Number of lanes 4
Traffic lights/intersection 4
Traffic lights switching time 30 s
Number of vehicles 20–100
Maximum speed 30 km/h
Initial position model Random
Trip model Random
Mobility model IDM-IM
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(1) Define a new type of packet in common/packet.h by adding

#define HDR_CBRP(p) (hdr_cbrp::access(p)) 
…… 
static const packet t PT_CBRP = 73; 
…… 
name [PT_CBRP]=”CBRP”; 

(2) Add a function declaration ‘ void format cbrp(Packet *p, int 
offset);’ in trace/cmu-trace.h and its definition in trace/cmu-trace.cc.

void format cbrp(Packet *p, int offset) 
{ 
Hdr_cbrp *cbrph = HDR_CBRP(p); 
Hdr_ip _*ph = HDR_IP(p); 
sprintf(pt ->buffer() + offset, 
“[%d #%d %d->%d] [%d #%d %d %d %d->%d] 
[%d %d] [%d %d %d %d->%d]”, 
…… 
} 

(3) To unite CBRP and Otcl, in tcl/lib/ns-packet.tcl, add

Set protolist{ 
…… 
HDLC 
CBRP 
} 

(4) Change Makefile and Makefile.in by adding (Table 2).

‘cbrp/hdr cbrp.o cbrp/ntable.o cbrp/cbrpagent.o n’ 

Table 2. Simulation parameters in network simulator

Parameters Values

Simulation time 100 s
Transmission range 300 m
MAC protocol IEEE 802.11p
Routing protocol CBRP/AODV/DSR
Propagation model TwoWayGround
Packet type CBR
Packet size 512 bytes
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3.2 Performance Metrics

The network performance of CBRP is compared against AODV and DSR by the
following metrics:

(1) Average End-to-End Delay: it defines the whole sum of possible average time
such as taken by discovering path, retransmitting time in MAC layer and deliv-
ering efficient data packets from source nodes to destination nodes.

(2) Packet Loss Ratio: it is ratio of total number of packets dropped from source
nodes to the number of packets sent from source nodes.

(3) Route Costs: it is ratio of routing control packets to data packets of CBR.

4 Simulation Results

In this section, the network performance of CBRP compared to AODV and DSR is
presented and discussed. To obtain a proper evaluation on the performance differences,
ten groups of experiment were conducted. Simulation results is showed in Figs. 2, 3
and 4.

As number of vehicles increase from 20 to 100, traffic density changes from low to
high, packets delivering time from source vehicles to destination vehicles increase
resulting delay time in Fig. 2 increase accordingly. Packet loss ratio in Fig. 3 increases
as a result of packet congestion caused by vehicles growth. In Fig. 2, CBRP present
lowest delay. The experimental data shows that, in sparse vehicle density, delay of
AODV and DSR is higher 5–20 times that of CBRP. In Fig. 3, in low density CBRP,
AODV and DSR can achieve pretty close performance, while in high density, CBRP
present better packet loss ratio. In Fig. 4, both AODV and DSR increase slowly in low
density, while increase sharply in high density. However, in either sparse or dense
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network, CBRP displays smallest, stable and robust route costs. Especially in high
density, route costs of AODV and DSR is 10–40 times that of CBRP. In conclusion,
simulation results and analysis of experimental data prove the advantage of CBRP in
terms of delay, packet loss ratio and route costs.

5 Conclusions

In this paper, we present difficulties and challenges in VANETs, discuss flat and
hierarchy-based routing protocols and analyze existing models being used. Our sim-
ulation scenario is modeled by VanetMobiSim and network performance of CBRP,
AODV and DSR is analyzed in NS2. Simulation results indicate that, delay, packet loss
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ratio and route costs of the former is much better than that of the latter two, which
evidences, not only in theory but also in practice, the stronger robust performance of
CBRP especially under high density of VANETs.
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Abstract. Most of the super-resolution direction finding algorithms often
require the accurate array manifold, but the gain-phase of the channels is often
inconsistent in practical applications, which will lead to the estimation perfor-
mance deterioration. Therefore, a new method for direction of arrival (DOA) es-
timation of far-field sources in mixed far-field and near-field signals with
gain-phase error array is presented. First, fast Fourier transformation (FFT) is
performed on the received data, then matrix transformation is used for simplifying
the spectrum function, at last, DOA of far-field signals can be acquired by finding
the roots of corresponding polynomial. There is no need to calibrate the array,
simulations have shown that the proposed algorithm is effective.

Keywords: Direction of arrival � Gain-phase error � Far-field signals
Near-field signals � Wideband signals

1 Introduction

Super-resolution direction finding is one of the major researches in array signal, it is
extensively applied in radio monitoring [1–3], internet of things [4, 5] and military [6, 7].
Generally speaking, knowing the exact array manifold is the precondition to the esti-
mation, but the gain and the length of the channels are often not the same, which will lead
to the estimation performance deterioration, so it is necessary to correct the array.

In general, calibration methods in array signal processing can be classified into using
source and self correction. The former are realized by utilizing the assistant signal whose
location is known; The latter are usually based on some optimization functions to
calculate the directions and perturbation parameters of the array iteratively. Some of
these methods have their distinct advantages: Lee [8] proposed a covariance approxi-
mation method for near-field direction finding using a uniform linear array, it estimated
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DOA, together with unknown sensor gains and phases in the uncalibrated portion of the
array; Liu [9] presented an eigenstructure approach which synchronously obtained the
DOA and gain-phase perturbations without joint iteration; Cao and Ye [10] proposed a
calibration method for channel gain-phase uncertainty based on fourth-order cumulant
technique, it adapts to the background of non-Gaussian signals and Gaussian noise; Han
[11] considered the problem of DOA estimation based on a nonuniform linear nested
array, which is known to provide O(N2) degrees of freedom using only N sensors, and
the gain-phase errors can also be calculated by different subsequent processing.

In recent years, many experts have developed some DOA estimation algorithms of
mixed far-field and near-field sources (FFS and NFS), Liang [12] proposed a two-stage
dimensional multiple signal classification (MUSIC) algorithm with cumulant which
averted high-dimensional searching and parameters matching; Wang [13] presented a
novel localization algorithm for the mixed sources based on the polynomial decom-
posing method and high-order cumulant technique, but the computation is very com-
plex; In [14], a new mixed NFS and FFS localization algorithm based on sparse signal
recovery is addressed, it can provide the improved estimation accuracy comparing with
the traditional algorithm. All the methods above only adapt to narrowband signals, but
there are rare published literatures of gain-phase uncertainty calibration for mixed
wideband signals.

In this paper, a novel method for DOA estimation of far-field sources in mixed
far-field and near-field wideband signals in the presence of gain-phase uncertainty is
proposed. First, fast Fourier transformation (FFT) is performed on the received data,
then matrix transformation is used for simplifying the spectrum function, at last, DOA
of far-field signals can be acquired by finding the roots of corresponding polynomial.
There is no need to calibrate the array, so as to improve the calculation efficiency on the
premise of ensuring some level of precision and it is suitable for wideband coherent
signals as well.

2 Array Signal Model

2.1 Ideal Signal Model

It is shown in Fig. 1, there are N1 far-field linear frequency modulation wideband
signals sn1ðtÞðn1 ¼ 1; 2; � � � ;N1Þ and N2 near-field wideband signals sn2ðtÞðn2 ¼
1; 2; � � � ;N2Þ with the same energy arriving at the uniform linear array composed of
2Mþ 1 sensors, DOA of these signals are ½h1; � � � ; hN1 ; hN1 þ 1; � � � ; hN �, where
N ¼ N1 þN2, the distance of adjacent sensors is d, it is equal to half of the wavelength
of the center frequency of these sources, suppose N1, N2 is known in advance. The 0-th
sensor is deemed to be the reference. The frequency of all signals is limited in
½fLow; fHigh�, J points of fast Fourier transformation (FFT) are employed for the output of
the array, then we can model the signal as

XðfiÞ ¼ Aðfi; hÞSðfiÞþEðfiÞ ði ¼ 1; 2; � � � ; JÞ ð1Þ
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where fLow � fi � fHigh, XðfiÞ ¼ ½Xðfi; 1Þ; � � � ;Xðfi; zÞ; � � � ;Xðfi; ZÞ�, Z is the sampling
times at every frequency, and

Xðfi; zÞ ¼ ½X�Mðfi; zÞ; � � � ;X�mðfi; zÞ; � � � ;X0ðfi; zÞ; � � � ;Xmðfi; zÞ; � � � ;XMðfi; zÞ�T ð2Þ

here Xmðfi; zÞ is the z-th sampling data on the m-th sensor at fi, Aðfi; hÞ is the array
manifold at fi

Aðfi; hÞ ¼ ½aFSðfi; h1Þ; � � � ; aFSðfi; hn1Þ; � � � ; aFSðfi; hN1Þ; aNSðfi; hN1 þ 1Þ; � � � ; aNSðfi; hn2Þ; � � � ; aNSðfi; hNÞ�
¼ AFSðfiÞ;ANSðfiÞ½ � ði ¼ 1; 2; � � � ; JÞ

ð3Þ

where AFSðfiÞ ¼ ½aFSðfi; h1Þ; � � � ; aFSðfi; hn1Þ; � � � ; aFSðfi; hN1Þ� is the array manifold of
FFS at fi ideally, and aFSðfi; hn1Þ is the corresponding far-field steering vector of sn1ðtÞ;
ANSðfiÞ ¼ ½aNSðfi; hN1 þ 1Þ; � � � ; aNSðfi; hn2Þ; � � � ; aNSðfi; hNÞ� is the array manifold of NFS
at fi ideally, and aNSðfi; hn2Þ is the corresponding near-field steering vector of sn2ðtÞ, so
we have

aFSðfi; hn1Þ ¼ ½expð�j2 p fis�Mðhn1ÞÞ; � � � ; expð�j2 p fis�mðhn1ÞÞ; � � � ; 1; � � � ;
expð�j2 p fismðhn1ÞÞ; � � � ; expð�j2 p fisMðhn1ÞÞ�T n1 ¼ 1; 2; � � � ;N1ð Þ ð4Þ

where

smðhn1Þ ¼ m
d
c
sin hn1 m ¼ �M; � � � ;�m; � � � ; 0; � � � ;m; � � � ;M; n1 ¼ 1; 2; � � � ;N1ð Þ

ð5Þ

Fig. 1. Array signal model
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is the propagating delay for the n1-th ðn1 ¼ 1; 2; � � �N1Þ FFS arriving at the m-th
sensor with respect to the reference of the array, similarly

aNSðfi; hn2Þ ¼ ½expð�j2 p fis�Mðhn2ÞÞ � � � ; expð�j2 p fis�mðhn2ÞÞ; � � � ; 1 ; � � � ;
expð�j2p fismðhn2ÞÞ; � � � ; expð�j2 p fisMðhn2ÞÞ�T n2 ¼ 1; 2; � � � ;N2ð Þ ð6Þ

Combing geometrical relationship in Fig. 1, we have

smðhn2Þ ¼
ln2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2n2 þ mdð Þ2�2ln2md sin hn2

q
c

ð7Þ

It is the propagating delay for the NFS sn2ðtÞ arriving at the m-th sensor with respect
to the reference of the array, combing Fourier series, we can expand (7) [15]

smðhn2Þ ¼ �m2d2

4ln2c
cos 2hn2 þ

1
c
md sin hn2 �

m2d2

4ln2c
ð8Þ

In (1), there is

SðfiÞ ¼ SFSðfiÞ; SNSðfiÞ½ � T
¼ S1ðfiÞ; � � � ; Sn1ðfiÞ; � � � ; SN1ðfiÞ; SN1 þ 1ðfiÞ; � � � ; Sn2ðfiÞ; � � � ; SNðfiÞ½ � T

ði ¼ 1; 2; � � � ; JÞ
ð9Þ

it is the signal vector at fi, where SFSðfiÞ ¼ ½S1ðfiÞ; � � � ; Sn1ðfiÞ; � � � ; SN1ðfiÞ�T is the
vector of FFS, SNSðfiÞ ¼ ½SN1 þ 1ðfiÞ; � � � ; Sn2ðfiÞ; � � � ; SNðfiÞ�T is that of NFS. EðfiÞ is the
noise vector with mean 0 and variance r2ðfiÞ, then the ideal covariance matrix at fi is

RðfiÞ ¼ 1
Z
XðfiÞXHðfiÞ

¼ 1
Z
Aðfi; hÞSðfiÞSHðfiÞAHðfi; hÞþ r2ðfiÞIð2Mþ 1Þ�ð2Mþ 1Þ ði ¼ 1; 2; � � � ; JÞ

¼ RFSðfiÞþRNSðfiÞþ r2ðfiÞIð2Mþ 1Þ�ð2Mþ 1Þ

ð10Þ

Here the covariance matrix of FFS is RFSðfiÞ ¼ 1
Z AFSðfiÞSFSðfiÞSHFSðfiÞAH

FSðfiÞ, and
that of NFS is RNSðfiÞ ¼ 1

Z ANSðfiÞSNSðfiÞSHNSðfiÞAH
NSðfiÞ.
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2.2 Array Error Model

When there is gain-phase error in the array, the perturbation at fi can be expressed by

WðfiÞ ¼ diag ½W�MðfiÞ; � � � ; W�mðfiÞ; � � � ; 1; � � � ;WmðfiÞ; � � � ;WMðfiÞ�T
� �

ði ¼ 1; 2; � � � ; JÞ
ð11Þ

where

WmðfiÞ ¼ qmðfiÞej/mðfiÞ;m ¼ �M; � � � ;�m; � � � ; 0; � � � ;m; � � � ;M ði ¼ 1; 2; � � � ; JÞ
ð12Þ

is the gain-phase perturbation of the m-th sensor at fi, and qmðfiÞ, /mðfiÞ are the gain
and phase of the m-th sensor with respect to the 0-th sensor, at the moment, the steering
vector of the n-th signal at fi is

a0ðfi; hnÞ ¼ W�MðfiÞe�j2 p fis�MðhnÞ; � � � ;W�mðfiÞe�j2p fis�mðhnÞ; � � � ; 1; � � � ;
WmðfiÞe�j2 p fismðhnÞ; � � � ;WMðfiÞe�j2 p fisMðhnÞ

" #T

¼ diag ½W�MðfiÞ; � � � ;W�mðfiÞ; � � � ; 1; � � � ;WmðfiÞ; � � � ;WMðfiÞ�T
� �

aðfi; hnÞ
¼ WðfiÞaðfi; hnÞ ðn ¼ 1; 2; � � � ;NÞ

ð13Þ

The corresponding array manifold is

A0ðfi; hÞ ¼ ½a0FSðfi; h1Þ; � � � ; a0FSðfi; hn1Þ; � � � ; a0FSðfi; hN1Þ; a0FSðfi; hN1 þ 1Þ; � � � ; a0FSðfi; hn2Þ; � � � ; a0FSðfi; hNÞ�
¼ A0

FSðfiÞ; A0
FSðfiÞ

� �
¼ WðfiÞAðfi; hÞ

ð14Þ

where A0
FSðfiÞ ¼ WðfiÞAFSðfiÞ ¼ ½a0FSðfi; h1Þ; � � � ; a0FSðfi; hn1Þ; � � � ; a0FSðfi; hN1Þ� is the

array manifold of FFS, a0FSðfi; hn1Þ is the corresponding steering vector of sn1ðtÞ;
A0
NSðfiÞ ¼ WðfiÞANSðfiÞ ¼ ½a0NSðfi; hN1 þ 1Þ; � � � ; a0NSðfi; hn2Þ; � � � ; a0NSðfi; hNÞ� is the array

manifold of NFS, a0NSðfi; hn2Þ is the corresponding steering vector of sn2ðtÞ, then output
of the array at present is

X0ðfiÞ ¼ A0ðfi; hÞSðfiÞþEðfiÞ ¼ WðfiÞAðfi; hÞSðfiÞþEðfiÞ ði ¼ 1; 2; � � � ; JÞ ð15Þ

For the sake of simplicity, we also define the gain-phase uncertainty vector of the
array as

wðfiÞ ¼ ½ q�MðfiÞej/�MðfiÞ; � � � ; q�mðfiÞej/�mðfiÞ; � � � ; 1; � � � ; qmðfiÞej/mðfiÞ; � � � ; qMðfiÞej/MðfiÞ�T
ð16Þ
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3 Estimation Theory

First, the covariance matrix at fi in the presence of gain-phase perturbation is solved by

R0ðfiÞ ¼ 1
Z
X0ðfiÞ X0ðfiÞð ÞH

¼ 1
Z
A0ðfi; hÞSðfiÞSHðfiÞ A0ðfi; hÞð ÞH þ r2ðfiÞI 2Mþ 1ð Þ� 2Mþ 1ð Þ

¼ 1
Z
WðfiÞAðfi; hÞSðfiÞSHðfiÞAHðfi; hÞWHðfiÞþ r2ðfiÞI 2Mþ 1ð Þ� 2Mþ 1ð Þ

¼ R0
FSðfiÞþR0

NSðfiÞþ r2ðfiÞI 2Mþ 1ð Þ� 2Mþ 1ð Þ

ð17Þ

Where the covariance matrix of the FFS in the presence of gain-phase perturbation
is R0

FSðfiÞ ¼ 1=Z �WðfiÞAFSðfiÞSFSðfiÞSHFSðfiÞAH
FSðfiÞWHðfiÞ, that of the NFS is

R0
NSðfiÞ ¼ 1=Z �WðfiÞANSðfiÞSNSðfiÞSHNSðfiÞAH

NSðfiÞWHðfiÞ. Eigen-decomposition is
performed on R0ðfiÞ, we can obtain its eigenvector U0ðfiÞ ¼ U0

SðfiÞU0
EðfiÞ

� �
, here U0

SðfiÞ
is the signal eigenvector and U0

EðfiÞ is the noise eigenvector, the former can be utilized
to transform the received data on the focusing frequency

R00ðf0Þ ¼ 1
J

XJ
i¼1

TðfiÞR0ðfiÞTHðfiÞ ð18Þ

Where TðfiÞ ¼ U0
Sðf0Þ U0

SðfiÞ
� �H

is the focusing matrix, here the center frequency
can be used as f0. Similarly, Eigen-decomposition is performed on R00ðf0Þ, its noise
eigenvector UEðf0Þ is obtained, then combining multiple signal classification algorithm,
we can establish the following spatial spectrum

PMU�FðhÞ ¼ 1

a0FSðf0; hÞ
� �HUEðf0ÞUH

E ðf0Þa0FSðf0; hÞ
¼ 1

aHFSðf0; hÞWHðf0ÞUEðf0ÞUH
E ðf0ÞWðf0ÞaFSðf0; hÞ

¼ 1
Y

ð19Þ

Perform the following transformation on the denominator of the function above

Y ¼
XN1

n1¼1

aHFSðf0; hn1ÞWHðf0ÞUEðf0ÞUH
E ðf0ÞWðf0ÞaFSðf0; hn1Þ ð20Þ
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Simplify (20), we have

Y ¼
XN1

n1¼1

aHFSðf0; hn1ÞWHðf0ÞUEðf0ÞUH
E ðf0ÞWðf0ÞaFSðf0; hn1Þ

¼
XN1

n1¼1

wHðf0Þ diag aFSðf0; hn1Þð Þð ÞHUEðf0ÞUH
E ðf0Þdiag aFSðf0; hn1Þð Þ

n o
wðf0Þ

¼ wHðf0ÞDðf0; hÞwðf0Þ

ð21Þ

Where Dðf0; hÞ ¼
PN1

n1¼1
diag aFSðf0; hn1Þð Þð ÞHUEðf0ÞUH

E ðf0Þdiag aFSðf0; hn1Þð Þ
n o

, the

DOA of FFS can be solved by minimizing (21). As wðf0Þ 6¼ 0, wHðf0ÞDðfi; hÞwðf0Þ will
equal zero only if Dðf0; hÞ is singular, then h corresponds to the actual DOA at the
moment, so h1; � � � hN1 can be estimated by solving N1 roots of the following
polynomial

Dðf0; hÞj j ¼ 0 ð22Þ

The proposed method is suitable for far-field sources in mixed wideband signals, so
we can call it FMW method.

4 Simulations

Here, some simulations are presented for the method, consider some wideband chirp
signals impinge on a uniform linear array with 11 omnidirectional sensors, the sixth
sensor is defined as the reference, three FFS and two NFS arriving at the array from
ð25�; 35�; 45�Þ and ð5�; 15�Þ synchronously. The frequency of these wideband signals is
limited in ½0:1 GHz; 0:12 GHz�, and spacing d between adjacent sensors is equal to half of
the wavelength of the center frequency, the signal band is divided into 30 bins. Here we
will simplify the generation of the error, so the gain and phase of the every sensor relative
to the reference are respectively selected in ½0; 1:6� and ½�24�; 24��, the average of 200
Monte-Carlo trials is regarded as the result. EGP [10], MFN [16], two-sided correlation
transformation (TCT) [17] and FMW are respectively utilized for the estimation.

4.1 DOA Estimation for Narrowband Signals

Figure 2 is the estimation errors versus SNR at 0.11 GHz when sampling times Z is 20;
Fig. 3 presents that versus sampling times Z at 0.11 GHz when SNR is 6 dB. It can be
seen from Figs. 2 and 3, estimation errors decrease with the increase of SNR or
sampling times, and they are convergent finally. MFN can not apply to the gain-phase
perturbation, even though SNR is high or sampling times is large, a large error can not
be avoided all the same; EGP has to calibrate the array before estimating FFS, which
will also bring some uncertainty; By contrast, FMW is not necessary to correct the
array before calculating FFS, so it performs better than the other two methods.
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4.2 DOA Estimation for Wideband Signals

Figure 4 shows estimation error versus SNR of wideband coherent signals when
sampling times Z is 20; and Fig. 5 verifies that versus sampling times Z of wideband
coherent signals when SNR is 6 dB.

From Figs. 4 and 5 we know that FMW is still effective to wideband coherent
signals by focusing, and there are no obvious differences comparing with the cir-
cumstance of narrowband signals; though TCT is also suitable for wideband signals, it
has failed owing to the array error.

Fig. 2. DOA estimation errors at 0.11 GHz versus SNR

Fig. 3. DOA estimation errors at 0.11 GHz versus sampling times
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5 Conclusion

In the paper, a new method of estimating DOA of FFS in mixed FFS and NFS with
gain-phase error array is provided. It both applies to narrowband and wideband
coherent signals. In the meantime, it averts spectrum searching by directly finding roots
of the polynomial according to the special structure of the array, so the computational
efficiency is improved to a great extent.

Fig. 4. DOA estimation errors of wideband coherent signals versus SNR

Fig. 5. DOA estimation errors of wideband coherent signals versus sampling times
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Abstract. Previous recovery methods in the literature are usually based on grid
partition, which will bring about some perturbation to the eventual result. In the
paper, a novel idea for one-dimensional wideband signals by sparse recon-
struction in frequency domain is put forward. Firstly, Discrete Fourier Trans-
formation (DFT) is performed on the received data. Then the data of the
frequency with the most power is expressed by Fourier serious coefficients. On
this basis, the optimization functions and corresponding dual problems are
solved. After that the support set is calculated, and the primary sources of this
frequency and direction of arrival (DOA) can also be acquired. Comparing with
the traditional methods, the proposed approach has further improved the esti-
mation accuracy.

Keywords: Direction of arrival � Sparse reconstruction � Frequency domain
Wideband signals

1 Introduction

Direction of arrival (DOA) estimation methods based on sparse recovery is a hot topics
in recent years [1–7], and some good ideas have been put forward successively. Li [8]
made full use of the frequency distribution of a received signal to generate the
over-complete dictionary and it required no spectral decomposition or focusing. Xu [9]
used the Capon spectrum to design a weighted ‘1-norm penalty for choosing a proper
regularization parameter. He [10] provided a low complexity method for DOA esti-
mation via array covariance matrix sparse representation, the method showed an
extended-aperture and leaded to a significant improvement in the resolution limit.
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Based on different optimization problems which were solvable using second-order cone
(SOC) programming, Hu [11] introduced a perspective for DOA estimation without
knowing the signal number. Jagannath [12] derived a Bayesian Cramer-Rao bound for
the grid mismatch problem with the errors in variables model and proposed a block
sparse estimator for grid matching and sparse recovery, decreasing the computation
complexity properly. Amin [13] established the role of sparse arrays and sparse sam-
pling in antijam global navigation satellite systems and showed that both jammer DOA
estimation methods and mitigation techniques benefited from the design flexibility of
sparse arrays and their extended virtual apertures or coarrays.

DOA estimation by sparse reconstruction has lowered the demand for SNR and
number of snapshots to a large extent. But previous recovery methods in the literature
are usually based on grid division, which will bring about some perturbation to the
eventual result. Candes [14, 15] discussed the sparse recovery in continuous domain,
averted errors when signals were recovered in discrete domain, the estimation precision
had been improved greatly, it is a development of the application of compressed
sensing, but they did not tell us how to implement super-resolution direction finding for
wideband signals.

In the paper, a novel idea for one-dimensional wideband sources by sparse
reconstruction in frequency domain is put forward, Firstly, Discrete Fourier Trans-
formation (DFT) is performed on the received data. Then the data of the frequency with
the most power is expressed by Fourier serious coefficients. On this basis, the opti-
mization functions and corresponding dual problems are solved. After that the support
set is calculated, and the primary sources of this frequency and DOA can also be
acquired. Comparing with the traditional methods, the proposed approach has further
improved the estimation accuracy.

2 Signal Model

Consider N far field wideband signals snðtÞ ðn ¼ 1; 2; � � � ;NÞ with the same energy
arriving at the uniform linear array formed by M sensors from h1; � � � ; hN , it is illus-
trated as Fig. 1, the interval of adjacent sensors is d, which equals half of the wave-
length of center frequency, here N is known in advance. The signals and noise are

k

d
21 3 M

( )ks t

Fig. 1. Array signal model
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assumed to be Gaussian distribution, and independent of each other, the first sensor is
regarded as the reference, then output of the array can be modeled as

yðtÞ ¼
XN
n¼1

snðtÞ; � � � ;
XN
n¼1

sn t � ðm� 1Þ d
c
sinðhnÞ

� �
; � � � ;

XN
n¼1

sn t � ðM � 1Þ d
c
sinðhnÞ

� �" #T

þ b1ðtÞ; � � � ; bmðtÞ; � � � ; bMðtÞ½ �T

ð1Þ

Assume that number of the subbands is K, perform DFT on yðtÞ, the wideband
sources can be partitioned into K parts:

YðfkÞ ¼ AðfkÞSðfkÞþBðfkÞ k ¼ 1; � � � ;K ð2Þ

Here, BðfkÞ is the noise vector at fk with mean 0 and variance r2ðfkÞ, and the
steering vector matrix at fk is determined as

AðfkÞ ¼ aðfk; h1Þ; � � � ; aðfk; hNÞ½ �

¼

1 � � � 1

..

. ..
.

e �j2pfkmd
c sinðh1Þð Þ . . . e�j2pfkmd

c sinðhNÞ

..

. ..
.

e �j2pfkðM�1Þdc sinðh1Þð Þ . . . e �j2pfkðM�1Þdc sinðhN Þð Þ

2
66666664

3
77777775

ð3Þ

Here, aðfk; hnÞ is the direction vector of wideband source coming from hn ðn ¼
1; � � � ;NÞ at frequency fk. Suppose SðfkÞ is sparse, for example, the signal vector is
composed by some spikes [14], it can be expressed as the sparse model:

SðfkÞ ¼

S1ðfkÞ
..
.

SnðfkÞ
..
.

SNðfkÞ

2
6666664

3
7777775
¼

t21ðfkÞdu1ðfkÞ
..
.

t2nðfkÞdunðfkÞ
..
.

t2NðfkÞduNðfkÞ

2
6666664

3
7777775

ð4Þ

Where

unðfkÞ ¼
dfk
c

1� sinðhnÞð Þ ð5Þ

And dunðfkÞ is a dirac measure at unðfkÞ, define u1ðfkÞ; � � � ;uNðfkÞf g as the sparse
support set of SðfkÞ, where unðfkÞ contains direction of the nth signal, tnðfkÞ is cor-
responding amplitude.
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3 Estimation Theory

3.1 Infinite Samples

Assume that information of f0 has the more power than that of the other frequencies, the
covariance matrix at f0 is

RYðf0Þ ¼ E Yðf0ÞYHðf0Þ
� �

¼ Aðf0ÞRSðf0ÞAHðf0ÞþXðf0Þ

¼
XN
n¼1

t2nðf0Þ aðf0; hnÞaHðf0; hnÞþXðf0Þ
ð6Þ

Where

RSðf0Þ ¼ E Sðf0ÞSHðf0Þ
� � ¼ diag RSðf0Þð Þ ¼ diag t21ðf0Þ; � � � ; t2Nðf0Þ

� �T� �
ð7Þ

Here, RSðf0Þ ¼ t21ðf0Þ; � � � ; t2Nðf0Þ
� �T

, and

Xðf0Þ ¼ E Bðf0ÞBHðf0Þ
� � ¼ diag r2ðf0Þ; � � � ; r2ðf0Þ

� �T
1�M

� �
ð8Þ

Vectoring (6), we have

pðf0Þ ¼ vec RYðf0Þð Þ ¼ H f0ð ÞRSðf0ÞþCðf0Þ ð9Þ

Where Cðf0Þ ¼ r2ðf0ÞeT1 ; � � � ; r2ðf0ÞeTM
� �T, em is the vector with all zero elements,

except for the mth element, which equals one, and

Hðf0Þ ¼ A�ðf0Þ � Aðf0Þ ¼ a�ðf0; h1Þ � aðf0; h1Þ; � � � ; a�ðf0; hNÞ � aðf0; hNÞ½ � ð10Þ

Get rid of duplicate items in (9), then arrange them in order, we have

�pðf0Þ ¼ Hðf0ÞRSðf0ÞþCðf0Þ ð11Þ

Where

Hðf0Þ ¼
e �j2pf0ð2M�1Þdc sinðh1Þð Þ � � � e �j2pf0ð2M�1Þdc sinðhN Þð Þ
e �j2pf0ð2M�2Þdc sinðh1Þð Þ � � � e �j2pf0ð2M�2Þdc sinðhN Þð Þ

..

. . .
. ..

.

e j2pf0ð2M�1Þdc sinðh1Þð Þ � � � e j2pf0ð2M�1Þdc sinðhN Þð Þ

2
6664

3
7775 ð12Þ

Cðf0Þ is acquired after rearranging Cðf0Þ. Given a measure SðuÞ with u 2 ½0; 1�, the
Fourier serious coefficients of S2ðuÞ can be expressed as
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qðmÞ ¼
Z 1

0
exp �j2pmuð ÞS2ðuÞdu m ¼ �ð2M � 1Þ;�ð2M � 2Þ; � � � ; ð2M � 1Þ

ð13Þ

Combine (4) and (13)

qðm; f0Þ ¼
XN
n¼1

exp �j2pmunðf0Þð Þ t2nðf0Þ; m ¼ �ð2M � 1Þ;�ð2M � 2Þ; � � � ; ð2M � 1Þ

ð14Þ

So we have

Qðf0Þ ¼ Fðf0ÞRSðf0Þ ð15Þ

Where

Qðf0Þ ¼ q �ð2M � 1Þ; f0ð Þ; q �ð2M � 2Þ; f0ð Þ; � � � ; q ð2M � 1Þ; f0ð Þ½ �T ð16Þ

and

Fðf0Þ ¼
e j2pð2M�1Þu1ðf0Þð Þ . . . e j2pð2M�1ÞuN ðf0Þð Þ

e j2pð2M�2Þu1ðf0Þð Þ . . . e j2pð2M�2ÞuN ðf0Þð Þ

..

. . .
. ..

.

e �j2pð2M�1Þu1ðf0Þð Þ . . . e �j2pð2M�1ÞuN ðf0Þð Þ

2
6664

3
7775 ð17Þ

In order to reconstruct primary sources, it is possible to solve the following
question

min
RSðf0Þ

RSðf0Þk kTV; s:t:Qðf0Þ ¼ Fðf0ÞRSðf0Þ ð18Þ

where RSðf0Þk kTV¼
PN
n¼1

t2nðf0Þ, then we can recover the source Sðf0Þ if the interval

between uaðf0Þ and ubðf0Þ is wider than 2=f0 for 1	 a; b	N [14].

3.2 Finite Samples

In real systems, suppose the sampling times at every frequency is KP, the covariance
matrix can be acquired by

R̂Yðf0Þ ¼ 1
KP

XKP
kp¼1

Yðf0ÞYHðf0Þ ð19Þ
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Get rid of the noise item, we have

R̂Yðf0Þ � r2ðf0ÞI ¼ Aðf0ÞRSðf0ÞAHðf0ÞþDðf0Þ ð20Þ

Where Dðf0Þ is the corresponding error, r2ðf0Þ can be estimated according to the
eigenvalue, then

p̂ðf0Þ ¼ vec R̂Yðf0Þ
� 	 ¼ H f0ð ÞRSðf0ÞþCðf0ÞþWðf0Þ ð21Þ

Here Wðf0Þ ¼ vec Dðf0Þð Þ, take out repeated items in (21) and arrange them in
sequence, we have

�pðf0Þ ¼ H f0ð ÞRSðf0ÞþCðf0ÞþWðf0Þ ð22Þ

Where Wðf0Þ can be obtained by rearranging Wðf0Þ. Referring to (4), the linear
transform of (22) is

qðm; f0Þ ¼ exp �j2pm
df0
c

� �
�pmðf0Þ � Cmðf0Þ
� 	

¼ exp �j2pm
df0
c

� � XN
n¼1

exp j2pm
df0
c
sinðhnÞ

� �
t2nðf0ÞþWðm; f0Þ

 !

¼
XN
n¼1

exp �j2pm
df0
c
ð1� sin hnÞ

� �
t2nðf0Þþ exp �j2pm

df0
c

� �
Wðm; f0Þ

¼
XN
n¼1

exp �j2pmunðf0Þð Þ t2nðf0Þþxðm; f0Þ

ð23Þ

Where xðm; f0Þ ¼ exp �j2pm df0
c

� 	
Wðm; f0Þ; so we have

Qðf0Þ ¼ Fðf0ÞRsðf0Þþxðf0Þ ð24Þ

Where xðf0Þ ¼ x �ð2M � 1Þ; f0ð Þ; � � � ;xðm; f0Þ; � � � ;x ð2M � 1Þ; f0ð Þ½ �, similarly,
primary sources can be recovered by the question (25)

min
RSðf0Þ

RSðf0Þk kTV s:t: Qðf0Þ � Fðf0ÞRsðf0Þk k2 	 1ðf0Þj j ð25Þ

It can be recast as the formula below [14]

max
Uðf0Þ;Z

Re½Q�ðf0ÞUðf0Þ� � 1ðf0Þ Uðf0Þk k2 s:t:
Z Uðf0Þ

U�ðf0Þ 1


 �

 0; F�ðf0ÞUðf0Þk kL1 	 1

ð26Þ

56 J. Zhen and Y. Li



Where
P4Mþ 1�b

a¼1
Za;aþ b ¼ 1 b ¼ 0

0 b ¼ 1; 2; � � � ; 4M
�

;Z2Cð4M�1Þ�ð4M�1Þ is a Hermitian

matrix, and Uðf0Þ 2 Cð4M�1Þ�1 is the corresponding Lagrangian matrix for Qðf0Þ ¼
Fðf0ÞRsðf0Þþxðf0Þ, it can be acquired according to some softwares [16, 17].

We can use the equation below [15] to state the relationship between (25) and (26):

F�Uð Þ ðf0Þ ¼ sign Rsðf0Þk kTV
� 	 ð27Þ

So

FHðn; f0ÞUðf0Þ
  ¼ 1; ðn ¼ 1; � � � ;NÞ ð28Þ

Then DOA can be determined by integrating (5), (17) and (28), then the primary
sources can also be reconstructed according to (4). As the proposed sparse recon-
struction method is implemented in frequency domain, and suitable for one-
dimensional sources, we can call it SFO method for short.

4 Simulations

Here, some simulations are presented, consider some wideband sources impinge on a
uniform linear array with 12 omnidirectional sensors, the frequencies of these sources
are 4 GHz–5 GHz, frequency bins K = 10, sparse recovery methods in discrete domain
(SRD) [18] and SFO are respectively employed, eðf0Þ in the sparse reconstruction
method is taken as 1.2. The grids in discrete domain are partitioned according to sinðhÞ,
the step size is 0.004, 300 Monte-Carlo simulations have run for each condition.
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Fig. 2. Estimation error versus SNR
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4.1 Estimation Error Versus SNR

Suppose that four far-field wideband sources simultaneously arrive at the array with the
same energy from sinðhÞ ¼ ½0:213; 0:459; 0:576; 0:624�, Fig. 2 shows the estimation
errors versus signal to noise ratio (SNR) when sampling times at every frequency is 20;
Fig. 3 provides that versus sampling times at every frequency when SNR is 4 dB, and we
can see from the simulations, the estimation precision of SFOmethod is higher than SRD.

4.2 Resolution

Suppose that two wideband sources simultaneously impinge at the array with the same
energy from sinðhÞ ¼ ½0:76; 0:82�, SNR is 6 dB, sampling times at every frequency is 20,
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the normalization spectrum are illustrated in Figs. 4 and 5. It is seen that when the two
sources are near to each other, SFO can still resolve them more accurately than SRD.

5 Conclusion

The DOA estimation for one-dimensional wideband sources by sparse reconstruction in
frequency domain is put forward in this paper, only the information of the frequency
with the most energy is used. This method averts the uncertainty brought by sparse
reconstruction based on grid partition, and it still has a good property when the sam-
pling times are not enough or SNR is low.
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Abstract. Radar burst control has come into use in order to improve the sur-
vivability of combat aircraft and ensure operational effectiveness in the
increasingly harsh electronic warfare environment. The critical factor in radar
burst control is the radar burst timing. In this paper, a novel method is proposed
to determine the optimal timing based on constrained ordinal optimization.
Taking the combat effectiveness of air-to-air missile as the constraint condition,
the constrained ordinal optimization method is applied to the radar burst
detection of hybrid control. The optimal burst timing can be selected quickly
and efficiently while making the combat effectiveness maximized. Simulation
results indicate that the proposed method can significantly improve the
searching efficiency of the optimal radar burst timing.

Keywords: Radar optimal burst timing � Hybrid control
Constrained ordinal optimization � Operational effectiveness

1 Introduction

In order to improve the combat effectiveness and survivability of a combat aircraft in
the increasingly harsh electronic warfare environment, [1] proposed a radar burst
control technology based on airborne multi-sensor coordination. In the area of the
airborne multi-sensor co-tracking and radiation control, a significant research effort has
been made. [2] proposed a joint detection filter, a measurement of measuring uncer-
tainty with multiple sensors and single target tracking in the presence of clutter. In [3],
a distributed multi-sensor collaborative management method was proposed. [4–6]
focused on the sensor tracking, radiation control algorithm, and tracking accuracy.
However, to improve the overall combat effectiveness, the sensor needs to coordinate
with other units of command and control, communication and weapons. In the litera-
ture [7], a coordinated tracking method of airborne multi-sensor system based on
radiation control was discussed. The main idea of this method is to apply a real-time
control into radar switch machine in order to generate the radar intermittently radiate
electromagnetic waves. However, the radar burst detection problem is a complex
optimization problem which involves various random factors, computational time
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constrain, and an NP-hard type problem, and it cannot be expressed as an explicitly
definite optimization function. As such it is difficult to utilize the commonly used
optimization algorithms to the problem. As well-known, the Ordinal Optimization
theory can greatly reduce the computational complexity while ensuring a reasonably
good solution at a sufficiently high probability. Compared with the Ordinal Opti-
mization method, the selection set of the constrained ordinal optimization (COO) [8] is
smaller, and the computation time is greatly reduced.

In this paper, a hybrid control method is proposed for the radar burst detection
control. This method can effectively reduce the computational complexity caused by
calculating the residual norm in each measurement update. At the same time, the
multi-sensor information fusion tracking performance is linked with the combat
effectiveness. The effect of the radar burst detection technology on the combat effec-
tiveness is studied by using the air-to-air missile target intercept probability as the
combat effectiveness evaluation method. All the feasibility models are selected by
using the target probability of air-to-air missiles as the constraint condition, and then
the ordinal optimization method is used in the candidate solution set to determine the
optimal timing of the radar burst under the given combat effectiveness constraints.

This reminder of the paper is organized as follows: Sects. 2 and 3 are about the
principle of radar burst detection and its various control modes. Section 4 introduces
the method of determining the optimal burst timing of the radar under the guidance of
quality constraint. In Sect. 5 the determination of the optimal burst time of radar based
on COO method is discussed. The simulation results are discussed in Sect. 6 and the
performance of the proposed approach is evaluated. Finally, in Sect. 7 the main con-
tribution of this paper and the relevant future work are highlighted.

2 Radar Burst Detection

The so-called radar burst detection is a detection method when performing a probing
task during commission operations, the radar no longer continuously sends electro-
magnetic signals, but uses the periodic (or aperiodic) switch machine model. When a
probe signal is turned on, the frequency and the waveform of the transmitted signal are
also pseudo-random agility in the pulse. This makes it look like a radar were working at
different frequencies, and therefore, enables the system to have a low detectability so to
avoid being detected by other systems. Essentially it is a way of radar radiation control.

Figure 1 shows the working principle of the fire control radar burst detection. Its
essence is to moderate the normal radar working waveform by adding a control signal
to it. The burst time interval of the radar depends on the time interval of the control
signal Tc. The number of burst pulses N is determined by the pulse width of the burst
signal sc and the pulse width of the normal operating waveform s, i.e., N = sc/s. The
radar burst control signal is based on tracking accuracy or control system requirements
to determine the size of Tc and sc by the radar computer.

In order for the radar to find target more quickly and accurately in the use of burst
detection mode, we can let the radar work under the guidance of other airborne sensors.
This requires the radar to work with other sensors, and among them, is the multi-sensor
coordination radar burst detection tracking, and its process is shown in Fig. 2.
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3 Radar Burst Detection Control Method

To ensure the quality of the target tracking, the radar start-up time and the length of
each radiation must be strictly controlled. The method of determining the size of sc can
be found in [9]. In terms of the radar burst control technology, there are three main
ways to control the radar burst time as discussed below.

3.1 Equal Interval Control

The equal interval control method uses a fixed radar burst control signal interval Tc in
order for the radar to perform periodic burst detection. This control method is simple
and easy to implement. However, the off-line calculation process of the optimal radar
burst interval with different tracking accuracies is time-consuming, and the time
interval cannot be adjusted in real-time during the tracking process.
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Fig. 1. Radar burst detection working principle diagram
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Fig. 2. Radar burst detection process under multi-sensor coordination
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3.2 Real-Time Control

The basic idea of the real-time burst control is: according to a real-time tracking quality
assessment of the target being tracked by the sensor system, we can determine if the
radar burst is to be used to detect the target. This method has a great flexibility.

In [7], a radar real-time burst control method based on target residual norm was
discussed, which uses the comparison results of the target filter residual norm and a
given threshold to control the radar switch in real-time, and accordingly makes the
radar intermittently radiate electromagnetic waves. Consider the target residual norm as

dðkÞ ¼ vTk S
�1
k vk ð1Þ

where vk is the filter residual (innovation), Sk is innovation covariance, and d(k) obeys the
chi-square distributionwith a degree of freedomm (m is the observed dimension).We have

E½dðkÞ� ¼ m

r½dðkÞ� ¼
ffiffiffiffiffiffi
2m

p ð2Þ

Hence, the problem of whether the radar is turned on by the filter residual control
can be considered a hypothetical testing problem to test whether d(k) is in a confidence
interval centered at m.

When

m� krdðkÞ\dðkÞ\mþ krdðkÞ ð3Þ

holds, the radar is to be turned off, and no external radiation; otherwise, the radar is on to
detect. In Eq. (3) k is the coefficient that determines the length of the confidence interval,
called burst control factor, and its size is selected according to the actual situation.

3.3 Hybrid Control

Each of the two methods discussed above has its own advantages. In practical appli-
cations, these two control methods can be combined to use, that is, with a fixed interval
cycle Tc use the target residual norm to determine whether to turn the radar on. In this
way, we can not only avoid the problem of poor flexibility due to burst detection at
fixed cycles, but also reduce the computational complexity of calculating the residual
norm for each measurement update. This method can have a good balance between
flexibility and computational complexity compared with the other two control methods.
This paper adopts this method.

4 Determining the Optimal Radar Burst Timing Under
Guidance Quality Constraint

For the equal interval control, real-time control and hybrid control discussed above, it is
necessary to determine the burst control signal interval Tc or the burst control factor k in
advance to establish a pre-defined database, and then select appropriate Tc or
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k according to the specific problem in the actual commission delivery process. For the
problem of air-to-air missile combat guidance under multi-sensor coordination, the
theoretical analysis shows that the combat effectiveness of air-to-air missile is posi-
tively correlated with radar burst detection times. For this reason, with the goal of
maximizing the air-to-air missile operational effectiveness and the radar burst detection
times after missile launch, we establish an optimization problem in respect to Tc or k by
solving different target values under different conditions, and build a database to be
used for actual operations.

When the multi-sensor co-tracking a target, the timing of radar burst detection will
directly affect the tracking quality. And corresponding to the specific air-to-air missile
guidance process, this timing directly affects the guidance accuracy, and hence affects
seeker interception probability of the missile handover phase between midcourse
guidance and terminal guidance, and ultimately affects the operational effectiveness of
an air-to-air missile. This paper uses the missile intercept target probability Pc to reflect
the air-to-air missile operational effectiveness. To unify the different combat situations
and radar radiation durations of a missile guidance process under a certain air-to-air
missile launch distance, we define the radar burst boot rate as

a ¼ dne
tg

ð4Þ

to reflect the radar burst boot frequency of a combat process guided by an air-to-air
missile under multi-fighter multi-sensor coordination, where ne is the radar burst
detection times during the guidance, the duration of each detection is d; and tg indicates
the missile guidance duration, from the missile launch to the handover phase between
the midcourse guidance and the terminal guidance.

For the combat problem guided by an air-to-air missile under multi-fighter
multi-sensor cooperative, it is more convenient to reduce the airborne radar burst
detection times by as much as possible while maintaining the operational effectiveness
of air-to-air missiles. Therefore, the following constraint optimization problem can be
established:

For equal interval control,

min a ¼ f1ðTcÞ
s:t: Pc ¼ g1ðTcÞ� p

�
ð5Þ

For real-time control,

min a ¼ f2ðkÞ
s:t: Pc ¼ g2ðkÞ� p

�
ð6Þ

For hybrid control,

min a ¼ f3ðTc; kÞ
s:t: Pc ¼ g3ðTc; kÞ� p

�
ð7Þ
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Note that for the above optimization problems, the objective function f(•) and the
constraint condition g(•) cannot be expressed by an explicit function. We therefore use
air combat simulations to generate the relevant output results as the function output
values. As such, the above optimization problem is based on experimental optimization.

5 Determination of the Optimal Radar Burst Timing Based
on COO Method

We explore the advantages of using the Ordinal Optimization theory to solve the
complex simulation optimization problems we are facing.

5.1 Ordinal Optimization Theory

The Ordinal Optimization (OO) theory consists of two basic ideas: sorting comparison
and target softening. In a simple way, the ordinal optimization method divides the
problem optimization process into two phases: establishing a rough model in the first
stage based on known information and the understanding of the characteristics for
selecting a better performance solution from a large search space, and make the number
of solutions to be considered within a manageable scale. And then in the second stage
the real model is to be used to evaluate the performance of the solutions selected in the
first stage.

5.2 Constrained Ordinal Optimization

The traditional ordinal optimization only considers an unconstrained optimization
problem of a single objective. To address this limitation, a Constrained Ordinal
Optimization has been proposed by Zhao [8] to solve the problem of simulation
optimization with constraints.

The basic idea of the Constrained Ordinal Optimization is: First, the feasibility
model is used to scan and obtain a feasible solution, and then apply OO in the estimated
feasible solution set. The COO requires a smaller set of selection than the direct
application of OO without the feasibility model. At the same time, the size of the
selection set also depends on the accuracy of the feasibility model. The step of
determining the radar burst timing method based on COO is as follows (shown in
Fig. 3):

Step 1. Establish the air-to-air missile guidance combat simulation model under
multi-fighter multi-sensor cooperation. On this basis, a feasibility analysis model is
created based on the constraint condition function g(•), and the objective function of the
accurate calculation model is built up based on the objective function f(•). At the same
time, this objective function is used to determine the rough calculation model;

Step 2. Sample from the effective range of Tc or k values evenly at a regular interval
to form a decision solution set H;
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Step 3. Use the feasibility model, randomly extract N feasible solutions (i.e., the
solution of Pc � p) from H according to the principle of equal opportunity to form a
feasible solution set U;

Step 4. Use the blind selection rule and the rough calculation model to calculate the
feasible solution set U.

Step 5. Order the feasible solution set U by rough calculation solutions to estimate
the type of ordered performance curve, and constitute a sub-decision set Sf according to
the top sf feasible solutions from the sorted solutions. In accordance of the relevant
theory in the literature [10], the size of sf is determined by

sf ¼ ezkqgc þ g ð8Þ

where z, q, c and η can be found from the regression table in [10], g is the number of
elements in the sufficient subset G, and k is the number of elements in the intersection
of the sub-decision set Sf and the sufficient subset G.

Step 6. Simulate the sf feasible schemes selected from the sub-decision set Sf, and
sort out the results.

Step 7. Analyze the previously sorted ks feasible solutions of the exact simulation
results, the values of Tc and k corresponding to the radar burst optimal timing are
determined. Verify whether they are satisfied the constraint conditions.
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Fig. 3. The process of determining optimal radar burst timing based on the COO method
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In the above process, the establishment of an appropriate and reliable simulation
model is the first step to solve the optimization problem, and it is the most important
step. Below are the relevant simulation models to be adopted:

(1) Air combat simulation model based on multi-sensor cooperative
The model includes the basic combat aircraft model, air-to-air missile model,
sensor model, weapon fire control model, and detailed sensor management model
and tracking filter model.

(2) Feasibility analysis model
The feasibility analysis model is based on the constraint function g(•). For the
optimization problem of the optimal radar timing, the solution of the feasibility
analysis model is the air-to-air missile target intercept probability calculation
model. For air-to-air missile target intercept probability, the most commonly used
method is Monte Carlo simulation.

(3) Accurate calculation model of objective function
The exact calculation model is a detailed calculation model of the radar burst rate
based on the objective function f(•). According to the definition of radar burst
detection rate, it is necessary to record the number of radar bursts detected during
the period from the missile launch to the beginning of handing over the midcourse
to the terminal guidance. This process is carried out in combat simulation guided
by air-to-air missile under multi-fighter multi-sensor coordination. Due to the
randomness of the sensor measurement process, the statistical results obtained by
the single simulation have a significant uncertainty. Therefore, to make the sta-
tistical results more reliable, it is usually necessary to conduct Monte Carlo
simulation several times repeatedly, then take the average of the results of the
multiple experiments.

(4) Rough calculation model
Due to the limitation of the computational capacity and the evaluation time, it is
not feasible to use the simulation model to evaluate each feasible solution in real
time. According to the order comparison characteristics of the ordinal optimiza-
tion theory, we only need to establish the rough model of the evaluation function,
and make a quick assessment of each option. Therefore, we proposes to use a
partial sample value obtained by the simulation model to fit the precise model and
using the fitted model as a rough model for a rapid assessment.
We use an n-2n-2 three-layer error back propagation (BP) network model shown
in Fig. 4 to fit the simulation model. The network contains 2n hidden nodes (n is
the number of the network input nodes), and the activation function of each
hidden node is a sigmoid function. The node on the output layer adopts a linear
activation function. The network parameters will be determined throughout
training with the partial data obtained by the simulation evaluation model.
Compared with the rough calculation using the simulation model, the BP network
after fitting can not only reduce the time of rough calculation, but also ensure the
validity of the calculated data.
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6 Simulation Experiment

In our simulation, the burst period of an airborne radar was assumed to be controlled
within 0.1 s–10.0 s. A proper radar burst period was determined based on the
requirements that the target intercept probability would not less than 85% and the burst
rate would take the minimum when the air-to-air missile has been launched within
60 km–80 km.

Sampling the radar burst cycle by 0.1 s step length, missile launch distance by
1 km step gives a total of 100 � 21 = 2100 combination groups. It is not advisable to
do scheme optimization by traversal search, since it is very time-consuming using
Monte Carlo approach to determine the missile intercept probability. Our simulation
experiments have shown that: when taking 1 s as the simulation step, completing a
missile intercept probability calculation usually requires 70.59 s of CPU time, even
without considering the time of scenario edit and simulation framework start-up. The
simulation time would be about 132 s when the radar burst period was optimized by
0.2 s step. To complete more than 2000 sets of simulation calculation, it would take
about 70 h. Therefore, the COO method proposed in this paper was used to optimize:

(1) Rough calculation and evaluation model. From the above-mentioned 2100 com-
binations, 50 (10 � 5) groups were extracted by Tc = 1, 2, …, 10 s and D = 60,
65, …, 80 km, respectively. Calculating the corresponding missile intercept
probabilities and radar burst boot rates by step 1 s, and training a BP network with
the resultant data. The inputs of the BP network were the radar burst period and
the missile launch distance, and the output was the missile intercept probability
and the radar burst boot rate. The process took about 1 h.

(2) Using the trained BP network to roughly calculate the 2100 combinations quickly.
The process was completed in a minute.

(3) According to the rough calculation results, selecting any combination of the
missile intercept probability that satisfies Pc > 83% (considering the possible
impact of the model fitting error on the result, so to relax the constraints). Then the
selected combinations were merged together according to the radar burst period,
and sorted by the average radar burst rate from small to large.

(4) Selecting the five radar burst periods of the forward order to do accurate calcu-
lation by simulation step 1 s. At this time, a total of 5 � 21 = 105 groups of
experiments were conducted, consuming about 4 h.
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(5) Comparing and analyzing the accurate simulation results, the radar burst period
Tc = 3.6 s corresponding to the minimum average radar burst boot rate and sat-
isfying the target intercept probability not less than 85% when the missile launch
distance is within 60 km–80 km. Table 1 shows the target intercept probability
corresponding to the partial launch distance at Tc = 3.6 s, all of which meet the
requirements.

From the steps described above, it is evident that the COO method has greatly
reduced the workload in determining the radar optimal burst timing. Making the
duration of calculations reduced from more than 70 h of CPU time to 5 h. Hence, the
ordinal optimization method has a great advantage in solving the problem of simulation
optimization.

7 Conclusion

This paper presents a method to determine the radar optimal burst timing based on
Constrained Ordinal Optimization, and has applied it to air-to-air missile guidance
process. Simulation results indicate that using the Constrained Ordinal Optimization
method to determine the optimal radar burst timing can greatly improve the searching
probability under the conduction that the combat effectiveness is maximized, and
therefore effectively control the radar radiation and improve the stability and viability
of combat aircraft. In the future, we can use parallel computing technology to further
improve the searching efficiency.
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Abstract. Due to CCN has the advantages of content-centric, unstructured,
chunk-level and multipath, the Content Centric Mobile Ad-hoc Network
(CCMANET) applies the advantages of Content Centric Network (CCN) to
Mobile Ad-hoc Network (MANET). The method solves the problems of low
efficiency and unstable in transmission, which caused by nodes movement,
dynamical changes of topology, limited node capacity, instability of wireless
channel. This paper provides an overview of the existing technologies in
CCMANET. Firstly, the paper introduces the basic principle and the new fea-
tures of CCMANET. Secondly, the key techniques, such as caching, routing,
mobility management and security are visited. From this, some important
remaining challenges are raised.

Keywords: CCMANET � Content centric network � MANET
Routing � Mobility management � Security

1 Introduction

Mobile Ad-Hoc Networks (MANETs) [1] can provide efficient content sharing among
mobile nodes (MNs), but there are many shortcomings that limit the application of the
MANET in practice. MANETs are composed of MNs autonomous network, equipped
with wireless communication interface, between nodes can communicate directly,
without relying on any infrastructure. The network is particularly suitable for
self-organizing mobile scenes, including battlefields, vehicular networks and disaster
recovery [2, 3]. However, routing uncertainty and flexibility caused by node mobility
will pose a huge challenge to MANET. At present, traditional wireless protocols and IP
networks tend to perform poorly due to high mobility and compromise channels. So
safe and reliable content distribution is a key challenge in a destructive environment.

Based on the traditional network, the researchers have carried out extensive
research on various forms of MANET [4, 5]. However, the traditional host-based
transport mechanism limits the mobility management of the supporting nodes.
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As most of the MANET applications are “content-centric” information sharing,
such as picture, video, etc., don’t care about the content hosted in which node and
provided by which node. Therefore, the content delivery efficiency of the MANET is
expected to be improved effectively by using content-centric routing protocol than
using host-centric TCP/IP routing protocol. To validate, some researchers [6–8] have
used the idea of content centric network (CCN) to MANNET, and proved that the
method is a reasonable and effective.

CCN as a network example [9], its purpose is to allow content and services such as
access and transmission of resources to become the basic driving force of network
design. CCN uses the content name as the address instead of the IP-based host address.
It publishes the content request primarily by broadcasting, including the interest
grouping (IntPs) of the name of the requested content. Its IntPs is the node with the
data, through the intermediate node to the sender of the request to send data packets
(DatPs). The requesting node is able to receive multiple answers and select the “best”
answer. Each node used to transfer data is able to cache data for the same local request.
The local cache distributes the same content across multiple nodes, so the requesting
node can retrieve the content from multiple nodes and select the best node to transmit
the data. This basic paradigm “decouples” the resources with the hosts on which it
resides, enabling the network to efficiently locate and deliver the resources requested by
the endpoint.

Reference [10] investigated ad-hoc networking via CCN, and the authors of [8]
designed a video sharing system of Smartphone over content-centric networks, their
results demonstrate that the CCMANET is stable and reduce traffic overhead. In order
to improve the performance of CCMANET, a lot of researches about the caching,
routing, mobility management and security have been carried on. Moreover, in [11],
the CCN was introduced into the military network and emergency MANETs. Exper-
imental results, CCN can provide simple content search and system delivery in bat-
tlefield and first aid situations.

The main purpose of this paper is to overview of the CCMANET. The basic
structure of the rest is as follows. Section 2 mainly introduces the basic principle and
characteristics of CCMANET. Section 3 visits the key techniques of CCMANET.
Section 4 presents several challenging research directions in this subject, and finally
Sect. 5 concludes this paper.

2 CCMANET: Content Centric MANET

In this section, we review the general concept of CCN, and introduce the principle and
features of CCMANET.

2.1 Content Centric Network

In the CCN, each node maintains three data structures, including content storage (CS),
forwarding information base (FIB), and pending interest table (PIT). When a node
needs content, it only broadcasts a request packet, called the Interest package, which
contains the content name. When a node receives an Interest, it first searches for the
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contents of the locally cached content of the CS content and matches the content. If it is
found, which will send a DatP as a reply. Otherwise, PIT try to see if the pending
request is waiting for the same content by matching. If a match is found, the new
interface identifier is included in the PIT. When a DatP is received, it will be sent on all
node interfaces with entries in the PIT. If both CS and PIT can’t match, the node will
search in FIB. If a match is complete, the node appends a new entry to PIT and
forwards the interest. Data forwarding is simple; the packet follows the interest chain to
return to the original requester. Each node that transmits data performs data caching
later for the same local request.

CCN mainly through the host from the separation of resources, and focus on data
transfer rather than end-to-end coverage. Because of this innovative concept, CCNs are
expected to benefit from efficient MANETs retrieval and generate new interest.

2.2 Basic Principle of CCMANET

In CCMANET, if the node is interested in its contents, the node will broadcast IntPs to
all its neighbor nodes, as illustrated in Fig. 1, step ①. The name of the content is
included in the IntP.

Any node that receives IntP does the following: (1) To send the DatP and discard
the IntP, if the content is in the Content Store; (2) To discard the IntP, if IntP has been
seen; (3) If you do not see IntP, IntP adds an invisible entry to the PIT and forwards the
interest to the neighbor node (steps ②–③).

When a node receives the interest, any content node that contains its content store
will issue a DatP with a name that matches the name in IntP. DatP is forwarded to the
node of interest (step ④).

Any node that receives DatP will follow the following behavior: (1) The DatP is
relayed to the interface of the upstream node according to the DatP content name (steps
⑤–⑥) on the PIT. If you are interested in forwarding DatP, delete interest in PIT.

Fig. 1. CCMANET overview
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(2) According to the cache strategy, decide whether to cache or cache the contents of
the Content Store. If the cache is available, the subsequent request for the same object
can be answered from the node (as shown in steps ⑦–⑧, as shown in Fig. 1).

2.3 New Features of CCMANET

CCN can provide some benefits for MANETs, and is a host-centered effective alter-
native to the Internet paradigm, but this will not be conducive to the dynamic nature of
the mobile environment. In CCMANET, the mobile node can communicate according
to its own required data, rather than calculating a specific path for a particular node.
This greatly simplifies the implementation of CCMANET, and has the following new
features.

First, the CCN paradigm eliminates the need to assign an IP address or identifier to
each node; the node can transfer Interests and DatPs to each other through the appli-
cation data name. Static configuration is not possible because nodes such as node
mobility and Mobile IP are unsatisfactory [12]. Therefore, the CCN paradigm is very
useful in dynamic environments.

Second, there is no routing loop for this data name-based design, so IntPs can
forward multiple routes to multiple data paths; by analyzing the requested data in
multiple directions, the node can evaluate which path gives Out of the best perfor-
mance, and only to the future direction of interest to send the same interest. This
multi-path approach eliminates the critical dependency on a single path that is pre-
computed, and the routing update and routing state consistency between all nodes are
not critical.

Third, in-network caching and cache fragments of application data techniques can
be match the nature of MANET. For MANET, in the mobile environment, the tradi-
tional cache method can’t meet all condition that the stability of the routing path and
the byte cache node to obtain the exact path to follow the packet. Therefore they can’t
work properly. On the contrary, in the CCN, even if the path is neither stable nor
predictable, CCN can also be implemented cache. In view of the uniqueness of the
identity of the content, if the other node requests it, it can also be reused and can be
cached in any node that forwards it.

Finally, the CCN itself can support asynchronous data exchange between end
nodes. When internal caching data is used, the mobile node can be used as a link
between the disconnected areas, and can be communicated even in the case of inter-
mittent connections.

3 Overview Existing Key Technologies of CCMANET

Extending the CCN paradigm to MANETs will mainly lead to scalability and
mobility-related issues, so these issues must be properly addressed. Therefore, many
investigators have done some researches on the key technologies of CCMANET and
acquired many novel accomplishments. In this section, we will anatomize and conclude
researching achievement in the way, so as to impel the relative research to be in deeper
development.
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The CCMANET mainly includes the following 4 technologies. The purpose and
characteristics of each technology are as follows in Table 1.

Table 1. Purpose and characteristics of the four technologies

Technology Purpose Present situation and characteristics

Caching The CCMANET is to provide efficient
content retrieval to mobile nodes
without the support of any
communication infrastructure. As a
result, efficient caching schemes in
CCMANET are of significant interests

Combining CCN with MANET is one
of the keys to CCMANET.
Because CCN and MANET can’t use
caching schemes in CCMANET, this
also poses new challenges for
CCMANET’s caching solution

Routing In the CCN, when the node chooses an
interface to broadcast IntP, the
corresponding DatP follows IntP’s
bread-traces and returns to the data
consumer. Therefore, the CCMANET
efficient forwarding design is of great
significance

In CCMANET, one challenge is that
torrents will cause additional
bandwidth and power consumption;
another challenge is the caching of
clips. In a typical MANET
deployment, a node uses only one
interface, and the interface selective
design causes all nodes to flood all of
the IntPs it receives. At the same time
there is no predictability of IntP
destination connectivity and block
completion status, so the existing
single-path routing algorithm will
continue to find the first location to
send data packets, and ultimately may
lead to most of the IntP re-overflow

Mobility
management

To assess the effects of the node
mobility of CCMANET

The mobility of the source node
(SN) and the client node (CN) is the
two main mobility types of
CCMANET

Security The CCMANET mainly through its
unique name to protect the content
itself, in other words to ensure that it
claims a content item. Therefore,
CCMANET for the application of
security issues, mainly from the
content of the manufacturer’s trust and
data integrity of the two aspects to
consider

Theoretical analysis, any node has the
ability to publish a service content,
resulting in the existence of malicious
node manipulation routing. Obviously,
because this approach can require
nodes to expose their interest to the
network, so it can introduce privacy
challenges. If a third party is able to
map identifiers to possible common
content items, it may cause serious
damage to the user’s privacy. In
addition, there are other routing-related
security issues that have not yet been
fully explored
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3.1 Caching Technology

The present situation and characteristics of caching schemes made new challenges,
such as, no center, self-organized, name-centric routing, multi-path transmission and
in-network caching. In [10], the NDN (aka CCN) is introduced to improve the validity
and efficiency of MANET, and it is shown that NDN is a new research direction of ad
hoc network. However, the basic caching algorithm used in this article, and through the
content stored in the CCN to cache all the content passed. If this design function was
used in MANETs, it will bring too much duplicate content to the network.

In order to reduce the redundancy of contents in networks, Zeng introduced a
parameter, data interval, in DatP [13]. The value at which the node holding the content
sends data is set to the data interval, which determines the cache interval of the data
forwarding path. When the DatP is forwarded by the intermediate node, the value of the
data interval is decremented by one. If the data interval is equal to 0, the contents are
cached in the node’s content store and the data interval is reset. If the data interval is
not 0, the DatP will be relayed immediately. Experiments show that the network with
cache design can improve the performance, and the performance of the proposed cache
strategy is always superior to the traditional Ad-hoc On-demand distance vector
(AODV).

Different from the above research, the literature [14] mainly focused on how to
improve the performance of content replacement, and through the use of named data to
provide maximum content delivery information, and proposed a cache replacement
strategy, the strategy can not only identify the content popularity and also consider the
overlap of information, more suitable for MANET.

3.2 Routing Technology

A single physical node usually holds a complete data object, and the cache typically
retains only some data objects. Based on Listen First & Broadcast Later (LFBL), a
non-topology-independent data center forwarding protocol for wireless ad hoc net-
works is proposed [15]. Where the consumer decides the flood content request and the
intermediate node eavesdropping the packet to find out if they qualify for the
transponder. The receiver maintains the minimum state quantity in each node to per-
form all forwarding decisions. In order to avoid collisions, the data exchange phase
should follow the distance-based forwarding rules. Experimental results show that
LFBL is superior to AODV protocol in highly dynamic environment.

The NAIF is an NDM forwarding protocol [16], which aims to reduce the high
overhead of CCMANET routing design. In general, NAIF and NDNF are compatible
with all relevant relays, while LFBL implicitly selects the path between the consumer
and the data holder. By evaluating the performance of NAIF as well as the existing
CCMANET routing mechanism for NDNF and LFBL. Experiments show that in the
multi-consumer data retrieval program, NDNF and NAIF completion rate higher than
LFBL 30–60%. In both simulation and simulation, both NDNF and NAIF can reduce
bandwidth usage by as much as 54%, keep the average response time and completion
time close. Thus, NAIF can reload the data service as a starting point based on the
name forwarding method and design reliable naming data MANET.
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Although above mentioned researchers have proposed different routing technolo-
gies for MANETs, seldom system exploits them. Therefore, Yao et al. have imple-
mented a wireless ad-hoc content-centric network over smartphone and proposed a
loop-free name-based routing protocol [8]. Several smartphones are connected through
free Wi-Fi interface, and share their video and Inter-net resources. Data are exchanged
by name, not by IP again. The experimental results demonstrated that the wireless
ad-hoc content-centric network performs better than IP-based protocol, and is very
suitable in wire-less ad-hoc networks.

3.3 Mobility Management Technology

The mobility of the source node (SN) and the mobility of the client node (CN) are two
mobile types of CCMANET. For static grid topologies, Alfano and Garetto have set up
an ad-hoc networks with asymptotic delay-throughput trade-off based on
content-centric scenarios [17]. Experiments show that the mobility of the system often
leads to the decline of system performance, and the content of the characteristics of the
popularity of the system performance has an important impact.

3.3.1 The Source Node (SN) Mobility
The SN mobility has brought many problems, such as frequent routing updates and low
routing aggregation. In other words, the speed of the routing of all related content
routers is very slow due to the mobility of the content source. In order to decrease the
adverse effect on the system performance from the SN mobility, [18] proposed a
mobility management scheme based on a partially extended route update method. In
the CCN environment, this method is used in mobile consumer devices with content
data, which can reduce the number of routing table entries and network convergence
time. The operation of the partial path expansion (PPx) scheme consists of three steps:
movement indication, path extension and path update & revocation.

3.3.2 The Client Node (CN) Mobility
The CN mobility led to the DatPs cannot be relayed to the CN since the SN or other
intermediate nodes have no idea about the movement of the CN. To receive the content,
the CN has to send the Interest again from the new location. This incurs huge control
overhead for the network and delay experienced by the CN as the Interests need to be
retransmitted again every time the CN changes its location. To solve the problem, there
have been few schemes such as the Proxy-based mobility management [19], flow
mobility management architecture [20], tunnel-based routing architecture [21] and
architectures for solving the mobility issues in mobile ad-hoc networks for smart
phones [20] and in the emergency networks [11].

In the proxy-based scheme [19], a fixed physical proxy is configured as an overlay
architecture over IP networks. This scheme maintains the overall working of CCN
limited between mobile nodes and physical proxies while the communication between
the proxies is carried out using the normal Internet architecture. In [20], the flow
mobility management architecture on Proxy Mobile Internet Protocol (PMIPv6) has
been proposed. The architecture used physical mapping agent to solve the CN mobility
issue. This scheme is cost inefficient like proxy-based scheme with regard to extra
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physical mapping agents and could also have some memory issues. Tunnel based
routing scheme [21] outperforms the basic CCN in terms of control overhead, hit ratio
and content delivery time. This scheme tunnels the interest and data between the old
and new CN location. This scheme has triangular routing issues which have not been
catered yet.

3.4 Security Technology

Currently, existing security schemes [22] have been considered inefficient, unavailable,
and difficult to deploy, such as in public key encryption, PKI, and mobile application
scenarios. In particular, PKI services are not available in applications where there is no
infrastructure for in-vehicle networks. So CCMANET requires a more practical and
flexible mechanism, and can verify the relationship between the public-key binding and
the identity of the user.

In [23], the SECON of introducing CR and CRS was established. The function of
CRS includes not only support the content cache, intentional resolution and forwarding
of content-centric networks, but also supports descriptions of metadata from different
data patterns, translations, and other interesting names that CRS can’t perform.
In SECON, users provide content-centric security solutions by using peer-to-peer
exchange of information. Where the data owners can share encrypted published data
items with others without having to predict which potential users are interested. And
the proposed architecture supports several features, including secure intentional naming
of messages, content announcements, and retrieval.

In [24], a security scheme based on social networks is proposed, which is used to
solve the problem of the authenticity and integrity of network applications centered on
mobile information. In a reliable social network, it allows the requester to verify the
identity of the content creator and the public-key binding relationship through identity
binding retrieval. The program has been validated on small-scale artificial networks and
has demonstrated scalability in large real life social networks.

4 Challenges and Open Questions

Because of the limited space of the article, some important topics such as naming rules,
name look up and CCMANET applications. Related reference may be made to other
relevant literature, e.g. [25].

At present, there are still some challenges and open issues in achieving reliable and
efficient content sharing for CCMANET, such as the following aspects.

• Topology control. The dynamically changing topology is one of the most significant
features of MANET, which has an important impact on the performance of the
network. But there is no relevant public coverage for the relationship between
topologies and CCMANET performance. Therefore, there is an urgent need to study
the impact of topology on CCMANET performance and design topology control
mechanisms to optimize network performance.
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• Joint caching and routing. Usually, caching and routing are designed independently,
because caching primarily decides whether to cache resources, and routing is pri-
marily improved by improving the network performance based on the identified
resources and replicas. However, there are two aspects of the inevitable coupling.
For example, under different caching algorithms, the same routing algorithm may
show significant differences, and vice versa. In addition, in the future, the integrated
design of multipath routing and co-caching is a challenging issue in CCMANET.

• True opportunities and economy models. It is important that the economic and
engineering benefits of traditional MANET were quantified using CCN. In addition,
the need to develop the underlying network economic model to meet the business
community on the CCMANET comfort needs.

5 Conclusion

At present, the study of CCMANET field shows explosive growth, this article is
difficult to cover all related issues. Therefore, in this paper, we have a systematic
summary of CCMANET, and focus on the basic principles, new features, key tech-
nologies and remaining challenges. This will provide a complete understanding of
CCMANET for researchers and practitioners.
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Abstract. In order to suppress the broadcast storm, balance the energy con-
sumption of the nodes and provide certain reliability, we propose a cooperative
broadcast algorithm based on the successful broadcasting ratio and residual
energy of neighbor nodes (BSRREN). In this algorithm, each node in a network
calculates the broadcasting coefficient according to the successful broadcasting
ratio and residual energy. Then, the broadcasting coefficient encapsulated in the
broadcast packets is exchanged between neighbor nodes. Each node constructs a
neighbor information table (NIT) to store the broadcasting coefficient. Each node
dynamically selects up to four neighbor nodes which have the highest broadcast
coefficients as the forwarding nodes. The addresses of the four forwarding nodes
which are designated as the next hop forwarding nodes are encapsulated in the
broadcast packet headers. The transmissions of each node are randomly delayed
to reduce the probability of channel contention and message collision. The
simulation results show the BSRREN algorithm has lower forwarding node ratio
and higher network lifetime, which indicates the algorithm can effectively sup-
press broadcast storm and balance the energy consumption.

Keywords: Mobile ad hoc networks � Broadcast algorithms � Broadcast storm
Broadcast reliability � Energy balance � Successful broadcasting ratio

1 Introduction

Mobile ad hoc networks are a type of wireless communication networks which are
composed of a group of mobile nodes with wireless communication transceivers. They
are also called multi-hop and self-organizing networks. Broadcast is a technology by
which a source node sends the same message to all nodes in a network. It is widely
used in resource scheduling, transmission of network control information, route dis-
covery and maintenance, sending alarm signals and other applications in mobile ad hoc
networks.

Flooding is one of the simplest broadcasting schemes in mobile ad hoc networks. In
flooding, each node transmits a broadcast packet to its neighbor node immediately
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when the node receives the broadcast packet for the first time. But traditional flooding
introduces a large number of redundant transmissions which is usually referred to as
broadcast storm problem [1, 2]. Broadcast storm has a serious impact on network
throughput, channel utilization, QoS (Quality of Service) and other network perfor-
mance. Meanwhile, channel contending and packet collisions may exist during the
transmissions which lead to the unreliable broadcast problem [3]. In addition, due to the
limited energy of nodes, how to prolong the network lifetime is another issue that is
needed to be considered [4].

Currently, most researches are focused on suppressing the broadcast storm [5]. The
broadcast suppression schemes are basically classified as the probabilistic schemes,
neighbor information based schemes, hybrid schemes. All of them aim to suppress the
broadcast storm to certain extent. The probabilistic scheme is simple but it introduces
the problem of lower coverage problem. The neighbor information based scheme is
effective but complex. Some schemes need GPS (Global Positioning System) to
determine the distance or location, which leads to limited applications.

Broadcast unreliability may be caused by channel contending, packet collision,
channel and noise interruption. Broadcast unreliability may lead to the failure of net-
work routing, etc. Therefore, improving broadcast reliability is essential in ad hoc
networks [3]. Reliable broadcast algorithms are classified into the following categories:
acknowledgment based algorithms [6], spanning tree based broadcasting (such as
RMST [7]), time-division based broadcasting (such as RAPID reliable probability
broadcast algorithm [8]), and hybrid reliable broadcasting.

In the mobile Ad hoc network, each node is equipped with a battery whose energy
is limited. In order to prolong the lifetime of the entire network as much as possible, it
is important to improve the energy efficiency. The most common strategies to prolong
the network lifetime is minimizing energy consumption [4] and balancing the energy
consumption [9].

The BSRN algorithm can adjust the forwarding probability of the current node in
real time according to the averaged successful broadcasting ratio of the neighbor nodes
[10]. The algorithm can improve the network reachability and reduce the network
delay. But the strategy might cause the traffic concentrating to some nodes, which
results in unevenly energy consumption of nodes and thus a shorter network lifetime. In
the BSREB algorithm, a node determines its own forwarding probability according to
the node’s successful broadcasting ratio and the residual energy [9]. It does not need
any neighbor information. The algorithm can balance the energy consumption. How-
ever, the forwarding probability is only determined by its own successful broadcasting
ratio and residual energy which leads to the lower reachability of BSREB than that of
BSRN. In the DP algorithm, a node dynamically adjusts its own forwarding probability
according to the number of neighbors [11]. So it can mitigate the redundant retrans-
mission. However, the forwarding probability does not associate with the load of the
network. The improvement of performance in terms of reachability is limited.

In order to suppress broadcast storm, balance the energy consumption of a network
and provide network reliability, a cooperative broadcast algorithm based on the suc-
cessful broadcasting ratio and residual energy of neighbor nodes (BSRREN) in mobile
ad hoc networks is proposed in this paper.
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The rest of the paper is organized as follows: BSRREN is described in detail in
Sect. 2. The simulation scenarios and simulation results are presented in Sect. 3.
Section 4 concludes this paper.

2 BSRREN

In BSRREN, each node in a network needs to calculate its own broadcast coefficient is
determined by the successful broadcasting ratio and the residual energy before sending
a broadcast packet and encapsulate the broadcast coefficient into the broadcast packet
header.

Each node in the network maintains a NIT (Neighbor Information Table) which is
used to record the most recent broadcast coefficient of the neighbor nodes. After
receiving a broadcast packet, a node first judges the addresses of four forwarding nodes.
If its own address matches one of the addresses of the four forwarding nodes in the
packet header, the node will forward the packet just received. Or, if all of the addresses
of four forwarding nodes in the packet header are special addresses (254.255.255.255),
the packet is forwarded according to the probability. Before sending the packet, the
current node needs to select up to four next hop forwarding nodes according to the
broadcast coefficients of neighbor nodes which are stored in NIT. Because the degree
of usual networks is generally around four, up to four forwarding nodes are selected.

2.1 Calculation of Parameters

Take node k as an example, Nk denotes the number of packets broadcasted. Set Sk
denotes the number of packets that have been successfully broadcasted. Suppose the
initial value of Nk and Sk are 0. Increment Nk by one after the node k broadcasts a
packet and increment Sk by one after node k sends a broadcast packet successfully. Rk

denotes the successful broadcasting ratio which is initialized as Að0\A� 1Þ.

Rk ¼ Sk=NkðNk [ 0; Sk � 0Þ: ð1Þ

Rk 2 ½0; 1�, the greater the value of Rk is, the higher the reliability of the network is.
Assume the maximum energy of each node is Emax. Ekc denotes the energy con-

sumed by node k and Ek denotes the residual energy of node k. Then the residual
energy of the node is calculated as in Eq. (2).

Ek ¼ Emax � Ekc : ð2Þ

Assume that the energy consumed by the node when sending a broadcast packet is
Eks, the energy consumed by the node when receiving a broadcast packet is Ekr. Then,

Ek ¼ Emax � ðMksEks þMkrEkrÞ: ð3Þ

Here Mks is the number of the broadcast packets sent from node k. Mkr is the
number of broadcast packets received by node k.
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We set a threshold of residual energy Eth under which the node is not allowed to
forward any packet to save energy for receiving packets.

Node k, according to the successful broadcasting ratio Rk and the residual energy
Ek , calculates its own broadcast coefficient Bk as shown in Eq. (4)

Bk ¼ ð1� aÞRk þ a Ek
Emax

Ek �Eth

0 Ek\Eth

�
: ð4Þ

Where a is the weighting coefficient (0\a\1). The smaller the value of a is, the
more the forwarding probability is determined by the successful broadcasting ratio of
the node, which means more attention is paid to the broadcast reliability. The greater
the value of a is, the more the forwarding probability is determined by the residual
energy of the node, which means more attention is paid to the energy consumption and
the network lifetime.

2.2 Table Maintaining

The format of NIT is shown in Table 1. When a node receives a broadcast packet from
a neighbor node, it creates a new entry in the NIT for the neighbor node if it receives a
broadcast packet from this neighbor node for the first time. Otherwise, it updates the
corresponding entry for the neighbor node in the NIT. Meanwhile, set the timeout in
the entry for the neighbor node. The timeout is set to the initial value after the entry is
established or updated. If an entry in NIT is not refreshed within the timeout period, it
is not considered as the neighbor node of the current node neighbor node. Therefore,
the corresponding entry is removed from the NIT.

where:

IP address (current node: k): the IP address of node k;
IP address (neighbor node: j): the IP address of the jth neighbor node of node k;
Bkj: the broadcast coefficient of the jth neighbor node of node k;
tkj: the timeout of the jth neighbor node of node k.

Table 1. The format of NIT in a node

IP address (node: k)
IP address (neighbor 1: 1)

1tk
IP address (neighbor 2: )

2tk

A Cooperative Broadcast Algorithm Based on the Successful BSRREN 85



The record table of broadcast packet received and sent is shown in Table 2.

Where,

IP address (current node: k): IP address of the current node k.
IP address (source node: i): IP address of the source node i.
Packet sequence number x (from source node i): the broadcast packet with sequence
number x sent from the source node i.
Be received: whether the broadcast packet has been received, “Yes” indicates that it
has been received, “No” indicates that it has not been received.
Be broadcasted: whether the broadcast packet has been broadcasted, “Yes” indi-
cates that it has been broadcasted, “No” indicates that it has not been broadcasted.
Be successfully broadcasted: whether the broadcast packet has been successfully
broadcasted, “Yes” indicates that it has been successfully broadcasted, “No” indi-
cates that it has not been successfully broadcasted.

2.3 Sending Process of a Source Node

When the source node i receives a broadcast packet from the upper layer, it firstly
determines whether there is a NIT at node i. If not, use 254.255.255.255 as the
addresses of four forwarding nodes. Or, at most four neighbor nodes whose broad-
casting coefficients are maximum are selected as the forwarding nodes when the
number of neighbor nodes is greater than 4. Otherwise, all of neighbor nodes are
selected as forwarding nodes when the number of neighbor nodes is less than or equal
to 4. Then, node i calculates its own broadcast coefficient according to its successful
broadcasting ratio and the residual energy. After that, node i encapsulates the source
node address, the broadcast packet sequence number, the address of current node i, the
broadcast coefficient of node i and addresses of four forwarding nodes. Finally, node
i ends out the packet with probability 1. After that, node i updates the residual energy of

Table 2. The record format of broadcast packet received and sent

IP address (current node: k)
IP address (source node: i)

Packet sequence number x (from source node i)
Be received (Yes or No)

Be broadcasted (Yes or No)
Be successfully broadcasted (Yes or No)

IP address (current node: m)
Packet sequence number y (from source node: m)

Be received (Yes or No)
Be broadcasted (Yes or No)

Be successfully broadcasted (Yes or No)
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the node i, and increments the number of the packets broadcasted Ni by one, updates
the record of the packets broadcasted in the table of broadcast packet received and sent.

After sending the broadcast packet, the source node adopts the retransmission
mechanism when it does not receive the packet it originated to improve the reliability.
Whenever the source node i sends its own broadcast packet, it initializes response time
Tack, which is the sum of the broadcast packet transmission time, the maximum waiting
delay for forwarding and twice of the propagation delay. That the node does not receive
the broadcast packet it originates within Tack indicates the broadcast packet transmis-
sion is unsuccessful and it is necessary to retransmit the broadcast packet. Otherwise,
the packet broadcast transmission is successful. Thus, increment the number of the
broadcast packet successfully transmitted Si by one, update the table of the broadcast
packet received and sent, and record the packet which has been successfully broad-
casted by the source node, stop the timer of Tack. In this algorithm, the maximum
retransmission number of the source node is one.

2.4 Processing Process of a Relay Node

After a relay node k receives a packet from a neighbor node j, it processes as follows.

(1) Node k updates its own residual energy after receiving the broadcast packet from
the neighbor node j.

(2) If node k receives the broadcast packet from the neighbor node j for the first time,
it extracts IP address of the upstream neighbor node and the broadcast coefficient
Bj from the header of the received broadcast packet, establishes a new entry in the
NIT of node k. Then, the IP address of the neighbor node, the broadcast coefficient
of the neighbor node and the timeout tkj are written into the new entry established,
jump to (3). Otherwise, the current node updates the broadcast coefficient and the
timeout tkj in the corresponding entry of node j in the NIT, jump to (3). If the
timeout tkj expired, the entry of node j in the NIT is required to be deleted.

(3) Comparing the IP address of the source node and the sequence number of the
broadcast packet to the records in the record table of broadcast packet received
and sent, judge whether the current node has received the packet. If yes, jump to
(6). If not, it indicates that the current node received the packet for the first time.
Then, the current node first records that the packet has been received in the record
table of broadcast packet received and sent. Next, judge whether the addresses of
the four forwarding nodes in the received broadcast packet header are all
254.255.255.255. If yes, node k forwards the packet with probability of 0.7. Node
k uses a uniformly distributed function to generate a random number a. If a[ 0:7,
discard the packet directly and jump to (8). If a\0:7, the node forwards the
broadcast packet and then turn to (5).

(4) If all addresses of four forwarding node in the broadcast packet header are not
254.255.255.255, node k judge whether the address of node k matches one of the
four addresses. If not, discard the packet and jump to (8). If yes, continues.

(5) Node k selects up to four neighbors as the forwarding nodes which have the
maximum broadcast coefficient. If the number of neighbors is less than or equal to
4, all of these neighbors are selected as the forwarding nodes. If the number of
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neighbors is greater than four, exclude the node with the broadcast coefficient
which is 0, select the four neighbor nodes with the highest broadcast coefficient as
the forwarding nodes from the rest of neighbors, calculate the broadcast coeffi-
cient of node k according to its own successful broadcasting ratio and residual
energy, encapsulate the packet and send the broadcast packet. After that, record
the packet which has been broadcasted in the record table of packet received and
sent, update the number of packets broadcasted Nk and the residual energy Ek,
jump to (8).

(6) If the broadcast packet received has been received for more than one time, node
k judges whether the broadcast packet has been broadcasted in the record table of
packet received and sent. If not, it illustrates that the packet has been received but
not been broadcasted. This time it is processed in the same way. So discard the
packet directly, jump to (8).

(7) If the broadcast packet has been received and broadcasted, judge whether the
packet has been successfully broadcasted according to the record table of packet
received and sent. If not, node k records that the packet has been successfully
broadcasted in the record table of packet received and sent, increments Sk by 1,
discards the packet received. If yes, node k discards the packet received.

(8) End.

3 Simulation

3.1 The Simulation Scenario and Parameter Setting

To verify the performance of BSRREN, we conducted the simulations. BSRN, BSREB
and DP are used for comparison. The simulation parameters are set as follows.
A network covers an area of 1.0 km * 1.0 km. The rate of wireless interface is
11 Mb/s. Each node in the network uses IEEE802.11DCF as the MAC layer protocol.
Nodes in a network are randomly evenly distributed. Each source node uses the con-
stant bit rate (CBR) to send the broadcast packets. The size of each broadcast packet is
64 bytes, and the simulation time is 3 h. The wireless coverage of every node is 250 m.
The mobility model of nodes is the random waypoint model [12]. In this simulation, the
node pause time is 20 s, and the movement speed is selected from 0 to 10 m/s
randomly.

Scenario 1: The value of weight coefficient a is 0.5. CBR of sources is set to 4
packets/s. The number of network nodes is 30, 60, 90, 120 and 150, respectively.

Scenario 2: All parameters are the same as those in the Scenario 2 with exception
that the weight coefficient a is 0.3.

The simulations are conducted to acquire the performance in terms of ratio of
forwarding nodes, network lifetime, averaged end-to-end delay and reachability.

(1) Ratio of forwarding nodes
Ratio of forwarding nodes is defined as the ratio of the number of nodes partic-
ipating in forwarding to the total number of nodes in the network during the
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simulation. The lower ratio of forwarding nodes is, the lower the number of
redundant transmission is, the less channel contending and the less collision have.

(2) Network lifetime
Network lifetime is the duration from the beginning of the simulation to the time
when a node first depletes its energy. Assume the total energy of each node in a
network is equal, and the energy consumed by each node for sending or receiving
a broadcast packet is equal.

(3) Average end-to-end delay
Average end-to-end delay is the averaged delay between the time when a source
node sending a broadcast packet to the time when each destination receiving the
packet.

(4) Reachability
Reachability is the ratio of the number of broadcast packets actually received by
all destination nodes to the number of broadcast packets that should be received
by all destinations. Assume the number of nodes in the network is N, the number
of the broadcast packets sent by the source node i is M, and the number of the
broadcast packets received by node k is Dk . The reachability of the network is

REAaver ¼
XN�1

k¼0&k 6¼i

Dk=ðM � ðN � 1ÞÞ: ð5Þ

3.2 Simulation Results and Analysis

(1) Ratio of forwarding nodes
Figure 1 shows the ratio of forwarding nodes versus the number of nodes in a
network. As is seen, BSRREN and DP have better performance than BSRN and
BSREB in terms of the ratio of forwarding nodes. In the BSRREN algorithm,
maximum four nodes with high successful broadcasting ratio and high residual
energy are selected to forward the broadcast packets. It can effectively avoid that
too many nodes involve in forwarding broadcast packets. Thus, BSRREN can
effectively reduce the transmission redundancy and channel contending which
may lead to the broadcast storm. The DP algorithm can adjust the forwarding
probability of nodes in real time according to the density of network nodes, and
thus ratio of forwarding nodes is reduced.

(2) Network lifetime
Figure 2 presents the network lifetime versus the number of network nodes. From
Fig. 2, we can see that the network lifetime drops down with the increase of the
number of nodes in the network. The network lifetime of BSRREN is much larger
than that of BSRN and BSREB and is slightly larger than that of DP. The first
reason is that less energy is consumed since fewer nodes involve in forwarding.
Secondly, the energy balance strategy is adopted in BERREN, which prolongs the
network lifetime. Thirdly, higher successful broadcasting ratio is one of the fac-
tors when determining forwarding nodes. As a result, fewer channel contending
and packet collision occur, which also leads to a longer network lifetime. Instead,
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BSRN, BSREB and DP are all probabilistic algorithm. More forwarding nodes
involve in forwarding. Thus they have shorter network lifetime.

(3) Average end-to-end delay
Figure 3 is the average end-to-end delay versus the number of nodes in a network.
From Fig. 3, the average end-to-end delay of BSRREN is larger than that of the
other three algorithms. This can be explained by observing that packets do not
usually travel over the shortest path since fewer nodes are selected as the for-
warding nodes in BSRREN. The other three algorithms, however, are proba-
bilistic algorithms which are more likely to select shorter path for packet
forwarding.

Fig. 1. Ratio of forwarding nodes versus
the number of nodes in a network

Fig. 2. Network lifetime versus the number of
nodes in a network

Fig. 3. Average end-to-end delay versus
the number of nodes in a network

Fig. 4. Reachability versus the number of nodes
in a network
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(4) Reachability
Figure 4 shows the reachability of the four algorithms versus the number of nodes
in a network. When a is 0.3, the reachability of BSRREN is comparable to that of
BSREB, but it is still lower than that of BSRN and DP. The reason is that fewer
nodes involve in forwarding in BSRREN and therefore less broadcast coverage is
acquired.

4 Conclusions

In this paper, to suppress the broadcast storm, balance energy consumption and provide
broadcast reliability, a cooperative broadcast algorithm based on the successful
broadcasting ratio and residual energy of neighbor nodes in mobile ad hoc networks is
presented. Simulation results show that BSRREN is effective to suppress broadcast
storm, prolong network lifetime and provide broadcast reliability to certain extent.

Acknowledgments. The work is partially supported by The Graduate Science and Technology
Innovation Project of Zhejiang Gongshang University (virtual force based cooperative broadcast
algorithm in wireless ad hoc networks).

References

1. Williams, B., Camp, T.: Comparison of broadcasting techniques for mobile ad hoc networks.
In: The 3rd ACM International Symposium on Mobile Ad Hoc Networking and Computing,
New York, pp. 194–205 (2002)

2. Tseng, Y.C., Ni, S.Y., Chen, Y.S., Sheu, J.P.: The broadcast storm problem in a mobile ad
hoc network. Wirel. Netw. 8(2/3), 153–167 (2002)

3. Vollset, E., Ezhilchelvan, P.: A survey of reliable broadcast protocols for mobile ad hoc
networks. Technical report CS-TR-792. University of Newcastle upon Tyne (2003)

4. Wan, P.J., Călinescu, G., Li, X.Y., Frieder, O.: Minimum-energy broadcast routing in static
ad hoc wireless networks. Wirel. Netw. 8, 607–617 (2002)

5. Reina, D.G., Toral, S.L., Johnson, P., Barrero, F.: A survey on probabilistic broadcast
schemes for wireless ad hoc networks. Ad Hoc Netw. 25(Part A), 263–292 (2015)

6. Lou, W., Wu, J.: A reliable broadcast algorithm with selected acknowledgements in mobile
ad hoc network. In: IEEE Global Telecommunications Conference, vol. 6, pp. 3536–3541
(2003)

7. Lipman, J., Paul, B., Joe, C.: Reliable optimised flooding in ad hoc networks. In:
Proceedings of the IEEE 6th Circuits and Systems Symposium on Emerging Technologies:
Frontiers of Mobile and Wireless Communication, vol. 2, pp. 521–524 (2004)

8. Drabkin, V., Friedman, R., Kliot, G., Segal, M.: RAPID: reliable probabilistic dissemination
in wireless ad-hoc networks. In: 26th IEEE International Symposium on Reliable Distributed
Systems, pp. 13–22 (2007)

9. Liu, K.: Research on Broadcast Algorithm Based on Successful Broadcasting Ratio and
Energy Balance of Nodes in Mobile Ad Hoc Networks. Zhejiang Gongshang University,
Hangzhou, Zhejiang (2015). (in Chinese)

10. Yu, Y.: Research on Broadcast Algorithm Based on Successful Broadcasting Ratio of
Neighbor Nodes. Zhejiang Gongshang University, Hangzhou, Zhejiang (2015). (in Chinese)

A Cooperative Broadcast Algorithm Based on the Successful BSRREN 91



11. Hanashi, A.M., Siddique, A., Awan, I., Woodward, M.: Performance evaluation of dynamic
probabilistic broadcasting for flooding in mobile ad hoc networks. Simul. Model. Pract.
Theory 17, 364–375 (2009)

12. Bettstetter, C., Resta, G., Santi, P.: The node distribution of the random waypoint mobility
model for wireless ad hoc networks. IEEE Trans. Mobile Comput. 2, 257–261 (2003)

92 Y. Deng et al.



Signal Processing for Communications



Joint User Association and ABS
for Energy-Efficient eICIC

in Heterogeneous Cellular Network

Jie Zheng1(B) , Ling Gao2(B), Hai Wang1, Jinping Niu1, Xiaoya Li1,
and Jie Ren1

1 School of Information and Technology, Northwest University, Xi’an 710127, China
jzheng@nwu.edu.cn

2 Xi’an Polytechnic University and Northwest University, Xi’an 710071, China
gl@nwu.edu.cn

Abstract. In the work, we design a novel EE-eICIC algorithm to deal
with determining the amount of almost blank subframes (ABS) and
user should associate with pico or macro from energy efficiency per-
spective. Using a generalized fractional programming theory and the
convex programming, we propose an iterative and relaxed-rounding algo-
rithm to deal with the problem. Numerical experiments show that the
proposed EE-eICIC method can obtain superior performance comparing
with state-of-the-art algorithms in terms of energy efficiency of system.

Keywords: Energy efficiency (EE)
Enhanced inter-cell interference coordination (eICIC) · Load balancing
Heterogeneous cellular network (HetNet)

1 Introduction

The 3GPP standard has proposed the eICIC that macrocell make its down-
link transmission silent in specific time frames, namely almost blank subframes
(ABSs) [1]. The user associated with small cell can transmit at a higher data
rate for ABSs due to much less interference.

The eICIC allocation is related with the user association, i.e., the allocation
of ABS and user association rule decide the airtime resources and the allocated
user to macro or pico. Most exsit works [2–4] have focused on different dynamic
ABS configuration schemes for load balancing between macro cell and small cell
with the dynamic variations of load. But these works almost pay more attention
to improving the network throughput but neglect the energy efficiency (EE). And
only ABS configuration cannot meet the need to reduce cross-tier interference
significantly when the number of picocell is large [5]. The work [6] has point out
that bias setting for per-tier is not efficient for EE on load balancing. It reveals
that the user association for EE is quite different from that for load balancing
investigated for system capacity on interference management.
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Interference management together with reducing energy consumption should
be considered jointly in HetNets [7]. However, the association of UE is prede-
termined with SINR in the downlink between macro and pico. Therefore, we
propose an energy-efficient joint UE association and ABS scheme for eICIC.

2 System Model

We consider the TDD system in two-tiers HetNets, where the subframe and ABS
for eICIC are configured dynamically. For the purpose of signal to interference
plus noise ratio (SINR) model, we distinguish downlink association into two
categories: pico-associated and macro-associated. Table 1 gives the expression of
variables.

Table 1. The expression of variables

Notation Description

PRx(u) The received power of user

PBS(u) The received interference from BS (pico or macro)

Nsf The number of ABS-period

Nm Non-ABS subframes used by pico

Ap ABS subframes used by pico

xu Airtime in non-ABS subframes for user

yu,A(nA) Airtime in ABS (non-ABS) subframes for user

pBS
u The transmit power of BS (macro or pico)

pmacro
ref The broadcast signals power for macro over ABS subframes

The SINR of user associated with pico is

SINRpico(u) =

{
PRx(u)

Ppico(u)+N0
for ABS

PRx(u)
Ppico(u)+Pmacro(u)+N0

for non-ABS
(1)

The SINR of user associated with macro is

SINRmacro(u) =
PRx(u)

Ppico(u) + Pmacro(u) + N0
for non-ABS (2)

So, we obtain the date rate for user from Shannon capacity formulation.

3 Optimization Problem Formulation

Our objective is to maximize the EE of network and still satisfies the basic
rate requirements of all the users. Naturally, we jointly optimize these variables
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ψ = {Ru, Pu, xu, yu,A, yu,nA, Ap, Nm} to obtain the EE-eICIC algorithm by the
following optimization problem (OP1). The problem variables are denoted in
Table 1.

max
ψ

∑
u Ru∑
u Pu

(3)

Ru ≤ rmacro
u · xu + rpicou,A · yu,A + rpicou,nA · yu,nA (4)

Pu ≤ pmacro
u · xu + (ppicou + Pmacro

ref ) · yu,A + ppicou · yu,nA (5)

xu · (yu,A + yu,nA) = 0 (6)
Ap + Nm ≤ Nsf ,∀p,m ∈ IBS (7)∑

u∈Um

xu ≤ Nm,∀m ∈ M (8)

∑
u∈Up

yu,A ≤ Ap,∀p ∈ P (9)

∑
u∈Up

yu,A + yu,nA ≤ Nsf ,∀p ∈ P (10)

xu ≥ 0, yu,A ≥ 0, yu,nA ≥ 0 (11)

Ap, Nm ≤ N+,∀p,m ∈ IBS (12)

where N+ denotes the positive integers.
The (4) and (5) state the rate and power consumption for a user is lim-

ited the airtimes obtained from macro or pico. The (6) denotes association con-
straint, which user only associates with either macro or pico, but not both.
The (7) ensures that the ABS subframes used by pico in IBS , where IBS ,
BS ∈ {macrocell, picocell} denotes that the set of basestation interfered with
each other. The (8) states that airtime used by user from macro is less than the
total ABS Nm. The (9) states airtime allocated to the UE from a pico is less
than the total available ABS subframes Ap. The (10) states airtime allocated to
the UE from a pico is less than the period of ABS Nsf .

Since the OP1 is a mixed integer programming problem, the solution to OP1
is generally NP-hard [8]. We solve it in a suboptimal way. The structure of
(3) is exploited to reformulate with generalized fractional programming [9]. The
optimization problem (OP2) can be solved in Algorithm 1 for a given η (e.g., ηk
at iteration k) is

maxψ (Ru − ηPu)
s.t. (4) − (12) (13)

But it is hard to solve (13) for a given η. Even with in a single pico and a
single interfering macro, the OP2 problem is also NP-hard [1].
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Algorithm 1. Iterative Algorithm for EE-eICIC
1: Set the error tolerance ε > 0 and the maximum iteration number Kmax

2: while Stop == 0 and k ≤ Kmax do
3: Solve the problem OP2 for a given ηk

EE

4: if |ηk
EE | = |(Rk

u − ηk
EEP k

u )| < ε then
5: Stop = 1;
6: return the optimal EE-eICIC configuration policy ψopt and maximal ηopt

EE

7: else
8: set ηEE = Ru

Pu
and k = k + 1, Stop = 0.

9: end if
10: end while

4 Algorithm for Nonlinear Program

In the section, we introduce two stages algorithm in polynomial time to deal
with the OP2. The description is as follows in detail.

4.1 Solution for the Relaxed Problem OP3

Firstly, we solve the relaxed problem OP3 from OP2. The OP3 is computed by
ignoring the constraints (6) and relaxing the (12) on Nm and Ap into positive
real numbers. The OP3 can be denoted as:

maxψ Ru − ηPu

s.t. (4) − (5) and (7) − (11)
Ap, Nm ∈ R+,∀p,m ∈ IBS

(14)

where R+ denotes the positive real numbers. The relaxed OP3 is a convex pro-
gramming, so we introduce the CVX tools [10] to solve the OP3, which is defined
as Algorithm 2. Algorithm 2: CVX with (14).

4.2 Interger Rounding the Result of Algorithm 2

To get the feasible solution of Nm and Ap for OP2, we adopt the rounding
method:

Rnd(x) =

{
floor(x) x <

Nsf

2

ceil(x) x ≥ Nsf

2

(15)

where floor is round down and ceil is round up. The rounding and EE-association
scheme are shown in Algorithm 3.

5 Numerical Results

For the purpose of this study, Tx power of macros and pico are set to 36 dBm and
30 dBm, and the broadcast signals power from macro in ABS is set to 23 dBm.
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Algorithm 3. The rounding and association Algorithm
1: EE-ABS Rounding : To make N∗

m and A∗
p integer values. N∗

m =

Rnd(N
′
m) and A∗

p = Rnd(A
′
p) ,where N

′
m and A

′
p are results of Algorithm 2.

2: UE EE-Association for Downlink :

Rmacro
u = rmacro

u · x̃u, Pmacro
u = pmacro

u · x̃u (16)

Rpico
u = rpicou,A ·ỹu,A+rpicou,nA·ỹu,nA, P pico

u = (ppico
u +Pmacro

ref )·ỹu,A+ppico
u ·ỹu,nA (17)

where x̃u, ỹu,A, ỹu,nA is output of Algorithm 2. Computing ηpico
u =

Rpico
u

P
pico
u

, ηmacro
u =

Rmacro
u

Pmacro
u

. If ηmacro
u > ηpico

u , user can connect with macro, or with pico.

3: Energy-Efficient Computation:
For each user, calculate the time scale of frame

x̂u =
x̃u · N∗

m

Xm
, ŷu,A =

ỹu,A · A∗
p

Yp,A
, ŷu,nA =

ỹu,nA · (Nsf − A∗
p)

Yp,nA
(18)

Finally, the rate and power consumption of user are computed in macrocell or
picocell. For u ∈ U∗

m, Ru
∗ = rmacro

u · x̂u, P ∗
u = pmacro

u · x̂u. For u ∈ U∗
p , Ru

∗ =
rpicou,A · ŷu,A + rpicou,nA · ŷu,nA, P ∗

u = (ppico
u + Pmacro

ref ) · ŷu,A + ppico
u · ŷu,nA. So the EE

of user: η∗
u =

R∗
u

P∗
u

.

For comparison, three methods we use are as follows: (1) Max sum rate with
eICIC (MaxSUMRate) [11], (2) Max log rate with eICIC (MaxSUMlogRate) [1],
(3) Proposed method Max EE with eICIC (MaxEE).

In Fig. 1, we plot the convergence evolution of the overall convergence rate
of EE-eICIC Algorithm under the system of one macrocell, two picocells and
thirty users. It is observed that it converges typically in ten steps.

Figure 2 shows the effect of the number of users on energy efficiency of sys-
tem, with the number of macro is 1 and the number pico is 2. In Fig. 3, it is
shown that MaxEE achieves significant energy efficiency gain over MaxSUMlo-
gRate and MaxSUMRate. The proposed scheme MaxEE is improve the energy
efficiency gain average by 21.4% and 43.6%, compared to MaxSUMRate and
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MaxSUMlogRate respectively. We can see that the eICIC need to be design
from energy efficiency perspective.

In Fig. 3, we can see that the proposed MaxEE obtains the best EE perfor-
mance, which has the EE gain by about 23.44% and 64.71% over the MaxSUM-
Rate and MaxSUMlogRate on average. Moreover, the EE gain increases with the
number of picos, which mean that the small cell is energy efficiency for HetNets.

6 Conclusion

In the work, we have formulated a novel framework for EE-eICIC in HetNet. To
deal with this mixed-integer fractional programming problem, an iterative algo-
rithm is proposed firstly by using fractional programming theory. And then we
solve the problem through simplifying the UEs association and ABS allocation
in a two-step relaxed-round algorithm to reduce the computational complexity.
Our numerical results show that the energy efficiency of joint UEs association
and ABS allocation can obtain a significant gain on energy efficiency of system.
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Abstract. We have previously proposed and implemented a small form
factor and low cost 100G optical transmission system using inverse-
multiplexing technology and MLD (Multiplex-Lane Distribution) mech-
anism [1]. Based on this 100G system, we will further implement a trans-
mission and network management system for multiple 100G application
via stacking technology. This technology can incrementally realize the
standard 100G OTN or 100G Ethernet capacity expansion with a cen-
tralized network element management at one node. The stacking sys-
tem contains both network management port stacking and optical wave-
length stacking. Our test results show that we can stack at least four
devices with stable performance, which means a maximum transmission
capacity of 400G, but with one IP address or one NE (network element)
network management. This technology has a significant advantage com-
paring with a large rack equipment in term of device cost and flexible
100G bandwidth addition, as well as simple management function.

Keywords: 100G · Multiple 100G · Stacking · Capacity expansion
Network element management

1 Introduction

In recent years, with the advent and popularity of broadband services of the ter-
minal users, such as 4G/5G services, Internet video, high-quality Internet Pro-
tocol TV (IPTV), cloud computing, big data, etc., the demands of bandwidth
in data networks are showing the scale of exponential growth, which drives the
development of high-capacity optical transmission network. Data center switch
and router are upgrading to 100GbE interfaces, and the mainstream transmis-
sion equipment has developed to single-wavelength 100G capacity from 10G due
to the bottleneck of 10G networks. As the support network, the transmission
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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network is entering an accelerating era of 100G or beyond 100G. On current
projections, the transmission capacity of metropolitan area network (MAN) will
increase five-fold in 2017 comparing with 2012 [1,2].

However, how to further improve the bandwidth in backbone network and
achieve the access to a variety of services are forever topics. Although beyond
100G optical transmission systems have been the hot subject of recent research
efforts, remaining the immature standard and some unresolved technical prob-
lems, and it will still adopt PDM (Polarization Division Multiplexed) and fast
DSP technology which is not very appropriated for low-end application.

On the other hand, high-capacity optical transmission requires effective net-
work management. A network management implementation should be capable
of handling configuration, traffic, fault, alarm and security [3]. Traditionally, net-
work element is managed independently. In the meantime, the increasing NEs
(network equipment) add to pressure on network management, which will make
it complicated. Therefore, it is essential to reduce the number of logical devices
utilizing virtualization, through which network topology can be simplified for
network management.

We have proposed and implemented a low cost 100G transmission platform
which is based on Inverse-Multiplexing technology and MLD (Multiplex-Lane
Distribution) mechanism [1,4]. It is an effective low cost solution for 100GE
transmission in MAN, access network, especially for data center 100G inter-
connection applications. In this paper, in order to support application for mul-
tiple 100G transmissions on one node and do centralized management of multi-
ple physical devices, we further propose a novel scheme to implement multiple
100G transmissions based on stacking technology. When we do network expan-
sion based on 100G transmission platform, it will increase complexities of OAM
management due to the addition of NEs. Most communication manufactures gen-
erally manage and configure network element equipment independently, which
results in a waste of IP resources and makes a complicated network manage-
ment system. And this traditional method just interconnects multiple devices
to increase available ports, but does not reduce the logical NEs, so it cannot
simplify network structure actually [5]. To solve this problem, we propose to use
virtual stacking technology to realize high port density as well as unification of
equipment management for beyond 100G. It is implemented by connecting mul-
tiple 100G physical devices through physical ports of stackable subcards with
switch chips, and virtualizing them into single logical equipment after some nec-
essary software configurations. It is different from the general scheme applying to
a whole beyond 100G system since it can implement multiple 100G via simpler
10G technology, and stacking is usually used among switches while rarely used
on transmission devices like our proposed system. The stacking system consist-
ing of multiple devices only has one external IP/MAC address, and there is one
master device and at least one slave device in the system. These devices com-
municate with each other via Ethernet protocol and data packet forwarding at
layer two. It is notable that implementation of stacking is consisted of network
management port stacking and optical wavelength stacking.
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2 Experiment Setup

2.1 100G Transmission Platform

The 100G transmission platform is a low cost, 1RU device (1.75 in. height and
19 in. width), which has the most small form factor and lowest power consump-
tion (100 W) in the world until now [1]. The prototype picture and block diagram
of 100G main board are shown in Fig. 1(a) and (b) respectively. The 100G system
provides 10 wavelengths for 100GE point to point and long distance transmis-
sion. It has three EDFA slots which can be any combinations of pre-amplifier
and boost amplifier, and it can also support OLP (Optical Line Protection) card,
FBG (Fiber Bragg Grating) based DCM (Dispersion Compensator Module) card
and Band-Filter card for stacking application. 100GE traffic from switch or
router is fed into CFP module by 4 × 25 or 10 × 10 WDM optical signal. In
this application, CFP module is used at client side and it converts 100GE traffic
to 10 − lane× 10.3125 GB/s electrical CAUI interface defined by IEEE 802.3ba
standard [6]. For better performance and network management, ten 10G OTN
frames are designed to provide FEC and PM (Performance Monitor) function.
Each lane of CAUI signal is transparently mapped into 10G OTN frame, and
then sent to integrated DWDM SFP+ module for electronic to optical modu-
lation process and long haul transmission. Through SFP+, optical signals are
multiplexed into one fiber via a 10-channel DWDM MUX from the transmitter,
and are de-multiplexed via DEMUX at the receiver.

(a)

MPC8250

FPGA

CFP
Module

OTN Framer 
Array

SFP+
MUX/DEMUX 

Module

PLL

Power 
Supply

100GbE 100GbE

Client Side Line Side

(b)

Fig. 1. (a) Prototype picture of a 100G optical transmission device; (b) Block diagram
of 100G main board

2.2 Transmission System for Multiple 100G

Figure 2 shows experiment set up for multiple 100G stacking application. It is
a typical structure of two devices stacking connection, in which devices link up
by up/down Ethernet ports of STK subcard. We call every 100G device as a
shelf. Each shelf has its already configured shelf number which is saved in flash.
According to different shelf numbers, shelfs in a stacking system can be divided
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down up

Fig. 2. Multiple 100G stacking application diagram

into NC and SC. NC is node controller and SC is a shelf controller. NC is directly
operated by users which should be able to obtain necessary performance data
from SC devices, and its shelf number is one. SC needs to send data to NC
and its shelf number cannot be one. There is only one NC while the others are
SC devices in a stacking system. In stack application in term of 100G system,
the number of SC can reach three, so maximum up to 400G total stacking
capacities. The stacking card STK mainly involves a highly integrated 3-port
switch chip with PHYs, among which up/down ports represent stack ports, and
they are physical interfaces to send or receive messages between 100G shelfs.
STK subcard is presented in Fig. 3.

Fig. 3. STK subcard

3 Stack Application for Multiple 100G Optical
Transmission System

3.1 Stack of Network Management Port

Network management port stacking refers to a method of connecting two or
more physical switch chips to build a larger system that behaves as a single
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logical entity. Stackable and chassis network equipment are two approaches to
address high port density and unified management demands. In order to support
application for more 100G signals on one node instead of adding new nodes to
expand capacity, the 100G optical transmission device can stack at least 4 mini-
chassis, which means it can support at least 4× 100G transmission traffic. Stack
of network management port is the foremost part in the system which is realized
by STK subcard.

The STK subcard has two 10/100M physical layer transceivers and three
MAC units with an integrated layer 2 managed switch. On the media side, this
module supports IEEE 802.3 10BASE-T and 100BASE-TX on both PHY ports.
The two 10/100M management ports are used for network management stacking.
STK subcards are attached to each stacking 100G mini-chassis through Ethernet
interface, i.e., SMC (Simple Management Card) slot. And then connect UP port
to DOWN port of each STK subcard in order, which makes software management
and configuration management for each individual 100G mini-chassis flexible and
easy. Figure 4 shows the application of network management port stacking.

Fig. 4. Stack of network management port

In multiple 100G stacking application, the whole system has been used
MPC8250 microprocessor as control unit, which provides many simultaneously
available CPMs (Communication Process Module). MPC8250 has three FCCs
(Fast Communication Control) and FCC1 is applied in management port stack-
ing as the communication interface with STK. FCC supports entire Ethernet
standard through MII (Media Independent Interface). In term of hardware,
FCC1 is connected to SMC slot through CPLD (Complex Programmable Logic
Device), and then attached to switch chip in STK module. Specific interconnec-
tion structure is shown in Fig. 5 below. The reduced media independent interface
(RMII) specifies a low pin count Media Independent Interface (MII). RMII pro-
vides a common interface between physical layer and MAC layer devices. It
operates in MAC mode in this connection.
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CPU
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(STK module)
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DOWN(10/100M)
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RMII

Fig. 5. Interaction between CPU and switch chip of STK

3.2 Stack of Optical Wavelength

Optical wavelength stacking is implemented by sub-band multiplexing/de-
multiplexing card, i.e., wavelength band filter card. The one shown in Fig. 6
supports two sub-bands stacking. Band filter card for CWDM/DWDM platform
is the new type of optical wavelength stacking application. It is a small scal-
able device with high-density and integrated slots. It allows the wavelength to
be divided into several sub-bands and can support up to four wavelength sub-
bands. Hence, numbers of 100G equipment can be stacked together for the ease
of network expansion purpose. The network capacity can be enhanced up to
400G. Figure 7 below summarizes the functionality of a band filter.

sub band1~2

Fig. 6. Band filter card

Fig. 7. Block diagram of band filter card

In example of 400G stack system shown in Fig. 8, band filter card can divide
DWDM wavelengths of C band into sub-band 1 to sub-band 4, which are in
accord with ITU-T G.692 [7] wavelength standard. Each sub band includes ten
wavelengths and every 100G mini-chassis supports one sub-band. Therefore, four
mini-chassis can be stacked to support 400G transmission. For details, at the
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line side, the received stacked optical signals enter into band filter card and
output into four group sub-bands. The sub bands are then sent to each individual
100G shelf respectively via output ports of band filter card. Finally, ten different
optical wavelengths are split through in-built DEMUX of each 100G shelf. After
two multiplexing/de-multiplexing stages, four devices are stacked in one node to
support maximum 400G transmission.
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S4

Signal IN DEMUX ⁞
CFP

Module

MUX

DEMUX

CFP
Module

MUX

DEMUX
CFP

Module

MUX

DEMUX

CFP
Module

MUX

⁞

⁞ ⁞

⁞ ⁞

⁞ ⁞

⁞

⁞

⁞

⁞
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Fig. 8. Block diagram of optical wavelength stack

3.3 Experiment Results of Stack Application

Next, we test the performance of 100G system. The major parameters are
receiver sensitivity and dispersion penalty, which represent system performance.
Figure 9(a) uses 20 dB attenuator while (b) uses 80 km SM fiber. We can get
receiver power by adjusting the variable attenuator. The BER (Bit Error Rate)
polylines against to the receiver power are shown in Fig. 10. The total receiv-
ing power (receiver sensitivity) of Fig. 10(a) and (b) is about −15.76 dBm and
−13.51 dBm respectively around the BER at 10−12. We can see that the receiver
sensitivity increases with 80 km SM fiber because of the transmission perfor-
mance degradation caused by the fiber dispersion. The dispersion penalty is
about 2.3 dB.

Based on the 100G BER tests above, we further test function of multiple
100G system according to stacking experiment set up shown in Fig. 2. We use a

100G Tester               100G Device

20dB 
Attenuator

CFP

RX

TX

TX

RX
SH LH Variable Attenuator

(a)

100G Tester               100G DeviceCFP

RX

TX

TX

RX
SH LH Variable Attenuator

80km fiber

(b)

Fig. 9. (a) Line side test diagram with 20 dB attenuator; (b) Line side test diagram
with 80 km fiber
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(a) (b)

Fig. 10. (a) LH receiver sensitivity with 20 dB attenuator; (b) LH receiver sensitivity
with 80 km SM fiber

PC to manage multiple shelfs in the system and monitor them through console.
NC can control and configure all SC devices via CLI (Command Line) of soft-
ware. Moreover, console of NC show the status data of SC. The test results are
presented in following Figs. 11, 12 and 13 respectively.

(a) (b)

(c) (d)

Fig. 11. (a) NC starting up test; (b) SC sync process with NC; (c) SC starting up test;
(d) Image synchronization

Figure 11(a), (b) and (c) show NC and SC starting up process and SC sync
process with NC. NC will synchronize its DB (Data Base) and RTC (Real Time
Clock) information to SC when NC starts up. Figure 11(d) presents SC image
upgrading process when we download a new version to NC. It clearly indicates
that SC is always under the control of NC.

Figure 12(a) and (b) show shelf status of NC and SC. Figure 12(c) show the
real-time display of SC by NC. The status of SC is the same as which we get
from NC. This proves that NC can monitor all shelfs status in stacking system.

Figure 13(a), (b) and (c) illustrate the configuration sync process from NC
to SC. NC configures long haul admin of SC into disabled status, we can see the
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(a)

(b)

(c)

Fig. 12. (a) Shelf status of NC; (b) Shelf status of SC; (c) Linecard status of NC
and SC

(a)

(b)

(c)

Fig. 13. (a) NC configuring SC process; (b) Configuration result in NC; (c) Effective
configuration in SC

successful information in configuration ram of NC, NC also shows the configura-
tion result of SC, and then the command takes effect in SC to make the admin
disable, which verifies effective management function of the whole system.
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4 Conclusions

In this paper, we have proposed and developed a novel scheme for multiple 100G
transmission applications via stacking technology, which is based on our previ-
ously proposed low cost and small form factor 100G transmission system [1,4].
The stacking application consists of both network management stacking and
optical wavelength stacking. It can support incrementally transmission capac-
ity expansion as well as centralized management of multiple physical devices.
The test results show that stacking system for multiple 100G transmissions can
operate with stable performance and normal function, at least four 1RU devices
can be stacked for 400G optical transmission and with one IP or one NE net-
work management. This technology has a great device cost and size advantage
comparing with a large rack equipment, and especially on its advantage with
incremental cost/bandwidth addition as well as one IP or one NE with simple
management function.
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Abstract. In this paper, a novel efficient transmission scheduling algo-
rithm for multihop mobile ad hoc networks (MANETs) with unidirec-
tional links (ULs) is introduced. We propose an algorithm employing
topology-transparent scheduling and erasure coding to support through-
put guarantee over ULs in multihop MANATs. Our proposed algorithm
can work over both unidirectional and bidirectional links, for both uni-
cast and broadcast scenarios. We analytically study the performance of
the proposed algorithm and achieve the maximum guaranteed through-
put, for both unicast and broadcast scenarios. Simulations show that
the proposed algorithm performs better than other topology-transparent
algorithms over unidirectional links.

Keywords: Topology-transparent scheduling · Erasure coding
Unidirectional links

1 Introduction

Unidirectional links exist commonly in ad hoc networks for many reasons, such as
heterogenous transmission powers [14], interference, and stealth considerations
[12]. Almost all medium access control (MAC) protocols do not function well
over unidirectional links, due to the nonexistence of feedback links and more
serious hidden terminal problem [14,16].

Recently, many routing protocols [7,12,16] have been proposed to employ
ULs to improve the throughput of ad hoc networks. However, there are very
few efforts on channel access protocols capable of efficient and reliable data
transmissions over unidirectional links.

Transmission scheduling protocols can be divided into two categories,
namely, contention-based protocols and schedule-based protocols. Contention-
based approaches, such as Carrier Sense Multiple Access (CSMA), are not suit-
able over unidirectional links, due to their dependence on feedback from the
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receiver. Without the feedback from the receiver, the sender cannot decide
whether packets have collided or not. In addition, Xu and Saadawi [17] have
shown that contention-based approaches suffer from serious instability and
unfairness issues in multi-hop MANETs. Schedule-based protocols, applying
colouring theory to allocate time slots to each node such that the transmis-
sions from these nodes are collision-free, are not suited to ad hoc networks with
unidirectional links. This is because such approaches rely on handshakes among
the neighbours, and only function correctly under the assumption that links are
bidirectional.

Some contention-based protocols were proposed to improve the performance
of conventional CSMA, by providing end-to-end feedback in the network or trans-
port layer, but they are very complex in ad hoc networks and introduce unac-
ceptable overhead and delay [5,13–15]. Bao and Garcia-Luna-Aceves [1] proposed
PANAMA, an algorithm which attempts to provide collision-free dynamic chan-
nel access scheduling algorithm. In PANAMA, each user generates its priority
randomly and wins the contention in each time slot, if its priority is the highest
among all contenders. However, it is impractical due to the following facts. First,
it is assumed that each user already knows the set of its contenders, but it is
difficult, if not impossible, to collect such information in mobile ad hoc networks
due to the dynamic topologies and the existence of unidirectional links. More-
over, each user is assumed to know automatically the priorities of its contenders
in each time slot. It cannot be implemented at all in practice, since gathering
such information takes much longer than a time slot (8 ms in [1]). Even if one
assumes that the aforementioned information can be collected at each time slot
without any overhead, PANAMA fails to support throughput guarantee and
cannot function well. When the link from the hidden terminal to the receiver is
unidirectional, the hidden terminal cannot know the existence and priority value
of the sender and may consider itself as having the highest priority, resulting in
collisions. In addition, packets in a particular node may suffer extremely long
delay when the network load is heavy, because the node may lose the contentions
repeatedly.

Conventional topology-transparent scheduling algorithms [2,3,6,8–10] can
handle unidirectional links in mobile ad hoc networks. However, the sender does
not know whether its packet can be successfully received by its neighbour(s) in
a particular time slot, due to the lack of acknowledgements over unidirectional
links. This implies that these algorithms are very inefficient, since each sender
may have to transmit one packet repeatedly in one frame time.

In this work, we employ topology-transparent scheduling and erasure cod-
ing together to combat the nonexistence of feedback channels, implementing an
efficient and reliable channel access algorithm in ad hoc networks with unidi-
rectional links. The important features of our proposed algorithm are listed as
follows:

(1) Our algorithm is distributed, does not rely on detailed network connectivity
information, and is thus adaptive to the network topology changes.
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(2) Our algorithm does not rely on the feedback from the receiver, and thus can
handle unidirectional links in ad hoc networks.

(3) Our algorithm can be applied over bidirectional links as well as unidirectional
links.

(4) Our algorithm achieves the same guaranteed throughput for both unicast
and broadcast traffics.

We study the performance of our proposed algorithm analytically, and
achieve the maximum guaranteed throughput of both unicast and broadcast
traffics. The analytical and simulation results show that our proposed algorithm
outperforms other existing algorithms over unidirectional links and achieves the
same guaranteed throughput as those of other existing topology-transparent
scheduling algorithms over bidirectional links.

2 System Model

2.1 Network Model

A mobile ad hoc network with unidirectional links can be represented by a
directed graph G(V,E), where V is the set of network nodes (|V | = N) and E
is the set of directional links between nodes. If (v, u) ∈ E, u is an interfering
neighbour of v. Note that (v, u) ∈ E does not necessarily mean (u, v) ∈ E in
networks with unidirectional links. We define the degree of a node v, D(v), as
the number of interfering neighbours of v. The maximum degree Dmax is defined
as max

v∈V
d(v), and is assumed to be much smaller than N . In practice, the value

of Dmax can be estimated according to the network density and heterogenous
interference ranges in the networks. We introduce a method to estimate the value
of Dmax in the following section. Due to space limitations, the effect of inaccurate
estimation of Dmax on the network throughput is left for future work. Hereafter,
Dmax is assumed to remain constant, despite the fact that the network topology
may change frequently [4].

Time is divided into frames, and each frame consists of equal-sized syn-
chronized time slots. The synchronization can be achieved by using GPS or
other commonly used approaches. For the transmissions over unidirectional links,
acknowledgements are not available.

With the assumption that a reception failure is only resulted from transmis-
sion collisions, we can see that the transmission from Node u to Node v will be
successful if and only if (1) Node v is not in the transmission mode and (2) other
interfering neighbours of v are not in the transmission mode either.

2.2 Erasure Coding

According to the Singleton bound [11], we can use an [n, k, d] maximum distance
separable (MDS) code to protect k elements with n−k redundant elements, if the
minimum distance of the code, d, is set as d = n−k +1. We apply Cauchy MDS
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erasure code here [11]. Let Gk×n = (Ik×k|Ck×(n−k)) be the generator matrix
of used [n, k, d] Cauchy code, where Ik×k is an identity matrix and Ck×(n−k) is
a Cauchy matrix, respectively [9]. A vector xk consisting of k elements can be
encoded to a vector yn consisting of n elements as follows:

yn = xkGk×n. (1)

The first k elements of the encoded vector yn are just the k original elements of
xk, and the other n − k elements of yn are encoded redundant elements.

For the decoder, given any k out of n elements of the vector yn received
(denoted as yk), the original vector can be decoded successfully. Keeping the
columns and the rows of the generator matrix Gk×n according to these k elements
and deleting the other columns and rows, we thus get a k×k matrix G

′
k×k. Since

the Cauchy code employed is an MDS code, G
′
k×k is always invertible [11]. The

detailed decoding is as follows:

xk = yk(G
′
k×k)

−1
. (2)

Note that even if less than k encoded elements are received, the original vector
can be decoded partially. If the i-th element of the encoded vector yn, where
i = 1, 2, · · · , k, is received successfully, the corresponding i-th element in the
original vector xk can be decoded correctly, since it is equal to the i-th element
of the encoded vector yn.

3 Proposed Algorithm

3.1 Frame Structure

In this paper, we consider a TDMA MANAT with unidirectional links, G(V,E).
We divide a frame into q subframes, and each subframe consists of p time slots.
Assign each node v a unique polynomial of degree k over Galois Field GF (p) (p

is a prime or prime power), fv(x) =
k∑

i=0

aix
i(modp), where v ∈ V , which is called

as time slot assignment function (TSAF) [6]. Therefore, Node v transmits in the
time slot fv(i) in Subframe i, where i ∈ {0, 1, 2, . . . , q − 1} [6]. Each node, thus,
transmits q times in one frame time. The frame structure is shown in Fig. 1.

Fig. 1. The frame structure.
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In order to assign a unique polynomial to each user, pk+1 ≥ N has to be
satisfied. There are at most k conflicts between any two nodes during one frame
if q ≤ p [6]. Each node has at most Dmax interfering neighbours. Therefore,
the number of possible collisions of one node in one frame time is less than or
equal to kDmax. We set q ≥ kDmax + 1 to ensure that every node can have at
least one collision-free time slot to transmit data to all neighbours successfully
during one frame. This guarantee only depends on N and Dmax, despite the fact
that network topology may change frequently. This is why we call it topology-
transparent scheduling.

Each node encodes M queued packets in its buffer using a [q,M, q − M + 1]
Cauchy code and transmits the i-th encoded packet in Subframe i − 1, where
i = 1, 2, · · · , q. We assume that there are always M data packets queued in the
buffer at each node in every frame, for encoding and transmission. In order to
ensure that all M packets are received correctly, we set M = q − kDmax.

3.2 Estimation of the Dmax

Dmax is the most important design parameter of the proposed algorithm. The
reliability and efficiency of the proposed algorithm rely on the accuracy of the
estimation of Dmax. However, none of the previous work on topology-transparent
scheduling elaborates on how to estimate the value of Dmax accurately, making
such scheduling difficult to be implemented in practice. In this section, a method
to estimate the value of Dmax, according to the network density and heteroge-
neous interference ranges in the networks, is introduced.

Suppose that an MANET with unidirectional links consists of n classes of
nodes, Ci, where i = 1, 2, · · · , n. We assume that the nodes in each class are
distributed as a two-dimensional Poisson point process with the density λi. The
interference range of nodes in Ci is Ri

I . Let di be the number of interfering
neighbours of a given node of Class Ci. Thus, the probability that there are y
nodes interfering a given node is given as follows:

Pr(
n∑

i=1

di = y) =
[π

n∑

i=1

λi(Ri
I)

2]y

y!
e
−π

n∑

i=1
(Ri

I)
2

. (3)

Given λi and Ri
I , we choose Dmax as the smallest integer satisfying

Pr(
n∑

i=1

di > Dmax) < α, where α is a given threshold. For example, when n = 2,

λ1 = λ2 = 2 × 10−5 m−2, R1
I = 100m, R2

I = 200m, and α = 0.01, Dmax is
estimated as Dmax = 9.

In practical, statistics and empirical data can be applied for the estimation of
Dmax. Additionally, Dmax is always estimated pessimistically based on network
parameters, in order to ensure that the actual number of interfering neighbours
is not larger than the estimation.
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3.3 Analysis of Proposed Algorithm

In the following, we analyze the guaranteed throughput of the proposed algo-
rithm in the unicast scenario first, and then in the broadcast scenario. Note that
M = q − kDmax collision-free slots are guaranteed within one frame time. Thus,
all M packets can be received and decoded correctly within one frame time.
We obtain the guaranteed throughput per node of the proposed algorithm as
follows:

G =
q − kDmax

pq
. (4)

In order to achieve the optimal guaranteed throughput, we have Theorem1
as follows.

Theorem 1: For given N and Dmax,

(1) Fixing p, the maximum guaranteed throughput is achieved when q = p.
(2) When N

1
k+1 ≥ 2kDmax, the maximum guaranteed throughput is achieved

when p = p1, where p1 is the smallest prime or prime power not less than
N

1
k+1 ; when N

1
k+1 < 2kDmax, the maximum guaranteed throughput is

achieved when p = p2, where p2 = arg max
p∈{p3,p4}

G(p), p3 is the largest prime

or prime power less than 2kDmax, and p4 is the smallest prime or prime
power not less than 2kDmax.

(3) The optimal value of k maximizing the guaranteed throughput (G) is less
than or equal to �k0�, where k0 is the root of 2kDmax = N

1
k+1 .

Proof

(1) Given p, we have: Noting that q ≤ p, we conclude that the maximum guar-
anteed throughput is achieved when q = p.

(2) In order to achieve the maximum guaranteed throughput, we have to solve
the following equation:

∂G

∂p
=

∂ p−kDmax
p2

∂p
= 0. (5)

Thus, p = 2kDmax. Note that p ≥ max(N
1

k+1 , kDmax + 1). If N
1

k+1 ≥ 2kDmax,
G decreases with increasing p, and thus the maximum value of G is obtained
when p = N

1
k+1 . If N

1
k+1 < 2kDmax, the maximum value of G is obtained

when p = 2kDmax. Recalling that p is a prime or prime power, we prove 2) of
Theorem 1.

(3) 2kDmax increases and N
1

k+1 decreases with increasing k. If k ≥ �k0�,
2kDmax > N

1
k+1 . Thus, the maximum value of G is achieved when p =

2kDmax, i.e.,

Gmax =
kDmax

4k2D2
max

=
1

4kDmax
, (6)
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which decreases with increasing k. For all k > �k0�, G(k) < G(�k0�). This means
that the optimal value of k maximizing the guaranteed throughput (G) is less
than or equal to �k0�.

Thus, we proposed a topology-transparent scheduling algorithm with erasure
coding over ULs, which achieves the maximum guaranteed throughput as follows.

(1) For given N and Dmax, apply Theorem 1 to obtain the optimal k, p and q,
where q = p.

(2) Assign each node a unique degree-k TSAF randomly.
(3) Calculate the TSLV of each node, according to the aforementioned method.
(4) Each node encodes M = q−kDmax packets to q packets and transmits the i-

th encoded packet at the selected slot in Subframe i−1, where i = 1, 2, · · · , q.

3.4 Discussion

Considering broadcast traffic, at least M = q − kDmax collision-free time slots
are guaranteed within one frame time for the transmission from a node to each
of its neighbours. Therefore, M , out of q, packets can be received successfully
and decoded by each of its neighbours within one frame time. Theorem1 also
holds for broadcast traffic. Thus, our algorithm is suitable for both unicast and
broadcast traffics and achieves the same guaranteed throughput.

Our algorithm does not rely on any feedback channels. This implies that
our algorithm works correctly over both unidirectional and bidirectional links.
The proportion of unidirectional links does not effect the performance of the
proposed algorithm.

To conclude, our algorithm is well suited over both unidirectional and bidi-
rectional links, in both unicast and broadcast scenarios.

4 Performance Evaluation

In this section, we compare by simulations the proposed algorithm with the
topology-transparent algorithm proposed in [2] (referred to as MGD) and the
conventional TDMA fixed assignment scheme, both of which support guaranteed
throughput over unidirectional links. We study the impact of different settings of
N and Dmax on the maximum guaranteed throughput of our algorithm. Unlike
the proposed algorithm and aforementioned algorithms, none of the contention-
based protocols [5,13,14] and PANAMA [1] can support throughput and delay
guarantees over the unidirectional links, and are therefore not included as com-
parisons.

4.1 Simulation Setup

We apply the Gauss-Markov mobility model, which is more realistic than the
widely used Random Waypoint model. All nodes are distributed in a region of
1000 m × 1000 m, uniformly and randomly.
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In order to model the existence of unidirectional links, half of N nodes are
with higher transmission power, and the other half with lower transmission
power. Let Rh

T and Rl
T be the transmission ranges, and Rh

I and Rl
I be the

interference ranges of higher power nodes and lower power nodes, respectively.
We set r = Rh

T

Rl
T

= Rh
I

Rl
I

= 2 in the simulation. In fact, our algorithm does not rely
on any feedback and operation over unidirectional links such that the proportion
of unidirectional links has no effect on the performance of the proposed algo-
rithm. Thus, there are no differences in the operation and performance between
the nodes with higher transmission power and lower transmission power, and
the simulation results correspond to the average values of all N nodes.

We apply the optimal parameters (k and p = q) achieving the maximum
guaranteed throughput, which are calculated according to Theorem1. Each sim-
ulation lasts for 300 frames.

4.2 Simulation Results

1. Effect of N on Guaranteed Throughput
Given that Dmax = 8, and N is set with eight different values from 100 to
800, we study the performance of the proposed algorithm, in terms of maximum
guaranteed throughput. Figure 2 shows that the proposed algorithm outperforms
other algorithms, including MGD and the conventional TDMA. For the case of
N = 400 and Dmax = 8, the guaranteed throughput of the proposed algorithm is
almost six times better than that of MGD. The main reason of this superior per-
formance is that we employ erasure coding and topology-transparent scheduling
together to ensure that multiple packets rather than only one packet, as in MGD,
are received and decoded successfully within a frame time, independently of the
existence of the feedback channel over unidirectional links. Moreover, we can see
that the performance of the proposed algorithm deteriorates with increasing N
slowly, which implies that the performance of our algorithm is not very sensitive
to the number of nodes in the network.
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Fig. 2. The effect of N on the maxi-
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2. Effect of Dmax on Guaranteed Throughput
Given that N = 256, we study the performance of the algorithm with Dmax

varying from six to 16. A larger Dmax implies a denser network and more possible
collisions. As observed in Fig. 3, the proposed algorithm performs better than
MGD and the conventional TDMA. The guaranteed throughput of the proposed
algorithm is four times and three times better than that of MGD, for the cases of
(N = 256,Dmax = 4) and (N = 256,Dmax = 16), respectively. Compared with
Fig. 2, we can observe that Dmax has a much greater impact on the guaranteed
throughput than N .

5 Conclusion

In this paper, we propose a way to employ topology-transparent scheduling and
erasure coding together as an efficient and reliable transmission scheduling algo-
rithm in mobile ad hoc networks with unidirectional links. Unlike other previous
scheduling algorithm over unidirectional links, our algorithm does not rely on
detailed network connectivity information and is adaptive to network topology
changes. The proposed channel access algorithm does not rely on the existence
of feedback channels, and can support guaranteed throughput for both unicast
and broadcast traffics over both unidirectional and bidirectional links. We show
that our algorithm performs best, compared with other algorithms supporting
guaranteed throughput over unidirectional links.
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Abstract. This paper proposes carrier synchronizator in a nonbinary LDPC and
high-order QAM system in order to solve some relevant problems (e.g. Doppler
shift, spectrum efficiency etc.) in the satellite communication. The carrier syn-
chronizator is divided into two parts: frequency estimator and phase estimator.
The frequency estimator has two steps: single pilot block-based coarse fre-
quency estimation and multiple pilot block-based fine frequency estimation
performed by an autocorrelation (AC) operation and a cross-correlation
(CC) operation, respectively. Through frequency compensation, the following
phase estimator is carried out by the classical maximum likelihood (ML) crite-
rion. Simulation results show that, for a (225, 173) nonbinary LDPC code over
GF(16) with a 16-QAM systems, the proposed carrier synchronizator can
eliminate large Doppler shift in the presence of random phase offset with low
complexity.

Keywords: Pilot-aided � Nonbinary LDPC � High-order QAM
Carrier synchronization

1 Introduction

In recent years, satellite communication has been forced to develop rapidly due to the
ever-growing demands for the space TT&C and the deep-space exploration [1–3].
There exist large Doppler shift and limited spectrum resource in the above commu-
nication fields. Thus, it is absolutely necessary to design an appropriate carrier syn-
chronization strategy applied into a new coded modulation system.

The so-called carrier synchronization is a key one of the synchronization techniques
[4, 5]. According to whether using the pilot (known to both transmitter and receiver) or
not, carrier synchronizator can be classified as data-aided (DA)-type synchronizator
and non-data-aided (NDA)-type synchronizator [6, 7]. In the satellite communication,
synchronization time (including its acquisition and track) required is extremely short,
which means that the former is more preferred. With the help of the pilot, one can
perform the carrier synchronization much more rapidly. Further, DA-type synchro-
nizator can be divided into auto-correlation (AC) synchronizator and cross-correlation
(CC) synchronizator, where the classical L&R [8] belongs to the former and has wide
estimation range with low complexity, while the popular cross-correlation [9] owns
high accuracy. Specifically, under the conditions of the same signal-to-ratio (SNR) and
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pilot overhead, the AC synchronizator has larger estimation range and lower com-
plexity, while the CC synchronizator achieves higher estimation accuracy. Thus, a joint
AC and CC synchronizator is proposed.

Especially with the development of modern coding technique, more and more
researchers try to combine both the carrier synchronization and channel codes (e.g.
LDPC etc.) [10, 11]. However, their studies focus on binary LDPC-based carrier
synchronization. In recent years, nonbinary LDPC coding technique has been widely
concerned because of its numerous advantages, especially for the short code lengths
[12, 13]. Further, the coding technique is more suitable for the combination of
high-order QAM technique, obtaining higher spectrum efficiency.

Based on our previous work [14], a novel carrier synchronizator is proposed in a
nonbinary LDPC and high-order QAM system. We consider making estimation of
frequency offset by two steps i.e. coarse frequency offset estimation based on single
pilot blocks and fine frequency offset estimation based on multiple disjoint pilot blocks.
Then, ML-based phase offset estimation will be carried out. Simulation results show
that the proposed synchronizator can achieve asymptotically optimal performance as
pilot overhead increases.

The remaining sections of this paper are structured as follows: The system model is
introduced in Sect. 2. The detailed descriptions of our proposed carrier synchronizator
are presented in Sect. 3. Sections 4 and 5 give some relevant simulation results and
conclusions, respectively.

2 System Model

Figure 1 depicts a system model used in this paper. First, a data sequence is sent into an
encoder to obtain corresponding check bits. Then, the resulting codeword and a pilot
sequence can make up of a specific frame structure shown in Fig. 2 with the use of a
multiplexer (MUX), where it has N pilot blocks, each having Li symbols
i ¼ 1; 2; . . .;Nð Þ and N � 1 data blocks, each having Mi symbols i ¼ 1; 2; . . .;N � 1ð Þ.
Next, the multiplexed signals are converted into complex baseband signals by a
modulator (MOD) corresponding to the nonbinary LDPC code. In the satellite com-
munication, the modulated signals are disturbed by large Doppler shift fd fdTj j � 0:5ð Þ
and random phase offset h (h 2 ½�p; pÞ is constant per packet). Assume single carrier
transmission in Gaussian noise (AWGN) channel with ideal symbol timing, the k-th
received equivalent baseband signal can be expressed as

r kð Þ ¼ s kð Þ exp j 2pfdTkþ hð Þ½ � þ n kð Þ

k ¼ 1; 2; . . .;
XN
i¼1

Li þ
XN�1

i¼1

Mi
ð1Þ

where T is the symbol duration, sðkÞ is the normalized-energy modulation signal,
nðkÞ� CN ð0;N0Þ is the circular symmetric complex Gaussian random variable, whose
real and imaginary parts have variances N0=2.
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At receiver, the received pilot signals frpðkÞg from the demultiplexer (DEMUX)
are first sent into the proposed carrier synchronizator (see Sect. 3 for details) to obtain
corresponding estimates f̂d and ĥ. Then, the received data signals frdðkÞg are corrected
by the above estimates through a compensator (COM). Again passing through a
demodulator (DEMOD) and a nonbinary LDPC decoder, the original data information
can be recovered.

3 Carrier Synchronizator

In this paper, the proposed carrier synchronizator is divided into two parts: one is a
frequency estimator, and the other is a phase estimator. Further, the frequency estimator
has two steps, i.e. coarse frequency estimation and fine frequency estimation performed
by an auto-correlation (AC) operator and a cross-correlation (CC) operator respectively.

3.1 Coarse Frequency Estimation

In the coarse frequency estimation, we use the received signals corresponding to the
first pilot block. First, a so-called removed-modulation operation is done by means of

z kð Þ ¼ r kð Þs� kð Þ
¼ exp j 2pfdTkþ hð Þ½ � þ v kð Þ; k 2 j

ð2Þ

MODMUX
ENCODERDATA

PILOT

DEMUXDEMODDECODERDATA
CARRIER 

SYNCHRONIZATOR

COM

( )n kexp[ (2 )]dj f kTπ θ+

dr

ˆ,θd̂f pr
( )r k

Fig. 1. System model

Fig. 2. Frame structure
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where vðkÞ, nðkÞ~s�ðkÞ is the noise signal, whose statistical characteristics are the
same as n kð Þ. j is the set of sampling instants corresponding to all the pilot

signals, i.e. j ¼ f0; 1; . . .; L1 � 1; L1 þM1; . . .;
PN�1

i¼1
ðLi þMiÞ; . . .;

PN�1

i¼1
ðLi þMiÞþ 1;

. . .;
PN�1

i¼1
ðLi þMiÞþ LN � 1g.

Next, a so-called autocorrelation operation is performed based on (2) with the form
of

Ra að Þ ¼ 1
L1 � a

XL1�1�a

i¼0

z� ið Þz iþ að Þ ð3Þ

where a is the effective delay length with an empirical range from 1 to L1=2 [8], L1 is
the length of the first pilot block.

Then, taking argument of (3) can get a coarse frequency estimate with the form of

f̂ cd ¼ 1
2paT

arg Ra að Þf g; f̂ 1d T
�� ��� 1

2a
: ð4Þ

To estimate a larger frequency, letting the coefficient a ¼ 1 can yield

f̂ c1d ¼ 1
2pT

arg Ra 1ð Þf g; f̂ 1d T
�� ��� 0:5: ð5Þ

After frequency compensation, the classical L&R algorithm [8] is introduced to
achieve a lower SNR threshold, resulting in another coarse frequency estimate

f̂ c2d ¼ 1
pT Nc þ 1ð Þ arg

XNc�1

a1¼0

Ra a1ð Þ
( )

;

f̂ c2d T
�� ��� 1

Nc þ 1

ð6Þ

where Nc is the smoothing noise coefficient with an empirical value of L1=2, Raða1Þ is
the weighted summation term corresponding to all the compensated removed-
modulation signals with the form of

Ra a1ð Þ ¼ 1
L1 � a1

XL1�1�a1

i¼0

z�1 ið Þz1 iþ a1ð Þ ð7Þ

where z1 ið Þ, z ið Þ exp½�jð2pf̂ c1d TiÞ� is also the removed-modulation signal corrected by
the preliminary frequency estimate f̂ c1d .

It is found through simulations that, for a small pilot block, the coefficient
Nc � L1=3; and for a relatively large one, the coefficient Nc � L1=2, which is the same
as the L&R algorithm.
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Based on the above discussions, the coarse frequency estimator can be formulated
as follows:
Initialization: set the initial frequency estimate f̂ cd ¼ 0, the sampling instant
k 2 f1; 2; . . .; L1g.
(a) obtain the removed-modulation signal zðkÞ according to (2);
(b) get the autocorrelation value RaðaÞ a¼1j via (3);
(c) compute the coarse frequency estimate f̂ c1d by means of (5), and update f̂ cd as f̂ c1d ;
(d) compensate zðkÞ by f̂ cd and obtain the corrected one z1ðkÞ;
(e) compute the other coarse frequency estimate f̂ c2d through (6), and update f̂ cd as

f̂ c1d þ f̂ c2d .

3.2 Fine Frequency Estimation

In the fine frequency estimation, we use the received signals corresponding to the
multiple disjoint pilot blocks to obtain more precise frequency estimate.

With loss of generality, the equilibrium of all the pilot blocks is considered except
the first pilot block, i.e. Li 	 L. A so-called cross- correlation operation is carried out as
follows

RcðiÞ ¼
XL�1

k¼0

z�2 kð Þz2 kþDið Þ;

Di ¼
Xi

j¼1

ðLj þMjÞ; i ¼ 1; 2; . . .;N � 1

ð8Þ

for each RcðiÞ, we can obtain a fine frequency estimate (or say residual frequency
estimate) via taking the argument of (8), i.e.

f̂ fid ¼ 1
2pTDi

arg R1ðiÞf g: ð9Þ

So far, a final frequency estimate can be derived as combining (5), (6) and (9)

f̂d ¼ f̂ cd þ f̂ fd ¼ f̂ c1d þ f̂ c2d þ
XN�1

i¼1

f̂ fid : ð10Þ

Similarly, the fine frequency estimator can be summarized as follows:
Initialization: set i ¼ 0, f̂ i0d ¼ 0 and k 2 j.

(a) compensate the removed-modulation signal zðkÞ by f̂ cd ;
(b) get the cross-correlation value RcðiÞ by (8);

(c) if i ¼ N � 1, stop and update the fine frequency estimate f̂ fd as
PN�1

i¼1
f̂ fid , otherwise

go to the next step;
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(d) let i ¼ iþ 1, compute the i-th fine frequency estimate value f̂ fid through (9) and go
to the step b.

After the frequency estimation, the following phase estimation can be executed
based on the maximum likelihood (ML) criterion, which is given in detail in [15].

3.3 Compensator

After the frequency estimation and the phase offset estimation, the estimates f̂d and ĥ
are obtained. The following compensator (COM) will apply the two estimates into the
received data signals frdðkÞg i.e.

~rd kð Þ ¼ rd kð Þexp �j 2pf̂dkT þ ĥ
� �h i

ð11Þ

The summarized process of our proposed carrier synchronizator is shown in Fig. 3.

4 Simulation Results

In this section, we will evaluate both the estimation accuracy and bit-error-rate
(BER) performance of the proposed carrier synchronizator.

Consider a (225,173) nonbinary LDPC code over GF(16) and 16-QAM system.
Without loss of generality, we divide the coded modulation signals into two blocks:
M1 ¼ 113 and M2 ¼ 112. The lengths of corresponding pilot blocks are L1, L2 and L3
L2 ¼ L3ð Þ, respectively. Thus, the resulting pilot overhead can be defined as g with the
form of

Fig. 3. The proposed carrier synchronizator
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g ¼ L1 þ L2 þ L3
L1 þ L2 þ L3 þM1 þM2


 100%

¼ L1 þ 2L2
L1 þ 2L2 þ 225


 100%:

ð12Þ

We take three pilot block lengths for examples, followed by three corresponding
pilot overheads listed in Table 1.

4.1 Analysis of Estimation Accuracy

In this part, we will analyze performance of both the frequency and phase offset
estimation of the proposed carrier synchronizator, followed by corresponding
Cramer-Rao bounds (CRBs).

Based on our previous work [14], the CRBs for frequency offset and phase offset
can be expressed as respectively

CRB fdð Þ�1 ¼ C
6

XN
i¼1

Li Li � 1ð Þ 2Li � 1ð ÞþC
XN
i1¼2

Li1
Xi1
i2¼1

Li2 þMi2ð Þ�

Xi1
i2¼1

Li2 þMi2ð Þþ Li1 � 1

" # ð13Þ

CRB hð Þ�1¼ 2L1 
 Es

N0
ð14Þ

where the coefficient C, 8p2T2Es=N0. It is seen that for a DA synchronizator, both the
CRBs will become lower with an increase of the SNR and/or the pilot block length.

Figure 4 shows frequency and phase offset estimation along with corresponding
CRBs when fdT ¼ 0:3 and h ¼ p=2. As shown in Fig. 4(a): if using 20% pilot
overhead, the proposed synchronizator can achieve good accuracy extremely close to
its CRB only at 3 dB. But if using fewer pilots overhead, the corresponding accuracy
will deteriorate sharply. In Fig. 4(b), if using 20% pilot overhead, the proposed
synchronizator can also achieve good accuracy very close to its CRB. Further, the
achievable estimation accuracy of the proposed synchronizator depends on its BER
performance.

Table 1. The pilot lengths and corresponding pilot overheads.

L1 L2 L3 g

20 3 3 10%
20 10 10 15%
27 15 15 20%
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4.2 Analysis of BER Performance

According to the above discussions, Fig. 5 shows BER performance of the proposed
carrier synchronizator under the conditions of fdT ¼ 0:3 and h ¼ p=2. It is seen that at
a BER of 10�5, the proposed carrier synchronizator using the 20% pilot overhead can
obtain good performance which is 1.2 dB away from the ideal performance (fd ¼ 0 and
h ¼ 0); at a BER of 10�4, the proposed carrier synchronizator using the 20% and 15%
pilot overheads can achieve good performance (only 0.8 dB and 1.6 dB away from the
ideal performance respectively). For less pilot overhead (e.g. 10%), the performance of
our proposed carrier synchronizator will deteriorate sharply, which corresponds to the
results of Fig. 4.

(a) Frequency offset estimation versus its CRB                (b) Phase offset estimation versus its CRB

Fig. 4. Evaluation of the frequency and phase offset estimation along with the corresponding
CRBs

Fig. 5. Evaluation of BER performance of the proposed carrier synchronizator
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5 Conclusions

Considering large Doppler shift, random phase offset and low spectrum efficiency in
the satellite communication, we propose a carrier synchronizator in nonbinary LDPC
and high-order QAM system. Based on the system, large Doppler shift can be elimi-
nated by a single pilot block-aided joint AC and L&R algorithm and a multiple pilot
block-aided CC algorithm. Also, random phase offset can be removed by using a single
pilot block-aided ML algorithm. Simulation result shows that for a (225,173) nonbinary
LDPC over GF(16) and 16-QAM system, our proposed carrier synchronizator can
achieve good performance in both the RMSE/MSE and BER as the pilot overhead
increases.
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Abstract. In manned/unmanned-aerial-vehicles team, the situation awareness
level of manned-aerial-vehicle (MAV) pilot affects the pilot’s cognitive state.
Evaluating the pilot’s situation awareness level will enhance the cognitive and
interactive capabilities of unmanned-aerial-vehicle (UAV) and MAV. This paper
proposes an assessment method of pilot’s situation awareness, which is based on
attention resource allocation theory and conditional probability cognitive pro-
cess. Using the presented method, the situation awareness level of pilot could be
quantified and evaluated reasonably. Finally the paper simulated the model at
different levels of autonomy (LOA) to demonstrate the rationality of the model.

Keywords: Manned/unmanned-aerial-vehicles team (MAV/UAVs team)
Situation awareness (SA) � MAV pilot � Human – robotics interaction

1 Introduction

Facing the increasingly complex battlefield environment in the future, making up for
the lack of unmanned-aerial-vehicles (UAV) intelligence and fully use the role of the
human intelligence at critical moments. Manned/unmanned-aerial-vehicles team as a
new combat mode has been highly concerned by research institutions and scholars at
home and abroad [1–3].

The process of Situation awareness (SA) includes perception of environmental
elements, elements comprehension, and complete the projection of its future status [4]
in a certain time and space.

The three processes of SA are indispensable, only after the becoming of projection
information, the operator completed a SA process [5, 6].

2 MAV/UAVs Team Cooperative Combat System

In the process of MAV/UAVs team cooperative combat, in order to use pilot’s wisdom
and comprehensive judgment ability, at the same time maximize the UAV’s inde-
pendent combat capability. The function assignment between man and machine must
be clarified. Specific structure as shown below.
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As shown in Fig. 1, manned-aerial-vehicles (MAV) as the leader of the team. It
mainly acts as a manager and is responsible for the entire team of the supervision and
control tasks. It also assign a task to UAV, query status, response to the request, and
can directly control the UAV. UAV as a wing plane in the team, mainly as a managed
or dominated role, to accept MAVs control commands, return status, tasks, threats and
assistance requests and other information. In the air–and–space integration combat
command system, the two together to complete the combat mission.

3 Pilot SA Assessment Model

3.1 The SA Assessment Model Based on Attention Resource Allocation

Operator’s attention resource ratio
Typically, the pilot through the aircraft cockpit display interface to monitor n visual
information, assuming n visual information obtained by the attention resources are as
follows:

A ¼ ðA1;A2; � � �Ai; � � � ;AnÞ ð1Þ

The information i obtained attention resource Ai is:

Ai ¼ BiViSaiE�1
i ð2Þ

Fig. 1. The structure of MAV/UAVs team cooperative task control system
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Bi is occurrence probability of information i, Vi is related to information i, Sai is the
prominence of information. Indicates the impact of the display information on attention
due to the difference in color, size, and character type. Ei

−1is the effort by the pilot eye
movement or head to get information [7].

In the above formula, Vi is related to information i, which is determined by the
following equation:

Vi ¼ pili ð3Þ

pi is potential cognitive state of information i, li is important membership of
information.

Fraction attention indicates the proportion of the displayed resources in all infor-
mation. And the pilot assigned to the attention of each monitor resources need to meet
the following equation:

Xn

i¼1

fi ¼ 1; fi � 0 ð4Þ

In Eq. 4, fi is the attention resource of the pilot obtained from the information
displayed by the interface.

If the pilot is treated as an idealized monitor, in order to achieve the optimal
allocation of resources, the pilots should allocate their own attention resources
according to the importance of each interface, so attention resource ratio fi can be
derived from the following formula:

fi ¼ li
Pn

i¼1
li

; i ¼ ð1; 2; � � � nÞ ð5Þ

In the actual situation, the person’s attention distribution is random. Pilot uses the
potential cognitive state pi of information i indicating that the operator can correctly
assess the importance of the display probability:

p ¼ ðp1; p2; � � � pi; � � � ; pnÞ ð6Þ

Combined Subjective Expected Utility Theory (SEU), The pilot’s attention
resource ratio can be modified to the following equation:

f �i ¼ pili
Pn

i¼1
pili

; i ¼ ð1; 2; � � � nÞ ð7Þ

fi
* is modified attention resource ratio.
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Introduced fuzzy entropy attention resource ratio
“Ambiguity” and “randomness” are two uncertainties in the human attention distri-
bution mechanism. They can influence each other, but cannot replace each other. Thus,
hybrid entropy [8] can be used to measure the impact of these two uncertainties. With
the increase of mixed entropy, people’s desire to obtain information and anxiety caused
by lack of information and other psychological activities will be strengthened, and it is
helpful to attract people’s attention. This is consistent with the general knowledge of
people. Thus, the mixed entropy can be defined by simulating the pilot’s mental
cognitive process. Assuming that D is a fuzzy subset of the information utility set U,
the mixed entropy can be defined as:

HtotðD;PÞ ¼ mðD;PÞþHðPÞ ð8Þ

In Eq. 8, m(D, P) is fuzzy entropy, H(P) is probability entropy, Havg(D, P) is
hybrid entropy, hybrid entropy and probability entropy can be obtained by the fol-
lowing formulas:

mðD;PÞ ¼
Xn

i¼1

piSðliÞ

HðPÞ ¼ �
Xn

i¼1

pi ln pi

ð9Þ

In Eq. 9, S(li) is the binary fuzzy entropy of li:

SðliÞ ¼ �li ln li � ð1� liÞ lnð1� liÞ ð10Þ

According to Shannon’s information additive principle, the average hybrid entropy
of n interfaces Havg(D, P) is:

HavgðD;PÞ ¼ 1
n

Xn

i¼1

HtotðD;PÞ ¼ 1
n

Xn

i¼1

piSðliÞ � pi ln pi ð11Þ

The constraint condition that pi needs to satisfy is:

pi � 0;
Xn

i¼1

pi ¼ 1 ð12Þ

In order to evaluate pi, according to the maximum entropy theory [9], pi should take
the maximum value of Havg(D, P). By solving the extreme value of the Lagrangian
function L under the constraint condition, pi

* can be obtained to achieve the maximum
probability of Havg(D, P):
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L ¼ 1
n

Xn

i¼1

ðpiSðliÞ � pi ln piÞ � kð
Xn

i¼1

pi � 1Þ

p�i ¼
eSðliÞ

Pn

i¼1
eSðliÞ

ð13Þ

On the basis of Eqs. (2), (3) and combining Eqs. (7), (13), the pilot’s assigned
resource allocation for information i is:

f �i ¼ Ai

Pn

i¼1
Ai

¼ Bip�i liSaiE
�1
i

Pn

i¼1
Bip�i liSaiE

�1
i

ð14Þ

3.2 Cognitive Process Based on Conditional Probability

In this paper, according to Endsley’s SA theory model, the cognition process of
information displayed in the cockpit is defined as four parts: not perceived, perceived
but not understood, understood but not predicted and can predict. Based on this, we
defined the following events.

Definition 3.1: Event ai is the behavior of the pilot to pay attention to the information
component i at some point.

Definition 3.2: Event bi is the behavior of the pilot to comprehend the information
component i at some point.

Definition 3.3: Event ci is the behavior of the pilot to project the information com-
ponent i at some point.

The probability of occurrence of event ai is given by the operator’s attention
resources rate, available from Eq. 14,

pðaiÞ ¼ f �i ð15Þ

The probability of comprehension the information on the basis of the perceive
information i is:

pðbijaiÞ ¼ ni ð16Þ

The probability of projecting the information on the basis of the comprehension
information i is:

pðcijaibiÞ ¼ ki ð17Þ

On the basis of the above definition and combine Endsley’s SA theory model.
Through the division of the cognitive state of the information component by the
operator, using the conditional probability formula, we can get the following Table 1:
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We can obtain the expected value of the cognitive level of the information com-
ponent i by Bayesian conditional probability formula.

pi ¼ Cuð1� f �i ÞþCdð1� niÞþCcf
�
i nið1� kiÞþCpf

�
i niki ð18Þ

The pilot’s awareness level SA is obtained by accumulating the cognitive level
expectation pi of each information.

SA ¼
Xn

i¼1

pi ð19Þ

4 Simulation and Result Analysis

In the simulation section, we select the fighter parameters, battlefield environment,
decision results and task execution results as the information received by the operation.
Calculate SA levels at different LOAs of MAV/UAVs team.

As shown in Table 2, the initial value of Bi, Ei
−1 Sai li is given, Maximum prob-

ability Pi
* can be calculated by the Formula 13.

Table 1. Conditional probability of four kinds of SA state

SA state Cognitive state Conditional probability (P)

Not perceived Cu 1 − p(ai) = 1 − fi
*

Perceived but not understood Cd p(ai)(1 − p(bi|ai)) = fi
*(1 − ni)

Understood but not predicted Cc p(aibi)(1 − p(ci|aibi)) = fi
*ni(1 − ki)

Predict Cp p(aibi)p(ci|aibi) = fi
*niki

Table 2. The initial values of factors under different LOAs and information

Factors LOA Information
Fighter
parameters

Battlefield
environment

Decision
results

Task
execution
result

Information
probability Bi

Manual
control

0.85 0.15 0 0

Command
control

0.5 0.4 0.1 0

Consent
management

0.3 0.3 0.4 0

Exception
management

0 0.2 0.4 0.4

Completely
independent

0 0 0 0

(continued)
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Table 2. (continued)

Factors LOA Information
Fighter
parameters

Battlefield
environment

Decision
results

Task
execution
result

Highlighting
information Sai

Manual
control

0.5 0.5 0 0

Command
control

0.4 0.4 0.2 0

Consent
management

0.2 0.4 0.4 0

Exception
management

0 0.3 0.4 0.3

Completely
independent

0 0 0 0

Make efforts
Ei
−1

Manual
control

0.1 0.2 0 0

Command
control

0.1 0.5 0.4 0

Consent
management

0.1 0.4 0.4 0

Exception
management

0 0.2 0.4 0.4

Completely
independent

0 0 0 0

Fuzzy
membership li

Manual
control

0.8 0.2 0 0

Command
control

0.4 0.4 0.2 0

Consent
management

0.2 0.4 0.4 0

Exception
management

0 0.2 0.4 0.4

Completely
independent

0 0 0 0

Maximum
probability Pi

*
Manual
control

0.27 0.4 0.16 0.17

Command
control

0.26 0.26 0.53 0.14

Consent
management

0.33 0.27 0.27 0.14

Exception
management

0.14 0.27 0.27 0.33

Completely
independent

0.2 0.2 0.2 0.2
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As shown in Table 3, fi
* can be calculated by the Formula 14, ni and ki is given.

Cognitive level expectation pi can be calculated by the Formula 18.
Finally, SA at different LOAs can be calculated by the Formula 19.
It can be seen from Fig. 2, pilot’s SA level at consent management mode is highest,

followed by exception management mode. Manual control mode and command control
mode is smaller and completely independent mode is minimum. Therefore, when the
pilot needs to maintain a high level of SA, can switch to consent management mode or
exception management mode.

Table 3. Under different LOAs f �i , ni, ki and pi

Manual
control

Command
control

Consent
management

Exception
management

Completely
independent

f1
* 0.918 0.185 0.032 0 0
f2
* 0.082 0.74 0.416 0.047 0
f3
* 0 0.075 0.552 0.5 0
f4
* 0 0 0 0.453 0
n1 0.3 0.3 0.4 0 0
n2 0.3 0.4 0.5 0.4 0
n3 0 0.2 0.5 0.5 0
n4 0 0 0 0.4 0
k1 0.2 0.2 0.4 0 0
k2 0.2 0.3 0.5 0.3 0
k3 0 0.1 0.5 0.4 0
k4 0 0 0 0.3 0
p1 0.294 0.059 0.0128 0 0
p2 0.026 0.296 0.198 0.0178 0
p3 0 0.02 0.2622 0.205 0
p4 0 0 0 0.172 0

SA 0.32 0.375 0.473 0.395 0

Fig. 2. The situation of the pilot’s SA in five control modes
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5 Conclusion

In MAV/UAVs team, the situation awareness level of MAV pilot will affects the pilot’s
cognitive state. Evaluating the pilot’s situation awareness level will enhance the cog-
nitive and interactive capabilities of UAV and MAV. Attention resources are the key
factors that constrain the operator to perceive, understand and predict the situation. This
paper presents a situational awareness assessment method based on attention resource
allocation and conditional probability cognitive process. Finally we simulated the
model at different LOAs, proving the rationality of the model.
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Abstract. Millimeter Wave (mmWave) combined with massive multiple-
input multiple-output (MIMO) can provide wider bandwidth and higher
spectrum efficiency. It has been considered as a key technique for future
5G wireless communications. However, hardware costs and power con-
sumption make traditional MIMO processing impractical in such sys-
tems, because a large number of radio frequency (RF) chains are needed.
To solve this problem, the beamspace MIMO concept is proposed in
mmWave multiuser MIMO (MU-MIMO) systems, which utilizes beam
selection algorithm based on the sparsity of beamspace channel to reduce
the required RF chains without obvious performance loss. The existing
beam selection algorithms mainly select the beam with the strongest
gain, but ignore the inter-beam interference and the complexity. Thus, a
novel algorithm based on the minimum interference (MI) criterion is pro-
posed. Specifically, the performance of the beams is measured by defining
the beamspace signal-to-interference ratio (SIR). When choosing beams,
not only the gain of beams but also the interference to other users is
considered. The simulation results demonstrate that the proposed algo-
rithm can substantial reduce the complexity while ensuring better system
performance.

Keywords: Massive MIMO · mmWave communication systems
Low RF complexity · Beamspace MIMO · Beam selection

1 Introduction

With the rise of various intelligent terminals, mobile data traffic shows explosive
growth trend. Thus, there is a higher requirement for future network capacity
of mobile broadband communication systems (5th generation mobile communi-
cations, 5G) [1]. Most of the current communication systems mainly work in
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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low frequency band which range from 700 MHz to 2.6 GHz. The tension of spec-
trum resources poses an unprecedented challenge for mobile service providers.
Fortunately, the mmWave has a large number of available unlicensed bands.
Exploiting the rich spectrum resources of the mmWave enables to alleviate the
pressure of the spectrum resources. However, the path loss of mmWave is more
serious and the 60 GHz system has 22 dB additional free space loss compared
with that of 5 GHz system [2]. Although the high path loss limits the mmWave
communication distance, another unique advantage of the mmWave signal is
that the wavelength is short and the antenna array occupies a small footprint,
making it possible for the base station to install large-scale (usually tens to hun-
dreds) antennas. Beamforming with massive MIMO and making full use of space-
dimensional resources can cope with complex channel environment, enhance the
quality of communication links and achieve high data rate transmission. In fact,
the literature [3] shows that mmWave mobile broadband system could achieve
gigabit per second data rate at distances up to 1 Km in an urban environment.

In traditional communication systems, the signal is usually processed at the
baseband which can control its phase and amplitude. Full digital MIMO sys-
tems enjoy flexibility, adaptability, and performance optimality, however, with
higher costs and power consumption, because that an RF unit is needed for each
antenna. The large number of antennas anticipated in mmWave beamforming
presents several challenges such as: high power consumption and the high cost
of a large number of ADCs operating at very high sampling frequencies (possi-
bly several GS/s to 100 GS/s) [4]. In order to take advantage of the mmWave,
many researchers focus on mmWave systems designed to reduce the hardware
complexity and power consumption of high-dimensional MIMO systems [5]. And
beamspace MIMO system is one of the most promising approaches.

The beamspace MIMO is multiplexing data onto some fixed orthogonal spa-
tial beams by fixed beamforming at the transmitter [6]. So the equivalent channel
is low rank and sparse. With beam selection criteria, the RF chains needed is
agree in the magnitude of the number of users, which will significantly reduce
the hardware complexity, the digital signal processing complexity, and the power
consumption [7]. Beamspace MIMO system uses spatial sparsibility to reduce RF
complexity, but also requires a fast beam selection algorithm to choose optimal
beams for users. The literature [6] proposed a beam selection scheme based on the
criterion of magnitude maximization (MM), in which several beams with large
magnitude are selected for each user. MM beam selection is simple but it only
aims to maximize the power of each user without considering multiuser interfer-
ences. Another interference-aware (IA) beam selection algorithm first classifies
all users into two user groups, the interference-users (IUs) and noninterference-
users (NIUs). For NIUs, the beams with large power are selected, while the
beams are selected based on the criterion of sum-rate maximization for IUs [8].
IA algorithm can obtain better performance, but it ignores inter-beam interfer-
ence and iterative search for IUs with the large-scale matrix operation makes it
more complicated.

In this paper, we propose an MI beam selection for mmWave beamspace
MIMO system. Due to the criterions used in MM and IA beam selection exit the
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problems of users sharing beam and inter-beam interference, MI criterion not
only considers the beam gain for the users, but also considers the interference to
other users. At the same time, the complexity of MI is low without iteration and
large matrix operation. Simulation results verify that the proposed MI selection
can achieve the performance of IA and is better than conventional MM selection.
With the increase of the number of users, the proposed MI algorithm is better
than the IA algorithm.

Notations: Lower-case and upper-case boldface letters denote a vector and a
matrix. The (·)T , (·)H , (·)−1 and tr(·) denote the transpose, conjugate transpose,
inverse and trace of matrix respectively. The A(:, i), A(j, :) is the ith column
and jth row of the matrix A. |·| represents the amplitude of vector, and Card(·)
denotes the cardinality of set. Finally, IN is an N × N identity matrix.

2 System Model and Assumption

2.1 Traditional MIMO System

Considering a single cell mmWave downlink MU-MIMO system as shown in
Fig. 1, where the base station (BS) equips with an Nt dimensional uniform linear
array (ULA) communicating with K single-antenna users. Then, the received
signal at the ith user is given by

yi = hiwixi +
K∑

k=1,k �=i

hiwkxk + ni (1)

where hi ∈ 1×Nt represents the channel vector of the ith user, wi ∈ Nt×1 is a
precoding vector for user i, and ni ∼ CN(0, δ2) is additive white Gaussian noise
(AWGN).

Fig. 1. Single cell millimeter wave downlink MU-MIMO system

If the received signal of K users is represented as a received vector, the K ×1
received signal vector y for all K users in the downlink can be expressed as

y = HWx + n (2)
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where H = [hT
1,hT

2, · · ·hT
k]T is the channel matrix, W = [w1,w2, · · ·wk]

is the precoding matrix, x of size K × 1 is the sending signal vector for all
K users with normalized power E{xxH} = IK . Due to the power constraint,
the precoded signal s = Wx satisfies E{sHs} ≤ P , where P is the transmitted
power.

Obviously it can be seen from Fig. 1 that the number of required RF chains
for traditional MIMO systems is NRF = Nt, which is usually large for mmWave
massive MIMO systems and definitely a dramatic increase in cost and power
consumption [9].

The high free space loss of mmWave limits the spatial scattering or spatial
selectivity in mmWave communications, which leads us to adopt the extended
Saleh-Valenzuela geometric channel model to describe the characteristics of
mmWave channel [10]. Specifically, the channel hi from the BS to user-i can
be modeled as

hi = βi,0a(ψi,0) +
L∑

l=1

βi,la(ψi,l) (3)

where βi,0a(ψi,0) is modeled for the LoS component and βi,0 is the complex gain,
βi,la(ψi,l) for 1 ≤ l ≤ L is the lth non-line-of-sight (NLOS) component of the ith
user, βi,l is the NLOS complex gain and L is the total number of NLOS path.
The Nt × 1 array response vector a(ψi,l) for a ULA can be represented by

a(ψi,l) = 1√
Nt

[
1 e−j2πψi,l ... e−j2π(Nt−1)ψi,l

]T

= 1√
Nt

[
1 e−j2π d

λ sin(θi,l) ... e−j2π(Nt−1) d
λ sin(θi,l)

]T (4)

where ψi,l = d
λ sin(θi,l), λ is the signal wavelength, d is the antenna spacing

satisfying d = λ/2, θi,l ∈ [−π
2 , π

2 ] is the angle of departure of each cluster to the
user-i, which is between the signal and the array antenna.

2.2 BeamSpace MIMO System

When the baseband RFs use fixed beamforming at the transmitter, the tradi-
tional MIMO spatial channel can be transformed into an equivalent beamspace
channel. The system block diagram is shown in Fig. 2, where the fixed beam-
forming can be realized by discrete lens array (DLA) [11]. DLA behaves as a
convex lens, directing the signals towards different points of the focal surface
[12]. Specifically, such DLA plays the role of a beamforming matrix U, which
contains the array steering vectors of M orthogonal directions beam covering
the entire space.

We assume that the number of generated beams is equal to the number
of transmitting antenna M = Nt, which means the resolution of the beam is
Δθ0 = 1

Nt
. Then, the system signal model of (2) can be expressed as

y = HUWx + n (5)
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Fig. 2. Beam space MIMO system

where U ∈ Nt×Nt is a beamforming matrix that can be expressed as

U = [a(0),a(Δθ0), · · · a((Nt − 1)Δθ0)]

= 1√
Nt

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 1 1 · · · 1

1 e−j2π 1
Nt e−j2π 2

Nt · · · e−j2π
Nt−1

Nt

...
...

...
...

...

1 e−j2π(Nt−1) 1
Nt e−j2π(Nt−1) 2

Nt · · · e−j2π(Nt−1)
Nt−1

Nt

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(6)

Actually, U is a normalized DFT (Discrete Fourier Transform, DFT) matrix
from (6): UHU = UUH= I. Let H̃ = HU = [(h1U)T , (h2U)T , · · · (hKU)T ]T =
[h̃T

1 , h̃T
2 , · · · h̃T

K ]T , the spatial domain matrix is changed to the beamspace chan-
nel matrix and the signal model of the beam domain can be expressed as

y = H̃WBx + n (7)

where H̃ is the beampace channel matrix and WB is the precoding matrix of
the beamspace.

The NLOS component L in (3) is much smaller due to the propagation char-
acteristics of mmWave scattering. In addition, the high-resolution narrow beam

has a strong spatial isolation, so the beamspace is sparse. Therefore
∣∣∣H̃(k, b)

∣∣∣
2

reflects the channel energy distribution on these beams. Figure 3 gives an exam-
ple of the energy distribution when the number of transmitting antenna Nt is
32 and user number K is 16. The energy distribution of conventional MIMO
channel in the spatial domain is shown in the Fig. 3(a), from which we can see
the energy distribution is very scattered. On the contrary, the beamspace MIMO
energy distribution is relatively concentrated in Fig. 3(b).

Figure 3 obviously shows that the characteristics of the sparseness of the
beamspace channel. The channel energy is mainly concentrated on some beams.
So we can select only a small number of energy concentrated beams to serve users
according to the sparse beamspace channel to reduce the dimension of MIMO
system. After the beam selection, system model can be described as

y ≈ H̃sWsx + n (8)
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Fig. 3. Energy distribution: traditional MIMO in the spatial domain; (b) beamspace
MIMO

where H̃s = H̃(:,Bselect), Bselect is the selected beam set which contains the
indices of selected beams. In order to guarantee the spatial multiplexing gain of
K users, each user chooses 1 beam at least, Card(Bselect) = NRF = K, and in
the scenario of each user chooses 2 beams, Card(Bselect) = NRF = 2K.

Then, the channel matrix dimension is reduced from K × Nt to K ×
Card(Bselect). As the dimension-reduced digital precoding matrix, Ws is much
smaller than that of the traditional MIMO digital precoding matrix W in (2).
As a result, the sparseness can be used to achieve spatial multiplexing and
reduce the number of RF chains from O(Nt) to O(K), which leads to low power
consumption.

3 Beam Selection

3.1 Beam Selection Challenge

The two main problems existing in beam selection are users sharing beam and
inter-beam interference, which will be explained as below.

The ideal situation is that there is no interference between the beams for
each user, but the ideal state does not exist. Even if the number of Nt is very
large and beam resolution is very high, multiple selections of the same beam
for different users are not to be ignored. Now, the case that different users have
different strongest beams is equivalent to select K different beams from total
Nt beams. Therefore, the probability P that there exists users sharing the same
strongest beam is P = 1− Nt!

NK
t (Nt−K)!

[7]. For a mmWave system with Nt = 256
and K = 32, P ≈ 87%. As shown in Fig. 4(a), the beam b2 is the strongest gain
beam of both U1 and U2. It can be seen that ignores user sharing beam problem
while selects the strongest beam for users, which will simultaneously select the
sharing beam b1 for U1 and U2 leading to the dimension-reduced beamspace
channel matrix H̃s rank-deficient. This means that some users cannot be served,
resulting in an obvious performance loss. In order to avoid beam sharing, b1
should be selected for U1 and b2 for U2.

Figure 4(b) shows the inter-beam interference scenario. It can be seen from
the figure that the strongest beam for U3 is b1 and U4 is b2. But there is serious
interference between beam b1 and beam b2. The better option is b1to provide
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services for U3, b3 for the user U4, which will greatly reduce the interference
between the beams. Figure 4(b) indicates that the strongest gain beam is not
the optimal beam and should not ignore the presence of interference.

Fig. 4. User distribution scenario (a) users sharing beam; (b) inter-beam interference

3.2 Proposed MI Selection

For the above problems, this paper proposes a low complexity beam selection
algorithm-MI beam selection. The two most basic criterias for beam selection are:
(1) to serve the target user as much as possible; and (2) to minimize interference
to other users. So the beamspace SIR BSIR is defined to evaluate the beam
performance selected.

BSIR(k, b) =

∣∣∣H̃(k, b)
∣∣∣
2

K∑
i�=k

∣∣∣H̃(i, b)
∣∣∣
2

(9)

where
∣∣∣H̃(k, b)

∣∣∣
2

denotes the beam gain when the user k is served by beam b,
∣∣∣H̃(b, i)

∣∣∣
2

is the interference of b to user i. BSIR(k, b) larger indicates that the
beam gain is strong, on the other hand indicates that it has less interference
to other users. Therefore, the first step of the beam selection is based on the
channel state information and the beamforming matrix to obtain the beamspace
channel matrix H̃, and calculate the beamspace SIR BSIR sorted by descending
order. Choosing the maximum BSIR means minimizing interference and solves
the problem of inter-beam interference. Then, select the BSIR first n (the number
of beams per user needs) columns as an optional beam set. For the problem of
shared beam between users, we classify all users into two user groups, shared
beam users group (SUs) and non-shared users group (NSUs). The user k is
defined as NUS if its largest BSIR(k, b) beam b is different from other users.
For the NSUs, directly select the beam b of the largest BSIR(k, b) as the service
beam. When a beam is the optimal beam shared by multiple users, the current
beam can not be selected as the service beam. And the corresponding user needs
to select the sub-optimal BSIR(k, b) beam b which is not selected by NSUs until
all users have selected the beam. The MI beam selection algorithm is summarized
in Algorithm 1.
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Algorithm 1. Proposed MI beam selection algorithm

1.Require Beamspace channel matrix H̃; Number of beams per user n
2.H̃abs = abs(H̃)
3.Sclo(b) = sum(H̃abs(:, b)), b = 1, 2, · · · Nt

4.For slot k(1 ≤ k ≤ K)
5. BSIR(k, :) = H̃abs(k, :)/(Sclo(:) − H̃abs(k, :))
6. [value index(k, :) ] = sort(BSIR(k, :),descend)
7.End for
8.NSUs = [],SUs =[] ,BNSUs = [],BSUs = []
9.{b∗

1, · · · , b∗
k−1, b

∗
k, b∗

k+1, · · · , b∗
n∗K} = reshape(index(:, 1 : n), 1, n ∗ K)

10.If b∗
k /∈ {b∗

1, · · · , b∗
k−1, b

∗
k+1, · · · , b∗

n∗K} k ∈ [1, n ∗ K], b∗
k ∈ [1, Nt]

11. BNSUs = {BNSUs, b
∗
k}

12.Else
13. SUs = {SUs, k}
14.End if
15.For slot i(1 ≤ i ≤ Card(SUs))
16. j = 2
17. While (index(SUs(i), j) ∈ BNSUs)
18. j = j + 1
19. End While
20. BSUs = {BSUs, index(SUs(i), j)}
21.End For
22.Bselect = BSUs ∪ BNSUs

23.Return: H̃s = H̃(:,Bselect)

Figure 5 shows the selected beams energy distribution by MI algorithm. It
can be seen that each user selects the optimal beam as mush as possible and the
users of the shared beam select the suboptimal beam.
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Fig. 5. The selected beams energy distribution by MI algorithm
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4 Simulation Results

This section is dedicated to analyse the spectral and energy efficiency losses
caused by the selection algorithm compared to the full digital system.

We use the Shannon capacity idealistic as the upper bound for the spectral
efficiency [13]

R =
K∑

i=1

Ri =
K∑

i=1

log2(1 + SINRi) (10)

where SINRi is the signal-to-interference-and-noise ratio (SINR) for user i. With
the power constraint, the classical digital zero-forcing (ZF) precoding matrix is
given by

W = βHH(HHH)−1 (11)

where β =
√

P
tr(FFH)

, F = HH(HHH)−1. Then, the precoding vector wi for

user i is defined as the ith column of W. From (1), SINRi is calculated as

SINRi =
|hiwi|2

δ2 +
K∑

k=1,k �=i

|hiwk|2
(12)

The simulation parameters of the system are as shown in Table 1. Then, the
MM algorithm, the IA algorithm and the proposed MI algorithm are simulated
and analyzed. Meanwhile the full digital ZF precoding (the number of RF links
is 256) is provided as the upper bound of the comparison.

Table 1. Simulation parameters

SNR −10 dB–30 dB Precoding ZF

Antennas
number Nt

256 User distribution [−π
2

π
2 ] uniform

distribution

Users
number K

2–70 NLoS components L
βi,0 ∼ CN(0, 1)
βi,l ∼ CN(0, 10−1)

Figure 6 shows the spectrum efficiency comparison when user number
K = 32. It can be seen from Fig. 6 that the performance of the proposed MI
algorithm is close to the AI algorithm when the user selects 1 beam. Compared
with MM algorithm, the performance of MI is about 30% higher at high SNR
(SNR > 10 dB) region. Figure 6 also shows when 2 beams are selected by each
user, the proposed MI algorithm is close to the full digital ZF precoding. At the
same time, the performance of the MI algorithm with 1 beam per user is con-
sistent with the performance of the MM algorithm with 2 beams per user. The
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main reason for the poor performance of the MM algorithm is that it ignores
the problems of users sharing beam and inter-beam interference. Although IA
achieves better performance, iterative searching for IUs to maximize the achiev-
able sum-rate leads to high computational complexity because of large-scale
matrix operations including inverse [8].
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Fig. 6. Spectrum efficiency comparison when user number K = 32

Figure 7 further considers a K = 64 scenario where the MI algorithm and
IA algorithm have almost the same performance when the user selects 1 beam
in the low SNR environment. With the increase of SNR (SNR > 15 dB), the
performance of MI algorithm is obviously better than IA algorithm.
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Fig. 7. Spectrum efficiency comparison when user number K = 64

Figure 8 illustrates the effect of the number of users K on the spectral effi-
ciency in term of SNR = 25 dB. When the number of users is small, the perfor-
mance of the MI algorithm and IA algorithm is close to that of the MM algorithm
performance of 2 beams per user. As the number of users (K > 45) increase, the
performance of IA algorithm begins to decline and the proposed MI algorithm
is better than the IA algorithm. This is mainly due to MI algorithm considering
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the interference of the selected beam to other users, while MM and IA algorithm
are based on the choice of the strongest beam.

The energy efficiency comparison is shown in Fig. 9 when SNR = 25 dB. The
energy efficiency η is modeled as η = R

ρ+NRF ρRF
(bps/Hz/W) [8], where R is

spectral efficiency, ρ is the transmit power, NRF ρRF is the number of RF chains
and energy consumed. This paper sets up the typical values ρ = 32mw, ρRF =
34.4mw. As expected in Fig. 9, the MI algorithm is superior to the MM algorithm
for the case of 2 beams per user. For the case of 1 beam per user, with the
increasing of users, MI algorithm is obviously better than the MM algorithm.
When the user number satisfies K > 42, MI becomes the optimal algorithm.
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5 Conclusions

This paper introduces a low RF complexity beamspace MIMO system. Taking
the potential multiuser interferences into consideration, we propose an MI beam
selection algorithm. Finally, the simulation results verify that the proposed algo-
rithm achieves the performance closing to full digital precoding when selecting
2 beams per user, and has better energy efficiency. It also has good performance
when selecting one beam per user, especially in the condition of more users.
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Abstract. Most existing works on barrier coverage assume that sensors
are deployed in a two-dimensional (2D) long thin belt region, where a bar-
rier is a chain of sensors from one end of the region to the other end with
overlapping sensing zones of adjacent sensors. However, 2D sensor barrier
construction mechanism cannot be directly applied to three-dimensional
(3D) sensor barrier construction problem, such as underwater sensor bar-
rier construction, where sensors are finally distributed over a 3D space.
In this paper, we investigate how to efficiently construct an underwater
sensor barrier with minimum mobile sensors while reducing energy con-
sumption. We first determine the minimum number of sensors needed
for an underwater sensor barrier construction. Furthermore, we analyse
the relationship between the initial locations of sensors and the optimal
location of the underwater sensor barrier, based on which we derive the
optimal final locations for all sensors. Finally, we propose an efficient
algorithm to move sensors from their initial locations to final locations.
Extensive simulations show that, compared with HungarianK approach,
the proposed algorithm costs shorter running time and similar maximum
movement distance of any one sensor.

Keywords: Underwater sensor barrier · Wireless sensor network
Deployment algorithm

1 Introduction

Wireless sensor networks (WSNs) have been widely used in many real life appli-
cations, such as battlefield surveillance, environmental monitoring and industrial
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

B. Li et al. (Eds.): ChinaCom 2017, LNICST 237, pp. 153–164, 2018.

https://doi.org/10.1007/978-3-319-78139-6_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78139-6_16&domain=pdf


154 W. Shen et al.

diagnostics [1]. As an critical issue in WSNs, barrier coverage is garnering more
and more attention in recent years [2–5]. Different from area coverage, which
aims at gathering the information occurring within the region of interest (ROI),
barrier coverage concerns with constructing a barrier for intrusion detection,
and has been widely employed in practical security applications. For example,
international border surveillance and critical infrastructure protection.

Most existing works on barrier coverage assume that sensors are deployed in a
2D long thin belt region, where a barrier is a chain of sensors from one end of the
region to the other end with overlapping sensing zones of adjacent sensors. Fan
et al. [6] studied the coverage of a line interval with a set of wireless sensors with
adjustable coverage ranges. Liu et al. [7] studied the strong barrier coverage of a
randomly-deployed sensor network on a long irregular strip region. Wang et al.
[2,8] explored the effects of location errors on barrier coverage. Dobrev et al.
[9] studied three optimization problems related to the movement of sensors to
achieve weak barrier coverage. He et al. [10] presented a condition under which
line-based deployment is suboptimal, and proposed a new deployment approach
named curve-based deployment. Ban et al. [11] considered k-barrier coverage
problem in 2D wireless sensor networks. Dewitt and Shi [12] incorporated energy
harvesting into the 2D barrier coverage problem. Based on the 2D assumption,
all sensors composing the barrier finally reside on a 2D plane. This assumption
may be reasonable in a terrestrial wireless sensor network where the height of the
network is usually negligible as compared to its length and width. However, 2D
sensor barrier construction mechanism cannot be directly applied to 3D sensor
barrier construction problem, such as underwater barrier construction, where
sensors are finally distributed over a 3D space.

In the real life, a wide range of waterside critical infrastructures require
the protection of underwater barrier, such as naval base, nuclear power plant
and docks. How to protect them from illegal intrusion is an essential problem.
A popular defense mechanism from intruders is deploying physical net, which
is integrated with sensors as a barrier, along the surrounding waters of these
infrastructures. For example, Marinet [13], a physical barrier, whose objective
is to prevent swimmer, diver, frogman, floating explosive packages and other
water based intruders from illegal intrusion. Despite the physical net barrier
provides variety of functions satisfying common application to thwart illegal
intruders, there are still some problems which it may not overcome so far. For
example, the deployment of physical net barrier usually involves with artificial
participation, this may not be a great efficient manner. Especially, when facing
a vast and deep underwater space, it will cost a lot of resources whereas the
construction progress of physical net is inefficient. Moreover, these physical net
barriers may not satisfy the requirement of some special applications, such as
submarine intrusion detection which aims to detect illegal submarine intrusion
but hopes not to be discovered by the submarine that there are barriers.

To tackle aforementioned problems, constructing underwater sensor barrier
(UWSB1) with mobile sensors with capability of intrusion detection in 3D
1 In this paper, we only consider strong underwater sensor barrier coverage. It will be

shortly referred to as UWSB in the following.
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underwater space, may be an adequate alternative choice. Compared to the
barrier coverage in 2D plane, a barrier coverage in 3D space is not a chain of
adjacent sensors any more. Instead, a barrier in 3D space should be a set of
sensors with overlapping sensing zones of adjacent sensors that covers an entire
(curly) surface that cuts across the space [14].

In this work, we aim to efficiently construct an underwater sensor barrier with
minimum mobile sensors while reducing energy consumption. Inspired by [15],
in which a Hungarian-based approach named HungarianK was proposed to solve
UWSB construction problem, we focus on constructing an UWSB via assigning
each sensor to desired final location(i.e., grid point2). Furthermore, we recognize
that the computational complexity of the Hungarian-based method is at least
O(n3), this may not be a good result in term of large-scale sensor network due to
the severe constraint of limited computation capability of individual sensor node.
In this case, we are looking forward to proposing another approach to reduce the
computational complexity while minimizing the maximum movement distance
of any one sensor so as to balance energy consumption of each sensor node.
Considering the difference between 2D sensor barrier and 3D underwater sensor
barrier, we first determine the minimum number of mobile sensors needed for an
UWSB. Furthermore, we analyse the relationship between the initial locations
of sensors and the optimal location of underwater sensor barrier, based on which
we derive the optimal final location for each sensor. Finally, we propose an
efficient algorithm to move sensors from their initial locations to final locations.
Extensive simulations show that, compared with HungarianK approach proposed
in [15], the proposed algorithm costs shorter running time and similar maximum
movement distance of any one sensor.

The rest of the paper is organized as follows. In Sect. 2, we explain the network
model, and define some important concepts. Next, in Sect. 3, we show how to
efficiently construct an underwater sensor barrier with minimum mobile sensors
while reducing energy consumption. Section 4 evaluates the performance of the
proposed algorithm through extensive simulations, and finally, Sect. 5 concludes
the paper.

2 Model Statement

We consider an underwater wireless sensor network consisting of sensors deployed
in a large-scale 3D cuboid of size l×w× h, where l, w, and h denote the length,
the width, and the height of the cuboid, respectively. Without loss of generality,
we assume that the illegal objects move along the direction of cuboid length,
as shown in Fig. 1, O1 and O2 denote object1 and object2, respectively. The
following assumptions are made in this work.

– An object (or intruder) may cross the underwater sensor barrier via an cross-
ing path starting at the left face and ending at the right face of the cuboid.

2 In this paper, in order to make presentation clearer, we use final location instead of
grid point.
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– Each sensor has the following abilities: localize its own position, to move
in all 3-dimensions underwater, communicate with other sensors, and detect
intruders. For simplicity, we assume an ideal 0/1 sphere sensing model that
an object within (outside) a sensor’s sensing sphere is detected by the sensor
with probability one (zero).

– In the initial configuration, the locations of all sensors are uniformly and
independently distributed in the cuboid. Such a random initial deployment
is desirable in scenarios where prior knowledge of the region of interest is not
available, and may be the result of certain deployment strategies [15].

Fig. 1. Illustration of an underwater sensor barrier

In the following, we introduce some important definitions used in this work.

Definition 1 (Underwater sensor barrier [14]). A set of sensors, with over-
lapping sensing zones of adjacent sensors, that cover an entire (curly) surface
which cuts across the underwater space.

Definition 2 (Crossing path). A crossing path is a continuous moving tra-
jectory with the start point at one face of the cuboid and the end point at the
opposite face.

Definition 3 (Initial location). In the initial configuration, all sensors are
uniformly and independently distributed in underwater space, the sensor’s loca-
tion at this moment is referred to as initial location.

Definition 4 (Final location). The final location is the movement destina-
tion of sensor. An UWSB is constructed after all sensors arrive at their final
locations.
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3 Constructing Underwater Sensor Barrier

According to aforementioned assumptions, initially, all sensors are uniformly
and independently distributed in a cuboid. Our goal is to efficiently construct
an underwater sensor barrier with minimum mobile sensors by moving them
from their initial locations to optimal final locations. To construct an UWSB
effectively and efficiently, we first derive the minimum number of required sen-
sors, by which we can determine whether there are enough sensors to construct
an UWSB. Then we implement UWSB construction via following three phases.
(1) Find the optimal location of the UWSB. (2) Compute the optimal final loca-
tions of all sensors. (3) Propose an efficient algorithm to assign the sensors to
their final locations.

3.1 The Minimum Number of Required Sensors

In the context of our work, it is a rectangle of size w × h after projecting the
UWSB to the left face of the cuboid. Thus, the minimum number of required
sensors equals to the minimum number of required circles with radius r to full
cover a rectangle of size w × h. In this case, the circle is the 2D projection of
sensor’s sensing sphere, and the radius r is the sensing radius of the sensor.

Actually, in term of the minimum number of circles required for the complete
area coverage problem, Kershner [16] had proved that the regular triangular
tessellation is the optimal tessellation which results in a set of regular hexagons
full cover a 2D plane without any overlap. These sensors finally locate at the
center of each regular hexagon with circumradius r, which is the sensing radius
of the sensor, as shown in Fig. 2. To obtain the minimum number of required
sensors, Theorem 1 is given as follows:

Theorem 1. The minimum number of required regular hexagons with circum-
radius r to full cover a rectangle of size w × h is:

fs(w, h, r) = � h

r × √
3
� × �� 2×(w−r)

3×r � + 1
2

�

+ (�h − r×√
3

2

r × √
3

� + 1) × �� 2×(w−r)
3×r � + 1

2
�.

(1)

Proof. Given a rectangle of size l × w, in the length direction, we divide the
rectangle into C columns, the first column width a = r, 2-th∼ (C−1)-th column
width b = 3×r

2 , and the last column width ∈ (0, b], as shown in Fig. 2. So, the
number of columns is:

fc(w, r) = �2 × (w − r)
3 × r

� + 1. (2)

In the width direction, the number of rows of odd-number columns is:

fo(h, r) = � h

r × √
3
�. (3)
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The number of rows of even-number columns is:

fe(h, r) = �h − r×√
3

2

r × √
3

� + 1. (4)

Combining Eqs. (2), (3), and (4), we have the minimum number of regular
hexagons:

fs(w, h, r) = fo(d, r) × �fc(w, r)
2

� + fe(h, r) × �fc(w, r)
2

�

= � h

r × √
3
� × �� 2×(w−r)

3×r � + 1
2

�

+ (�h − r×√
3

2

r × √
3

� + 1) × �� 2×(w−r)
3×r � + 1

2
�.

(5)

In this work, the projection of the UWSB is a rectangle of size w × h, so
the minimum number of required sensors is fs(w, h, r). Thus, if the number of
deployed sensor N >= fs(w, h, r), then at least one UWSB can be constructed.
Otherwise, we cannot achieve our goal.

Fig. 2. Fully cover a rectangle of size w × h with minimum regular hexagons.

3.2 Find the Optimal Location of UWSB

We note that the optimal location of UWSB is similar to the optimal barrier
location in [14], where an algorithm was devised to find the optimal sensor barrier
location.

Supposing as in Fig. 3 that the plane X is parallel to the coast line to be
protected, a set of mobile sensors dropped from an aircraft were floating on water
surface. The sensors must move to some plane X, such that X minimizes the
energy expended by any one sensor. In this case, we are assuming that the sensors
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will only move in one direction to approach the X location. It is straightforward
to show that X must be somewhere inside the set x-coordinates of the sensors,
and as any two sensors move to meet one another, the total distance they travel
is the distance between them. Thus, the sensors on either edge move the farthest,
and half the distance between them minimizes the maximum distance any one
sensor moves. So, to minimize the maximal distance traveled by any sensor, we
can calculate the optimal X location as follows [14]:

X = (max xi + min xi)/2

For example, in Fig. 3, max xi = 8,min xi = 2. Thus, all the sensors should
move to the line X = (8 + 2)/2 = 5 to minimize the movement distance of any
one sensor. That means line X = 5 is the optimal location of the UWSB.

Fig. 3. The first phase: an air drop of sensors along a straight line resulting in scattered
placement along that line. The figure is taken from [14].

3.3 Compute the Optimal Final Locations of All Sensors

Since an UWSB is actually a flat surface parallel to the left face of cuboid, the
optimal final locations of all sensors are the central points of regular hexagon, as
shown in Fig. 2. Thus, for each central point of regular hexagon, the x-coordinate
equals to that of optimal location of UWSB, we can derive y, z-coordinates of
each central points as follows:

We first get the y-coordinate of each column via Eq. (6),

fy(w, r, i) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

r
2 , i = 0
r
2 + i×r

2 , 1 ≤ i < Nsp − 1
r
2 + i×r

2 , i = Nsp − 1 & r
2 + (Nsp−1)×r

2 < w

w, i = Nsp − 1 & r
2 + (Nsp−1)×r

2 ≥ w.

(6)

then we get the z-coordinate of each point column by column. For odd-number
columns, h is the cuboid height, r is the sensing radius, Rj denotes the j-th row,
and 0 ≤ j < � h

r×√
3
�, we have

fz(w, r,Rj) = h − r × √
3

2
− Rj × r ×

√
3. (7)
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For even-number columns, h is the cuboid height, r is sensor’s sensing radius,

Rj denote the j-th row, and 0 ≤ j < �h− r×√
3

2

r×√
3

� + 1, we have

fz(w, r,Rj) = h − Rj × r ×
√

3. (8)

Combining Eqs. (7) and (8), we have

fz(w, r,Rj) =

{
h − r×√

3
2 − Rj × r × √

3, odd-number columns
h − Rj × r × √

3, even-number columns.
(9)

Therefore, by combining the optimal location x of UWSB, we get the coor-
dinates (x, fz(w, r,Rj), fz(w, r,Rj)) of optimal final locations of all sensors.

3.4 Movement Algorithm

After determining the optimal final locations of all sensors, an UWSB can be
constructed by moving sensors from their initial locations to the final locations.
Actually, this movement process is related to the Assignment Problem, which
aim to create a one-to-one matching between sensors and final locations. A classic
solution to the Assignment Problem is known as the Hungarian Method which
can be computed in O(n3), where n is the number of sensors or final locations.

In [15], the authors proposed a Hungarian-based approach named Hungari-
anK, which can be computed in O(n4), to solve the sensor assignment problem.
However, it may not be a good choice in term of large-scale sensor network due
to the severe constraints of limited computation capability of individual sen-
sor node. In this case, we are looking forward to proposing another method to
reduce the computational complexity while minimizing the maximum movement
distance of any one sensor.

Since all sensors are uniformly and independently distributed in the cuboid,
to make control of the maximum movement distance of any one sensor while
reduce the computation time, we propose a height-based match algorithm
(HBMA) to solve our problem. We assume that the cuboid locates at a 3D
coordinate system where integer coordinates (x, y, z) represent the location infor-
mation of a point in underwater space, Ni denotes the number of sensors in the
i-th column, all sensors are sorted by x-coordinate in ascending order firstly, this
sorted sensor list is denoted as Lsort. For each column of the UWSB, Ni sensors
are popped out from Lsort and assigned to the i-th column, and each sensor will
assign to its final location according its height (i.e., z-coordinate). The detail of
HBMA is shown in Algorithm 1.

From the pseudo-code of Algorithm 1, we learn that the proposed algorithm
consists two main loops. In the outer loop (line 05–line 20), UWSB is constructed
column by column, and the outer loop terminates if the last column (i.e., the
Ncolumn-th column) of UWSB is constructed. Thus, the outer loop runs Ncolumn

times. In the inner loop, there are two sub-loop (i.e., line 12–line 14 and line
16–line 19) both terminate in O(n). However, line 15 concerns with Quicksort
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Algorithm 1. HBMA(Linit)
Input:

The initial locations Linit of all sensors.

Output:
The matched list Lmatch, such as {((x0, y0, z0), (x

′
0, y

′
0, z

′
0)), ((x1, y1, z1), (x

′
1, y

′
1, z

′
1)), . . .}.

((xn, yn, zn), (x
′
n, y

′
n, z

′
n)) means that sensor at the location of (xn, yn, zn) should

move to the location of (x
′
n, y

′
n, z

′
n).

1: Lsort ← Quicksort(Linit);

2: Compute the optimal final locations of all sensors, return the optimal final location
list Lfl

3: Ncolumn ← fc(w, r);
4: seq ← 0;
5: for col = 0 → Ncolumn − 1 do

6: if (col+ 1)%2 == 1 then

7: Nrow ← fo(h, r);

8: else
9: Nrow ← fe(h, r);

10: end if

11: Ltemp ← null

12: for row = 0 → Nrow − 1 do
13: Ltemp ← Lsort.pop()

14: end for

15: Ltemps ← Quicksort(Ltemp);
16: for row = 0 → Nrow − 1 do
17: Lmatch ← (Ltemps[row], Lfl[seq]);
18: seq ← seq + 1;

19: end for

20: end for

algorithm whose computational complexity is O(nlog(n)) in average, and in the
worst case, the computation complexity of Quicksort is O(n2). Therefore, the
proposed algorithm can be computed in O(n2log(n)) in average. Even in the
worst case, the computation complexity of HBMA is just O(n3). Compared with
the HungarianK approach proposed in [15], whose computational complexity is
O(n4), the proposed algorithm has lower computational complexity.

4 Performance Evaluation

In this section, we evaluate the performance of the proposed algorithm through
extensive simulations by using Python program language. We setup the simula-
tion environment as follows:

1. The underwater space is modeled as a cuboid with length l = 4000m, width
w = 3600m, and height h = 2500m, respectively.

2. We use the minimum number of required sensors to construct an UWSB in
the simulations. Sensors are uniformly and independently distributed in the
cuboid.

3. We vary the sensing radius rs of the sensor from 400 m to 200 m. From the
Eq. (5), we learn that the shorter the sensing radius, the more the number
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of required sensors. Thus, as the variation of sensing radius rs, the minimum
number of required sensors varies from 31 to 104.

4. All experiments are repeated by 100 runs.

The following performance metrics are used to evaluate the performance of
the proposed algorithm.

– Running time: The lower Running time, the lower requirement of computation
power and the less energy to be consumed for the sensor.

– Maximum movement distance of any one sensor: For each sensor, the move-
ment distance indicates the straight-line distance between the initial location
and the final location. Generally, the movement distance of a sensor is pro-
portional to its energy consumption, and the longer the movement distance,
the larger the energy consumption. Thus, in order to balance energy con-
sumption, we hope to minimize the maximum movement distance of any one
sensor.

In the simulations, we evaluate the performance of the proposed algorithm by
constructing an UWSB with the minimum mobile sensors. The sensing radius rs
varies from 400 m to 200 m, accordingly, the minimum number of required sensors
increases from 31 to 104. As shown in Fig. 4, the running time increases with the
increasement of the number of sensors, and the proposed algorithm HBMA costs
shorter running time than the HungarianK proposed in [15]. Figure 5 depicts the
maximum movement distance of any one sensor increases with the increasement
of the number of sensors, the proposed algorithm HBMA is comparable to the
HungarianK in term of the maximum movement distance of any one sensor.
Overall, compared with the HungarianK, the proposed algorithm costs shorter
running time and similar maximum movement distance of any one sensor.

Fig. 4. Comparison of running time between the HungarianK and the proposed algo-
rithm HBMA.
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Fig. 5. Comparison of maximum movement distance of any one sensor between the
HungarianK and the proposed algorithm HBMA.

5 Conclusion

In this work, to efficiently construct an UWSB with minimum mobile sensors
while reducing energy consumption, we first analyse the relationship between
the optimal location of UWSB and the initial positions of sensors, and deter-
mine the minimum number of mobile sensors needed for constructing an UWSB.
Moreover, we derive the optimal final locations of all sensors, based on which we
propose an efficient algorithm to move sensors from their initial locations to final
locations. Extensive simulations show that, compared to the HungarianK app-
roach, the proposed algorithm costs shorter running time and similar maximum
movement distance of any one sensor.
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Abstract. Coverage problem is essential to Wireless Sensor Networks
on energy efficient deployment and monitoring. In this paper, we pro-
pose a distributed Čech complex algorithm for coverage hole detection in
WSNs. Based on our algorithm, each node takes only local information to
build Čech sub-complex. Simulations on randomly deployed nodes show
that the algorithm achieves a comparable accuracy and a much lower
communication cost than a centralized Čech complex construction. Fur-
thermore, it can be combined with distributed Rips complex algorithm
to gain an even better performance.

Keywords: Coverage problem · Wireless Sensor Network
Čech complex · Distributed algorithm

1 Introduction

As the theoretical foundation of Internet of Things, Wireless Sensor Network
(WSN) is a collection of nodes provided with wireless communication capability,
limited computing ability, and sensors to detect physical signals in the environ-
ment in which they are deployed. However, the deployment of nodes is always
either randomly or highly effected by other restrictions. Thus, it is important
to study the coverage problem as fundamental issues in a WSN at the very
beginning. In general, coverage problem of WSN reflects how well an area is
monitored or tracked by sensors [1]. It plays an important role in many superior
applications like energy saving, disaster recovering, load balancing and solving
deployment problem. For example, researchers have developed an energy sav-
ing algorithm for wireless network based on detecting whether a coverage hole
appears if certain nodes are shut down or weakened [2].

In the paper [3], Martins uses Čech complex to represent the coverage states
of a node system and propose an algorithm to construct the Čech complex based
on the coverage information of each node. In order to deal with its high com-
plexity, a parallel version of this algorithm is already given as well [3]. However,
the sensor nodes of WSN have also limited communication, computation pow-
ers and even unreliable physical links. Therefore, there is a need to process the
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

B. Li et al. (Eds.): ChinaCom 2017, LNICST 237, pp. 165–175, 2018.

https://doi.org/10.1007/978-3-319-78139-6_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78139-6_17&domain=pdf


166 W. Yuchen et al.

information gathered by the sensors locally and then send them back to a central
processing unit [4], which means a distributed Čech complex algorithm that we
are going to propose in the remainder of this paper is needed in practice.

2 Mathematic Preliminaries

2.1 Simplicial Homology

The homology of the simplicial complex gives us topology information, includ-
ing connectivity and coverage, about the deployment of WSN nodes. Simplicial
homology is a type of homology which results when the spaces being studied are
restricted to simplicial complexes and sub-complexes.

Definition 2.1 (simplex): Given a set of vertices V and an integer k, a k-simplex
is an unordered subset of k + 1 vertices [v0, v1, vk] where vi ∈ V and vi �= vj for
all i �= j [6].

As represented in Fig. 1, a 0-simplex is a vertex, a 1-simplex is a segment of
line, a 2-simplex is a filled triangle, a 3-simplex is a filled tetrahedron, etc.

Fig. 1. Examples of simplices

Any subset of vertices included in the set of the k + 1 vertices of a k-simplex
is a face of this k-simplex. Thus, a k-simplex has exactly k+1(k−1)-faces, which
are (k − 1)-simplices [7].

Let X be a simplicial complex. For each k ≥ 0, we define a vector space
Ck(X) whose basis is a set of oriented k-simplices of X. If k is greater than the
highest dimension of X, let Ck(X) = 0. We define the boundary operator to be
a linear map ∂ : Ck → Ck−1 as follows:

∂[v0, v1, . . . , vk] =
k∑

i=0

(−1)i[v0, v1, . . . , vi−1, vi+1 . . . , vk] (1)

This formula suggests that the boundary of a simplex is the collection of its
faces [6]. For example, the boundary of a segment is its two endpoints and a
filled triangle is bounded by its three segments.



Distributed Coverage Hole Detection 167

Consider two subspaces of Ck(X): cycle-subspace and boundary-subspace,
denoted as Zk(X) and Bk(X) respectively. Let ker be the kernel space and im
be the image space. By definition, we have:

Zk(X) = ker(∂ : Ck → Ck−1) (2)
Bk(X) = im(∂ : Ck+1 → Ck) (3)

Zk(X) includes cycles which are not boundaries while Bk(X) includes only
boundaries. A k-cycle u is said homologous with a k-cycle v if their difference is
a k-boundary:
[u] ≡ [v] ⇔ u − v ∈ Bk(X). A simple computation shows that ∂ ◦ ∂ = 0. This
result means that a boundary has no boundary. Thus, the k-homology of X is
the quotient vector space:

Hk(X) = Zk(X) \ Bk(X) (4)

Definition 2.2 (Betti number): The k-th Betti number is the dimension of
Hk(X)

βk = dimHk = dimZk − dimBk (5)

This number has an important meaning for coverage problems. The k-th Betti
number counts the number of k-dimensional holes in a simplicial complex. For
example, the β0 counts the number of connected components while β1 counts
the number of coverage holes, etc. [6].

2.2 Čech Complex

The definition of Čech complex is given by Martins in paper [3]:

Definition 2.3 (Čech complex): Given a collection of cover sets U, the
Čech complex of U, denoted as C(U), is the abstract simplicial complex whose
k-simplices correspond to nonempty intersection of k + 1 distinct elements of U.

We choose ε(ω) to be the cells coverage range Rcov, thus, the Čech complex will
represent exactly the coverage states of our system. Graphically, each cell, which
indicates a node and its coverage zone, is symbolized by a vertex. A covered
space between cells corresponds to a triangle, tetrahedron, etc. filled with colors.
A coverage hole between cells is represented by a non-filled triangle, rectangle,
etc.

Figure 2 shows how we use Čech complex to symbolize all the coverage infor-
mation of a network, while forsake all the other insignificant information like the
size and position of each coverage zone. The construction of Čech complex needs
the exact position and coverage range information of all nodes in WSN, which
results in huge communication cost in practice.
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(a) A filled tetrahedral and a triangle (b) An empty hole and a triangle

Fig. 2. Čech complex representation

2.3 Rips Complex

The definition of Rips complex is given by Martins in paper [3]:

Definition 2.4 (Rips complex): Given a metric space (M,d), a finite set of
points V on M and a fixed radius ε, the Rips complex of V, Rε(V ), is an abstract
simplicial complex whose k-simplices correspond to unordered (k + 1)-tuples of
point in V which are pairwise within distance ε of each other.

As an approximation of Čech complex, Rips uses only connectivity informa-
tion, while coverage range is unknown to Rips complex [8]. Consequently, its
accuracy and performance are decided by the ratio γ between communication
range and coverage range. For γ ≤ √

3, Rips complex will not miss any coverage
hole, while may detect fake one. For γ ≥ 2, Rips complex will not detect any fake
coverage holes, while may miss an existing one. For

√
3 < γ < 2, Rips complex

will not only miss an existing coverage hole, but also detect fake ones. The proof
can be found in paper [9].

3 Distributed Čech Complex Algorithm

3.1 Basic Idea

The existing parallel Čech complex algorithm proposed in paper [3], divides
assemble of all nodes in a WSN into several sub-domains according to their
coordinates on one axe. Then, by constructing Čech sub-complexes and integral
all the connection information of those sub-complex into a complete Čech com-
plex, a global Čech complex is obtained. This algorithm is aiming at reducing the
computation time to construct the full complex for a large network. Therefore,
it is our task to bring forward a distributed version of the algorithm aiming at
reducing communication cost and being applicable on real WSN nodes. Com-
pared with geometry based distributed hole detection algorithms like the one in
paper [10], our algorithm will not require the boundary information of the net-
work. To start up, our test scenario will be judging whether there are coverage
holes or not in a network.

The most basic distributed idea showing as Algorithm 1 is that we let every
node collect the position information of all nodes within the communication
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range Rcom as their sub-domains. Then every node constructs their Čech sub-
complexes on their own sub-domains. Finally, if any sub-domains finds coverage
holes, there are coverage holes. Otherwise, there are not.

Unfortunately, in contrary with the centralized Čech complex constructed
with acknowledge of all nodes, Čech sub-complexes have only parts of nodes,
and thus may not only miss existing coverage hole, but also detect fake non-
existing coverage hole. We will demonstrate it in the following section. Conse-
quently, additional process is needed in order to obtain a better approximation
to centralized one.

Algorithm 1. Basic distributed idea
S0 = ∅; {sub-domain of the node}
S0 = all nodes within communication range;
C0 = Construct Čech complex (S0);
{C0.Betti1 is the 1-th Betti number of C0}
if C0.Betti1 > 0 then

There are C0.Betti1 coverage holes
else

There are no coverage holes
end if

3.2 Algorithm Design

Preliminaries

Proposition 1: When range ratio γ ≥ 2, which means communication range is
at least 2 times greater than coverage range, all the nodes connecting with node
v0 can directly communicate with v0.

The demonstration of Proposition 1 is obvious and it is the foundation of the
following discussion and demonstration. We will thus consider γ ≥ 2 as default
from now on.

Triangular Hole Detection

Proposition 2: When range ratio γ ≥ 2, a triangular coverage hole will defi-
nitely be detected by all the nodes on its boundary who construct the Čech sub-
complex of all nodes within their communication range.

Demonstration: As a consequence of Proposition 1, for a triangular coverage
hole shown in Fig. 3a, any of its boundary coverage zones must be directly con-
nected with the other two. For Algorithm 1, this indicates that the other two
boundary nodes are in its sub-domain for sure. So, the triangular coverage hole
will definitely be detected by distributed Čech algorithm run by node A, B or C
because they construct local Čech complexes which provide exactly the topology
of their sub-domains.
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(a) Triangle (b) Pentagon (c) Fake hole

Fig. 3. Coverage holes

Non-Triangular Hole Detection
For the same reason, if we want to guarantee the detection of holes with more

edges, we can let nodes collect multi-hop neighbor nodes information in order to
ensure the awareness of vertexes which are not directly connected with it.

Proposition 3: With n-hop neighbor node information, for all the:

k ≤ 2n + 1, k ∈ N (6)

coverage holes with k edges can be guaranteed to be detected by at least one node.

Demonstration: Figure 3b shows an pentagonal example, the node A is guaran-
teed to see node B and C since they are within its communication range (γ ≥ 2),
while it cannot see node D or E. For the same reason, the node B is guaranteed
to see node D. Therefore, if every node has 2-hop neighbor nodes information,
node A is also guaranteed to see node D through node B and see node E through
node C. Symmetrically, all the nodes on the boundary of a pentagonal coverage
hole can now see each other. Čech complex of sub-domains with n-hop neighbor
node information will thus never miss coverage holes with less than 2n+1 edges.

Fake Hole Exclusion
However, a triangular coverage hole could be covered by a fourth node D and

remains no longer a hole like the one shown in Fig. 3c. Furthermore, this fourth
node D may not be visible to a fifth node E which can see node A, B and C.
Consequently, node E may detect fake coverage holes. In the case above, we can
call node D a missing one to node E. This kind of fake coverage holes is actually
not only limited in triangular case, but also in any non-triangular cases.

Proposition 4: A fake coverage hole found by a node in its Čech sub-complex
of all nodes in their sub-domain can be excluded by additional 1-hop neighbor
nodes information and re-construct the Čech sub-complex.
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Demonstration: It is obvious that the missing one must be certainly connected
with all the nodes on the boundary of the fake coverage hole in order to cover
the whole fake area. For example, in Fig. 3c, node D must be connected to node
A, B and C to cover the whole fake hole.

According to the Propositions 3 and 4, we can ameliorate Algorithm 1 to
Algorithm 2 mainly in 2 step: the construction of sub-domain with n-hop neigh-
bor nodes information and the verification of coverage holes. However, this algo-
rithm cannot guarantee to exclude all fake cases. There is an exceedingly infre-
quent case where the suspected missing nodes we enlarge into the sub-domain
form new fake coverage holes. We can identify the coverage hole to fix that, which
takes a lot of extra cost. Nevertheless, Algorithm 2 already performs marvelously
on detecting no fake hole in practice.

Algorithm 2. Distributed Čech complex algorithm
S0 = ∅; {sub-domain of the node}
S0+ = n-hop neighbor nodes;
{guarantee to find holes with at most 2n+1 edges}
C0 = construct Čech complex (S0);
{C0.Betti1 is the 1-th Betti number of C0}
if C0.Betti1 > 0 then

S1=(1-hop neighbor nodes of S0)-S0

for all ni ∈ S1 do
if ni connect to at least 3 nj ∈ S0 then

S0+ = ni

end if
end for
C1= construct Čech complex (S0);
if C1.Betti1 > 0 then

There are C1.Betti1 coverage holes
else

There are no coverage holes
end if

else
There are no coverage holes

end if

The Algorithm 2 is a distributed Čech complex algorithm that has the same
complexity for constructing a Čech complex, but has significantly decreased the
execution time and communication cost by reducing the number of nodes in it.
Now that we obtain a guaranteed detection on triangular holes, with negligible
chance to detect fake holes.

3.3 Combination with Rips Complex Algorithm

In paper [9], an important corollary about the range ratio γ and the Rips complex
is proven:
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Corollary 4.1: When γ ≥ 2, if there is a hole in Rips complex RRcom
(V), there

must be a hole actually.

On the one hand, the distributed Rips complex algorithm proposed in paper
[9] reaches a good approximation of centralized one with a high accuracy (over
99%) with no fake detection and can detect almost all the non-triangular cov-
erage holes (>99%) [9]. On the other hand, with only direct neighbor nodes
information for all nodes and 2-hop neighbor node information for nodes who
detected coverage holes, our distributed Čech complex algorithm is guaranteed
to detect all triangular coverage holes. In additional, distributed Rips complex
acquires only connectivity information based on communication range, which
is already included in the demand of our distributed Čech complex algorithm.
Thus, we believe that combining the two distributed algorithms is valuable. For
range ratio γ ≥ 2, we can obtain exactly the accuracy of distributed Rips com-
plex algorithm for detecting only non-triangular coverage holes.

4 Simulation and Performance

4.1 Simulation Settings

In order to prove the feasibility to combine our algorithm with the distributed
Rips algorithm, we use almost the same simulation setting with what is presented
in paper [5]. WSN nodes are randomly deployed in a 100 m×100 m square flat
zone as target field according to a Poisson Point Process (PPP) with intensity λ
selected from 0.002 to 0.0095 with interval of 0.0005. There are not fence sensors
located along the edges of the square. The coverage range of all nodes is fixed to
10 m and the communication range is fixed to 20 m. Figures 4, 5 and 6 give differ-
ent networks distribution examples under low, middle and high intensity. All the
simulations are repeated 1000 times. The distributed Čech complex algorithm
runs on different thread in simulation.

Two crucial values are recorded during each simulation. Firstly, the miss rate
represents the percentage for distributed Čech complex algorithm to make wrong
decision, the lower the better. Secondly, the communication cost is estimated
under simple flooding protocol with message cache, which means nodes will not

Fig. 4. λ = 0.009 Fig. 5. λ = 0.005 Fig. 6. λ = 0.0025
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retransmit the same message twice. The unit of communication cost is defined
as sending one location message to a direct neighbour node. Finally, we compare
the communication cost of distributed and centralized algorithm as a ratio. This
relative indice shows better the improvement in communication cost.

4.2 Random Deployment Results

Figure 7 shows the results of miss rate and Fig. 8 shows communication cost in
accordance with intensity for random PPP deployment. We can have a clear
view that for middle and high intensity (>0.005), 2-hop is practically enough to
reach a high accuracy (over 99%). This is because that coverage holes with more
edges have lower probability to appear as the intensity grows. For low intensity
(<0.005), 3-hop has perceptible improvement over 2-hop and remains a high
accuracy (over 98%).

On the other hand, Fig. 9 shows the cost ratios between distributed and cen-
tralized Čech algorithm. We can see that the communication cost ratio decreases
as the intensity increases and converge at around 10% for 2-hop and 30% for
3-hop even under a number of node relatively low (<100). We can thus conclude
that an acceptable trade off between accuracy and communication cost is real-
ized. For all the intensity, we manually process a sample survey checking all the

Fig. 7. Miss rate for random deployment

Fig. 8. Communication cost Fig. 9. Communication cost ratio
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missing coverage holes and no missing triangular coverage hole is found. Besides,
there are three fake coverage holes detected. They all share the same reason that
we explained in Sect. 3.

5 Conclusion and Future Work

In this paper, we bring forward a distributed Čech complex algorithm for low
cost WSN nodes with communication range at least two times larger than sens-
ing range, which has for now two following usages. On the one hand, it can
be used simultaneously with distributed Rips complex algorithm to obtain a
detection on all coverage hole with an accuracy over 99%. On the other hand,
it can be used independently to obtain an accuracy over 98% or even more with
much lower communication cost comparing with centralized Čech complex algo-
rithm and acquires no boundary information comparing with other geometry
based algorithms. With adjustable number of hop, larger the network is, easier
it becomes for us to find the compromise between accuracy and cost of both
communication and computing.

Based on what we have already achieved, there are some perspectives we
can proceed in the future. First and foremost, we can identify coverage holes
found by separated nodes according to their boundary nodes. Current version
of distributed Čech algorithm only takes into account the information on Betti
numbers. A complete Čech complex construction from sub-Čech complex can be
achieved as well, but a more light-weight representation should be considered.
Then, besides the information on Betti numbers, distributed algorithm which
can construct a complete Čech complex from sub-Čech complex is also possible.
In the end, the hardware experiment of the distributed Čech complex algorithm
on real WSN testbeds like IoT-Lab is already on our schedule.
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Abstract. In this paper, an energy-aware routing protocol based on net-
work coding (NCEAR) is presented for wireless sensor networks which
the energy is constrained. First, considering the rate matching prob-
lem of data flows, NCEAR adopts the distributed network coding to
calculate the transmission cost of nodes, which reduces the energy con-
sumption. In addition, NCEAR is capable of predicting the congestion
degree of nodes through the energy consumption speed, thus balancing
the network traffic. What’s more, in order to reduce the probability of
link failure and the number of routing maintenance, the protocol takes
nodes with the minimum residual energy into consideration and sets the
minimum threshold. The simulation results show that compared with
other protocols, NCEAR can effectively reduce energy consumption of
the transmission, balance the network energy and traffic, prolong the
network lifetime and improve the throughput.

Keywords: Energy-aware · Network coding · Wireless sensor networks

1 Introduction

Wireless Sensor Networks (WSN)[1] is a combination of sensor, embedded com-
puting and wireless network communication, which is exploited in several appli-
cations such as military defense, industry and agriculture, urban management,
etc. With the increase in the amount of information and service diversification,
energy-efficiently transmission has become very important for WSN which the
energy is constrained. Therefore, research on optimizing the routing protocol in
WSN to save energy consumption and extend the network lifetime is of great
significance.

Traditional wireless sensor networks protocols such as AODV [2], DSR [3]
with minimum hops or expectation transmission times for routing criterion which
don’t consider the node energy. Network coding was first proposed by Ahlswede
et al. [4] which allowed intermediate nodes to integrate multiple packets into
one packet for transmission. It has been shown to be able to achieve sufficiently
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favorable performance in obtaining high throughput and reducing the transmis-
sion energy consumption [5–7]. However, these protocols often gain a limited
performance improvement in balancing the network traffic with the increasing
of data flows. Considering the above limitations, we propose an energy-aware
routing mechanism based on network coding, which can make routing decisions
with the awareness of both coding opportunity and energy of nodes.

2 Coding-aware Condition

In [8], the author proposed a distributed coding-aware routing mechanism
(DCAR), which could concurrently discover the available paths and potential
coding opportunities. DCAR can detect coding opportunities on the entire path
to achieve high throughput, thus eliminating the “two-hop” coding limitation in
COPE. So in this paper, we adopt the coding conditions given in DCAR.

Let a denotes a node and N(a) denotes the set of one-hop neighbors of node a.
Let a ∈ F denotes a is along the flow F . Let U(a, F ) and D(a, F ) indicate the
set of all upstream nodes of node a in flow F and the set of all downstream nodes
respectively. If two flows F1 and F2 intersect at a node c, packets of them can be
encoded for transmission at node c, if and only if the following coding conditions
are met:

(1) There exists d1 ∈ D(c, F1) such that d1 ∈ N(s2), s2 ∈ U(c, F1), or
d1 ∈ U(c, F2)

(2) There exists d2 ∈ D(c, F2) such that d1 ∈ N(s1), s1 ∈ U(c, F1), or d2 ∈
U(c, F1).

3 Routing Strategy

3.1 Routing Metric

Coding cost. With network coding in data transmission of wireless sensor net-
work, if a new flow can be encoded with existing flows, it requires no additional
cost in “free-ride” by existing flows. However, a new data flow does not always
fully carry on other existing flows due to the mismatch transmission rate in actual
network. Therefore, we combine the network coding with the transmission rate
of data flows to decide the coding cost function of nodes.

Consider a link ni → nj , the coding cost of node nj is denoted by cost (j).

cost (j) =

⎧
⎨

⎩

0 nj with coding, Rreq ≤ R
Rreq−R
Rreq

nj with coding, Rreq > R

1 nj without coding
, (1)

where R is the matching rate, i.e. the transmission rate of the existing flow, Rreq

is the request transmission rate of the new flow.
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Node congestion degree. Adopting the coding-aware, we can select the node
with coding opportunities as the next-hop node to improve the network through-
put. However this will lead to a large amount of data flows converge to the cod-
ing node, and the energy of this node is consumption very quickly. To avoid the
network link failure caused by the energy depletion, we predict the congestion
degree in the next-hop node according to the speed of energy consumption.

Each node updates its congestion degree after a sampling period T. The
congestion degree of node is denoted by v(t).

v (t) =
Eres (t − 1) − Eres (t)

T · Einitial
. (2)

where Einitial donates the initial energy of nodes, Eres (t) expresses the residual
energy of nodes after t cycles. v(t) formulates the energy consumption speed of
nodes at the t cycle, which represents the current congestion degree. The larger
value of v(t) shows the more data flows go through the node within period T,
which indicates the more serious congestion. Therefore the congestion degree of
nodes is considered in route selection to balance the traffic of the whole network.

Path transmission cost. Consider a path L : s → n1 → n2 → ni → nj · · · →
nk → d. The cost function C(L) is defined as the sum cost of all links on this
path.

C (L) =
k∑

i=1

C(Linkij)

C (Linkij) = αcost (j) + βvj , α + β = 1,
(3)

where Linkij indicating the condition that node ni selects nj as the next-hop by
considering the coding opportunities and congestion degree of nj , and C (Linkij)
is the cost of Linkij , and are tuning factors which can be adjusted adaptively
according to current network state.

Routing metric function. Apart from the transmission cost, balancing the
network residual energy is important when selecting a transmission path. We
donate as the normalized minimum residual energy of nodes on the path.

ε =
Emin

Einitial
. (4)

Based on above analysis, we propose a novel energy-aware routing metric M(L).

M (L) =
C (L)
Max ε

, (5)

where C(L) is the path transmission cost, Max is the maximum of minimum
residual energy of nodes. The optimal path can be obtained by searching the
minimum M(L). Then an optimal route will be selected which can not only keep
the transmission cost at a low level but also protect the node with low energy,
thus balancing the energy and traffic as well as extending the lifetime of network.
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3.2 Routing Process

Packet format. Considering the node coding opportunities, congestion degree
and the residual energy in route selection, we modify the RREQ as shown in
Fig. 1. In addition to the basic routing information such as source ID, destination
ID and routing ID, RREQ also increases the routing request rate (Rreq), coding
cost, node congestion (v), minimum residual energy (), and so on.

Fig. 1. RREQ packets format.

Route discovery. By using route discovery process we obtain the optimal path
of data transmission in wireless sensor networks, and more details about this
route discovery process can be referred to [7]. It’s worth noting that during this
period, the RREQ packet is updated by the transmission cost of path and the
minimum residual energy of nodes, and then the new routing metric M(L)new is
calculated and compared with previous M(L)original by the following formula.
Finally the smaller one will be saved, and this intermediate node continue to
broadcast to the next node.

M (L) =
{

M(L)new,M(L)new ≤ M(L)original
M(L)original,M(L)new > M(L)original

. (6)

Route maintenance. When the energy of node is unable to meet the trans-
mission energy, the routing link will be failure. So we set the threshold of the
minimum residual energy εh. If the residual energy of node is lower than εh, the
local routing maintenance will be triggered. Then this node exchange informa-
tion with its neighbors to find a new link instead and thus preventing routing
interrupt.

4 Experimental Results and Analysis

In this section, we conduct simulations to evaluate the performance of NCEAR
using MATLAB compared with AODV [2], COPE [5] and ERPNC [7]. The
simulation area size is set to 300 m with 30 static nodes placed randomly, and
all nodes connected by wireless link. Each node is initially set to 50 J and the
communication radius is set to 30 m. The link bandwidth is set to 2 Mbit/s. The
period T of predicting congestion degree of nodes is set to 5 s, and the minimum
residual energy threshold is set to 5 J. The number of flows in network is varied
from 2 to 20. Simulation results are taken from an average of 20 experiments.
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Figure 2(a) shows the network throughput situation of four protocols. At the
beginning, the performance of network throughput of four protocols are roughly
the same. With the number of data flows increasing, the advantage of COPE,
ERPNC and NCEAR begin to emerge which can utilize network coding oppor-
tunities to increase the network throughput. ERPNC and NCEAR can further
improve performance by using the distributed network coding to perceive poten-
tial coding opportunities compared with COPE which utilize passive encoding.
The performance of NCEAR is better than ERPNC with considering the coding
opportunities and congestion degree in selecting the next-hop node.

(a) Average throughput. (b) Residual energy. (c) Network lifetime.

Fig. 2. Experimental results

Figure 2(b) shows the residual energy variance of nodes for four protocols.
With the increase of data flows, these protocols become unbalanced gradually
in network remaining energy. The performance of NCEAR and ERPNC is more
balanced than AODV and COPE with considering the residual energy of nodes.
NCEAR is capable of considering the congestion degree as well as the minimal
residual energy of nodes in the path, which is superior to ERPNC and has further
balanced the energy consumption of network.

Figure 2(c) depicts the network lifetime of four protocols. It can be seen that
the lifetime of network will decrease as the increase of data flows. The network
lifetime of NCEAR is longest with considering the coding opportunities and
balancing the energy and traffic of network.

5 Conclusion

In this paper, an energy-aware routing protocol based on network coding
(NCEAR) is proposed for the data transmission, which incorporates potential
coding opportunities and congestion degree of node into route selection. It can
reduce the energy consumption and balance the network traffic. In addition, the
routing metric of NCEAR considers the node with minimum residual energy
in the transmission path and sets the threshold of minimum residual energy in
routing maintenance, thus effectively avoiding the link failure and reducing the
number of routing maintenance caused by energy shortage. Simulation results
demonstrate that the protocol achieves favorable performance in increasing the
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network throughput, prolonging the network lifetime and balancing the energy
and traffic of network. resents its corresponding label, and φ donates the kernel
function.
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Abstract. Detection of hierarchical and overlapping community structures for
social networks is crucial in social network analysis. Previous strategies were
focused on a two-stage strategy for separately detecting hierarchical and over-
lapping community structures. This paper develops a one-stage memetic algo-
rithm for concurrently detecting hierarchical and overlapping community
structures in social networks, where quality evaluation functions, community
capacity, and hierarchical levels are taken into account to increase the solution
quality. This algorithm includes a local search scheme to improve the solution
searching ability. Through simulation, this algorithm shows pleasing quality.

Keywords: Hierarchical and overlapping community structure
Social network � Memetic algorithm

1 Introduction

Since the members with similar backgrounds and interests in social networks have
frequent interactions with each other, they constitute a community. A social network
with multiple communities is a community structure. Generally, the community
structures of social networks to be investigated popularly are overlapping community
structures and hierarchical community structures. Previous methods on detecting
overlapping and hierarchical community structures were based on a two-stage strategy
[1]. However, most previous works did not consider a one-stage strategy for this
problem. Therefore, this work proposes a one-stage memetic algorithm (MA) for
detecting overlapping and hierarchical community structures in social networks, while
constraints of community size and hierarchical levels are considered. To design a
one-stage method, this work proposes a novel optimization function of maximizing the
quality of jointly overlapping and hierarchical community structures, in which the
quality of overlapping community structures is based on the density function of links in
each community (called the D value) [2]; and the quality of hierarchical community
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structures is based on the EQ value proposed in [1]. Since the concerned community
detection problem has been shown to be NP-hard [3], this work proposes a novel
memetic algorithm (MA) for the problem, which is a genetic algorithm (GA) incor-
porated with local search scheme.

2 Literature Review

In detecting hierarchical community structures, Chen et al. [5] computed a similarity
matrix that computes similarity of all adjacent vertices, and then merged vertices to
form a hierarchical community structure according to the similarity matrix. Then, they
applied the community density D [2] as the threshold value of determining the com-
munity structure at each hierarchical level. Shen et al. [1] proposed a so-called EAGLE
algorithm to detect overlapping and hierarchical community structures, which first finds
all maximal cliques in the input social network and lets them be overlapping com-
munities; and then computes similarity of each pair of communities, and merge the
communities with higher similarity to form a binary hierarchical structure. To obtain a
good-quality community structure, they propose an EQ value to evaluate quality of
overlapping community structure at each hierarchical level. They found the level with
the community with the largest EQ value among all hierarchical levels, and let the level
as the number of levels of the hierarchical structure.

3 The Concerned Problem

Consider to represent a social network topology as a graph G. The notations used for
representing the input graph are summarized as follows. G = (V, E): The social net-
work is represented as graph G in which V = {v1, v2, …, vn} and E = {e1, e2, …, em}
represent set of vertices and edges, respectively, in which vi represents a vertex; ei
represents an edge. The number of vertices in graph G is n; and the number of edges in
graph G is m.

The notations of the output of the problem are summarized as follows. Number of
hierarchical levels of the hierarchical community structure of graph G is h. H = {H1,
H2, …, Hh} represent the output overlapping and hierarchical community structure of
graph G. Hk ¼ fCk

1;C
k
2; . . .g represent set of communities at the k-th hierarchical level,

in which Ck
i denotes the i-th community at the k-th hierarchical level. This work allows

Ck
i \Ck

j 6¼ ;. Ck
i

�
�

�
� ¼ nki denotes the number of vertices in the i-th community Ck

i at the
k-th hierarchical level.

With the above notations, the concerned problem is described in detail as follows.
Given the graph topology G, the problem is to detect H = {H1, H2, …, Hh} where
Hk ¼ fCk

1;C
k
2; . . .g for graph G with the objectives: Maximize the D value and the EQ

value i. Subject to the following constraints: nki � nthreshold , 8k 2 {1, 2, …, h}, 8i 2 {1,
2, …, |Hk|} where nthreshold is a given lower bound of size of each community i at each
hierarchical level k. hthreshold � h where hthreshold is a given upper bound of number of
levels of the hierarchical community structure.
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4 The Proposed MA

The proposed MA is detailed in Algorithm 1, whose main components are explained in
detail as follows.

Solution Encoding and Population Initialization. This work is referred to the work
[3] based on adjacency of links, which is more convenient to detect overlapping edges
and vertices. In Algorithm 1, a population of η chromosomes are initialized randomly.

Algorithm 1  THE PROPOSED MA 
1: Initialize the initial population P0 and evaluate fitness of each chromosome in the 

population 
2: Let the generation number k be 0 
3: while k is less than the maximal generation number do
4:    Conduct binary tournament selection to select pc  chromosomes 
5:    Conduct one-point crossover on each pair of the pc  selected chromosomes 

to generate the offspring population Qk
6:    Conduct local search on the offspring population Qk
7:    Conduct mutation with mutation rate pm on the offspring population Qk
8:    Conduct local search on the offspring population Qk
9:    Evaluate fitness of each chromosome in the offspring population Qk

10:    Replace the worst chromosomes in the current population Pk by the offspring 
population Qk

11:    Iteration number k k + 1 
12: end while
13: Output the community structure corresponding to the chromosome with the best 

fitness 

Fitness Evaluation. The concerned problem is to maximize both the D value and the
EQ value. Therefore, after the overlapping and hierarchical community structure is
decoded in the last subsection in which D and EQmax values can be obtained, the fitness
value corresponded to the chromosome instance is evaluated as the following weighted
sum of D and EQ values:

Fitness ¼ kDþ 1� kð ÞEQmax ð1Þ

where k is a weight falling within the range [0,1].

GA Operators. The conventional GA operators include parent selection, crossover,
and mutation. The parent selection operator is the binary tournament selection. The
crossover operator is one-point crossover. A mutation operator randomly selects a
chromosome from the offspring population, then randomly selects a gene gi from the
chromosome, and then mutates gene gi within the feasible range of gi, which includes
all possible adjacent edges of edge ei.

Local Search. A local search is to randomly select a chromosome, then randomly
select a gene from this chromosome based on roulette wheel selection, and then mutate
the gene within its feasible range. The roulette wheel selection selects a gene based on
the selection probability of each gene proportional to the number of feasible values.
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(a) (b) Level 1

(c) Level 2 (d) Level 3

(e) Level 4 (f) Level 5

(g)

(1, 5, 6, 7, 11, 17)
(1, 12, 13, 18, 20, 22)

(9, 21, 31, 33, 34)

(24, 27, 30, 34)

(10, 15, 16, 19, 23, 25, 26, 28, 29, 32, 34)

(1, 2, 3, 4, 8, 10, 14)

Level:  1  2 3 4 5

Fig. 1. The overlapping and hierarchical community structure of the network for Zachary’s
karate club detected by the proposed method. (a) The network structure. (b)–(f) Overlapping
community structures at each hierarchical level. (g) The hierarchical tree corresponding to the
overlapping and hierarchical community structure.
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5 Experimental Results

The experiment is conducted on a karate club network (Fig. 1, with 34 vertices and 78
edges) [6]. After lots of experimental trials, the setting of experimental parameters in
the proposed MA is given as follows: nthreshold = 4; hthreshold = 4; number of itera-
tions = 2000; weight k in the fitness function = 0.3; number of chromosomes η = 20;
crossover rate pc = 0.5; mutation rate pm = 0.01; number of local search at each iter-
ation lround = 20; number of genes in a chromosome by local search lnum = 2.

This subsection compares the convergence performance of the proposed MA and
the original GA on this social network instances in Fig. 2. It is obvious from Fig. 2 that
the proposed MA have better performance in convergence in this instance.

Fig. 2. Convergence comparison of the proposed MA and the original GA.

Fig. 3. Performance of the proposed MA and the other approaches for AC value (noting that a
smaller AC value is better).

186 C.-C. Lin et al.



Generally, the community structure cannot be realized from the network topology.
Hence, some criteria are required to evaluate the performance of the results generated
by different approaches. This section adopts two evaluation indices commonly. The
first index is the average conductance function (AC) [4]. If the AC value is smaller, the
community structure has a better quality. The second index is the EQ value. If the EQ
value is greater, the quality of the overlapping community structure is better.

The two evaluation indices of the experimental results of the proposed MA and four
previous approaches for three well-known network instances are compared in Figs. 3
and 4, in which the EQ value of the proposed MA is EQmax. From Fig. 3, the proposed
MA has better AC values than CPM, LFM, and UEOC in all network instances. From
Fig. 4, the proposed MA has better EQ values than the other four approaches in three
network instances.

6 Conclusion

This work has proposed a one-stage MA for detecting overlapping and hierarchical
community structures in social networks which considers the constraints of community
size and hierarchical level, both of which were not considered in previous works. The
proposed MA includes a local search scheme to maximize two objectives D and EQmax.
Experimental results on three real social network instances show that the proposed MA
performs better than the previous approaches.
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Abstract. In this paper, we deliberate on multiuser massive multiple-
input multiple-output (MU-MIMO) system in designing optimal zero
forcing (ZF) precoder under per antenna power constraint. MU massive
MIMO with non-square matrix is restrained by the large channel matrix
dimension, conjugate beamforming maximization approach is developed
to align the channel matrix for the optimal ZF precoder. We further intro-
duced complex lattice reduction (CLR) to transform the lattice bases of
the channel matrix and shorten the basis vector, thus meliorates the
orthogonality of the conjugate beamforming. Simulation results show
LR-based optimal ZF precoder outperforms other precoding schemas.
The LR-based optimal ZF precoder improved the beamforming for the
base station (BS) to focus on the users, thus improving spatial multi-
plexing gain and diversity order. As BS antennas and users turn large,
the sum rate over the subchannels depends on the dominance of users
(that is BS antennas to user antennas ratio) for the channel gain. Thus
performance of the LR-based precoder schema under per antenna power
can help save power in practical massive MIMO implementation.

Keywords: MU massive MIMO · Zero forcing (ZF) precoder
Conjugate beamforming · Lattice reduction (LR) · Per antenna power

1 Introduction

Multiuser massive MIMO system is an emerging technology, the system have
spatial multiplexing and diversity gains as distinct pair of channel vectors turn
orthogonal as number of antennas increase [1,2]. However, the overall perfor-
mance of MU massive MIMO requires efficient multi-user interference (MUI)
elimination, hence transmit precoding is a strategy to study. Linear precoder
such as zero forcing (ZF) can search domains of MU MIMO transmission over
entire nullspace (nulling the space is a conventional method for interference
elimination) of other users [3,4]. In this paper, ZF precoder is designed to search
domain of MU MIMO transmission over entire null of other users with block
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diagonalization (BD). In [3,5] studied (BD) transmissions, as each user is set
to the entire null space of other adjacent users, thus parallels the user subchan-
nels, this however does not involve optimization over the subchannels. Therefore
sum rate of optimal ZF precoder with BD is maximized under two conditions:
firstly by transmitting on the right eigenchannel (set of parallel non-interfering
subchannels) and secondly by power allocations on each non-interfering subchan-
nel through optimization [6–8]. In [5,9] studied square and non square channel
matrices respectively under sum power constraint. In this paper, we consider a
system with large non-square channel matrix where the BS antennas M are more
than the combined user antennas K and users N (i.e. M ≥ NK), we analyze the
user selection with the precoder with conjugate beamform vector in the downlink.
Furthermore we extend this work to investigate the non-square matrix under per
antenna power constraint. Per antenna power constraint (diagonal operations) is
a novel power allocations approach for achieving massive MIMO performance. In
[10], the sum rate with BD under per-antenna power constraint is suggested to be
less than sum power constraint, to resolve this sum rate limitations, we propose
a solution that bounds (orthogonal) the lattice size of the transmit beamforming
vectors [11] under per-antenna power constraint. Lattice reduction (LR) using
the complex Lenstra, Lenstra and Lovasz (CLLL) algorithm is efficient [3] in
transforming the bases of the channel matrix, thus meliorating the orthogonal-
ity of basis vectors. In practice, per antenna power allocation is very critical as
power to power amplifiers (PA) can serve each antenna effectively as compared
to the sum power allocation where power is arbitrarily distributed to the anten-
nas. Thus sum rate of MU massive MIMO systems for under per-antenna power
constraint is a great contribution to power saving.

The paper is outlined as: Sect. 2 Designs the System Model, Sect. 3 describes
the optimal ZF Precoder Design. Section 4 provides the numerical Analysis and
discussions. Section 5 draws the conclusion of the paper.

2 System Model

We consider a single cell downlink MU massive MIMO system with base station
(BS) equipped with M -array antennas and N users, with each user equipped with
K (K ≥ 1) antennas. The nth user received signal is modeled as yn = Hnx+zn,
where Hn ∈ C

K×M is channel matrix and is full row rank and zn ∈ C
K×1 is

the (i.i.d) complex Gaussian noise vector. The statistical information of the
transmitted vector x ∈ C

M×1 is defined as

x =
N∑

n=1

Tnsn (1)

E
[(

xxH
)]

ii
=

[
N∑

n=1

tr(TnTH
n )

]

ii

≤ pi ∀i = 1, ...,M (2)
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where Tn ∈ C
M×K and sn ∈ C

K×1 denote the precoder matrix and trans-
mit data vector respectively, E

[(
snsHn

)]
= IK and pi is power of ith transmit

antenna. The nth user received signal yn is expanded (1) as

yn = HnTnsn +
N∑

j=1
j �=n

HnTjsj + zn

︸ ︷︷ ︸

(3)

with the underlined term as the interference plus noise. As the transmitted signal,
noise and interference signals are uncorrelated, we adopt a model to remove the
interference in the next section.

3 Optimal ZF Precoder Design

Let assume the transmitter have perfect CSI, then estimation of nth user effective
channel HnTn is achieved by precoding the pilots of Tn. The nth user (3)
downlink MUI is mitigated by ZF condition enforced as

HnTj = 0 for j �= n (4)

where (4) perfectly zeros the interference component in (3). The columns of
HnTn corresponding to singular values equal to the zero interference. Therefore
invoking condition (4) into (3) is given by

yn = HnTnsn + zn (5)

As MUI is annihilated, a practical multiuser ZF is achieved. Condition
(4) forces Tn to be located in the nullspace of H̄n =

(
HH

1 ,HH
2 ,HH

n−1H
H
n+1,

...,HH
N

)H from reception by nth user due transmission from other users. Block
diagonalization thus decomposes the MIMO channel into multiple parallel sub-
channels, the singular value decomposition (SVD) is performed [12] as

H̄n = Un Σn VH
n (6)

where Un and Vn are (N − 1)K × (N − 1)K and (M × M) unitary matrices
respectively, Σn is (N −1)K×M component of diagonal matrix consisting of the
ordered singular values. Since rank

(
H̄n

)
= (N − 1)K, then columns of H̄n are

constructed in Vn for the precoder Tn, we set V̄n ∈ C
M×m for m = M − (N −

1)K [5] and is conditioned as V̄H
n V̄n = Im satisfying orthogonality. The precoder

aggregation matrix is Tn = V̄nV̂n, where V̂n ∈ C
m×K denotes arbitrary matrix

of the power constraint, optimization over V̂n assumes computation of diagonal
elements. Plugging (6) into (5), estimated signal nth user is expressed as

ŝn = UH
nyn = UH

nUn Σn VH
n V̄nV̂nsn + z̃n (7)

with z̃n = UH
nzn as the additive Gaussian noise and UnΣnVH

n V̄nV̂nUH
n

is the parallelized non-interfering SU-MIMO channels. The precoder rotation
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Tn= V̄nV̂n for the transmitted power1 must be properly align with the sub-
channels. Optimization over V̂n with SVD-ZF (7) often assumes water-filling to
align the power to the parallelized eigenchannels.

3.1 Optimal ZF Precoder Optimization

To construct the precoder rotations Tn= V̄nV̂n, we set V̂n as V̂nV̂H
n = Θn

(m × m) positive semi-definite matrix of the precoder power. The sum rate max-
imization problem under per antenna power constraint is formulated as

max
Θn

imize Cn (Pn) =
N∑

n=1

log det (I + BPn)

subject to

[
N∑

n=1

tr
∣∣∣V̄nΘnV̄

H
n

∣∣∣

]

ii

≤ pi ∀i = 1, ...,M (8)

Θn � 0 n = 1, ..., N

rank (Θn) ≤ K

where Pn =
∣∣∣Un Σn VnV̄nΘnV̄H

nVH

nΣH
nUH

n

∣∣∣ and B is any arbitrary matrix.
The per antenna power constraint (8) gives the sum rate maximization over the
diagonal entries of Θn. Considering the objective of this study in M ≥ NK
(non-square) regime, the domain search for optimization (8) limits the span of
diagonal [.]ii in choosing Θn entries. Thus optimal precoder

(
V̄nV̂n

)
can not

achieved best optimal solution, as dimensions of V̄n ∈ C
M×m is large or equal

to the precoder Tn [5] resulting in deficiency. This dimension restrained is easily
optimized with square matrix (M = NK) under sum power constraint [9]. To
solve this problem under per antenna power constraint, we propose conjugate
beamforming approach to resize the matrix dimension. We define channel matrix
as Xn = Σn VnV̄n ∈ C

(N−1)K×m and conjugate transmit beamform matrix
Wn ∈ C

M×(N−1)Kthat enforces the per antenna power constraint as

Wn = V̄nX†
n (9)

where X†
n = XH

n

(
XnXH

n

)−1is the Moore-Penrose inverse of Xn and V̄n

in Vn (6) is for designing the precoder power. Capitalizing on Pn = Σn

VnV̄nΘnV̄H
nVH

nΣH
n , the Un matrix is dropped in the sequel, we recompute

Θn =
(
ΣnVnV̄n

)†
Pn

(
V̄H

nVH

nΣH
n

)†
=

(
X†

n

)
Pn

(
X†

n

)H. Now plugging Θn into
(9), we rewrite (8) for optimal SVD-ZF with conjugate beamforming (BF) as

1 For Tn =
[
V̄1V̂1, V̄2V̂2, . . . V̄NV̂N

]
as the transmit power constraint (2) is formu-

lated in tr
(
V̄nV̂nV̂

H
n V̄

H
n

)
for the power constraint.
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max
Pn

imize Cn (Pn) =
N∑

n=1

log det (I + BPn)

subject to
N∑

n=1

tr
∣∣∣WnPnWH

n

∣∣∣
ii

≤ pi ∀i = 1, ..M (10)

Pn � 0,Wn � 0
rank (Wn) = rank (Pn) ≤ K

thence optimal solution always has rank (Pn) ≥ 1 for K ≥ 1 with the user
antenna that allows the transmitted power to target user antenna. As Wn �
0 satisfies

M∑
i=1

|Wn|ii � 0 for pi ≥ 0, the beamform is thus aligned with the

channel matrix. The conjugate beamforming matrix (Wn) is suboptimal when
the channel matrix (Xn) is orthogonal for the sum rate maximization.

Optimal SVD-ZF with conjugate beamforming (BF) Relaxation. To
resolve the inequality constraint (10) for the fixed point pi contained in the
undetermined |Pn|ii, we let eigenvector of Pn be pn = (k, 1) for 1 ≤ k ≤
K and beamform vector wn = (w1,k, .., wM,k) with entry basis (i, k) form the
Hermitian matrix Wn = (wi,k) as the k-dimensional volume of the parallelepiped
form the basis vectors over the M antennas. By Shur’s inequality [12], beamform
coefficient is given as Wn = |wn|2 ≤ (

wH
nwn

)
, thus bounds of sum rate Cn(Pn)

is reflection of linear inequality constraint (10) as

N∑

n=1

[
pn |wn|2

]

ii
≤ pi ∀i = 1, ..M (11)

where
[
pn |wn|2

]

ii
is obtained from tr

∣∣∣WnPnWH
n

∣∣∣
ii

for the ith transmit

antenna. Generally, the relaxation of constraint
(
wH

nwn

)
[7] is rank-one or stan-

dard basis |wn|2 = Wn = 1, hence beamforming has unit norm vector. Since
(10) is convex constraint, the optimal solution has rank(pn) ≥ 1 as k ≥ 1, is
achieved with water-filling. However, the relaxation constraint is not tight if
1 < k ≤ rank (Wn), as the users (user antennas) grow large, the basis of conju-
gate beamform Wn consisting of long wn vectors allow combination off diagonal
elements to appear in the diagonal Pn. This lacks the objective of orthogonality
to the user channels. Massive MIMO matrix dimension constrained is studied
in [11] for the complexity of user dimension (NK) with the channel matrix Xn

and V̄n precoding power constraints. In the next subsection evaluates the tight-
ness of Wn by reducing the basis wn consisting of short vectors, i.e. dimension
span in vector space of the channel bases is to eliminate vectors that are linear
combinations of others vectors.
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Optimal SVD-ZF with Lattice Reduction based conjugate BF. The BS
transmits to the users using lattice reduction based conjugate beamforming. The
conjugate beamform matrix Wn (9) is written in complex lattice form as

W∗
n = V̄u

nX̆
†
n

= { κu
1 x̆1 + ... + κu

nx̆n : κu
n ∈ Z + jZ for n ∈ N} (12)

with V̄u
n ∈ C

M×m as a unimodular transformation matrix2 satisfying det
∣∣V̄u

n

∣∣ =
1 and maintains the channel signal power during LR process. The (CLR) algo-
rithm uses the Gram-Schmidt Orthogonalization (GSO) to transform

(
X̆∗

n

)

in order to bound the orthogonality defect3. The GSO is initiated by setting(
X̆∗

n

)†
=

(
x∗
i,k

)
for 1 < k ≤ K and 1 ≤ i ≤ M , thus orthonormal basis for the

ith BS antenna and kth user antenna is given [13] as

x∗
i,k = xi,k −

k−1∑

i=1

κu
i,kx

∗
i,k for 1 ≤ i < k ≤ M (13)

where κu
i,k = 〈xi,k,x

∗
i,k〉

‖x∗
i,k‖2 is the GSO coefficient for the linear combination for any

k ∈ (1, n). As the reduction |x1,k|,...,|xk−1,k| approach zero, the vector x̆n is
more orthogonal in the subspace span x̆1, ..., x̆n−1 linearly independent vectors,
hence κu

i,k = 0. The lattice basis is size reduced if
∣∣∣κu

i,k

∣∣∣ ≤ 1/2 [11], then

∣∣x∗
i,k

∣∣ =
1
2

∣∣x∗
i,i

∣∣ for 1 ≤ i < k ≤ M (14)

where the reduced basis ensures off-diagonal elements of the channel vectors
are almost half the diagonal elements. The general size-reduced basis using
Lovasz condition [13] is achieved by subtracting a suitable linear combination(

ρ −
∣∣∣κu

k−1,k

∣∣∣
2
)

for the consecutive basis x∗
k,k and x∗

k−1,k−1, is given as

∥∥x∗
k,k

∥∥2 +
∥∥κu

k−1,kx
∗
k−1,k−1

∥∥2 ≥ ρ
∥∥x∗

k−1,k−1

∥∥2
, 2 ≤ k ≤ M (15)

where the reduction basis ρ = 3
4 is standard value (14 < ρ < 1) in achieving a

better performance in (14). Thence the new shorter basis x∗
k,k + κu

k−1,kx
∗
k−1,k−1

is transformation of xk,k onto the orthogonal vector space, similarly x∗
k−1,k−1

is component of xk−1,k−1 beam vector basis. Thus x̆∗
n is near orthogonal and

shorter projection of x̆n, then reduced vector w∗
n = κu

nx̆
∗
n of conjugate beamform

W∗
n = V̄u

n

(
X̆∗

n

)†
, the new basis

(
X̆∗

n

)†
for a given W∗

n is near orthogonal and

2 The basis vectors are multiplied by square vector and determinant of ±1, the ele-
ments are complex integer entries κu

n.
3 The orthogonality defect is used to measure the orthogonality basis vectors, formed

by all the inner products as
∏n

i=1‖x̆i‖
∥
∥
∥X̆

†
n

∥
∥
∥
2 .
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shorter as compared with previous beamforming Wn (9). The implementation
of the CLLL algorithm requires QR decomposition on W∗

n = Q∗
nR

∗
n, where

Q∗
n = V̄u

n is M × m matrix and R∗
n =

(
X̆∗

n

)†
is the m × (N − 1)K upper

triangular matrix, then followed by the iteration over polynomial time as

Algorithm 1
—————————————————————
1. Initialize the GSO for x1,k, .., xi,k, calculate x∗

1,k, .., x
∗
i,k and coefficients κu

n

2. Form size reduction for the pairs xk,k and xk−1,k−1 and update κu
k−1,k

3. Use Lovasz condition for the pair x∗
k,k and x∗

k−1,k−1 and update κu
k−1,k

4. Else go to step 2.
—————————————————————

The CLLL algorithm swaps pair xk,k and xk−1,k−1 for x∗
k,k and x∗

k−1,k−1as
the size-reduction steps proceed. Applying the transformation for the conjugate
beamform (12) and (10), the optimal precoder achieves the maximum sum rate
as C∗

n = max
X̆†

n∈W∗
n

Cn(Pn) with reduced basis of the transformed beamforming.

Proposition 1. Considering (M ≥ NK) with constant user antennas 1 < k ≤
K for all N users, then (15) depends on user selection (N − 1)K, assuming
M → ∞, N → ∞, then 0 < k ≤ M

N < ∞ is constant with k values. Thus
the singular values of XnXH

n ∈ C
(N−1)K ×(N−1)K converge to constant value

k → ∞, hence given as
M ≥ (N − 1)K (16)

for (M − N + 1) varies as M ≥ N , thus objective function under per antenna
power constraint is optimal (waterfilling) in achieving maximum sum rate for
large M → ∞, N → ∞ in M ≥ NK regime.

4 Numerical Analysis and Discussions

In this section, numerical analysis and discussions are provided to validate perfor-
mance of per-antenna power constraint for MU massive MIMO. The theoretical
tightness of the study is validated with Monte Carlo simulations of 10000 realiza-
tion. The precoder is constructed from the V̄n (M × m) for m = M − (N −1)K
and the LR standard basis is ρ = 3

4 . The figures compare schemas such as direct
SVD-ZF-BF (10), SVD-ZF-BF with conjugate BF matrix with inner product
|wn|2 = [Wn] = 1 (11) and the LR-based SVD-ZF-BF, all the schemas are
analyzed under per antenna power constraint.

Figure 1, shows the sum rate with SNR for all the schemas. LR-based SVD-
ZF-BF achieves higher sum rate as users (N) selection increases, this validate
tightness through orthogonal channel for the distinct pairs xk,k and xk−1,k−1 and
also the direct SVD-ZF-BF improve with user selections whilst SVD-ZF-BF with
BF = [Wn] = 1 shows worse performance, this is due to the rank one assumption
of Wn (unit norm vector) which constrained the beamforming diagonalization
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Fig. 1. Sum rate with SNR (dB) values, for M antennas= 128 and K antennas= 2.
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Fig. 2. Sum rate versus BS (M) antennas, for N users= 16 and K antennas= 2.

as user selections increases. The overall sum rate of our LR-based SVD-ZF-BF
schema improved the performance than in [5,10].

The sum rate versus transmit antennas M is presented in Fig. 2. Clearly sum
rate increase with M for LR-based SVD-ZF-BF and direct LR-based SVD-ZF-
BF, that argues an increase in channel gain for the subchannels as M ≥ NK,
the rate gain in LR-based SVD-ZF-BF is due to elimination of vectors which
are linear combinations of others vectors. However as M turns large, the sum
rate becomes stable suggesting limited gain due to the spread over the large
HnTn [5]. Subsequently sum rate of SVD-ZF-BF with BF = [Wn] = 1 schema
is constant regardless of channel randomness, thus the BF = [Wn] = 1 restricts
the diagonalize singular vectors of beamforming.
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Fig. 4. Sum rate with the 0 < k ≤ M
N

< ∞, the ratio k is equivalent user antennas.

Figure 3 plots the sum rate against the number of users N , i.e. selection of
the SU-MIMO channels. The number of users increase with SNR gain hence
increase sum rate in all schemas. Our LR-based SVD-ZF-BF shows high gain
in the equivalent selection of SU-MIMO channels with the orthogonal bases
justifying our argument that 1 < NK ≤ rank (Wn) is not tight for relaxation
(less orthogonal), as BF = [Wn] = 1 suffers from the assumption.

Figure 4 presents the sum rate compared with the ratio k ≤ M
N < ∞ ( as 1 ≤

k ≤ K) for multiplexing gain and diversity order, hence sum rate increases with
user antennas k for all schemas. As M = (N − 1)K grows larger, the sum rate
due to (16) turns to dominance of M −N +1 channels. Thus increase in optimal
power by the schemas for eigenchannel (M ≥ NK). Then Fig. 3 is consistence
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with Fig. 4 justifying Proposition 1. Moreover increase in transmit antennas M
results in increase multiplexing gain Σn as in (N −1)K and compensate increase
in the optimal power allocation in our LR-based SVD-ZF-BF.

5 Conclusion

We present optimal ZF precoder with conjugate beamforming under per antenna
power constraints with MU massive MIMO system. An optimal SVD-ZF pre-
coder is designed for the per antenna power. The conjugate beamforming max-
imization efficiently aligned the channel matrix for constrained MU massive
MIMO matrix dimension. Furthermore, conjugate beamforming with lattice
reduction transform the lattice basis of the channel matrix. Optimal ZF pre-
coder with LR-based SVD guaranteed higher sum rate (multiplexing gain and
diversity order) in meliorating the orthogonality of the distinct vector basis as
compared with other precoding schemas. This theoretical analysis fulfills practi-
cal issues for optimal ZF precoder with per antenna power in MU massive MIMO
systems.
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Abstract. Channel quality information (CQI) is an essential element of
uplink control signaling in Long Term Evolution (LTE) system. Accord-
ing to 3GPP standard, a linear block code based on Reed-Muller (RM)
code has been employed for the CQI transmission for error control. In
this paper, a low complexity maximum a posteriori probability (MAP)
decoding algorithm for CQI decoding is described, which is performed
by re-ordering the likelihood values of the received signal and all mapped
codewords, and then calculating the probability of 0 and 1 of every trans-
mitted information bit based on a butterfly-flow-graph (BFG). Com-
pared to the standard MAP decoding algorithm, the proposed algorithm
can reduce the addition calculation by 35.71% to 72.82% when the num-
ber of CQI bit is changing from 4 to 11, and the bit error rate (BER)
performance is without degradation.

Keywords: 3GPP-LTE · CQI · MAP decoding

1 Introduction

In Long Term Evolution (LTE) system, channel quality information (CQI) is very
crucial in evolved Node B (eNodeB) to decide the corresponding modulation
and coding scheme [1]. According to the 3GPP standard [2], a (32, k) linear
block code based on Reed-Muller (RM) code is used for channel coding of CQI.
Through fast and efficient decoding algorithm, receiver can retrieve the CQI
report with low bit error rate (BER) and low latency [3].

In [4], a decoding algorithm with fast-Hadamard-transform (FHT) for CQI is
proposed, which utilizes maximum likelihood (ML) algorithm based on the cor-
relation between the Hadamard matrix and RM code. Rather than ML decoding
algorithm, which can minimizes the block error rate (BLER), the maximum a
posteriori probability (MAP) decoding algorithm is one kind of decoding method
which can not only minimizes the BER, but also provide the corresponding soft
information at the output of decoder [5–8]. However, due to the realization com-
plexity, MAP decoding algorithm is not widely used for block codes [10,11].
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In this paper, we propose to use a butterfly-flow-graph (BFG) scheme for CQI
decoding. The BFG scheme is derived from the fast-fourier-transform (FFT),
which can greatly reduce the calculation complexity. Based on the BFG scheme,
the proposed algorithm can reduce the addition calculation by 35.71% to 72.82%
when the number of CQI bit is changing from 4 to 11, and the BER is without
degradation compared with the standard MAP algorithm.

The rest of this paper is organized as follows. In Sect. 2, the introduction
of linear block code and CQI encoder is described. In Sect. 3, the BFG based
MAP decoding algorithm for CQI is proposed. Simulation result and complexity
analysis are presented in Sect. 4. Finally, conclusions are drawn in Sect. 5.

2 Linear Block Code and CQI Encoder

2.1 Linear Block Code

Linear block code is a subclass of block code. For an (n, k) binary linear block
code, the generator matrix G is a k × n matrix with the elements from GF (2),
and the rows of which are a basis of the code. Denote the information sequence
as u = [u0u1 . . . uk−1], the corresponding code can be obtained by

c = u · G. (1)

where c = [c0c1 . . . cn−1], and the calculation is performed based on modulo-2
operation [6].

2.2 The Encoder of CQI

As mentioned in Sect. 2.1, let’s assume the bit number of CQI is k, and then the
CQI is encoded using a (32, k) linear block code, where k ≤ 11. The codewords of
the (32, k) block code are a linear combination of 11 basis sequences as defined in
Table 1. Based on the 11 basis sequences, we can construct the generator matrix
by G = [GT

0 ,GT
1 , . . . ,GT

10]
T , where T is the transpose operation.

It can be seen that G0 is an all-one sequence, and G1 to G5 are the rows of a
matrix with all possible 5-tuples as columns, which are also the interleaved first
order RM generating sequences. G6 to G10 are five mask sequences. According
to Eq. (1), the encoded CQI block is denoted by c = [c0c1 . . . cn−1], where n = 32
and

cj =
k−1∑

i=0

(ui · Gi,j) mod2. (2)

where j = 0, 1, . . . , 31 and Gi,j is the j-th element of sequence Gi.
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Table 1. 11 basis sequences of (32, k) block code

G0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

G1 1 1 0 0 1 1 0 0 1 0 0 1 0 1 0 1 1 0 1 0 0 1 0 1 1 1 0 1 0 0 1 0

G2 0 1 0 1 1 0 1 0 0 1 1 1 0 0 0 0 1 0 0 0 1 0 0 1 1 0 1 1 1 1 1 0

G3 0 0 1 1 1 0 0 1 1 1 0 0 1 1 0 0 0 1 1 0 0 1 0 0 1 0 1 1 0 1 1 0

G4 0 0 0 0 0 1 1 1 1 1 0 0 0 0 1 1 1 1 1 0 0 0 1 1 1 0 0 0 1 1 1 0

G5 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 1 0

G6 0 0 1 0 0 1 1 0 0 1 1 1 0 0 0 1 1 0 1 1 1 0 0 0 1 1 0 0 1 1 1 0

G7 0 0 0 0 1 1 0 1 1 0 1 0 1 1 1 1 0 0 1 0 0 0 1 0 1 1 0 1 0 1 1 0

G8 0 0 1 1 0 1 1 1 0 0 0 1 1 0 0 0 0 1 0 0 0 0 1 1 1 0 1 1 1 1 1 0

G9 0 1 1 0 0 0 1 0 1 1 1 0 1 1 0 1 1 0 0 0 0 1 0 1 1 0 1 1 0 0 1 0

G10 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 0 1 0 0 0 0 1 0

3 Decoding Algorithm for CQI

MAP decoding algorithm can provide the best BER performance as well as the
soft decoding output. Denote the received vector as r = [r0r1 . . . rn−1], the rule
of MAP decoding can be written as following:

ûi = arg max
ui∈GF (2)

P (ui|r) (3)

For the soft decoding output, we introduce the log likelihood ratio (LLR) for
the i -th information bit

Li = ln
P (ui = 0|r)
P (ui = 1|r)

(4)

By applying the rule of Bayes and following the principle of MAP decoding,
we can rewrite the LLR as

Li = ln f(ui=0,r)
f(ui=1,r)

= ln
∑

c ∈C{ui=0} f(c,r)
∑

c ∈C{ui=1} f(c,r)

= ln
∑

c ∈C{ui=0} P (c)f(r |c)
∑

c ∈C{ui=1} P (c)f(r |c)

(5)

If memoryless channels and BPSK modulation (0→ +1, 1→ −1)) are consid-
ered, and it is assumed that all codewords are equally probable (i.e., no apriori
probability available), denote the corresponding mapped vector of the encoded
codeword as s = [s0s1 . . . sn−1]. We can have

Li = ln

∑
c∈C{ui=0} f(r|s(c))

∑
c∈C{ui=1} f(r|s(c))

(6)
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In additive white Gaussian noise (AWGN) channel, we can obtain

Li = ln
∑

c ∈C{ui=0} exp{− 1
2σ2 ||r−s(c)||2}

∑
c ∈C{ui=1} exp{− 1

2σ2 ||r−s(c)||2}

= ln
∑

c ∈C{ui=0} exp{ 1
σ2 <r ,s(c)>}

∑
c ∈C{ui=1} exp{ 1

σ2 <r ,s(c)>}
(7)

where σ2 is the noise variance and < ·, · > denotes the inner product.
As we know, for the (32, k) block code, the number of the codewords with the

i-th information bit being 1 (or 0) is 2k−1. The addition calculation in Eq. (7)
will up to be k(2k − 2). Based on FFT, we can use a butterfly flow graph to
reduce the calculation complexity [9]. The procedures are given in the following:

Step-1: For the (32, k) block code, we denote all possible information sequence
as u0 = [00 . . . 0], u1 = [00 . . . 1], . . . , u2k−1 = [11 . . . 1], and the corresponding
codewords are denoted as c0, c1, . . ., c2k−1. After ±1 mapping, the mapped
symbol sets are expressed as s0, s1, . . ., s2k−1.

Step-2: Define

λi = exp{ 1
σ2

<r, si>} (8)

where i = 0, 1, . . . , 2k − 1, and λi represents the likelihood value of the received
sequence r and the mapped i-th codeword si.

Step-3: Re-order the generated λi: let zi = [λi, λ2k−1−i]T , i = 0, 1, . . . , 2k−1−1,
and introduce a 2k × 1 sized vector z = [zT

0 ,zT
1 , . . . ,zT

2k−1−1]
T .

Step-4: Proceed on the BFG-based transform, we can obtain a 2k × 1 sized
vector y as

y = [y0, y1, . . . , y2k−1] = BFG(z) (9)

For simplicity, we take k = 4 for example, where λ = [λ0, λ1, . . . , λ15], z =
[zT

0 ,zT
1 , . . . ,zT

7 ]T , and y is a 8 × 1 sized vector. The BFG-based transform can
be shown in Fig. 1, from which it is obtained that:

y0 =
∑

c∈C{u0=0} exp{ 1
σ2 < r, s(c) >}

y1 =
∑

c∈C{u0=1} exp{ 1
σ2 < r, s(c) >}

y2 =
∑

c∈C{u3=0} exp{ 1
σ2 < r, s(c) >}

y3 =
∑

c∈C{u3=1} exp{ 1
σ2 < r, s(c) >}

y4 =
∑

c∈C{u2=0} exp{ 1
σ2 < r, s(c) >}

y5 =
∑

c∈C{u2=1} exp{ 1
σ2 < r, s(c) >}

y6 =
∑

c∈C{u1=0} exp{ 1
σ2 < r, s(c) >}

y7 =
∑

c∈C{u1=1} exp{ 1
σ2 < r, s(c) >}

(10)
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Fig. 1. The BFG-based transform of (32, 4) CQI decoder.

The BFG-based MAP decoding algorithm can be summarized as follows.

(a) Define Q0 =
[

1 0
0 1

]
, Q′

0 =
[

0 1
1 0

]
, we can obtain Ql by Ql =

[
Ql−1 Ql−1

Ql−1 Q′
l−1

]

and Q′
l =

[
Q′

l−1 Q′
l−1

Q′
l−1 Ql−1

]
recursively, l = 1, 2, . . . , k − 1.

(b) In order to obtain the 2k × 1 sized vector y, denote xi = [y2i, y2i+1]T firstly,
i = 0, 1, . . . , k − 1. We can get

xi =
{

Qk−1,0 · z, i = 0
Qk−1,2i · z, i = 1, 2, . . . , k − 1 (11)

where Qk−1,i denotes the i-th and i + 1 -th row of Qk−1.
Based on xi = [y2i, y2i+1]T , we can construct the 2k × 1 sized vector y

correspondingly, where y = [xT
1 ,xT

2 , . . . ,xT
k−1]

T . Besides, with Q0 and Q′
0, the

BFG-based transform can be represented as shown in Fig. 2.

Step-5: From Eq. (7) and the definition of vector y, we can calculate the decoded
LLR by

Li =

{
ln y0

y1
, i = 0

ln y2(k−i)

y2(k−i)+1
, i = 1, 2, . . . , k − 1 (12)

Step-6: Based on the decoded LLR, we can obtain the corresponding hard
decision by

ûi =
{

0, Li > 0
1, Li < 0 (13)
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Fig. 2. Another representation of the BFG-based transform

4 Numerical Results

4.1 Performance Simulation

The simulation results are given in this section, where the simulation is carried
out on AWGN channel with different signal-to-noise ratio (SNR), and the infor-
mation bit number k = 11. The BER performance of standard MAP decoding
algorithm and BFG-based MAP decoding algorithm are provided in Fig. 3. We
can observe that the proposed BFG-based MAP decoding algorithm can obtain
exactly the same BER performance as the standard MAP decoding algorithm.
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Fig. 3. The BER performance of the standard MAP decoding and BFG-based MAP
decoding
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4.2 Complexity Analysis

The addition calculation complexity of the standard MAP decoding algorithm
and BFG-based MAP decoding algorithm with different information bit number
k are shown in Fig. 4, and the relative complexity reduction is shown in Fig. 5.
From the figure, it is known that, with the proposed BFG-based MAP decoding
algorithm, the addition calculation complexity can be reduced by 35.71% when
k = 4 and 72.82% when k = 11 accordingly. As a result, with the proposed
BFG-based MAP decoding algorithm, the addition calculation complexity can
be efficiently reduced.
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Fig. 4. The addition calculation complexity of the standard MAP decoding and BFG-
based MAP decoding
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Fig. 5. The relative complexity reduction of BFG-based MAP decoding compared to
the standard MAP decoding
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5 Conclusion

In this paper, a BFG-based MAP decoding algorithm for CQI in 3GPP-LTE is
described. From the simulation result, it is seen that compared to the standard
MAP decoding algorithm, the propose algorithm can greatly reduce the com-
plexity while the BER performance is without degradation. As a result, with the
proposed algorithm, the receiver can retrieve the CQI report fast and efficiently.
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Abstract. For low-density parity-check (LDPC) codes decoding by alternating
direction method of multipliers (ADMM), the layered scheduling sequentially
updates the messages of check nodes one by one. Though the layered scheduling
can speed up the convergence rates, it may limit the throughput when imple-
menting the ADMM decoder with multi-core systems due to its serial style. To
circumvent this problem, a group-based layered scheduling is proposed by
updating a group of check node messages at one time. Extensive simulation
results for the proposed scheme over two typical LDPC codes with the ADMM
penalized decoding algorithm are provided.

Keywords: ADMM decoding � LDPC codes � Message scheduling
Convergence rate

1 Introduction

It is well known that the decoding of low-density parity-check (LDPC) codes can be
formalized by an optimization problem and solved by linear programming (LP) [1].
However, the computational complexity of LP decoding is high when using the clas-
sical LP solvers such as the simplex and the interior point method. Recently, an
efficient LP decoding method for LDPC codes based on the alternating direction
method of multipliers (ADMM) is proposed [2]. Simulations show that both the error
rate performances and the computational complexity of the ADMM decoding are
comparable with that of the classical belief propagation (BP) decoding [3, 4].

The Euclidean projection operation is the most complex part in the ADMM
decoding [5]. To reduce the decoding complexity, Zhang and Siegel proposed a
two-step method to simplify the operation [3]. Firstly, the hyperplane in the check
polytope contains the projection results is determined. Then a simple optimization
problem is solved to find the exact projection points. Later, the Euclidean projection is
reduced by using a linear projection algorithm onto simplex which is effective when the
dimension of the input is high [6]. Recently, Jiao et al. proposed a look-up table
(LUT) based method to simplify the Euclidean projections [7]. In addition to simplify
the Euclidean projection itself, the complexity of the ADMM decoding can also be
reduced by saving the number of Euclidean projections [8].

Another way to reduce the complexity is to accelerate the convergence rate of the
ADMM decoding by using message scheduling [9, 10]. In [9], the layered scheduling
for the ADMM decoding parallel to that of the BP decoding is proposed. Simulation
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results in [9] show that the decoding time of the ADMM decoding can be reduced
significantly by combining the layered scheduling and the method proposed in [8].
A problem for the layered scheduling is its fully serial structure which may prevent it
from being implemented with parallel architectures. In this paper, we propose a partial
parallel scheduling method for ADMM decoding, named group-based layered
scheduling. Simulation results for two typical LDPC codes with different parallel
degrees are provided.

2 Preliminaries

Suppose an LDPC code C with information length K and block length N. The
parity-check matrix H of C has M rows and N columns. The variable nodes in the
Tanner graph of H are indexed by I ¼ f1; 2; . . .;Ng, and the check nodes are indexed
by J ¼ f1; 2; . . .;Mg. Let the degree of i-th variable node vi be di and the degree of
j-th check node cj be dj. Let N ið Þ ¼ fj 2 J : Hji ¼ 1g be the index set of neighbors of
vi. Similarly, letM jð Þ ¼ fi 2 I : Hji ¼ 1g be the index set of neighbors of cj. Let x be
an LDPC codeword of length N and r be the received vector when transmitting x. The
LP decoding of LDPC codes can be formulated as

min cT x
s.t.Tjx ¼ zj; zj 2 PPdj ; 8j 2 J ð1Þ

where c 2 R
N is the vector of log-likelihood ratios (LLRs) and the ith component of c

is defined as

ci ¼ log
Pr rij0ð Þ
Pr rij1ð Þ

� �
; ð2Þ

the dj � N binary matrix Tj selects out the dj components of x that participate in the
j-th check node, zj 2 R

dj are “replica” variables, and the check polytope PPdj is the
convex hull of all binary vectors of length dj with an even number of 1s [3]. The
augmented Lagrangian of LP problem (1) with scaled dual variables is [3]

Lq x; z; yð Þ ¼ cTx þ q
2

X
j2J Tj

�� x � zj þ yj
��2
2
� q

2

X
j2J yj

�� ��2
2
; ð3Þ

where yj 2 R
dj is the scaled dual variable and q [ 0 is the penalty parameter. Based

on (3), the (k + 1)-th iteration of ADMM decoding is described as follows

xkþ 1 :¼ argminx cTx þ q
2

X
j2J Tjx � zkj þ ykj

���2
2

����
� �

; ð4Þ

zkþ 1
j :¼ PPPdj

Tjxkþ 1 þ ykj
� �

; ð5Þ
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ykþ 1
j :¼ ykj þ Tjxkþ 1 � zkþ 1

j ; ð6Þ

where PPPdj
uð Þ is the Euclidean projection of vector u onto PPdj . The minimization of

(4) can be calculated in component-wise as follows [2]

xi ¼ P 0;1½ �
1
di

X
j2Nv ið Þ z ið Þ

j � y ið Þ
j

� �� �
� 1
q
ci

� �
ð7Þ

where P 0;1½ � �ð Þ denotes the projection onto the interval [0, 1], and the superscript
(i) denotes the entries in zj and yj that correspond to the variable node i. The
over-relaxed ADMM decoder can be implemented by replacing Pjxkþ 1 in the z- and y-
updates in (5) and (6) with

hPjxkþ 1 þ 1 � hð Þzkj ð8Þ

where h is an over-relaxation parameter and we choose h ¼ 1:9 in our simulations as
in [2].

It has been observed that the performance of ADMM decoder is worse than the BP
decoding in the waterfall region. To address this problem, a penalty term is added to the
objective function of (1) to penalize pseudocodewords. Two frequently used penalty
terms are l1 and l2 penalty functions [4]. For more information about penalty functions,
please refer to [11, 12]. In our simulations, the ADMM penalized decoder with l1
penalty function is used.

3 Group-Based Layered Scheduling Algorithm

In the original ADMM decoding, the flooding scheduling simultaneously updates all
the variable-to-check messages followed by all the check-to-variable messages. The
advantage of the flooding scheduling is its fully parallel structure. While for the layered
scheduling, the message corresponds to the check nodes are updated sequentially. For
the j-th check node, the layered scheduling updates the variable-to-check messages
associated with cj firstly and then update the messages from cj to its neighbor variable
nodes. After that, the layered scheduling deals with the (j + 1)-th check node. The
layered scheduling converges faster than the flooding scheduling. But the serial mes-
sage updates may hinder it from being implemented in parallel. In the following, we
propose a group-based layered scheduling which shares the advantages of the flooding
scheduling and the layered scheduling.

Assuming the M check nodes are divided into G groups, and each group contains
M/G = MG check nodes. Let g be the index of the check-node groups. The group-based
layered scheduling algorithm is described in Algorithm 1. Three remarks about
Algorithm 1 need to be clarified:
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(1) When the ADMM penalized decoding is used, line 8 in Algorithm 1 should be
calculated based on (12) in [4] for l1 penalty function and (14) in [4] for l2 penalty
function;

(2) For the over-relaxed ADMM, calculating zj in line 12 of Algorithm 1 should be
based on (5) and (8);

(3) We do not use the traditional stopping condition for the ADMM framework such
as the stopping condition in [2]. In Algorithm 1, we use the structural property of
LDPC codes to terminate the iterative decoding. In particular, we test whether the
hard decision bits satisfy all the parity checks in line 20. This is known as the
early termination (ET) scheme in the literature. Simulations show that ADMM
decoding with the ET scheme converges faster than the stopping condition in [2].
Therefore, we use the ET scheme throughout our simulations in the next section.

Algorithm 1: The group-based layered scheduling algorithm
1: Kernel 1: Initialization
2: Calculate based on (2);
3: , .
4: For Iter from 1 to iter_max do
5: For g from 1 to G do
6: Kernel 2: variable node update
7: For all check nodes cj with do
8: Calculate for all based on (7)
9: End for
10:    Kernel 3: check node update
11:     For all check nodes cj with do
12: Calculate based on (5)
13:      Calculate based on (6)
14: End for
15: End for
16: Kernel 4: Hard decisions from soft values
17: For all varialbe nodes vi with do
18: If ( ) =1; else =0.
19: End for
20: If (H =0) break;
21: End for

In general, the flooding scheduling is used in each group of check nodes in
Algorithm 1. However, for different groups of check nodes, we use the layered
scheduling. Therefore, when G = 1, Algorithm 1 is indeed the flooding scheduling
method; when G = M, Algorithm 1 is the layered scheduling method in [9].

In the following, we give a simple discussion on the parallelism of Algorithm 1
with different group size MG. The “For” loop in line 5 of Algorithm 1 cannot expanded
in parallel since there exists data dependent in the loop. In particular, the update of
kernel 2 and kernel 3 at g = t + 1 needs the information obtained at g = t. When
MG = 1 or G = M, the number of check nodes in line 7 and 11 is only one since
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g � 1ð ÞMG þ 1 � j � gMG becomes g � j � g. In such a case, there is no paral-
lelism can be utilized. When MG > 1 or G < M, the “For” loop in kernel 2 and kernel 3
of Algorithm 1 can be expanded with a factor of MG. Thus the degree of parallelism is
MG for kernel 2 and kernel 3 in the group-based layered scheduling. In addition, the
hard decisions of kernel 4 in Algorithm 1 can also be implemented in parallel since the
degree of parallelism for Hx̂T ¼ 0 in line 20 is M.

4 Simulation Results

In this section, we illustrate the frame error rate (FER) performances and the conver-
gence rates of the proposed group-based layered scheduling for two LDPC codes C1

and C2, where C1 is the Margulis (N = 2640, M = 1320) regular LDPC code with rate
0.5 [13] and C2 is the IEEE 802.16e (N = 576, M = 288) irregular LDPC code with
rate 0.5 [14]. All the simulations are performed over additive white Gaussian noise
(AWGN) channels with binary phase shift key (BPSK) modulation. The simulation
environment we used is Intel Core i5 CPU, 4.0 GB memory and Visual C++ 6.0
software development tool. The l1 penalty function f xð Þ ¼ �g x � 0:5j j is used in our
simulations. The parameters q and g are selected by simulations. For C1, we choose
q ¼ 3:0 and g ¼ 0:8. For C2, q ¼ 4:0 and g ¼ 0:8 are used.
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Fig. 1. FER performances for the ADMM penalized decoding with the proposed group-based
layered scheduling for C1 using different group sizes.
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Figure 1 shows the FER performances of the ADMM penalized decoding with the
proposed group-based layered scheduling for C1 using G = 1 (flooding scheduling), 2,
4, 8, 20, 40, 165, and 1320 (layered scheduling). The maximum number of iterations is
set to 20. It can be observed that the layered scheduling performs much better than the
flooding scheduling and the larger the value of G, the better the FER performances. We
can also see that there is no significant difference of the FER performances for G = 40,
165, and 1320. This means that a degree of parallelism with 33 can be obtained without
performance degradation when compared to the layered scheduling with G = 1320.

Figure 2 depicts the average number of iterations for C1 using the proposed method
with different group sizes. It can be seen that the average number of iterations decreases
as the group size increases. Moreover, as for the FER performances, the average
number of iterations for G = 40, 165, and 1320 are almost the same. Therefore, there is
almost no loss for both the FER performances and the average number of iterations
when the degree of parallelism increased from 1 to 33.

Similarly, Figs. 3 and 4 show the FER performances and the average number of
iterations, respectively, for the ADMM penalized decoding with the proposed
group-based layered scheduling for C2 using different group sizes. Similar observations
can be obtained as for C1.
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Fig. 2. Average number of iterations for the ADMM penalized decoding with the proposed
group-based layered scheduling for C1 using different group sizes, and at most 20 iterations.
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Fig. 3. FER performances for the ADMM penalized decoding with the proposed group-based
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Fig. 4. Average number of iterations for the ADMM penalized decoding with the proposed
group-based layered scheduling for C2 using different group sizes, and at most 20 iterations.
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5 Conclusion

In conclusion, a group-based layered scheduling for the ADMM decoding of LDPC
codes is proposed. It shares the advantage of the flooding scheduling with fully par-
allelism and the advantage of the layered scheduling with fast convergence rates.
Simulation results show that the proposed method can lift the degree of parallelism to
some extent without performance degradation and convergence rate loss when com-
pared to the layered scheduling which is totally serial.
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Abstract. In this paper, we present a LUT-based efficient impulse shaping for
direct synthesis of digital communication signal at arbitrary symbol rate.
Compared with general approaches where sampling clock changes according to
the symbol rate thus signal quality degrade as result of a complex analog
hardware structure, or involving a fractional interpolation which consumes
considerable computational resource, this new approach allows FPGA to syn-
thesis variable high data rata signal with high quality directly at a fixed sampling
rate which simplify the hardware structure and saves computational resource
consumption. With some little modifications, the presented scheme could be
easily adapted to 8PSK, 16QAM and other arbitrary amplitude-phase-
modulation constellations. A hardware prototype has been built to verify the
presented algorithms. In particular, we have achieved 4.8 Gsps parallel impulse
shaping which supports input symbol rate ranging from 100 Ksps to 600 Msps.

Keywords: LUT-based � Impulse shaping � Direct synthesis
Variable symbol rate

1 Introduction

Producing digital communication signals such as the BPSK, QPSK, 8PSK or 16QAM
signals at variable symbol rate is one of the fundamental functions provided by the
state-of-the-art Vector Signal Generators (VSG) or Arbitrary Waveform Generators
(AWG). For example, the famous KeySight™ (formerly known as Agilent) VSG
E8267D is capable of generating QPSK signals with the symbol rate ranging from
100 Ksps to 50 Msps (when using basic kit) [1]. The more advanced Zodiac™ Cortex
High Data Receiver XXL (when used as a simulator) may generate digital commu-
nication waveforms with various constellation patterns at the symbol rate of 1 Ksps–
600 Msps [2]. Besides its application to advanced testing equipment, real-time syn-
thesis of variable rate communication signals is also one of the enabling techniques for
various Software Defined Radio (SDR) systems [3, 4].
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To further elaborate on the challenges and solutions for variable symbol rate signal
generation, let us examine the conceptual diagram of a simplest BPSK transmitter in
Fig. 1. As illustrated in the figure, before modulating the Local Oscillator (LO), the
baseband Non-Return-to-Zero (NRZ) signal is generated by passing the information
carrying pulse-train through a pulse shaping filter, which usually has a Squared Root
Raised Cosine (SRRC) function as its unit impulse response, to eliminate both
out-of-band power leakage and Inter-Symbol Interferences (ISI) [5]. On most SDR
platforms, pulse shaping operation is carried out in the digital domain by interpolating a
symbol-rate binary pulse train with a digital SRRC Low-Pass Filter. The interpolation
rate is often an integral to avoid fractional rate resampling. Due to the constraint of
integral interpolation rate, a following quadrature (I/Q) modulator becomes a prevailing
choice [6, 7].

As can be seen in the figure, the Field Programmable Gate Array (FPGA) and the
double-channel DACs are driven by a reconfigurable clock fclk, which satisfies
fclk ¼ k � Rs, where Rs is the symbol rate, and k is a positive integral. When the
transmitter needs to work on a new symbol rate, it may simply change fclk. As fclk is
independent of the RF or IF center frequency fc, the topology of Fig. 1 allows for great
flexibility to support variable symbol rate [8].

However, as modulation is accomplished in the analog domain in Fig. 1, the quality
of the IF or RF output will inevitably suffer from the amplitude imbalance between the
I/Q channels, as well as the non-orthogonality of the cos & sin LO pair. A more
integrated, “Direct Synthesizing” transmitter solves this problem by modulating the
digital LO waveforms directly inside the FPGA, and then generate IF or RF output by a
single-channel DAC, as can be seen in Fig. 2. Direct synthesis complies with the
general SDR principle of “placing the DAC or ADC as close to the RF front-end as
possible”. Besides improved output quality, it also saves cost, volume and power
consumption as it cancels a DAC channel, a stand-alone analog modulator and a
reconfigurable clock source.

Fig. 1. Conceptual diagram of a simplest BPSK transmitter with integral rate sampling
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The challenge of direct synthesis when applied to variable symbol rate signal
generation is, the FPGA and DAC’s driving clock has now to be determined by the
output frequency fc, and usually it is no longer an integral multiple of the symbol rate
Rs, hence fractional resampling becomes a requisite in this case which is shown in
Fig. 3.

Suppose fclk=Rs ¼ k1=k2, fractionally resampling a symbol stream at the rate of Rs

into a digital baseband waveform at the sampling of fclk means first interpolating by k1
times with the pulse shaping filter, and then decimating the output by k2 times. The
computational overhead incurred by this process soon becomes formidable as Rs or fc
increases. Even worse, the “decimate after interpolate” method cannot gives us a
unified implementation framework as the interpolation and decimation rate, namely k1
and k2, vary with Rs.

The motivation of this paper is to develop an efficient pulse shaping algorithm that
makes direct synthesis practical for variable rate signal generation. As a low-complexity
alternative to the on-line interpolating & decimating computation, a Look-Up-Table
(LUT) based fractional resampling scheme is presented, which almost only relies on
reading the content out from the proper address in a pre-defined memory space. We
demonstrate the effectiveness of our pulse-shaping algorithm by directly synthesizing a
100 Ksps–600 Msps SRRC pulse-shaping QPSK signal at an IF center frequency of
fc ¼ 1:2GHz, using a DAC (MD622H) working at 4.8 GHz and a FPGA (Xilinx
XC7VX690T) with clock rate 150 MHz (�32 parallel channels). It is observed the
transmitter only takes 12% of the logic, computational and storage of the targeted
FPGA. The output signal is examined by a vector signal analyzer. Both the spectrum and
the Error-Vector-Magnitude (EVM) results are provided. With some minor modifica-
tions, our scheme can also be applied to other more complex constellations such as
QPSK, 8PSK or 16QAM or other pulse-shaping functions than SRRC waveforms.

Fig. 2. Hardware diagram of the “Direct Synthesizing” transmitter

Fig. 3. A common structure of fractional resampling
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The remainder of the paper is organized as follow. We first describe a diagram of
the “Direct Synthesizing” transmitter and illustrate the model of the LUT-based
impulse shaping in Sect. 2.1. We dedicate Sect. 2.2 to the derivation of the relationship
between LUT address updating and impulse shaping at variable symbol rate, based on
Direct Digital Synthesis (DDS) and then present the algorithm in detail (Sect. 2.3).
Next, we investigate the computational complexity of the proposed algorithm and
introduce our hardware experiment platform in Sect. 3. The test result, such as spec-
trum and EVM, obtained by hardware test are also given in the last section (Sect. 3),
followed by conclusion.

2 Proposed Scheme

2.1 Direct-Synthesizing Transmitter

As can be seen in the topology of “Direct Synthesizing” transmitter shown in Fig. 4,
the parallel digital up conversion and Oserdes & FIFO is based on a conventional
parallel DDS structure, which is out of this paper’s scope. In the sequel we focus on is
the parallel impulse shaping module whose schematic diagram is illustrated in Fig. 5.
Besides, as shown in Fig. 4, Data stream (a PN sequence) provided by Data source
module in a parallel way will be constellation-mapped in accordance to the modulation
type thus with little modification of mapping pattern, this “Direct Synthesizing”
transmitter could be applied to arbitrary amplitude-phase-modulation constellations,
such as BPSK, QPSK, or 16QAM.

As shown in Fig. 5, the schematic diagram is one channel of parallel impulse
shaping module which simulate a convolution process involving 6 symbols (from Data
ROM) and coefficients (from LU1 to LUT6) in the same amount. The reason why we
assign 6 to the number of symbols involved in the convolution process will be
explained in the next part. Therefore, our problem boils down to find the proper address
of Data ROM and LUTs to obtain the proper data and coefficients.

Fig. 4. Topology of “Direct Synthesizing” transmitter
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2.2 Relationship Between LUT Address Updating and Impulse Shaping

In order to find the proper address of Data ROM and LUTs, we propose an algorithm
updating the address on the basis of DDS theory. It is well known that classic DDS
technique is capable of generating arbitrary-frequency sinusoid wave at a fixed sam-
pling rate, given the frequency of the generated sinusoid is below 1/3 or 1/4 of the
sampling rate. The structure of a classic DDS is shown in Fig. 6.

As Fig. 6 shows, the sum of the Frequency Control Word (FCW) and phase data at
last clock will be output from Phase Accumulator as look-up-table address to next part
thus waveform could be generated from Sine LUT continuous output.

Fig. 5. Schematic diagram of the impulse shaping in one channel

Fig. 6. A common DDS structure
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Considering the generation of digital I/Q baseband waveforms often relies on a
pulse-shaping filter, or an interpolator when the output sampling frequency is integral
multiples, i.e. Fs ¼ N � Rs, where N 2 N þ . But when Fs 6¼ N � Rs, as in the common
case, producing baseband waveforms is often regarded as difficult. As in this case, a
fractional resampling has to be adapted, and more particularly, if Fs=Rs ¼ k1=k2, then a
k1 times interpolation will be followed by a k2 times decimation to implement a k1=k2
resampling which bring about unaffordable computational consumption.

Therefore, we assume that if we can store the result of impulse shaping in a LUT
and output it in a regular manner, specifically, based on DDS theory, unaffordable
real-time computational resource consumption could be avoidable. Let us examine a
SRCC (Square Root Raised Cosine) waveform which shown in Fig. 7.

It is well known that direct synthesis is on the basis of outputting the pre-stored
approximate value of result, which can be expressed as a formula below.

y kTið Þ ¼ y mk þ lkð ÞTs½ � ¼
XI2

i¼I1
x mk � ið ÞTs½ �hI lk þ ið ÞTs½ � ð1Þ

�
XI2

i¼I1
x mk � ið ÞTs½ �hI iTs½ � ð2Þ

The difference of Eqs. 1 and 2 is the hI tð Þ, assume the error of them is

l ¼ lk þ ið ÞTs � iTs ¼ lkTs ð3Þ

where l 2 0; 1½ � thus l ¼ lkTs � Ts. Since Ts is depend on the sampling rate, we can
optimizing the interpolation performance by improving it. The initial value k ¼ 0; If
the current l[ 1, then

k ¼ kþ 1 ð4Þ

Fig. 7. A SRCC (Square Root Raised Cosine) waveform
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l ¼mod ½l; 1� ð5Þ

So if we discretize the waveform in t 2 0; Tsð Þ at a resolution of TS=1024, then a
32*1024-depth (the number of channel is 32) LUT is capable of covering any possible
value of l, at a resolution TS=1024, which is in general sufficient in most practical
contexts.

Meanwhile, when we fix the waveform of impulse shaping filter, the number of
symbol involving in one clock is determined. Take the waveform of Fig. 7 for instance,
the blue curve is the waveform of impulse shaping filter in time domain which has
6 x-intercept, we can observe that pulse shaping result of any point at t 2 0; Tsð Þ is
determined by 6 symbol, as the red point of intersection illustrated in Fig. 7, which can
be formulated to Eq. 4. This means that every impulse shaping process only need 6
symbols and 6 corresponding coefficients which explain the problem proposed in
Part 2.1.

y kð Þ ¼
X3

k¼�2
x kð Þh t � nT

0
S

� �
ð6Þ

Therefore, we pre-store the result of pulse shaping at very high resolution in LUTs,
and take it out according to the symbol rate on the basis of DDS theory, a continuous
waveform of impulse shaping could be obtained. A parallel impulse shaping scheme
based on our algorithm is given in Fig. 8.

Besides, since the pulse shaping is based on a LUT process, unaffordable real-time
computational resource consumption could be avoidable. This benefit will be observed
in detail in Part 3.

2.3 Implementation Steps of LUT-Based Efficient Impulse Shaping

Through the discussion above, implementation steps of LUT-based efficient impulse
shaping can be summarized as follows for example.

Fig. 8. A parallel impulse shaping scheme based on our algorithm
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1. Store PN sequence generated by PN sequence generator in parallel structure into a
FIFO. Update the FIFO according to the requirement proposed by address-updating
module and output 8bit data into a register with a RFD (ready for data) signal.

2. Generate S LUT storing the coefficient and divide them into T ROM, the depth of
ROM is 2n. In general, consider the influence of side-lobe and computing quantity,
S ¼ T ¼ 6, n ¼ 10.

3. Parallel process the wideband signal that divide it into M channel. If the symbol rate
is Rs, working clock is F1, sampling clock is Fs, then M ¼ Fs=F1, and the symbol
control word of each channel can be expressed as

Pi ¼ i � Rs � M
FS

� 232
� �

ð7Þ

Where 232 is the normalization, and bc is defined as rounding operation.

4. Update the phase of each channel to obtain the address of ROM to get the data and
coefficient for convolution operation. The updating process is defined as below

Phasei ¼ 2 � 232 ð8Þ

Phasei ¼ Phasei�1 þPi�1; i ¼ 2; 3; 4; � � � ;M ð9Þ

Where Phase1 is the phase of 1st channel, Phasei is the phase of ith channel and it is
expressed in 32bit. Denote the data address as Data_addr, coefficient address as
Coe_addr, then Data_addr is equal to the highest 4 bit of Phasei and Coe_addr is equal
to the highest n bit of the lowest 32bit of Phasei.

5. According to the address we have obtained from last step, get the data and coef-
ficient and make convolution operation of each channel.

6. Update the phase of the 1st channel as below

Phase1 ¼ Phase1 þP32 ð10Þ

7. After Phase1 have updated, generate a RFD signal and go back to the first step.

3 Implementation, Results and Discussion

A LUT-based efficient impulse shaping for direct synthesis of digital communication
signal at arbitrary symbol rate is implemented using the algorithm mentioned above. The
hardware platform on which the presented algorithm is tested is given below in Fig. 9.
At the bottom of the figure is a Compact PCI Express (CPCIe) interface which allows
the platform to be connected along a CPCIe bus, and become a part of a host computer.
Since the on-board DAC is working at 4.8 GHz, it has to accept digital waveform data
from the FPGA through 32 parallel channels at the rate of 150 MHz each. Quantization
width of SRRC filter is 32, roll-off factor is 0.35, thus a group offilter coefficients whose
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width ¼ 32, depth ¼ 6144 can be produced in advance by MATLAB, and then stored
into 6 LUT with width ¼ 32 and depth ¼ 1024. Input symbol rate has been tested from
100 Ksps to 600 Msps, and the IF center frequency is fixed at 1.2 GHz. Without loss of
generality the modulation type is chosen as 8PSK in our test.

As indicated in Fig. 9, DAC uses its internal clock divider using an exterior clock
(“Clk”) to provide a fixed working clock (“Clk_Div”) to FPGA. FPGA sends the data
(“Data”) generated by our algorithm to DAC which transforms it to an IF analog signal
(“IF Signal”).

The photograph of our testing system is shown in Fig. 10, and for the detailed
models of the key components please refer to Table 1. As shown in the figure, the
hardware platform (the PCB board) is inserted into an industrial PC through CPCIe
bus. The PC provides power for the ADC + FPGA board, and also runs a GUI to
facilitate real-time status monitoring and data analysis. The signal generator (HP
E4433B) produces external clock for the testing system, and the IF output is fed to the
spectrum analyzer (Agilent 8563EC).

Fig. 9. Photograph of testing platform

Fig. 10. Photograph of the testing system
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In Table 2 we summarize the resource consumption of the presented LUT-based
impulse shaping algorithm for the targeted FPGA model Xilinx XC7VX690T. In par-
ticular, we are concerned about three different kinds of resources, namely the logic
resource (slices), the storage resource (Block RAM 18E) and the computational resource
(DSP48E1s). For all these three different categories of resources, we are glad to find the
presented algorithm occupies less than 20% of the total available amount inside the
FPGA, which suggests it may strike as a highly cost-efficient choice in practice.

Table 1. Critical components of the hardware system

Identifier Component Model number

1 DAC Euvis MD622H
FPGA Xilinx XC7VX690T

2 Software interface Xilinx Chipscope Pro
3 Spectrum analyzer Agilent 8563EC
4 Signal generator HP E4433B

Table 2. LUT-based impulse shaping consumption (Targeted FPGA model: Xilinx XC7VX690T)

Resource type Used Available Utilization

Slice 9308 607200 12%
BlockRam18E 384 2060 18.6%
DSP48E1s 384 2800 13%

Fig. 11. Frequency spectrum of IF signal at different symbol rate
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In Fig. 11 we present the result obtained on the spectrum analyzer, when the IF
output is generated for symbol rate 1 Msps, 100 Msps, 179 Msps and the maximum
600 Msps. Note that we choose 179 Msps deliberately to show the presented algorithm
may work perfectly for the case where the sampling rate of the DAC (4.8 GHz) is not
an integral multiple of the symbol rate (179 Msps). It is observed, the corresponding
bandwidth is approximately, 1.4 MHz, 140 MHz, 252 MHz and 820 MHz, respec-
tively, due to the 0.35 roll-off factor of the adopted SRRC baseband pulse. It should be
noted when the output signal bandwidth is above 500 MHz, the far-end of the IF output
spectrum is a little bit attenuated. The reason for this phenomenon is the DAC has a
low-pass “Sinc” output characteristic [9]. Using digital pre-emphasis, it is feasible to
compensate for the non-uniform output characteristic of the DAC inside the FPGA.
This work is now underway (Fig. 12).

From a digital modulation point of view, the IF signal quality is usually evaluated
by the Error Magnitude Vector [10], which characterize the deviation of the signal
under-test with respect to a standard, error-free constellation. EVM could be measured
by a Vector Signal Analyzer, and in our test, we use KeySight™ 89600 VSA software
running on an E8563E. KeySight™ Vector Signal Generator E8267D is used as a
performance benchmark, i.e. we compare the EVM of the IF signal generated by our
presented algorithm and hardware with that of E8267D. Without loss of generality, the

Fig. 12. Constellation, frequency spectrum and EVM of an 8PSK signal at 5 Msps symbol rate
tested by Agilent 89600 Vector Signal Analyzer

Table 3. EVM of other higher symbol rate signal

Symbol rate Error-Vector-Magnitude (EVM)

100 Msps 3.0470% rms
200 Msps 3.7903% rms
250 Msps 4.2828% rms
350 Msps 5.1685% rms
500 Msps 6.2878% rms
550 Msps 6.9851% rms
600 Msps 7.9340% rms
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symbol rate is chosen as 5 Msps, which falls in both the available range of E8267D
(10 Ksps–50 Msps) and our system (100 Ksps–600 Msps). It is found the EVM of our
system is 0.422%, and is significantly better than that of E8267D, which is 2.12%. For
other higher symbol rate, the EVM of the presented system is listed by Table 3.

4 Conclusion

The communication signal generation at arbitrary symbol rate is one of the most
difficult problems on SDR platform. To solve this problem, we propose an efficient
impulse shaping algorithm based on a low-complexity hardware system. Through test
data compared with the counterpart of KeySight™ Vector Signal Generator E8267D, it
is demonstrated that our experimental results are in consistence with the theoretical
derivation. In particular, we have achieved 4.8 Gsps modulation with symbol rate
ranging from 100 Ksps to 600 Msps. Moreover, with some little modifications, the
scheme we proposed could be easily adapted to 8PSK, 16QAM and other arbitrary
amplitude-phase-modulation constellations, or other baseband pulse-shaping functions
in high speed modem.

Acknowledgement. This work is supported by National Natural Science Foundation of China
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Abstract. For the millimeter wave (mmWave) time-varying system,
beamforming poses a formidable challenge for huge power overhead. In
this paper, an adaptive step-size prediction joint orthogonal matching
pursuit (OMP) algorithm (ASP-OMP), is proposed for beam tracking.
With the direction of arrival (DOA) information obtained by OMP algo-
rithm, kalman filter is used to predict the beamforming vector during
N time slots to avoid huge sampling loss. In addition, we propose to
determine the prediction step-size with outlier identification and elim-
inate the beam tracking error through data fusion based on Bayesian
estimation. The simulation results demonstrate that the proposed algo-
rithm can converge quickly and have a good performance for mmWave
beam tracking.

Keywords: Millimeter wave time-varying system · OMP algorithm
Beam tracking · Outlier identification · Bayesian estimation

1 Introduction

In the 5th Generation mobile communication (5G) technology standard, 60 GHz
millimeter wave wireless communication technology has become a research
hotspot. Millimeter wave multi-input multi-output (MIMO) systems can provide
throughput for future communication systems to meet the expected requirements
of mobile data [1,2]. Aiming at reducing the huge path loss in millimeter wave
communication, beamforming technology is introduced in the IEEE 802.11ad
standard [3], which can improve the range and quality of the communication by
directionally enhancing signal and control the signal propagation direction.

In order to conduct adaptive beamforming, channel estimation is required
generally for that optimal singular value decomposition (SVD) beamforming.
Due to the beam training overhead, the compressive sensing (CS) theory is
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adopted for the channel estimation [4]. [5] proposed a novel compressed SNR-
and-channel estimation algorithm, which can significantly improve the estima-
tion performance over the scheme in IEEE 802.11ad with reducing the pilot
overhead of beam tracking. While these compression-based channel estimation
algorithms further reduce the overhead, it is still a huge challenge for multiple
estimations in the 60 GHz millimeter wave time-varying system.

The general solution is to use the uplink information to carry out DOA esti-
mation, indicating the direction of the user. The current research aims to reduce
the overhead and improve the estimation accuracy. The algorithm proposed in
[6] suggests that DOA can be determined by beam scanning and the fast beam
tracking can be realized through wide beam training and narrow beam align-
ment with the layered codebook and the antenna pattern [7–9]. However, this
algorithm can only enable one data stream and face the outdated risks. Aim-
ing at further improving spectral efficiency, [10] proposed to adopt the OMP
algorithm to estimate the AoAs and AoDs of multi-paths, which can be used
to construct the beamforming vector. Although this method can provide high
estimation accuracy and support multi-stream transmission, it has to face with
the unavoidable problem of high iteration complexity and sampling loss with the
OMP algorithm.

In this paper, the ASP-OMP algorithm is proposed to achieve the fast beam
tracking with the partial information of channel, which can meet the channel
time-varying characteristic. Compared to the previous works, the complexity
and validity of the proposed algorithm are both considered. Moreover, to carry
out beam tracking in time-varying channel, kalman filter is used to predict the
beamforming vector. For keeping the tracking accuracy of OMP algorithm and
reducing the tracking complexity and power loss, this paper sets the error thresh-
old through the outlier identification method, which can adaptively determine
the prediction step-size to achieve fast beam alignment. In addition, it is Bayesian
estimation that is used to eliminate the effect of outliers on the tracking accuracy.
The theoretical analysis and simulation results demonstrate that the proposed
algorithm can provide a close performance to the existing algorithms with low
complexity.

The remainder of paper is organized as follows. We first provide the pre-
liminary background and present the system model and problem formulation in
Sect. 2 and summarize the proposed tracking algorithm based on adaptive stride
prediction with kalman filter in Sect. 3. Section 4 presents simulation results.
Conclusions are presented in Sect. 5.

2 System Model

We consider a single user massive MIMO mmWave time-varying system, where
a base station (BS) is equipped with Nt antennas and a mobile station (MS)
is equipped with Nr antennas. For the initial beam alignment, a beamforming
scheme based on OMP algorithm is considered in [10]. The system model is
as illustrated in Fig. 1. In order to simplify the model, it is assumed that the
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transmitter uses an antenna array for beamforming and the receiver uses an
omnidirectional antenna. The downlink beamforming in 60 GHz millimeter wave
system is considered in this paper with the BS tracking the MS. The transmit
signal is expressed as s and the receive signal can be expressed as:

Outlier identification 
and elimination

Beamforming vector 
estimate based on OMP

Transmit
Beamforming

Receive
Beamforming

Feedback

Data stream

Beamforming vector 
prediction

Fig. 1. System model

y = hws + n (1)

where w is the beamforming vector with the constraint ‖w‖ = 1. The additive
white Gaussian noise n is assumed to be i.i.d complex Gaussian with unit vari-
ance, i.e. n ∼ CN (0, 1). Due to the high path loss characteristics of millimeter
wave signals, millimeter wave channels are expected to exhibit limited spatial
scattering. Millimeter wave channel h can be expressed as:

h =

√
1
L

L∑
l=1

αlar (θl) at
H (φl) (2)

where L denotes the number of transmission path, αl represents the complex
gain of the lth path. θl and φl denote the AoA and AoD of the lth path, respec-
tively. ar (θl) and at (φl) represent the receiver and transmitter array vector,
respectively.

Millimeter wave beam tracking is to determine the millimeter wave beam
direction between the BS and the MS to minimize energy loss and maximize
received signal to noise ratio (SNR). The number of transmitted data stream is
Ls. And the SNR of the ith data stream can be calculated by:

SNRi =
1

σ2
n[(‖hw‖2 + σ2

nILs
)
−1

]i
− 1 (3)



230 X. Yang et al.

It is well known that the optimal beamforming matrix w maximizing SNRi

is determined by the SVD of the channel matrix h. It is Assumed that the SVD
of h bear the form below:

h = UΛVH (4)

where U = [αr (φ1) , αr (φ2) , · · · , αr (φL)] denotes a unitary matrix with the
size of Nr × L, Λ is a L × L diagonal matrix. V = [αt (θ1) , αt (θ2) , · · · , αt (θL)]
denotes a Nt × L unitary matrix. Each array propagation vector in V can be
expressed as:

αt (θk) =
1√
Nt

[
1, ej 2π

λ dt sin θk , · · · , ej 2π
λ (Nt−1)dt sin θk

]
(5)

where dt is the antenna element spacing for the TX antenna array, and λ is the
wavelength at the carrier frequency.

In order to track the channel change and reduce the energy loss, the adaptive
beamforming vector can be calculated by:

wopt (i) = arg max
w

SNRi

= arg min
w

σ2
n[(‖hw‖2 + σ2

nILs
)−1]i

= arg max
w

‖hwi‖2
(6)

When wopt = Vi, ‖hwi‖2 reaches the maximal value theoretically and it
equals to Λ2. Thus, wopt can be derived as:

wopt (i) = arg max
w∈Vi

‖hw‖2

= arg max
αt(θk)

‖hαt (θk)‖2 (7)

The millimeter-wave beam tracking problem is transformed into the problem
of determining the millimeter-wave transmitter array vector.

3 Beam Tracking Algorithm

According to the analysis above, it can be seen that the beam tracking only
need to predict beamforming vector maximizing SNR. We can consider that the
change of the DOA in the polar coordinates is in a linear state and we can
introduce the kalman filter method for beam tracking.

Beamforming vector can be calculated through Eq. (5) with the DOA infor-
mation obtained by OMP algorithm. The detailed steps of the OMP algorithm
is given in [10]. The beamforming complexity based on the OMP algorithm is
O

(
Nt

3
)

for one iteration. To avoid a large number of matrix calculation involved
in the beam tracking process with OMP algorithm, this paper proposes to pre-
dict the beamforming vector of the time n + N by that of the time n. Thus, the
beamforming complexity of the proposed method is O

(
Nt

3/N
)

and the sampling
times are reduced by N times.
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Adaptive step-size prediction joint OMP algorithm: In order to reduce
the complexity of the beam tracking with small tracking error, the adaptive
step-size prediction joint OMP tracking algorithm is summarized as follows.
The beam direction is kept constant within the prediction step, which reduces
the complexity of beam tracking. For detail, the ASP-OMP algorithm can be
concluded in three steps.

Step 1: Initialize DOA estimation{θl} based OMP algorithm and construct
the beamforming vector w according to the Eq. (5);

Step 2: Adaptive step-size prediction based on multi-step kalman filter. The
heuristic algorithm is used to determine the predicted step-size, that is, by com-
paring the prediction error with the threshold δ, the prediction step-size is deter-
mined to achieve fast millimeter beam alignment.

Step 3: Outliers elimination based on Bayesian estimation. Through the
fusion of the predicted beamforming vector and the measured beamforming vec-
tor, the effects of excessive prediction errors and measured errors are eliminated.

Prediction error threshold determination: The error threshold δ can be
set up through outlier identification, the derivation is as follows.

Kalman filter measurement residuals is calculated as:

en = Zn − Hwn|n−N (8)

where wn|n−N is a Nt × 1 dimensional vector, representing the predicted beam-
forming vector. Zn denotes a vector with the size of Nt × 1, which represents
the measured value, H is the observation matrix with the size of Nt × Nt. en

obeys the Gauss random distribution with mean value of 0, its covariance is
expressed as:

E
(
en · en

T
)

= E
{(

Zn − Hwn|n−N

) (
Zn − Hwn|n−N

)T
}

=E
{∣∣Hwn + gn − Hwn|n−N

∣∣2}
= HPn|n−NHT +R

(9)

where gn is a Nt × 1 dimensional vector, which represents the observation noise
vector, and R donates the variance of the observation noise. The outlier in adap-
tive step-size prediction process is discriminated according to the Eq. (9):

‖en+N‖ ≤ r ·
∥∥∥∥
√

diagi

(
HPn+N |nHT + R

)∥∥∥∥ (10)

where r is the outlier identification coefficient. diagi (·) denotes the vector com-
posed of the diagonal elements about beamforming vector in the matrix.

If Eq. (10) is satisfied, then Zn is the normal observation value. Otherwise,
it is assumed that Zn is the outlier. The value of r is determined by the actual
channel. The error threshold can be set according to the method of the outlier
identification.



232 X. Yang et al.

Algorithm 1. ASP-OMP algorithm for beam tracking
1. Initialize the prediction step-size N = 1;

2. The possible azimuth set is established by discrete sampling: {θK};

3. Initialize DOA estimation based OMP algorithm : {θl};

4. Given F,H,Q,R,P0;

5. Construct the beamforming vector according to the Eq. (5):w;

6. If eN ≤ δ then

7. Update prediction step-size: N = N + 1;

8. Else

9. Update prediction step-size: N = 1;

10. End

11. For i ≤ N

12. wn+i|n = F[N/2]wn;

13. End

14. Outlier elimination and update the prediction value wn+N |n;

15. Update the measured residuals: en+N =
∥∥Zn+N − Hwn+N |n

∥∥;

16. Calculate kalman gain: Kn+N = Pn+N|n·HT

H·Pn+N|n·HT +Rn
;

17. State correction: wn+N = wn+N |n + Kn+N · en+N ;

18. Correct error covariance: Pn+N = (I − Kn+N · H) · Pn+N |n;

19. The azimuth set is established by discrete sampling: {θ3l};

20. Construct the beamforming vector matric Ψθ;

21. DOA estimation based OMP algorithm:{θl} = arg min ‖y − Ψθx̂‖ , x̂ =(
Ψθ

T Ψθ

)−1
Ψθ

T y;

22. Go to 5;

δ = r ·
∥∥∥∥
√

diagi

(
HPn+N |nHT + R

)∥∥∥∥ (11)

Error judgment is based on beamforming vector obtained through OMP algo-
rithm in BS. By comparing the prediction error and the threshold, the prediction
step-size is determined adaptively.
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Outlier elimination based on Bayesian estimation: Since that the parame-
ters of the beam tracking algorithm are Gauss normal distribution, the predicted
beamforming vector wn|n−N and the measured vector Zn, which are recorded
as x1, x2, can be fused based on Bayesian estimation to predict the new beam-
forming vector to eliminate the influence of the excessive prediction errors and
measured errors.

P (μ|x1, x2) =
P (μ;x1, x2)
P (x1, x2)

(12)

where μ ∼ N
(
μ0, σ0

2
)

and xk ∼ N
(
μ, σk

2
)
, k = 1, 2. For the adaptive step-

size prediction beam tracking algorithm proposed in this paper, the parameters

satisfy that μ0 = 1
2

2∑
k=1

xk, σ0
2 = 1

2

2∑
k=1

σk
2 and σk

2 =
{
Pn|n−N ,
Pn,

k = 1
k = 2 . We

assume that α = 1
P (x1,x2)

, which is independent of the μ. Equation (11) can be
rewritten as:

P (μ|x1, x2)

= α 1√
2πσ0

exp
{

− 1
2

(
μ−μ0

σ0

)2
}

2∏
k=1

1√
2πσk

exp
{

− 1
2

(
xk−μ

σk

)2
}

= α 1√
2πσ0

2∏
k=1

1√
2πσk

exp
{

− 1
2

(
μ−μ0

σ0

)2

− 1
2

2∑
k=1

(
xk−μ

σk

)2
} (13)

The exponential part in (12) is a quadratic function of μ, so Eq. (12) can be
rewritten as follows in the assumption that (μ|x1, x2) ∼ N

(
μn, σn

2
)
.

P (μ|x1, x2) =
1√

2πσn

exp

{
−1

2

(
μ − μn

σn

)2
}

(14)

Equation (15) can be obtained in comparison of Eqs. (12) and (13):
⎧⎪⎪⎨
⎪⎪⎩

2∑
k=1

μ2

σk
2 + μ2

σ02 = μ2

σN
2

2∑
k=1

μxk

σk
+ μμ0

σ0
= μμN

σN

(15)

The solution of the Eq. (15) is shown as:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

σN = 1√
2∑

k=1

1
σk

2 + 1
σ02

μN =

2∑
k=1

xk
σk

+
μ0
σ0√

2∑
k=1

1
σk

2 + 1
σ02

(16)
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The Bayesian estimation of μ can be calculated as:

μ̂ =
∫
Ω

μ 1√
2πσn

exp
{

− 1
2

(
μ−μn

σn

)2
}

dμ

= μN=

2∑
k=1

xk
σk

+
μ0
σ0√

2∑
k=1

1
σk

2 + 1
σ02

(17)

The predicted beamforming vector after eliminating outliers can be calcu-
lated as:

wn|n−N = μ̂ (18)

With the outlier recognition and elimination, we can set up reasonable pre-
diction step-size and eliminate the influence of the outlier in the beam tracking
process at the same time, solving the problem of the large prediction error caused
by the various types of sudden errors and avoiding the tracking divergence.

4 Simulation Results

Here we give some performance comparison with the simulation results of several
beam tracking algorithms, the simulation compared the proposed beam track-
ing algorithm with that in [7,10] in the millimeter wave channel. The tracking
performance of several algorithms is compared for 30 consecutive beam tracking
cycles in the case of Nt = 32 and Nr = 32, user’s speed is 5 m/s and the initial
distance between BS and MS is 50 m.
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To verify the effectiveness of the beam tracking algorithm proposed in this
paper, Fig. 2 shows the average error amplitude curve of the DOA based on seval
beam tracking algorithms. When the tracking time is short, it can obviously
be seen from the curve that the tracking error of the algorithm proposed is
slightly higher than that based on OMP algorithm proposed in [10] and is almost
the same as that proposed in [7], which is based on beam switching algorithm
with the wide beam training and the narrow beam alignment. As time goes on,
the tracking performance of the ASP-OMP algorithm gradually approaches the
OMP algorithm and is better than the beam switching algorithm. The tracking
error of all three beam tracking algorithm is within the acceptable range.
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Figure 3 shows the receiver gain curve for the beam tracking algorithm based
on adaptive step-size prediction with kalman filter. It obviously can be seen that
the performance of the proposed ASP-OMP algorithm is close to that of the
OMP algorithm in the literature [10], which is better than that of the [7] based
on beam switching algorithm. Compared with the beamforming method based
on the optimal SVD, the receiver gain of the proposed method is reduced by
about 0.6 dB. The complexity of the proposed ASP-OMP algorithm is greatly
reduced with little effect on the communication.

Figure 4 shows the spectral frequency of different beam tracking methods
under different transmission streams. It obviously can be seen that the spectral
frequency of the proposed ASP-OMP algorithm is close to that of the OMP algo-
rithm in both single and multiple streams. Due to the absence of the channel
estimation, the proposed ASP-OMP algorithm and the OMP algorithm in [10]
cannot provide a high spectral frequency as same as the optimal SVD beam-
forming method. This performance gap between the optimal SVD beamforming
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method and the proposed ASP-OMP algorithm will become increasingly large
as the number of the transmission stream increases, which is a inevitable result
of the decline in complexity.

Figure 5 shows the receiver gain curves under different outlier identification
coefficients. When r = 1, which means that the threshold is low, the tracking
error is small with the small prediction step-size. The tracking error gradually
converges to the same value in case of that r = 2 and r = 4, which means that r
should be in the range of 2 to 4 to predict the relatively accurate beamforming
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vector. The curve gradually diverges due to the existence of outliers when r = 8.
In this case, The outlier identification method is out of action due to that the
error threshold is too large. Obviously, the selection of the outlier identification
coefficient has a severe effect on the beam tracking accuracy.

All in all, the results point out that the proposed ASP-OMP algorithm can
be adapted to the change of the channel and has a close tracking performance to
the existing beam tracking algorithm with the algorithm complexity decreasing.

5 Conclusions

In this paper, an adaptive beam tracking algorithm is proposed for the mobile
millimeter wave communication system. For the complexity of downlink beam
tracking and the requirement of the coherent communication, the proposed ASP-
OMP algorithm uses the kalman filter to carry out the adaptive step-size predic-
tion and beam tracking with the DOA information obtained by OMP algorithm.
By setting the error threshold with the outlier identification, the prediction step-
size is determined adaptively.

The optimal beam is kept constant within the prediction step, which reduces
the complexity of beam tracking. In practice, it only needs to predict the opti-
mal beamforming vector in advance before the communication link suffers from
significant fading. The beam tracking method proposed in this paper can be
adapted to the change of the channel and the mobility of the users, which reduces
the complexity of the traditional beam tracking algorithm and helps to reduce
the path loss of millimeter wave communication. Finally, the theoretical analysis
and simulation results demonstrate that the proposed algorithm has no apparent
performance loss with the complexity being significantly reduced.
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Abstract. With the explosive growth of vehicles, current vehicular networks,
based on CSMA/CA, are unable to guarantee the low latency and high relia-
bility for safety message transmission under heavy traffic condition. In this
paper, we propose a Priority-based Multi-carrier Random Access with Carrier
Switching (PMRA/CS) scheme, which is designed for OFDMA-based vehicular
networks to support massive concurrent access of large number of vehicles.
Compared to CSMA/CA, PMRA/CS utilizes a special short detecting frame to
resolve the alarm message collision with less cost. Moreover, the scheme
provides more opportunities for vehicles to access the channel in one period by
allowing the loser of one sub-carrier to switch to another idle one and continue
to access contention. Use of vehicle priority assignment makes the proposed
strategy more applicable to realistic scenarios. Furthermore, we provide some
theoretical analysis of the proposed scheme combined with derived formula
derivation. Simulation results are provided to demonstrate the improvements of
message sending success rate and average delay reduction of our proposed
scheme.

Keywords: PMRA/CS � Concurrent access � Conflict resolution
Vehicle priority

1 Introduction

As a promising approach to bring real-time traffic condition and vehicle driving
information in a large area to the users, vehicular networks attract considerable interest
recently. By providing efficient communication between vehicles and road side
infrastructure, vehicular networks are helpful in decreasing traffic and improving the
driving experience. Furthermore, with the aid of accurate and reliable information in
vehicular networks to prevent accident, road safety can be further enhanced. However,
the strict latency requirement in traffic warning message dissemination and the high
mobility of vehicles make the design of efficient transmission schemes in vehicular
networks a challenge [1].
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To reduce data transmission delay and boost the reliability of safety-critical mes-
sages sent by vehicles, it is essential to design an efficient way to allocate channel
resource. In [2], IEEE 802.11p/WAVE (Wireless Access in the Vehicular Environ-
ment), supporting high-speed mobile communication, is used to provide vehicle ser-
vices. However, WAVE cannot support the absolute priorities of different types of
messages to access the resource. Besides, the hidden terminal and high latency problem
in high-density traffic flow remain unsolved [3–5]. In the last few years, a variety of
researches suggest that the advanced communication systems, such as long-term
evolution (LTE) 4G or 5G technology using orthogonal frequency division multiple
access (OFDMA) could replace WAVE networks [6]. Hidden terminal problem was
avoided through the allocation of resources. The authors in [7] show that LTE-V is
feasible in vehicular scenarios. In [8], a multiple access mechanism of OFDMA was
compared with the CSMA/CA in IEEE 802.11p and the results showed a higher
delivery rate and lower delivery delay of OFDMA in high-load conditions. Use of
OFDMA for alert message was discussed in [9]. It improved reliability and resource
use efficiency, while this solution had a drawback of an increase in delivery delay. In
summary, previous works mainly focused on delay-insensitive scenarios leaving the
message transmission with strict delay constraints scarcely considered. Additionally,
message loss problem caused by conflicts in heavy density traffic is totally ignored.

In this paper, we mainly focus on dynamic resource allocation and sub-carrier
competition mechanism for safety-related messages in vehicular networks. An
OFDMA-based access method with vehicle priorities is proposed. We achieved in our
scheme a high sending success rate and low average delay in high-density networks.
Specifically, the main contents and contributions of this paper are as follows.

Firstly, we propose the concept of vehicle priority. Vehicles access the channel in
different ways according to their priorities. Therefore, special public vehicles with
high-priority, such as police vans, ambulances, fire engines and engineering rescue
vehicles could access first using the assigned resource. Other ordinary vehicles access
sub-carriers in competition.

Secondly, an efficient channel utilization access scheme, named PMRA/CS is
proposed. PMRA/CS uses a short detecting frame to resolve collisions of emergency
warning messages. Reduction of alarm message loss improves traffic safety and reli-
ability level.

Thirdly, in the course of channel sense, vehicles can not only confirm success of
access, but also recognize the idle sub-carriers to further reuse. Specifically, if a vehicle
fails to access on one sub-carrier, it would switch to another idle one and continues to
contend for channel access. Since the PMRA/CS scheme provides more opportunities
for vehicles to access the channel in one period, the efficiency of special reuse will be
improved, especially for the massive vehicles scenario.

The remainder of this paper is structured as follows: Sect. 2 describes the system
model. Next, Sect. 3 presents the channel allocation scheme and details of the
PMRA/CS competitive strategy. Thereafter, we compare simulation results with
CSMA/CA mechanism in Sect. 4. Finally, conclusions are summarized in Sect. 5.
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2 System Model

Figure 1(a) shows the OFDMA-based vehicular networks communication system. In
the system, a base station locates on the side of a bidirectional two-lane highway,
providing communication services to vehicles and controlling resource allocation.
Base stations allocate bandwidth to traffic safety service separately, avoiding inter-
ference with the normal messages [10]. A number of vehicles moving in different
directions access vehicular wireless networks. Considering the practical situation, we
divide vehicles into two groups according to their traffic modes. One group is the
vehicles that involve public safety such as ambulances. The system should guarantee
these special vehicles with high-priority to access the vehicular networks even when
the channel resource is in shortage. The other group is ordinary vehicles with lower
priority. Different groups will adopt certain access methods under the control of the
base station.

We assign separated resource to vehicles in opposite directions to reduce collisions.
Also, traffic flows can be different for each road section (RS). Dynamic resource
allocation according to traffic flows can make channel resource to be utilized more
efficiently [11]. In OFDMA-based system, sub-channels are assigned to each section in
accordance with direction and vehicle flows. Then, vehicles use the sub-channel
belonging to their section to send safety-critical messages.

In this paper, vehicles receive the signal of all bands, which means that they can
collect all occupied sub-carriers and free sub-carriers. Assume N sub-carriers are to
support Ko ordinary vehicles and Ks special vehicles. Vehicles of the same type have a
fixed probability to generate critical safety message. Let po and ps represent the alarm
probability of ordinary and special vehicles, respectively.

3 Sub-channel Resource Allocation and Sub-carrier
Contention Strategy

This section describes a distributed-centralized combination structure that contains a
roadside system controlling resource allocation and vehicles using PMRA/CS strategy
to access sub-carriers.

(b)
Freq

Time
Sub-channel A

Sub-channel B

Sub-channel C

(a)

Base Station
RS A

RS B
RS C

Special Vehicle
Ordinary Vehicle

Fig. 1. (a) The scenario shows four road sections in two directions and different traffic flows.
(b) Sub-channel resource allocation based on road sections.
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3.1 Resource Allocation Arrangement

In vehicular environment, in order to guarantee high reliability and low latency for the
safety messages delivery, the roadside system as the control center should fulfill two
requirements as follows.

Firstly, roadside system dynamically allocates sub-channel resource based on the
driving direction and vehicle density. The roadside system receives traffic information
from sensors or vehicle beacon messages. According to the traffic information, the
roadside system adjusts the number of sub-carrier to different road sections to achieve
resource dynamical equilibrium. In addition, the dynamic partition of resource also
decreases channel interference and suppresses the hidden terminal problem.

Secondly, the roadside system only assists vehicles to contend for sub-carriers
rather than allocating sub-carriers to the vehicles. The reason is that the procedure of
allocation will introduce high latency, which will increase safety risks. Thus, vehicles
need to access sub-carrier in a competitive way.

The carrier access scheme is related to vehicle priority. When a vehicle enters the
coverage of a new cell, it will send a message regarding its priority to the roadside
system. The roadside system chalks up the priority level and provides the appropriate
access strategies. There are two ways for vehicles to use sub-carrier resource: fixed
allocation and competition. Special vehicles have right to access the channel first
without competition. In general, the number of high priority vehicles is less than the
number of sub-carriers. Thus, the roadside system would allocate a certain sub-carrier
named exclusive sub-carrier directly to each special vehicle. When special vehicles
need to alarm, they send safety-critical messages using their private exclusive
sub-carriers rapidly. On the other hand, ordinary vehicles have a large number. Channel
resource may not be enough when lots of vehicles need to send messages simultane-
ously. The roadside system informs the ordinary vehicles information about the directly
available sub-carriers, exclusive sub-carriers and the competitive approach. In
CSMA/CA, an ordinary vehicle can just choose directly available sub-carriers. The
exclusive sub-carriers are likely to be wasted. Therefore, it is important to design an
efficient access scheme to reuse the wasted resources.

3.2 PMRA/CS in Wireless Vehicular Networks

Except for wasted resources, message collision is another main factor to degrade the
performance of vehicle networks. Under the emergency state, ACK messages and
continuous retransmission are not allowed. Hence, message collision directly con-
tributes to alarm message loss. Although CSMA/CA mechanism already satisfies the
requirement of collision avoidance and enhances the channel access performance, it is
still possible for safety messages to be collided because of message delay. Assume that
the vehicle system is identical and stable, and message delay Tm can be regarded as a
fixed value. Obviously, Tm is shorter than the entire transmission cycle T. However, it
still will affect the message transmission success rate.

In this paper, a transmission cycle consists of contention period (CP) and data
period (DP). Figure 2(a) and (b) illustrate the competitive process using CSMA/CA
and PMRA/CS schemes. In Fig. 2(a) vehicle A has already generated a message at t1,
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and other vehicles don’t receive its message until t1 þ Tm. When the back-off time of
vehicle B is over at t2, it will also start to send a message. Such message conflicts
cannot be avoided by CSMA/CA, while PMRA/CS scheme using detecting frame and
carrier-sense solves the message conflict perfectly.

The contention period of PMRA/CS is distributed into random back-off, detecting
frame and carrier-sense stages. In random back-off period, to reduce collisions,
PMRA/CS uses a random back-off process. Unlike CSMA/CA mechanism, PMRA/CS
has a collision avoidance control which prevents the collisions from message delay Tm.
To simplify the model, the maximum back-off time is set as long as the message delay
Tm. After random back-off period, the system goes into detecting frame period.
Vehicles broadcast a detecting frame instead of an alarm message. When nodes send
messages, they are unable to accept messages at the same time. It means that vehicles
are unaware if detecting frame collisions occur. The duration of detecting frame is set
as Tm in accordance with the maximum difference between maximum and minimum
back-off time. Otherwise, vehicles with longer back-off time may miss the detecting
frame of the other vehicles in carrier-sense period. In carrier-sense period, carrier-sense
is the key step in CP, because vehicles can confirm whether they can successfully
access the sub-carriers and prepare for second competition in this period. At the
beginning of this period, vehicles stop sending the detecting frame and listen for the
frames from others. If the selected channel is idle, it means the vehicle is the only one
in this sub-carrier or it has the shorter back-off time than all other competitors. Thus,
the vehicle could send alarm message using the sub-carrier. Before sending messages,
the successful vehicles still need to wait Tm to avoid conflicts between their alarm
messages and detecting frames of other vehicles. Failed competitors will receive
detecting frame signal from others immediately. They will give up the chosen
sub-carriers and the intercept signal of all bands to find free sub-carriers. At 2Tm, failed
access vehicles could reuse free sub-carriers by re-competition.
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Fig. 2. Collision scenarios in sub-carrier competition
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As shown in Fig. 2(b) vehicle A and B choose sub-channel 1 first. Utilizing
PMRA/CS, Vehicle A successfully accesses the sub-carrier 1 and sends an alarm
message, while B gives up this sub-carrier and senses again for free sub-carriers. Then,
B starts a new round of competition, and accesses the sub-carrier 2 which belongs to
special vehicle C, but not used in this transmission cycle. Thus, it can be seen that
PMRA/CS reduces message loss, and idle sub-carrier is fully utilized in a transmission
cycle.

Contention period of PMRA/CS quickly and efficiently determines the only user in
each sub-carrier. When the carrier-sense period is over, access vehicles start to send
messages. If the remaining time of CP permits, PMRA/CS allows failed vehicles to
compete for idle sub-carriers again. The advantages of PMRA/CS are reducing alarm
message loss and improving the channel utilization rate in every cycle period.

3.3 Analysis on Sending Success Rate and Sending Delay

Compared with the traditional CSMA/CA method, PMRA/CS takes resource reuse and
delay time Tm into account. The carrier utilization is improved significantly and the
message loss caused by delay is avoided. The improvements are critical for emergency
scene.

Assume that x vehicles compete in one sub-carrier. Each vehicle selects a certain
back-off time. We order their back-off time from the smallest to the largest:
T1; T2; . . .; Tx½ �. Suppose there is no same back-off time, so that the vehicle with the
smallest back-off time always gets the channel resource in PMRA/CS. However, in
CSMA/CA, channel conflict occurs if T2 \ T1 þ Tm. The vehicle with back-off time
T2 will send the message because it doesn’t receive any signal when its back-off time is
over. In the sending process, wireless nodes cannot sense the channel. The vehicles
cannot realize the conflicts until the end of the transmission. The warning information
would be lost owing to collision. It also brings a serious wastage of channel slots.

At first, without considering vehicle priority, we assume that total of K vehicles
with alarm probability p per cycle. N sub-carriers are allocated to these vehicles. In one
cycle, Pm is the probability that m vehicles need to send an alert.

Pm ¼ Cm
Kp

m 1� pð ÞK�m ð1Þ

Let D m;N; lð Þ denote the possible combinations that m vehicles randomly compete
N sub-carriers and eventually l sub-carriers are used in one competition.

D m;N; lð Þ ¼
1 l ¼ N ¼ 0; or l ¼ m ¼ 0

Cl
N lm �Pl�1

i¼0
D m; l; ið Þ

� �
N � l [ 0; m � l

0 elsewhere

8>><
>>:

ð2Þ

When repeating PMRA/CS competitive strategy, the average sending success rate
becomes to PPMRA=CS�2 in one cycle.
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PPMRA=CS�2 ¼
PK

m¼0 Pm �Pmin m;Nð Þ
l¼0 l � D m;N; lð Þ

Nm þ Pmin m�l;N�lð Þ
i¼0 i � D m�l;N�l; ið Þ

N�lð Þm�l

� �� �

Kp

ð3Þ

Simply make sure the sum time of contention period and data period is no more
than a cycle time T and the PMRA/CS system supports contention counts as many as
possible. The sending success rate will improve with the increase of competition count.

In terms of transmission delay, it includes a random back-off time, sending
detecting frame and waiting time. When s vehicles compete in one sub-carrier, the
average value of the minimum back-off time Tmin:

Tmin ¼ Tm

Z 1

t¼0
t 1� tð Þs�1dt ¼ Tm

sþ 1
ð4Þ

Let TPMRA=CS be the average delay which is based on the unit of Tm.

TPMRA=CS ¼
PK

m¼0 Pm �Pmin m;Nð Þ
l¼0 l � D m;N; lð Þ

Nm �Pm�lþ 1
s¼0

2sþ 3ð ÞTm
sþ 1 K m; l; sð Þ

� �� �

KpPPMRA=CS
ð5Þ

K m; l; sð Þ is the probability of s vehicles in one channel when m vehicles choose a total
of l sub-carriers.

K m; l; sð Þ ¼
1 m ¼ s ¼ 0; or l ¼ s ¼ 0

Cs
m�D m�s; l�1; l�1ð Þ

D m; l; lð Þ m � s [ 0; m � l [ 0; m � s þ l � 1
0 elsewhere

8<
: ð6Þ

In CSMA/CA, let us assume the back-off time is a random time in 0ð ; iTm�. If
s vehicles compete in one sub-channel, Pc s; ið Þ means the conflict-free rate of this
channel and Tc s; ið Þ is the average delay of the message.

Pc s; ið Þ ¼
1 s ¼ 1

i�1ð Þs
is s [ 1; i [ 1
0 elsewhere

8<
: ð7Þ

Tc s; ið Þ ¼
iTm
2 s ¼ 1

i�1ð ÞTm
sþ 1 s [ 1; i [ 1
0 elsewhere

8<
: ð8Þ

The average sending success rate and delay are computed as in Eqs. (9) and (10).

PCSMA=CA ¼
PK

m¼0 Pm �Pmin m;Nð Þ
l¼0 l � D m;N; lð Þ

Nm �Pm�lþ 1
s¼0 Pc s; ið ÞK m; l; sð Þ

� �

Kp
ð9Þ
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TCSMA=CA ¼
PK

m¼0 Pm �Pmin m;Nð Þ
l¼0 l � D m;N; lð Þ

Nm �Pm�lþ 1
s¼0 Pc s; ið ÞTc s; ið ÞK m; l; sð Þ

� �

KpPCSMA=CA

ð10Þ

The success probability of PMRA/CS is significantly higher than that of
CSMA/CA. However, the average delay time in CP is longer than in PMRA/CS
because sending short detecting frame and carrier-sense time needs at least 2Tm. In
addition, repeating competitive strategy also increases the delay. In other words,
PMRA/CS sacrifices sending delay for success rate in transmission. The message delay
time is so short that it has a minimal impact on the vehicular system. Nevertheless, the
improvement of message sending success rate is significant. Therefore, PMRA/CS can
provide safety and reliability in theory for improving the performance of the vehicular
networks.

4 Simulation

In this section, we compare the performance of multi-carrier CSMA/CA and PMRA/CS
using MATLAB.

To better explain research achievement, we did a simulation to compare four
strategies: N_PMRA/CS, P_PMRA/CS, N_CSMA/CA and P_ CSMA/CA. N means to
consider the vehicle priority. Special vehicles will have exclusive sub-carriers, and
ordinary vehicles use competitive strategies to access. P indicates that all vehicles
compete all sub-carriers. We will verify the proposed algorithm using the parameters in
Table 1. If vehicles which need to alarm fail to access the channel in the first cycle,
they will try to retransmission at most two times. In other words, every alarm message
has three opportunities to be sent. Once failed three times in a row, alarm messages will
be discarded.

Figure 3(a) shows the success rate of sending messages using four strategies
mentioned above with a different total number of vehicles or channel resource.
N_PMRA/CS and P_PMRA/CS are always superior to others. Even the vehicles surge,

Table 1. Simulation parameters

Parameter Value

Duration of contention period 5 Tm
Maximum message retransmission count 2
Competition count in PMRA/CS 2
Total simulation cycle number 10000
Number of special vehicle (Ks) 2
Message sending probability of special vehicle (ps) 0.6
Message sending probability of ordinary vehicle (po) 0.3
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N-PMRA/CS and P_PMRA/CS still maintain a success rate of ninety percent. When
channel resource is in severe shortage, dedicating sub-carriers for special vehicles
causes performance degradation. If accessible sub-carriers are relatively plentiful, this
approach is very unlikely to have any effect on sending success rate. Although
exclusive channels may impact the whole system, it is reasonable and practical. In a
word, PMRA/CS greatly improves the success rate of sending messages compared to
CSMA/CA.

The average transmission count of four strategies is shown in Fig. 3(b). The
average number becomes higher with vehicle number increasing or sub-carrier number
decreasing. It can be seen that PMRA/CS cannot stay ahead of the other two
CSMA/CA strategies, particularly when the ratio of vehicle number to resource number
is great. The primary cause of this phenomenon is the collision due to message delay
Tm. In PMRA/CS, message loss only happens when a vehicle failed the competition for
channel 3 times in a row. But beyond that the channel collision will directly raise data
packet loss in CSMA/CA. Message dropping makes the demand for retransmission
decrease, and it brings a high rate of packet loss.

From the results in Fig. 3, it can be seen that PMRA/CS has a higher success rate of
sending messages. For the transmission time, PMRA/CS functions well for six
sub-channels, while performing poorly in four sub-channels when the vehicle number
is large. To better explain the relationship between sending success rate and average
sending time, we will give one specific example with more detailed information.

We choose experiment of twelve ordinary vehicles and two special vehicles as an
example. In the simulation, the transmission time of each alarm message is counted.
The simulation result is shown in Fig. 4. PMRA/CS for four sub-carriers has a rela-
tively high proportion of two or three times transmissions, while the failure rate is high
in CSMA/CA. However, when computing an average transmission time, a failure
message will be excluded. This is the reason that CSMA/CA method is sometimes
better than PMRA/CS in respect of average transmission time.

Fig. 3. (a) The average sending success rate. (b) The average number of transmission.
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5 Conclusion

In this paper, we proposed a vehicular priority-based channel allocation and sub-carrier
access scheme for LTE-V networks. Vehicle priority changes the original vehicle alarm
model, thus making full use of the channel resource. Then, the PMRA/CS scheme
modifies the traditional contention access in wireless communication systems by
adding detecting frame and carrier-sense stages to reuse idle resource and avoid
message collision. Compared with multi-channel CSMA/CA mechanism, the message
loss decreases and resource utilization rate rises. Theoretical analysis and simulation
results prove the proposed method to be effective with respect to increasing sending
success rate and reducing the average transmission time in heavy traffic. The
achievements in this paper can improve future vehicular communication systems in the
aspects of safety and reliability.
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Abstract. Vehicle-to-vehicle (V2V) communication has been widely
considered as a promising approach for delivering messages between vehi-
cles. However, the highly dynamic topology caused by vehicle mobility
makes V2V communication unreliable, especially in the case where the
SINR at the receiver below a given threshold. To address the problem,
we propose a resource allocation scheme for transmission non-safety mes-
sages in cellular vehicular networks. In this scheme, the instability of
vehicular network topology has been taken into account. Furthermore,
to make the SINR at the receiver under given constraints, distance pre-
diction as well as extra resource allocation is adopted in the design of
the scheme. Simulation results demonstrate that the proposed scheme
greatly improves the wireless resource utilization.

Keywords: V2V communication · Resource allocation
Non-safety service · Topology prediction

1 Introduction

Due to the advantages of wide coverage, fast transmission rate and low trans-
mission delay, cellular vehicular networks are considered as one of promising
approaches for ITS (intelligent transportation system) [1–3]. The resource allo-
cation for V2V communication is one of the key technologies for CVN (Cellu-
lar Vehicular Networks) and has been studied extensively. In [4], a distributed
spectrum allocation and mode selection scheme for overlay D2D network is pro-
posed. In [5], the authors design a centralized resource allocation scheme for D2D
underlay communication based on the hypergraph theory. In [6], the research on
resource sharing and power control with QoS provisioning in D2D underlaying
cellular networks is studied. In [7], the authors studied a enhanced autonomous
resource selection for LTE-based V2V communication. In [8], a resource allo-
cation scheme is designed to maximize the ergodic capacity of V2I (vehicle to
infrastructure) connections while ensuring reliability guarantee for each V2V
link. In [9–11], some distributed V2V resource selection schemes are studied.

In addition to safety application, the non-safety service is also one of the sig-
nificant application in CVN. Compared with safety application, the non-safety
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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service values the volume of transmitted data more than transition delay. To
transmit large volume of data within limited bandwidth, the non-safety ser-
vice needs a longer communication time. Unfortunately, as studied in [12], the
dynamic topology makes it pretty difficult to keep continuous data transmission
in vehicle network environment.

In this paper, we propose a resource allocation scheme for transmission non-
safety messages in cellular vehicular networks. In this scheme, the instability of
vehicular network topology has been taken into account. Furthermore, to make
the SINR at the receiver under given constraints, distance prediction as well as
extra resource allocation is adopted in the design of the scheme.

The rest of the paper is organised as follows. In Sect. 2, the system model is
established. In Sect. 3, we analysis the key part of this resource allocation issue.
In Sect. 4, our resource allocation scheme is proposed. Then simulation results
is presented in Sect. 5. Finally, Sect. 6 concludes this paper.

2 System Model

In this paper, we consider an unidirectional road covered by cellular system. In
this system, several cells make up a group, called a cellular set. To communicate
in V2V model, every vehicle has to find its partner with some discovery strategy,
and we call this two vehicles as a V2V-pair. In V2V-pair i, we use Ri and Ti to
denote the receiver and transmitter, respectively. In Fig. 1, there are three cells
making up a cellular set and two V2V-pairs communicating in this cellular set.

Fig. 1. The architecture of cellular system

The channels used for V2V-pairs communication are divided into two parts:
control channels and data channels. In a cellular set, the data channels is man-
aged centrally by an allocation entity (referred as Entity), and eNBs are respon-
sible for the management of control channels separately. In each �T period,
potential V2V-pairs transmit connection setup request to eNB on the control
channels. After calculation, Entity transmits the result to every eNB and then
eNB will notify potential V2V-pairs to communicate on the allocated data chan-
nels in this period. In a cellular set, to improve the resource utilization, different
V2V-pairs can reuse the same data channel if all of them can tolerate the co-
channel interference from each other.
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Based on the geographical information of all potential V2V-pairs in this
cellular set, the Entity can calculate the distance between Ri and Tj , which is
denoted as dij .

Fig. 2. Distance between vehicles

In Fig. 2, there are two potential V2V-pairs i and j. Let Θi denote the set of
V2V-pairs which reuse the data channels of V2V-pair i, hij denote the channel
between V2V-pairs i and j and α denote the path loss exponent. We set all of the
v-UEs’ transmit power to be P . So, the SINR of V2V-pair i can be expressed as

γi =
Pd−α

ii Hii
∑

j∈Θi
Pd−α

ij Hij + N0

(1)

where Hij = |hij |2 and N0 is the noise power.
For V2V-pair i, a successful communication requires γi ≥ γth where γth is

the threshold for V2V communication.

3 Problem Formulation

The key issue is, how to allocate the fewest channels while satisfying the SINR
requirement for all of the V2V-pairs in a cellular set. As shown in Fig. 2, dii may
become bigger and dij may become smaller, and these changes will lead SINR
to be worse according to (1). If we don’t take this into consideration, the SINR
may not satisfy the threshold and this V2V communication will be failed. In
order to complete their communication, the v-UEs of this V2V-pair will shift
to use the cellular network and this makes resource consumption increased. In
order to minimize the resource consumption, the robustness of the interference
analysis must be required. In mathematics, we use k to denote the number
of the potential V2V-pairs, n to denote the number of the resources for V2V
communication and assume that n ≥ k is always true. an,k is the resource
allocation. If an,k = 1, it indicates that V2V-pair k uses the resource n and
on the contrary, an,k = 0. To describe the dynamic topology, we use Dij(t) to
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denote the random variable of distance between V2V-pairs in the �T period,
and the planning can be written as

P1:min
∑

n∈N

(1 −
∏

k∈K

(1 − an,k))

s.t. C1: γk =
PD−α

kk (t)Hkk
∑

n∈N (an,k × ∑
j∈K,j �=k(PD−α

jk (t)Hjkaj,k)) + N0

≥ γth,∀k ∈ K

C2: an,k ∈ {0, 1},∀n ∈ N, k ∈ K; C3:
∑

n∈N

an,k ∈ {0, 1},∀k ∈ K

C4:
∑

k∈K

an,k ∈ {0, 1},∀n ∈ N ; C5: 0 ≤ t ≤ �T

(2)
In the rest of the paper, Dij(t) will be replaced with Dij for simplification.
In more detail, Dij is related to the velocity random variables of two vehicles.

According to the conclusion of [13], the velocity of vehicle follows Gaussian
distribution, that is, if V is the random variable of a vehicle velocity, then V
satisfies

V ∼ N(μ, σ2) (3)

where μ stands for the mean value of V and σ is the standard deviation.
In order to get velocity information, V2V-pair i will send it to eNB. We use

vRi and vTi to denote the mean velocity of receiver and transmitter in V2V-
pair i, respectively. Also, σRi and σTi are denoted as the standard deviation of
receiver and transmitter.

However, it is a NPC problem to solve this resource allocation planning
according to the conclusion of [14], so we have to find some other polynomial
ways to get the approximate result.

4 V2V Resource Allocation Scheme FDV

In this section, we firstly design a Free Distance scheme for static D2D resource
allocation. Then we discuss how to predict the distance between vehicles in V2V
network. And finally, our V2V resource allocation scheme FDV (Free Distance
scheme for Vehicular network) is proposed based on the above discussion.

4.1 Free Distance Scheme

In Free Distance scheme, there are two key parameters [15]:

1. ds: The strong interference distance. If the distance between two V2V-pairs
is less than ds, the co-channel interference around them will be very big. So
we won’t allocate the same resource to two V2V-pairs i and j if di,j ≤ ds.
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According to the ds, we can separate Θi into two parts: strong interference
set Θis and weak interference set Θiw:

Θis = {j | j ∈ Θi and dij ≤ ds}; Θiw = {j | j ∈ Θi and dij > ds} (4)

In this way, V2V-pairs only suffers from weak interference.
2. TIDi: The number of the weak interference that V2V-pair i can tolerate.

Let’s set the biggest weak interference around V2V-pair i to be Ii0, that is,
the maximum value in Θiw, and TIDi can be calculated by the following
formula:

TIDi = (
Pd−α

ii

γth
− N0)/Ii0 (5)

We can see that, in order to simplify the problem, TIDi treat all of the
weak interference as the biggest one, and this leads to some redundancy. For
increasing the utilization rate of resources, we propose a new parameter based
on the original scheme, that is dfree (free distance).

Fig. 3. Free distance demonstration

Since the path loss exponent α is usually within the range of [3, 4], d−α
ij will

be exponentially decreased with the linear growth of dij . When dij reaches a
value, the co-channel interference between V2V-pairs i and j will be quite small.
For this reason, we regulate that when dij > dfree, V2V-pairs i and j can reuse
a same resource without considering any other conditions to fill the redundancy.

In Fig. 3, we use one point to denote a V2V-pair, and assume TID1 = 2. For
V2V-pair 1, V2V-pair 2 is within its strong interference coverage, so V2V-pair
2 can’t reuse the resource with V2V-pair 1, and V2V-pair 3 and 4 can use the
same resource of V2V-pair 1 because they satisfy the TID scheme. But V2V-
pair 5 must be allocated with another resource for TID1 = 2. V2V-pair 6 and 7
can also reuse the resource of V2V-pair 1, because the distance between them is
bigger than dfree, so they can reuse the resource without any else consideration.
Although we only discuss the scheme from the from the perspective of V2V-pair
1, the rule is suitable for all of the V2V-pairs in this cellular set. We call this
enhanced scheme as Free Distance scheme.
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4.2 Distance Prediction

In Sect. 2, we have proposed that the dynamic topology of V2V network is a
trouble for resource allocation. However, the motion law of vehicles provides the
possibility to predict the distance between them.

We assume that vehicle a is in front of vehicle b geographically, and let Va

and Vb denote the velocity random variables of these vehicles in �T period
respectively. At the start of the period, Dab is equal to dab, and at the end of
the period,

Dab = (Va − Vb) × �T + dab (6)

Because of the Gaussian distribution of vehicle velocity, Dab follows Gaussian
distribution, too.

Dab ∼ N((va − vb) × �T + dab, (σ2
a + σ2

b ) × �T 2) (7)

For V2V-pairs, the expressions are pretty much the same. And for simplifi-
cation, we assume transmitter is always in front of the receiver.

Dii = (VTi − VRi) × �T + dii (8)

Dij = (VRi − VTj) × �T + dij , (i �= j) (9)

where we assume that V2V-pairs i is in front of V2V-pairs j.
To guarantee the reception power, we must restrict Dii smaller than a certain

distance d̂ii with a probability p, that is

P (Dii ≤ d̂ii) > p (10)

and d̂ii can be calculated by the following formula:

d̂ii = dii + (Θ−1(p) ×
√

σ2
Ti + σ2

Ri + (vTi − vRi)) × �T (11)

where Θ−1(p) is the inverse function of the probability distribution function for
standard Gaussian distribution.

Similarly, we limit Dij within d̂ij to control the co-channel interference:

P (Dij ≥ d̂ij) ≥ p, (i �= j) (12)

d̂ij = dij + (Θ−1(1 − P ) ×
√

σ2
Ri + σ2

Tj + (vRi − vTj)) × �T, (i �= j) (13)

We call d̂ii and d̂ij as prediction distance. After getting the prediction dis-
tance, we use them to run Free Distance Scheme instead of the static dij . In this
way, we can guarantee that SINR will meet the threshold in �T period with a
probability p.
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Algorithm 1. FDV scheme
Input: The matrix of interval distance between vehicles, dn,n;
Output: The vector of the allocated resource number, ResNumn;

d̂ij = Distance Prediction algorithm(dn,n)
ResNumn = Static Free Distance algorithm(d̂ij)
return ResNumn;

Algorithm 2. Distance Prediction scheme
Input: The matrix of interval distance between vehicles, dn,n;
Output: The matrix of predicted interval distance between vehicles, ˆdn,n;

for all i = 1 : n do
for all j = 1 : n do

predict d̂ij based on dij
end for

end for
return ˆdn,n;

Algorithm 3. Free Distance scheme
Input: The matrix of interval distance between vehicles, dn,n;
Output: The vector of the allocated resource number, ResNumn;

initialize ResNumn to be 0
ResNumIndex = 0
while ResNumn contains 0 do

i = the first index of ResNumn where ResNumi = 0
ResNumIndex = ResNumIndex+ 1
Allocate ResNumIndex to i
for all jwhereResNumj = 0 do

if Satisfy the interference constraint after allocating ResNumIndex to j
then

Allocated ResNumIndex to j
end if

end for
end while
return ResNumn;

4.3 Free Distance V2V Resource Allocation Scheme

With the previous discussion, now, we can propose our V2V resource allocation
scheme based on free distance and distance prediction, and referred as FDV. It’s
described in Algorithm 1, and FDV internally invokes the Distance Prediction
scheme and Free Distance scheme. In our scheme FDV, the most complex part
is Static Free Distance algorithm, and its complexity is O(n2), so the complexity
of FDV is O(n2), it’s a polynomial time algorithm.
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5 Simulation Results

In this section, we simulate our proposed FDV scheme that is combined with
Free Distance scheme and distance prediction, and compare it with other two
schemes. One of the reference scheme is the TID scheme with distance prediction,
which is referred as TID-V2V scheme in the following part. And another reference
scheme is the Free Distance scheme without distance prediction, which is referred
as Static Free Distance scheme. In the simulation, there are two kinds of vehicles,
that is small vehicles and big vehicles, uniformly distributed on the one direction
road. And the simulation run time is 10000. The parameters are listed in the
Table 1.

Table 1. Simulation parameters

Simulation parameter Value Simulation parameter Value

Number of V2V-pairs 100 Cell radius 1000m

Cell number in a cellular set 3 Path loss factor α 3

Maximum V2V link 50m Strong interference distance 50m

SINR threshold 10 dB Noise power −118 dBm

V2V transmission power 0 dBm Period �T 3 s

Small vehicle proportion 70% Big vehicle proportion 30%

Small vehicle average velocity 25m/s Big vehicle average velocity 20m/s

Small vehicle velocity standard deviation 1.5m/s2 Distance prediction probability 99.7%

Big vehicle velocity standard deviation 2.7m/s2

In Fig. 4, the CDF (cumulative distribution function) of SINR for three
schemes are presented. We can see that threshold of V2V communication is
noted where x = 10 dB, and our proposed FDV scheme and TID-V2V scheme
both satisfy this line. But the Static Free Distance scheme can’t ensure that all
of the V2V-pairs will get the SINR bigger than 10 dB, there are about 5% of
the V2V-pairs failing in the V2V communication. The cause of failure is that
Static Free Distance scheme doesn’t predict the dynamic change of topology, so
it can’t adapt to the dynamic V2V network.

In Fig. 5, the CDF of used resources number for three schemes are presented.
We can find out that Free Distance Scheme has two function curves. The solid
one stands for the allocated resources number of Static Free Distance scheme,
but some V2V-pairs will fail in V2V communication because of the strong co-
channel interference, in order to complete the communication, they will turn to
using cellular resources just like c-UEs. So the dotted curve stands for the total
resources used by V2V-pairs. As shown in Fig. 5, FDV scheme allocates more
resources than Static Free Distance scheme, because FDV scheme will add some
redundancy to adapt to the dynamic topology, but FDV scheme will use less
resources in total. In addition, TID-V2V scheme uses much more resources than
other two schemes, it’s not efficient.
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Fig. 4. Comparison of the SINR for
three schemes, dfree = 300m

Fig. 5. Comparison of the used
resources number for three schemes,
dfree = 300m

Fig. 6. Comparison of the used
resources number for three schemes,
dfree = 1000m

Fig. 7. Comparison of the SINR for
three schemes, dfree = 100m

In Fig. 6, dfree is set to be 1000 m. We can see that the allocated resource
number of FDV scheme is bigger than Static Free Distance scheme. Because of
the enlargement of dfree, Free Distance scheme can’t make full use of the redun-
dancy caused by TID, so the Static Free Distance scheme have more opportunity
to satisfy the threshold with the remainder redundancy.

In Fig. 7, dfree is set to be 100 m, and the failure probabilities of FDV and
Static Free Distance scheme are both increased compared with Fig. 4. For the
decrement of dfree, more V2V-pairs can reuse a same resource without consid-
eration. So it is much more difficult to control the co-channel interference.

6 Conclusion

In this paper, we study resource allocation scheme for long time V2V commu-
nication in cellular network. We first defined a cellular set system model, which
can reduce the handover of data channel substantially. Then, We introduced
the free distance constraint to improve the TID scheme. After that, we devised
a distance prediction solution to solve the dynamic topology problem in V2V
network. The simulation results remonstrated that the performance of the FDV
scheme is superior to both TID scheme and Static Free Distance scheme.

Acknowledgements. This work is supported by the National Natural Science Foun-
dation of China under Grant No. 61374189 and the Fundamental Research Funds for
the Central Universities, China No. ZYGX2016J001.



V2V Resource Allocation Scheme 259

References

1. Seo, H., Lee, K.D., Yasukawa, S., et al.: LTE evolution for vehicle-to-everything
services. IEEE Commun. Mag. 54(6), 22–28 (2016)

2. Kuruvatti, N.P., Klein, A., Ji. L., et al.: Robustness of location based D2D resource
allocation against positioning errors. In: 2015 IEEE 81st Vehicular Technology
Conference (VTC Spring), pp. 1–6 (2015)

3. Lin, X., Ratasuk, R., Ghosh, A.: Network-assisted device-to-device scheduling in
LTE. In: 2015 IEEE 81st Vehicular Technology Conference (VTC Spring), pp. 1–5
(2015)

4. Cho, B., Koufos, K., Jantti, R.: Spectrum allocation and mode selection for overlay
D2D using carrier sensing threshold. In: 2014 9th International Conference on Cog-
nitive Radio Oriented Wireless Networks and Communications (CROWNCOM),
pp. 26–31. IEEE (2014)

5. Zhang, H., Song, L., Han, Z.: Radio resource allocation for device-to-device under-
lay communication using hypergraph theory. IEEE Trans. Wirel. Commun. 15(7),
4852–4861 (2016)

6. Huang, X., Wu, F., Leng, S., et al.: Resource sharing and power control with QoS
provisioning in device-to-device underlaying cellular networks. In: 2016 IEEE/CIC
International Conference on Communications in China (ICCC), pp. 1–6. IEEE
(2016)

7. Zhang, X., Shang, Y., Li, X., et al.: Research on overlay D2D resource scheduling
algorithms for V2V broadcast service. In: 2016 IEEE 84th Vehicular Technology
Conference (VTC-Fall), pp. 1–5. IEEE (2016)

8. Liang, L., Li, G., Xu, W.: Resource allocation for D2D-enabled vehicular commu-
nications. IEEE Access PP(99), 1 (2017)

9. Garai, M., Sliti, M., Boudriga, N.: Access and resource reservation in vehicular
visible light communication networks. In: 2016 18th International Conference on
Transparent Optical Networks (ICTON), pp. 1–6. IEEE (2016)

10. Yang, J., Pelletier, B., Champagne, B.: Enhanced autonomous resource selection
for LTE-based V2V communication. In: 2016 IEEE Vehicular Networking Confer-
ence (VNC), pp. 1–6 (2016)

11. Ashraf, M.I., Bennis, M., Perfecto, C., et al.: Dynamic proximity-aware
resource allocation in vehicle-to-vehicle (V2V) communications. arXiv preprint
arXiv:1609.03717 (2016)

12. Sun, L., Shan, H., Huang, A., et al.: Channel allocation for adaptive video stream-
ing in vehicular networks. IEEE Trans. Veh. Technol. 66(1), 734–747 (2017)

13. Xu, C.: Distribution of vehicle free flow speeds based on Gaussian mixture model.
J. Highw. Transp. Res. Dev. 29(8), 132–136 (2012)

14. Safdar, G.A., Ur-Rehman, M., Muhammad, M., et al.: Interference mitigation
in D2D communication underlaying LTE-A network. IEEE Access 4, 7967–7987
(2016)

15. Xu, Y., Liu, Y., Li, D.: Resource management for interference mitigation in device-
to-device communication. IET Commun. 9(9), 1199–1207 (2015)

http://arxiv.org/abs/1609.03717


Adaptive Slot Assignment for TDMA Based
Dynamic Airborne Ad Hoc Networks

Yueyan Qian1,2, Mingwu Yao1(&), and Liang Zhang1,2

1 State Key Laboratory on ISN, School of Telecommunications Engineering,
Xidian University, Xi’an 710071, China

d689571@126.com, mwyao@xidian.edu.cn,

mcliangwlmqzl@163.com
2 Science and Technology on Communication Networks Key Laboratory,

Shijiazhuang, China

Abstract. The time division multiple access (TDMA) is thought a better choice
for mobile ad hoc networks, especially for sparse and dynamic airborne wireless
networks, and its efficiency largely depends on the slot scheduling method.
Fully taking the dynamic characteristics of the 3-dimensional airborne network
into account, we proposed an adaptive slot assignment TDMA (ASA-TDMA)
scheme. It allows for changeable traffic load of the nodes due to the network
topology dynamics in sparse airborne ad hoc networks. Slot allocation is per-
formed not only when nodes request for time slots to access, but also when
real-time load level changes. The sharing algorithm realizes concurrent trans-
missions to achieve high slot utilization. Furthermore, our scheme can flexibly
adjust the schedule strategy to deal with network emergencies such as node
failures. Simulations are provided to validate the performance our approach, and
the results show its advantages over some known methods.

Keywords: Ad hoc � Slot assignment � Time division multiple access (TDMA)
3D airborne networks

1 Introduction

TDMA scheduling scheme is an important issue in medium access control
(MAC) protocols for ad hoc networks. Since the conflicts caused by simultaneous
transmissions would degrade the network performance, collision-avoidance strategy
should be considered. In reservation-based TDMA protocols, like DTRA mechanism
[1], node pairs with communication demands would make reservations on channel
resource. Usually it takes three stages to complete a transmission: neighbor discovery,
reservation and confirmation, and data transmission. SDVCS mechanism [2], a mod-
ification of DTRA, uses a frame structure where reservation and data transmission stage
are partitioned into several parts which are set alternately. The potential conflicting
slots would be declared between a node pair in the reservation stage, thus SDVCS
shows better performance in throughput compared with DTRA. In TMRR mechanism
[3], active nodes compete for slots, in which nodes would transmit beacon, and nodes
with data to transmit would ask for slots reservation in the beacon period (BP) and the
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data transmission period (DTP) in the way of Carrier Sensing Multiple Access (CSMA)
for a multi-hop transmission in order to achieve low delay. If there are no enough slots
to assign, the reservation would be performed in the resource reservation period (RP).
Reservation-based schemes described above are demand-driven, so some node pairs
would suffer starvation because of time slots exhaustion in some cases. Contrastingly,
in contention-based mechanisms, no predefined schedule is required, and each node
will compete for channel access when it needs to transmit, and naturally is not entitled
to any guarantee of success [4]. The resulted packet loss and large access delay may be
a serious problem to real-time applications [5]. These schemes are not suitable for
networks requiring a certain level of reliability and delay. The benefits of using TDMA
protocols include equal access to the channel for all vehicular nodes, efficient channel
utilization without collisions, high reliability of communications, deterministic access
time even with a high traffic load, and QoS for real-time applications [6]. Some efficient
TDMA protocols are specifically designed, such as one for cooperative relaying
(CRTDMA) [7], and the P-TDMA [8].

In P-TDMA, a frame is segmented into three epochs: Claim, Response and Info,
and each part is further segmented into N slots equal to the number of nodes. Active
members send request-to-send (RTS) in the Claim stage without collisions. In the
Response stage, the response packets (RSP) are sent out containing the active neigh-
bors ID heard in the previous stage. Learning the active nodes within two hops by the
above two stages makes simultaneous collision-free transmissions feasible in the Info
stage. However, a large proportion of a frame is used to exchange RTS and RSP,
resulting in P-TDMA’s low efficiency. Because the stages are structured alternately,
inconsecutive epoch for transmission leads to bad performance in delay.

Motivated by reducing delay and improving packet reception rate, we propose an
ASA-TDMA scheme for sparse and dynamic airborne wireless networks. In the assumed
scenario, nodes are of 100 km in distances more or less in the air, and the maneuvers of
the flying vehicles will stochastically form links between nodes via directional antenna,
and the link is prone to disconnect frequently. As the nodes are flying in a high speed, the
network is seen high dynamics, and the time slot assignment should not be predeter-
mined. Instead, it should change due to the scale of each cluster and the network topology.
Thus, an adaptable time slot assignment scheme is needed. Collision-free concurrent
transmissions are achieved by performing a time slot sharing algorithm. Additionally,
timely node lost detection is included to handle the emergencies, which guarantees the
minimal wastes. Simulation shows our scheme provides superior performance than
P-TDMA and fixed TDMA in respect of delay and packet reception rate.

The rest of the paper is organized as follows. Section 2 gives an overview and then
key procedures of ASA-TDMA. Simulation results and performance comparison of
ASA-TDMA scheme with existing works are analyzed in Sect. 3. Section 4 concludes
our work.

2 The ASA-TDMA Scheme

The network comprises of a dozen of high speed airborne vehicles, e.g., a flock of
Unmanned Aerial Vehicles (UAVs) flying in one formation. Basically, these nodes are
bearing to one same destination but have some freedom to choose their own routes or

Adaptive Slot Assignment for TDMA Based Dynamic Airborne Ad Hoc Networks 261



trajectories during working in a 3-dimensional (3D) space. A communication link is
possible to be formed during the flying when two nodes are within each other’s radio
transmission range. Several neighboring nodes will form one cluster, and a cluster head
is selected to control the communication and networking in a TDMA mode. To cope
with the high dynamics in the whole flying process, during which communication links
are prone to be disconnected and re-formed, clusters should be able to divide or merge.
Our TDMA scheme is featured in its adaptive time slot assignment as well as suitability
to this dynamic topology change.

2.1 Frame Structures

The length of an ASA-TDMA frame is denoted by lframe and a frame is divided into
Tslot slots. In this paper, we choose the two parameters to be 250 ms and 10 respec-
tively. The first slot of each frame is exclusively occupied by the cluster head for
broadcasting slot assignment and cluster management information. Each idle slot is
further divided into Mmini = 5 mini-slots. Mini-slot in any idle slot is randomly chosen
by nodes to send Access Request (AR) to join the network. The last slot of each frame
is always reserved for this purpose.

2.2 Overview of ASA-TDMA

The implementation of wireless airborne networks requires QoS guarantee of the MAC
protocols. In this new ASA-TDMA scheme, an effective time slots allocation scheme is
introduced to mainly improve ETE delay and packet reception rate performance.
Table 1 gives the parameters that help describing the protocol.

The proposed MAC protocol has five states. In Cluster Access state, node sets a
timer and listens for Beacon (Beacons will be firstly forwarded by members in their
slots before other types of data are transmitted). It will send an AR if it hears a Beacon

Table 1. Parameters

Parameters for ASA-TDMA

Ni The identifier of mobile node i
CLUi The cluster formed on the basis of the head node Ni

RT The relaying node table carried by AR, records intermediate nodes along the path
sT Slot assignment table, recording slot assignment information and is broadcast by

head
rT Forwarding node record table, created by source nodes in a cluster and contained in

AR, to be appended by the nodes along the path to the cluster head
TR Contains traffic load amount of each member, maintained by head
sraT Reassigned slots record, is created by the head, recording reassigned slots according

to actual work load of all nodes in the cluster
tx_cnt Records the amount of transmission of each source node in the current TDMA

frame, maintained and refreshed by the head, flushed when reassignment is done
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before timer expires or simply becomes a head. In the Work state of a head, head is
responsible for allocating time slots, handling access requests, and managing the
cluster. In the Work state of a common node, packets in the queue are scheduled to be
sent in the assigned slots. The Send_AR state indicates the node is sending AR. All
nodes can send AR to request accessing to a new cluster if the condition satisfies. As
shown in Fig. 1, N7 of CLU7 hears several Beacons with higher priority from N1

directly or via N10, it sends AR to request accessing, then, N3 and N8 listen for Beacons
and request to access. Clusters merge in this way, which is in one hand more efficient to
manage nodes in a centralized way by reducing network overhead, and in the other
hand reasonable for adjacent clusters to converge into one. When two clusters are
flying close enough it is necessary to combine to avoid transmission interference, to
efficiently utilize the time resource and to facilitate information sharing. Wait-response
state is a transient stage after Send-AR state, in this state the node is waiting for cluster
access grant and slot allocation information.

2.3 Key Procedures of ASA-TDMA

With an overview of ASA-TDMA in mind, the key steps that differentiate our work
from other current works are presented in detail in the following.

• Adaptable slot assignment to fit for the changes of the cluster size
• Dynamically-performed load-based slot reassignment strategy
• Efficient slot sharing mechanism for collision-free concurrent transmissions
• Improvement in slot resource utilization by virtue of timely node state detection and

slot resource retrieval

2.3.1 Cluster Establishment
A cluster is defined as a node group where the head manages common nodes, gathers
sensing data (SD) and delivers them to a ground station. Each node is configured as a
backup of the head. The formation of clusters is intrinsically determined by the change
of the distances between nodes over time. This complex dynamic network behavior
incurs some difficulties and challenges in the protocol design.

Cluster priority is the same as cluster head priority. We assume each node to be
pre-assigned an priority.

In Cluster Access state, a node listens for Beacons. This state is essential in
determining whether a node joins an existed cluster as a common member or becomes a
head of a new cluster. We depict a diagram of this state to explain all the complicated
cases, as Fig. 2 shows.

Cluster head would perform initial slot assignment when an AR arrives. rT in the
AR will be evaluated at first, which is appended along the path by its intermediate
nodes. If the number of residual idle slots is enough to assign to the new member and
its intermediate hops, then the head assigns the resource directly without retrieving. Or
else, the required number of slots recorded in sraT would be retrieved (see the traffic
based slot reassignment below). Here, we assume that nodes request accessing always
have higher priority than nodes that have already been recently assigned slots but with
the demand for more transmission chance.

Adaptive Slot Assignment for TDMA Based Dynamic Airborne Ad Hoc Networks 263



2.3.2 Traffic Load Based Slot Reassignment
As stated in Sect. 1, the mismatch between resource and demand which leads to waste
and starvation in resource needs to be addressed. Since our scheme aims at improving
the resource utilization, a traffic load based slot reassignment scheme is proposed to
address this issue. As described in Sect. 2.3.1, initial slot assignment is performed in
the Cluster Access stage, each of the requesting node as well as intermediate hops is
assigned only one slot. However, in consideration of resource utilization, residual idle
slots would be reassigned, with which the slot allocation scheme becomes more sound
and flexible.

Reassignment begins at the start of each TDMA frame. Cluster head refreshes TR
based on piggybacking traffic load information from each member, and reassignment is
performed according to TR by the head node. For example, as depicted in Fig. 1, head
N2 manages CLU2 which accommodates N4, N6 and N9, N4 serves as intermediate hop
in path <N2-N4-N6> and <N2-N4-N9>, if the condition that equal rate of traffic flow
from the upper layer of each node is assumed, N4 bears more traffic due to its role in
forwarding. Nodes with heavier traffic load, like N4, are granted higher priority and
hence should be assigned more slots in reassignment process. Once a packet is received
by N2, the value in field “tx_num” of the packet will be extracted. This value is the
number of packets that are transmitted by a certain node. However, packets with more
recent information may come earlier than ones with obsolete statistics and thus the
statistic may be overridden. For instance, in Fig. 1, N9 sends pkt67, containing the
current transmission count value10, to N2 via N4 at time t1, so pkt67 waits in a very
long queue at N4 to be forwarded. Since network topology dynamically changes, N9

may become a one-hop neighbor of head N2, so it sends pkt71 in the next transmission
slot of N9 directly to N2. In this case pkt71 contains the current transmission count
value14 at time t2 without participation of any forwarding nodes, therefore pkt71 with
newer “tx_num” information arrives at N2 earlier than pkt67. Thereby, it’s incorrect to
refresh tx_cnt only based on the packets’ arrival time, because the newly arrived packet
may suffer delay but with a small packet identifier. In anyway, “tx_num” information
contained in a packet with a smaller packet identifier should be ignored.

Fig. 1. Scenario1
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In our scheme, each packet is given a sequence number to identify its sending order
from the source. In this way, though a packet suffers from heavy delay in wireless
network, its sending order is the sole criteria according to which the tx_cnt refresh
decision is made. In the example above, pkt67 cannot override the statistic recorded by
the head, since pkt71 has already submitted a more reliable data.

This method is capable of adaptively modifying slot assignment strategy. The
adaptive feature of our scheme is beneficial to improving the network performance.

2.3.3 Slot Sharing for Collision-Free Concurrent Transmissions
Conflict-free transmission and adjustable resource scheduling strategy based on the
real-time traffic load of nodes is described above. We go a step further to exploit a
method that implements concurrent transmissions for the purpose of higher slot uti-
lization efficiency.

As each node keeps a record of its neighbors within two hops, it is allowed to reuse
the time slots assigned to any nodes in the same cluster 3-hops away. In this way, the
concurrent transmissions are boosted to improve spatial reuse. If all members make the
slot sharing decision locally, regardless of other’s potential attempts to acquire the

Fig. 2. Cluster access state diagrams
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same slots, however, collisions may occur. For instance, in Fig. 3, N1, N2 and N6

consider sharing slot with N4 is conflict-free. Actually, if slot sharing among N1, N2, N6

and N4 are all approved, conflicts caused by simultaneous transmissions may occur.
To avoid such collisions, with the help of the broadcast network topology mes-

sages, we introduce a slot sharing competition mechanism. In Fig. 3, the winner in one
competition cycle comes from N1, N2 and N6 by performing the competition algorithm.
The algorithm is described as follows:

Let Idx denote the id number of node Nx, target (time slots of which competitors
compete for) Idn, Sm is the set records competitors of Nm.

Obtain:

argmin
Idk

Idk � Idnj j ð1Þ

Idk 2 Sm [ Idm; Idk 6¼ Idn ð2Þ

If there exists p, and p satisfies

Idp � Idn
�
�

�
� ¼ min Idk � Idnj j ð3Þ

winner ¼ Idp ð4Þ

Else if there exist p and q, and satisfy

Idp � Idn
�
�

�
� ¼ Idq � Idn

�
�

�
� ¼ min Idk � Idnj j; ð5Þ

winner ¼ min Idp; Idq
� � ð6Þ

As each node in Sm knows the winner in this competition cycle, the winner is
alternately chosen from the residual nodes in Sm in subsequent competition cycles,
which guarantees the fairness among competitors.

Tagged node

Competitor1

Conflict

TargetCompetitor2

Competition algorithm 

After performing Competition scheme, 
competitors have distinct priority of acquiring the 

target s slot, thus the winner is decided

 Nodes within 2-hop dicovery

Decide whether neighbors 
within 2 hops of N2 are more 

than 2 hop  away from N4

2-hop neighbors

targetTagged node competitors

winner

Tagged node 2-hop neighbors

targetTagged node competitors

winner

Tagged node

Fig. 3. Competition for shared slot
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2.3.4 Node Lost Detection and Slot Resource Retrieval
Node lost has significant influence on network performance. Two-way judgment on
“lost” is made by the head or the member node.

A member node is considered lost if it has not been heard by the head for con-
tinuous LOST_COUNT TDMA frames. A member in a cluster without hearing Bea-
cons for continuous LOST_COUNT frames consider itself to be lost, and it reenters the
Cluster Access state.

Since the node gets lost, all the slots related to it should be retrieved, including the
slots assigned to its intermediate hops in the path from it to the head. Resource retrieval
is a key procedure in resource utilization improvement and the detailed algorithm for
slot retrieval is described in Algorithm 1. According to the descriptions of the scheme
in above sections, a node is assigned slots in several circumstances: (1) when its access
request is permitted; (2) it is an intermediate node of another node whose access request
is permitted; (3) idle slots reassignment is performed based on the traffic load; (4) it
wins the slot sharing competition.

Algorithm 1 Slot Retrieving Algorithm
Procedure Slot_retrieve (Ni) //ID number of the lost node
Begin

1: <sT traversal>
2: Retrieve the particular slot assigned to Ni in initial slot 

assignment; 
3: if intermediate hops exist between Nx and head then
4: Decrease the number of slots possessed by intermediate 

hops by 1; 
5: end if
6: if Ni has child Nx then
7:  Child node Nx is sentenced to lost;  
8:  Perform recursion Slot_retrieve(Nx); 
9: end if

10: Retrieve slots marked “assigned” which are used to 
forward other nodes’ traffic;

11: Retrieve slots won in shared slot competition;
12: <rT traversal>
13: if Ni has been assigned slots in reassignment then
14:  Retrieve these slots;
15: end if
16: end

3 Simulation Evaluations

In this section, we provide simulation results of the proposed protocol, which is
implemented in OPNet. Mobile nodes are configured moving in air with 3-dimensional
trajectory, with their attitudes change over time. The data rate of transceivers is set to be
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2 Mbps, and antenna pattern is ideal with a 70-degree-wide main lobe. We ran sim-
ulations for 800 s and compared the performance of ASA-TDMA with that of
P-TDMA and fixed TDMA. Figure 4(a) shows the delay curves over the simulation
time. Our scheme outperforms the other two as the figure shows. The feedback traffic
load amount information to the head is vital in TDMA scheduling, which implies that
nodes with heavy load can request more slots. Both the waste of unavailable slots of
lost nodes, and the lack in transmission chances of nodes with heavy load can be the
reason of the high delay in fixed TDMA scheme. Under multi-hop circumstances,
because the phases of neighbor discovery, response and data transmission are struc-
tured alternately, inconsecutive epoch for data transmission leads to bad performance in
P-TDMA. Figure 4(b) depicts packet reception rate curves over the simulation time.
Overall, the proposed scheme outperforms others. In the early stage, fixed TDMA,
benefiting from omitting the process of requesting slots and the grant information
delivery, shows good performance. As the network complexity growing with time
advancing, the fixed scheme can neither keep up with the dynamic slot demands, nor
cope with the lost case flexibly, and the insufficient utilization of time slots resources is
consequently inevitable.
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ASA-TDMA is capable of handling complex network behavior and it shows
superiority in pursuing high slot utilization. Though P-TDMA scheme is provided with
collision-free concurrent transmissions, bad performance is unavoidable owing to the
high overhead. The scheme achieves collision-free transmissions at the cost of high
expense. Little specific resource is needed in our scheme, on the contrary, neighbor
discovery and nodes access information exchange is done in an explicit and piggy-
backing way by a good packet design.

In most realistic scenarios, networks show bad performance or simply crash under
high load level. Thus, a protocol with high-load-adaptability property is urgently
needed. We performed further simulations to verify the performance under different
load levels and high-load-adaptability of ASA-TDMA scheme. As shown in Fig. 5(a),
the delay increase as load level grows, and ASA-TDMA always gives the lowest ETE
delay compared with others. Our scheme gives the best even under high load level, as
the figure depicts: ASA-TDMA achieves approximately 55.44% decrease compared
with P-TDMA, and 44.15% decrease compared with fixed TDMA under the level 40.
Figure 5(b) shows packets reception rate versus load level. It is observed that the
ASA-TDMA outperforms P-TDMA under all load levels, and gives higher perfor-
mance under high load level than Fixed TDMA. This demonstrates the superiority of
ASA-TDMA in adaptability under high load level circumstance. ASA-TDMA achieves
145.68% increase compared with P-TDMA, and 15.06% increase compared with fixed
TDMA under the level 40.

4 Conclusion

In this paper, we propose a new TDMA-based scheme for dynamic airborne ad hoc
networks, i.e. ASA-TDMA. It achieves high efficiency by assigning time slots not only
when there are demands for accessing, but also periodically at the beginning of each
TDMA frame based on real-time traffic load of all members. By virtue of the slot
sharing scheme, ASA-TDMA achieves collision-free concurrent transmissions to
realize higher slot utilization. Furthermore, ASA-TDMA can flexibly change previous
slot schedule to cope with lost or failure of nodes. Simulation results in 3-D scenario
show that the ASA-TDMA has lower delay and higher packet reception rate compared
with P-TDMA and fixed TDMA, and the high-load-adaptability of our proposed
scheme is also verified. The deeper insights of the self-adaptive protocol, and its
improvements to suitable for more dynamic characteristics, e.g., fast flying nodes with
beamforming antenna, are left to our future works.
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Abstract. A phase noise (PN) mitigation scheme was proposed for
orthogonal frequency division multiplexing (OFDM) in a previous work.
The proposed scheme does not require detailed knowledge of PN statis-
tics and can effectively compensate the PN with sufficient number of
unknowns. In this paper, we analyze the performance of PN estima-
tion/mitigation using the proposed scheme. It is shown that increas-
ing the number of unknowns reduces the modeling error, yet increases
the additive noise. Hence, increasing the number of unknowns increases
the computational complexity and can even degrade the estimation per-
formance. It is also shown that the PN spectral shape of the phase-
locked-loop (PLL) based oscillator also affects the PN mitigation and
that a larger PN may not necessarily degrade the performance of the
OFDM system with PN mitigation. Simulations with realistic millimeter-
wave (mmWave) PN and channel models are conducted to verify these
findings.

Keywords: Phase noise mitigation · mmWave communications
OFDM systems

1 Introduction

The orthogonal frequency division multiplexing (OFDM) technique [1] (that has
been adopted in many modern communication systems) is recently chosen to be
the main waveform for 5G communications below 40 GHz and is currently con-
sidered as a strong waveform candidate for 5G communications above 40 GHz,
according to the 3GPP 5G standardization [2]. In this work, we focus on OFDM
systems at millimeter-wave (mmWave) frequencies [3–5].

Like other multicarrier waveforms, the OFDM system is sensitive to oscilla-
tor phase noises (PNs). PN impairments on OFDM systems have been studied
intensively in the literature, e.g., [6–17]. A PN suppression scheme was proposed
in [7]. The scheme suppresses the PN effect via the minimum mean square error
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(MMSE) equalization with prior knowledge of additive white Gaussian noise
(AWGN) and PN statistics. The authors in [8] proposed an intercarrier interfer-
ence (ICI) self-cancellation scheme by modulating one symbol to two adjacent
subcarriers with opposite weights. This scheme can effectively cancel the PN
effect at the cost of reducing the OFDM spectral efficiency by half. An ICI cor-
rection algorithm (by estimating discrete spectral components of the PN) was
proposed in [9]. The algorithm was further developed in [10] by linear interpolat-
ing between adjacent OFDM symbols, resulting in enhanced system performance
at the cost of increased complexity and one extra OFDM symbol delay. Both
ICI correction algorithms require iteratively processing. A non-iterative PN mit-
igation method (based on maximum likelihood estimation) was proposed in [11].
The method was improved by exploiting the spectral geometry of the PN [12].
Another non-iterative PN mitigation scheme with lower complexity was proposed
in [13]. Joint compensation of PN and IQ imbalance was tacked in [14]. Joint
estimation of PN and carrier frequency offset (CFO) was studied in [14,15]. Joint
mitigation of PN, CFO, and sampling frequency offset (SFO) was investigated
in [17].

The PN mitigation scheme proposed in [17] does not require detailed knowl-
edge of PN statistics. It estimates the PN (within each OFDM symbol) at certain
time or spectral anchors (unknowns), and approximate the PN by linear inter-
polation between time anchors or discrete Fourier transform of spectral anchors.
Nevertheless, a thorough performance analysis of the scheme is missing. There-
fore, in this work, we analyze the performance of the scheme. It is shown that
increasing the number of anchors reduces the modeling error, yet increases the
additive noise in PN estimation.

The Wiener PN of a free-running oscillator is the most popular PN model
in the literature [6,7,9–17], whereas the PN of a phase-locked-loop (PLL) based
oscillator (referred to as PLL PN hereafter) is used in [9] as well. The spectrum
of Wiener PN has a constant decay of 20 dB/decade, whereas spectrums of PLL
PNs can have different shapes, depending on the levels of different noise sources
(cf. Sect. 2). Another contribution of this work is that we show that the PN’s
spectral shape also affects the performance of the PN mitigation scheme and
that, by having suitable subcarrier spacing and anchor number, a larger PN
may even result in better performance with the PN mitigation scheme (provided
that most of its energy is concentrated at low offset frequencies).

Notations: Throughout this paper, ∗, T , H , and † denote complex conjugate,
transpose, Hermitian, and Moore-Penrose pseudoinverse, respectively. Lower
case bold letter (x) and upper case bold letter (X) represent column vector
and matrix, respectively. I is the identity matrix. ‖x‖ is the Euclidean norm of
x. diag(x) denotes a diagonal matrix whose diagonal elements are given by x.

2 System Model

In order to focus on PN impairments, we assume perfect time-synchronization
and quasi-static multipath channel (with a channel length of L). The PN
impaired signal at the receiver at the nth time sample can be expressed as
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y(n) = exp (jφ(n))
L−1∑

l=0

hlx(n − l) + w(n) (1)

where x represents the transmitted OFDM signal including cyclic prefix (CP),
hl (l = 0, · · · , L − 1) is the lth tap of the channel impulse response (CIR), w
denotes the AWGN, and φ denotes the PN.

The Wiener PN is the most popular PN model in the literature [6,7,9–17].
It is given as

φ(n + 1) = φ(n) + η(n) (2)

where η is a zero-mean Gaussian random variable with variance of 4πf3dB/fs
with fs denoting the sampling frequency and f3dB representing the 3-dB band-
width of the PN. As can be seen, the Wiener PN can be characterized by a single
parameter, i.e., its 3-dB bandwidth f3dB = πςf2

s , where ς is a parameter that
reflects the quality of the oscillator [18]. Nevertheless, the value of f3dB (instead
of ς) is usually given in the literature.

Due to its simplicity, the Wiener PN model (2) is widely used in the litera-
ture. However, PLL-based oscillators are ubiquitously used in practical mmWave
transceivers. As a result, we resort to the PLL PN in this paper.

The PLL PN consists of three main noise sources, i.e., noises from the ref-
erence oscillator θref, the phase-frequency detector and the loop filter θLP, and
the voltage controlled oscillator (VCO) θVCO, as shown in Fig. 1. The Laplace
transform of the PN of the PLL-based oscillator is given as [19]

θout(s) =
NDKVCOZ(s) [KDθref(s) + θLP(s)] + sNDθVCO(s)

sND + KDKVCOZ(s)
(3)

where KD denotes the gain of the phase-frequency detector, KVCO represents the
sensitivity of the VCO, Z(s) represents the loop filter, and 1/ND is the frequency
divider. The detailed modeling parameters are listed in Table 4-2 of [19].

As can be seen from (3), θref and θLP dominate at low (offset) frequencies, and
θVCO dominates at high frequencies. By adjusting their levels, different spectral
shapes of PN can be obtained. Figure 2 shows power spectral densities (PSDs) of

Fig. 1. Phase noise model of PLL-based oscillator.
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Fig. 2. PSDs of two PLL PNs. (Color figure online)

two PLL PNs at 82 GHz. The red curve (PN-Ref2) is obtained by choosing the
high PN mode (see Table 4-2 of [19]). The black curve (PN-Ref1) is obtained by
increasing the power of θLP by 10 dB and reducing the power of θVCO by 18 dB.
The two PLL PNs are used to show the spectral shape effect on PN mitigation
in Sect. 5.

3 PN Mitigation Scheme

Let y = [y(0) y(1) · · · y(N − 1)]T be the received time-domain OFDM symbol
(after CP removal), where N is the number of subcarriers. The PN is mitigated
by Φy, where

Φ = diag
{[

exp
(
−jφ̂ (0)

)
· · · exp

(
−jφ̂ (N − 1)

)]T
}

(4)

with φ̂ denoting the estimate of φ. Hence the task of PN mitigation is essentially
PN estimation.

Let Hp be an Np × Np diagonal matrix consisting of the channel transfer
functions (CTFs) at the Np pilot subcarriers (Np ≤ N), sp be a vector consisting
of the Np subcarriers, D be an Np ×N submatrix of the N ×N discrete Fourier
transform (DFT) matrix F (whose elements are given by exp(−j2πnk/N)/

√
N ,

(k, n = 0, · · · , N − 1) corresponding to the Np pilot subcarriers, and w̃ be an
N × 1 vector consisting of the time-domain AWGNs. Left multiplying (1) by
DΦ, one obtains

DΦy = Hpsp + DΦw̃. (5)
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Let Y = diag(y) and T be an N × q transformation matrix, such that Φ ≈
diag(Tα), where α consists of q unknowns or anchors (q ≤ Np), and is given as

α = (DYT)† Hpsp + (DYT)† w̃. (6)

The first term in the right hand side (RHS) of (6) is the least-square (LS)
estimator of α [15], whereas the second term in the RHS of (6) is additive noise.

The physical meaning of α depends on the type of the transformation matrix.
If T is a linear interpolation matrix [16], the elements in α are estimates of the
inverse carrier PN exp(−jφ) at the q anchors (time samples). These anchors are
usually evenly distributed in the time-domain OFDM symbol.

Since the PN spectrum is concentrated at low frequencies [9], T can be a
N × q submatrix of F, corresponding to the q lowest spectral components. In
this case, the elements in α are the spectral components of exp(−jφ).

The computational complexity of the PN mitigation scheme mainly depends
on the pseudoinverse of an Np × q matrix in (6), whose complexity increases
linearly with Np, yet cubically with q [20]. In the next section, we analyze the
performance of the PN mitigation/estimation with respect to (w.r.t.) q.

4 Performance Analysis

For the convenience of analysis, we study the performance of the PN mitiga-
tion/estimation in the preamble (where Np = N). (As shown in Sect. 5, the
findings hold for the payload as well.)

The LS estimator of the PN, i.e., the first term in the RHS of (6), contains
modeling error Φ−diag(Tα). Assuming perfect estimation of α (by setting the
second term in the RHS of (6), i.e., the additive noise, to zero), it is self-evident
that the modeling error reduces to zero as q increases to N .

Now we examine the effect of the additive noise in (6) w.r.t. q. Let w̆ = FΦw̃.
Since FΦ is unitary matrix, w̆ and w̃ have the same statistics. Thus, the additive
noise in (6) can be equivalently written as

z = (FYT)† w̆ = (T)† (Y)−1 (F)H w̃. (7)

For simplicity, we assume that T is the DFT transformation matrix. The power
of the additive noise is given as

E
[
zHz

]
= σ2

wE
{

Tr
[
(T)† (Y)−1

(
(Y)−1

)∗ (
(T)†

)H
]}

= σ2
wE

{
Tr

[(
TTH

)†
(Y)−1

(
(Y)−1

)∗]}

= σ2
w

q

N
E

{
Tr

[
(Y)−1

(
(Y)−1

)∗]}
.

(8)

Using Jensen’s inequality, it is easy to show that (8) is lower bounded by
q
N

σ2
w

σ2
hσ2

s+σ2
w

= q
N

1
γ0+1 , where σ2

h, σ2
s , and σ2

w are the variances of the CIR, subcar-

rier symbol, and AWGN, respectively, and γ0 = σ2
hσ2

s/σ2
w is the signal-to-noise-

ratio (SNR). As can be seen from (8) that increasing q will increase the power
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of the additive noise in (6) for fixed N and SNR. This is because that there are
more anchors to estimate as q increases. All in all, for PN estimation, increasing
q reduces the modeling error, yet increases the additive noises.

The PN mitigation scheme (cf. Sect. 3) is in essence a low-pass filter, which
removes the PN at low (offset) frequencies. This is obvious when the DFT trans-
formation is used, which only estimate (and remove) the q lowest spectral compo-
nents. The impulse response of the linear interpolation is a triangular function,
which is a convolution of two identical rectangular functions. Hence, the fre-
quency response of the linear interpolation is the multiplication of two identical
Sinc function, implying that it is also a low-pass filter. The cutoff frequency
(fcut) of the PN mitigation scheme approximately equals the inverse of the tem-
poral spacing of the anchors, T/q, where T denotes the OFDM symbol duration.
Thus, fcut is approximately given as

fcut ≈ q/T = qfsub (9)

where fsub denotes subcarrier spacing. Therefore, it is the spectral power above
fcut that dominates the residual PN after PN mitigation.

5 Simulations

In this section, we verify the findings of the previous section by simulations.
Figure 3 shows an example of the PN and its estimates using the PN esti-

mation scheme with linear interpolation and DFT transformation, respectively,
for an OFDM system (in an ideal channel) with N = 512, Np = 32, q = 7, and
sampling frequency of fs = 250 MHz. The PLL PN, PN-Ref2 (cf. Fig. 2), is used.

In order to demonstrate the effect q on PN estimation, we calculating the
average MSE of the estimated PNs over 500 symbols. Figure 4 shows the MSE
performance of the PN estimation as a function of q. Figure 4a corresponds to
the preamble case, while Fig. 4b corresponds to the payload case with Np =
32 scattered pilots. As can be seen, PN estimations with linear interpolation
and DFT transformation has similar performances. It is also shown that MSE
performances improve as q increases when q < 15, yet degrade as q increases
when q > 15. This is because, when q is small, the modeling error dominates,
however, as q becomes large, the additive noise begins to dominate, as shown in
the previous section.

Now we investigate the PN’s spectral shape effect on the PN mitigation. Since
the PN estimations with linear interpolation and the DFT transformation have
similar performance, we focus on the PN mitigation with linear interpolation
hereafter.

The two PLL PNs, i.e., PN-Ref1 and PN-Ref2 (see Fig. 2), are used for sim-
ulations. The PN-Ref1 has higher spectral power at low (offset) frequencies and
lower spectral power at high frequencies, as compared to the PN-Ref2. The PSD
curves of the two PNs cross each other at 1–2 MHz frequencies. It can be seen
from (9) that fcut can be adjusted by varying the number of anchors and/or the
subcarrier spacing.
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Fig. 3. Example of PN and its estimates using linear interpolation and DFT transfor-
mation within one OFDM symbol.
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Fig. 4. MSE performances of the PN estimation using linear interpolation and DFT
transformation: (a) Np = N ; (b) Np = 32.

We assume an OFDM system with N = 512 and Np = 32. The QuaDRiGa
channel model [21] (a geometry-based stochastic channel model) is used for
emulating the mmWave channel at 82 GHz. In order to see the spectral shape
effects of the two PNs, we conduct two sets of simulations. One with q = 3 and
fsub = 240 kHz, so that fcut = 0.72 MHz is smaller than the crossing frequency of
the two PNs. The other with q = 7 and fsub = 480 kHz, so that fcut = 3.36 MHz
is larger than the crossing frequency of the two PNs.

Figure 5 shows the bit-error-rate (BER) performance of the OFDM system
with 16-QAM, q = 3, and fsub = 240 kHz. As a reference, the BER performance
with common phase error (CPE) correction [7] is also presented as a reference.
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Figure 5a corresponds to PN-Ref1, whereas Fig. 5b corresponds to the PN-Ref2.
As can be seen by comparing the BERs without PN correction, PN-Ref1 degrades
the OFDM system (without PN mitigation) more than PN-Ref2 does. This is
because its energy (over the whole frequency) is larger than that of PN-Ref2.
Since fcut = 0.72 MHz is smaller than the crossing frequency of the two PNs (i.e.,
PN-Ref1 has more residual energy than PN-Ref2 does after the PN mitigation),
the PN-Ref1 degrades the OFDM system (with PN mitigation) more severely
than PN-Ref2 does.

Figure 6 shows the BER performance of the OFDM system with 64-QAM,
q = 7, and fsub = 480 kHz. Figure 6a corresponds to PN-Ref1, whereas Fig. 6b
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Fig. 5. BER performances of OFDM system (with 16-QAM, fsub = 240 kHz, q = 3)
without PN correction, with CPE correction, with PN mitigations, and without PN in
mmWave multipath fading channel: (a) PN-Ref1; (b) PN-Ref2.
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Fig. 6. BER performances of OFDM system (with 64-QAM, fsub = 480 kHz, q = 7)
without PN correction, with CPE correction, with PN mitigations, and without PN in
mmWave multipath fading channel: (a) PN-Ref1; (b) PN-Ref2.
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corresponds to PN-Ref2. As can be seen even though PN-Ref1 has larger energy
than PN-Ref2, with the phase noise mitigation, the BER performance of the
OFDM system in the presence of PN-Ref1 is (slightly) better than that in the
presence of PN-Ref2. This is because fcut = 3.36 MHz is larger than the crossing
frequency of the two phase noises, and, after removing the phase noise below fcut
(using the phase noise mitigation), the residual PN-Ref1 is smaller than that of
PN-Ref2. Comparing Figs. 5 and 6, it is safe to conclude that the spectral shape
of the phase noise also affects the performance of phase noise mitigation. A larger
phase noise may not necessarily degrade the performance of the OFDM system
(with PN mitigation) more than a smaller PN does. It depends on the spectral
shape and the cutoff frequency of the phase noise mitigation scheme.

6 Conclusion

In this paper, we studied the performance of a PN mitigation scheme for
mmWave OFDM systems with realistic PN and channel models. It was shown
that increasing the number of anchors reduces the modeling error, yet increases
the additive noise, and therefore, may not necessarily improve the performance
of PN estimation. It was also shown that the spectral shape of the PN also affects
the PN mitigation, and that it is the PN’s power above the cutoff frequency of
the PN mitigation scheme that dominates the residual PN impairment.
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Abstract. Due to its high spectrum efficiency, strong ability to resist
multipath fading, OFDM networks is widely applied in various wire-
less communication systems. However, physical layer security is also an
important problem in OFDM networks. By using relay nodes, the secrecy
outage probability can be reduced since relay nodes could increase free-
doms of optimization for the cooperative OFDM networks. By optimiz-
ing multiple variables, which includes adaptive hybrid relaying scheme,
relay selection, and resource allocation, we propose the secure algorithm
which aims at minimizing the secrecy outage probability of multiuser in
cooperative OFDM networks. To achieve this goal, we establish an opti-
mization problem including multiple optimization variables. Then, we
convert the optimization problem into a graph theory problem. Simula-
tion results show that the secure algorithm can significantly reduce the
secrecy outage probability of multiuser in cooperative OFDM networks.

Keywords: Physical layer security · Hybrid relaying scheme
Resource allocation · Cooperative OFDM networks

1 Introduction

Due to its high spectrum efficiency, strong ability to resist multipath fading, the
Orthogonal Frequency Division Multiplexing (Orthogonal Frequency Division
Multiplexing, OFDM) technology is widely applied in various wireless commu-
nication systems. Because people pay more and more attention to information
security, physical layer security also becomes a critical issue in OFDM networks.
In [1], Shannon pointed out that complete secret communication can be realized
by means of “one word one secret” when the wiretap channel and the legitimate
channel are not differential channels. Then, a degraded wiretap channel was
proposed in the discrete memoryless channel by Wyner in [2] which considers a
more general situation. However, when legitimate receiver’s channel state infor-
mation is worse than the eavesdropper’s channel state information, secrecy rate is
zero. To overcome this problem, in [3–8], the author uses cooperative relay com-
munication technology to strengthen secure communication of legal receivers.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Due to the relay technology advantages in the physical layer security, in
[9–12], the author found that the cooperative OFDM networks could achieve
the maximal secrecy throughput by resource allocation. However, sometimes
secrecy throughput is inappropriate in some scenes which hopes secrecy outage
probability of multiuser in cooperative OFDM networks is low. Furthermore,
secrecy performance is poor when a single relay protocol is used. To address the
problem, in [13–16], some adaptive hybrid relaying scheme is proposed.

To address the problems of above, we consider a scenario consisting of a base
station, multiple relay nodes, multiple users, and a passive eavesdropper. And
in this paper, we define secrecy outage probability of multiuser as performance
indicator in cooperative OFDM network which considers user’s scheduling fair-
ness, and a adaptive hybrid relaying scheme which switches between Amplify-
and-Forward protocol (AF) and Decode-and-Forward protocol (DF) for multiple
relays is proposed.

In this paper, our goal is to reduce the secrecy outage probability of multiuser
in cooperative OFDM networks by optimizing multiple variables, which includes
adaptive hybrid relaying scheme, relay selection, resource allocation. Here, the
relaying scheme includes Decode-and-Forward protocol (DF) and Amplify-and-
Forward protocol (AF). To order to achieve the above goal, we establish a multi-
variable optimization problem. Then, we convert the optimization problem into
a graph theory problem. Lastly, numerical results illustrate that the proposed
algorithm have better secrecy outage probability performance.

The rest of this paper is organized as follows. Section 2 introduces the system
model. Section 3 focuses on the optimization for secrecy outage probability of
multiuser in cooperative OFDM networks. Section 4 shows the numerical results.
Finally, Sect. 5 offers conclusions.

2 System Model

As illustrated in Fig. 1, In this paper, we consider a cooperative OFDM network
which consists of a base station (S), K relays (R), a passive eavesdropper (Eve)
and N users (d(1), · · · , d(N)), the OFDM network has M available subcarriers
(N ≤ M). Each node has a single antenna, and operates in half-duplex mode. We
call s-d pairs between base station and multiple users under different subcarrier.
Due to channel fading, let’s assume that there are no direct transmission links
between S and d(n) or Eve. We define the channel coefficient on subcarrier m
from S to R, from R to d(n) and from R to Eve as hm

sr, hm
rd(n) and hm

re, respectively.
We assume that N0 is the Gaussian noise variance, and channels are subjected to
quasi-static flat fading. Finally, we assume that each node knows the full channel
state information (CSI).

The cooperative relay transmission between each user pair is divided into two
slots. In the process of cooperative transmission, the first transmission time-slot
and second transmission time-slot use the same subcarrier by resource allocation.
To improve performance of secrecy outage probability, a adaptive hybrid relaying
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Fig. 1. System model.

scheme which switches between AF and DF for the relays is proposed. In such
a adaptive hybrid relaying scheme, a relay could choose between AF and DF
according to its own decoding ability.

3 Optimization Problem Description and Optimal
Solution

3.1 Optimization Problem Description

The problem which we will solve is that in a multiple relays and multiuser coop-
erative OFDM network, how we jointly select its relaying transmission scheme,
relay selection and resource allocation to minimize the secrecy outage probability
of multiuser. To order to build the optimization problem effectively, the binary
integral variables ρi

n (r,m) represent a user’s joint selection strategy. Concretely
speaking, ρi

n (r,m) = 1 means that the nth user selects the r relay and the
i relaying transmission scheme, and the first transmission time-slot and second
transmission time-slot use the same subcarrier m. Finally, the variables Ri

n (r,m)
represent the secrecy rate which the nth user can obtain under the strategy of
ρi

n (r,m).
In such a adaptive hybrid relaying scheme, a relay could choose between AF

and DF according to its own decoding ability. when the decoding ability of the
relay node is strong, the DF relay protocol is used. Otherwise, the AF relay
protocol is used instead. We show the achievable secrecy rate of using DF or AF
protocol as follows.

(1) Amplify-and-Forward Relay Mode (AFM): When the relaying nodes are
very far from the base station, the relays’s decoding ability may become low.
The AF relaying scheme may obtain a greater secrecy rate for users. In the
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cooperative transmission process, the base station sends the information to the
selected relay r on subcarrier m in the first time-slot. Then, the relay node r
amplifies its received signals and sends them to the user n on subcarrier m in
the second time-slot. The secrecy rate of AF relaying scheme can be expressed
as follows,

R1
n(r,m) =

1
2
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⎪⎪⎩
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where {·}+ is defined as {·}+ = max(·, 0) and γ0 = PS

N0
= PR

N0
= SNR.

(2) Decode-and-Forward Relay Mode (DFM): When the relaying nodes are
very close to the base station, the relays’s decoding ability may become high,
The DF relaying scheme may obtain a greater secrecy rate for users. Similar to
the AF relay protocol, when relay nodes use DF relay protocol, the base station
sends the information to the selected relay r on subcarrier m in the first time-
slot. Then, the relay decodes the received signal and forwards the decoded signal
to the destination user n on subcarrier m in the second time-slot. The secrecy
rate of DF relaying scheme can be expressed as follows,

R2
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where {·}+ is defined as {·}+ = max(·, 0) and γ0 = PS

N0
= PR

N0
= SNR.

In this article, we want to reduce the secrecy outage probability of mul-
tiuser. An interruption occurs to a user pair when its secrecy rate is smaller
than the secrecy outage threshold R. We define 0–1 binary variable to represent
the secrecy outage of multiuser. The expression of secrecy interruption of user
pair can be expressed as follows,

Ii
n(r,m) =

{
0, ρi

n(r,m)Ri
n(r,m) ≥ R

1, ρi
n(r,m)Ri

n(r,m) < R
(3)

Next, we could obtain the secrecy outage probability of multiuser F as follows,

F =
1
N

N∑

n=1

Q∑

i=1

K∑

r=0

M∑

m=1

Ii
n(r,m) (4)

which Q means different relaying scheme. Concretely speaking, Q = 1 means
that the user uses AF relaying scheme, and Q = 2 means that the user uses DF
relaying scheme.

To avoid interference among multiuser, A subcarrier can only be assigned to
one user for transmitting information. The specific restrictions are expressed as
follows,

N∑

n=1

Q∑

i=1

K∑

r=0

ρi
n(r,m) ≤ 1,m=1,2, · · · ,M (5)
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Each user can only select a relay forwarding strategy for each information trans-
mission and the user works on the same subcarrier in the first and second trans-
mission time-slot. The specific restrictions are represented as follows:

Q∑

i=1

K∑

r=0

M∑

m=1

ρi
n(r,m) ≤ 1,n=1,2, · · · ,N (6)

In summary, the optimization problem of minimizing the secrecy outage
probability of multiuser in cooperative OFDM networks could be represented
as follows,

min
ρi
n(r,m)

1
N
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ρi

n(r,m) ∈ {0, 1}

(7)

In order to minimize the secrecy outage probability of multiple users in coop-
eration OFDM network, each user can not simply decide which relay node, relay-
ing scheme, subcarrier to select according to user’s own secrecy rate, but should
be to find a optimal strategy which could minimize the secrecy outage probability
of multiuser in whole cooperative OFDM network.

3.2 Optimal Solution

We find that the above established optimization problem is an integer program-
ming problem through analysis. There are four optimization variables which
includes relay nodes, relay forwarding strategy, user selection and available sub-
carrier. Decision sets include a total of 2NQKM decision choice. Therefore, if we
use the exhaustive search to solve the optimal solution, the time complexity of
the solution is 2NQKM . In order to reduce the computational complexity, we
must find an efficient algorithm to solve the above optimization problem. In
the following optimization solution, we find that the Hungarian algorithm could
effectively solve the above integer programming problem. Through analysis, we
could find that each user could only select one relay and one subcarrier in first
and second time-slot. This characteristic implies that the optimization problem
could indeed be transformed into a integer programming problem.

As illustrated in Fig. 2, in order to use graph theory to solve the optimiza-
tion problem, we must construct a bipartite graph G = (V ∪ U,E). Firstly, we
use set V = {(s, d(n)) |1 ≤ n ≤ N} to represent all possible user pairs, and set
U = {(i, r,m) |1 ≤ i ≤ Q, 0 ≤ r ≤ K, 1 ≤ m ≤ M} to represent user’s all possi-
ble joint strategies. The strategy u ∈ U shows that a user selects relay protocol
i, relay node r and transmits on subcarrier m during the first and second time-
slots. If the user pair v ∈ V has a greater secrecy rate than the secrecy outage
threshold R under the strategy u ∈ U . We use one edge e ∈ E to connected
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Fig. 2. The constructed bipartite graph.

vertex v with u. The set of all edges in graph G is E. When we have completed
the abstract construction of the bipartite graph G = (V ∪ U,E). Then, the
original optimization problem can be transformed into graph theory and solved
equivalently by Hungarian algorithm.

The key of the proposed optimal solution is the equivalent transformation
from parametric programming to the max-matching problem. When the bipar-
tite graph G is constructed, the Hungary algorithm could effectively solve the
above integer programming problem for G [17,18]. The optimization solution is
expressed as Algorithm 1.

Algorithm 1. Find the optimal relaying scheme and resource allocation
1: First, we should construct the bipartite graph G.
2: Then, we use the Hungarian algorithm to obtain a max-matching T.
3: The |T | is maximum number of users without occurring secrecy interruption. There-

fore, the minimal secrecy outage probability of multiuser in the cooperative OFDM
network is 1 − |T |/N.

4 Numerical Results

In the end, the numerical results are given to demonstrate the performance of
the proposed algorithm which hopes to minimize secrecy outage probability of
multiuser in the cooperative OFDM network. The simulation parameters are
given as follows. We fix base station at point (0, 0), relay nodes, multi-users,
and the passive eavesdroppers are randomly distributed in a two-dimensional
1×1 rectangular plane. The simulation mainly considers small scale fading. The
number of users are N = 20 and there are M = 20 available subcarriers in the
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cooperative OFDM network. The numerical simulation is performed over 1000
independent Rayleigh channel realizations totally.

Figure 3 gives the secrecy outage probability of multiuser under different SNR
conditions. And in this simulation, we set up the number of relay nodes K = 6,
secrecy outage threshold R = 1 bit/s/Hz. From the simulation result of Fig. 3, it
can be seen that the proposed joint algorithm can achieve a lower secrecy outage
probability of multiuser under different SNR conditions compared to AF or DF
relay protocol. Figure 3 also shows that under different SNR conditions, the best
transmission mode is hybrid relay protocol. The relay nodes can automatically
switch according to according to its own decoding ability, so the proposed algo-
rithm compared to the AF or DF relaying protocol has a lower the performance
of secrecy outage probability.

Fig. 3. Secrecy outage probability of multi-users under different SNR.

Figure 4 gives the secrecy outage probability of multiuser under different
secrecy outage threshold R, And in this simulation, we set up the number of relay
nodes K = 6, SNR = 5 dB. From the simulation result of Fig. 4, it can be seen that
the proposed algorithm has better secrecy outage probability performance than
AFM or DFM, and secrecy outage probability increases with the increasing of
secrecy outage threshold R.

Figure 5 gives the secrecy outage probability of multiuser under different
number of relay nodes, And in this simulation, we set up SNR = 10 dB, secrecy
outage threshold R = 1 bit/s/Hz. From the simulation result of Fig. 5, it can be
seen that the proposed algorithm has better secrecy outage probability perfor-
mance than AFM or DFM, and secrecy outage probability decreases with the
increasing of number of relay nodes. This is because, with the increasing of num-
ber of relay nodes, the channel state condition between base station and user is
better, so secrecy outage probability of multiuser is lower with the increasing of
number of relay nodes.
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Fig. 4. Secrecy outage probability of multi-users under different secrecy outage
threshold.

Fig. 5. Secrecy outage probability of multi-users under different number of relay nodes.

5 Conclusions

In this paper, we propose a secure algorithm towards minimizing the secrecy
outage probability of multiuser in cooperative OFDM network. Firstly, To order
to achieve the above goal, we establish a multi-variable optimization problem.
Then, we convert the optimization problem into a graph theory problem. Lastly,
numerical results illustrate that the proposed algorithm has a lower secrecy out-
age probability.
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Abstract. Focus on the difficulty of large-scale network traffic monitoring and
analysis, this paper proposed the concepts of Group Behavior Flow model to
aggregate traffic packets and perform abnormal behavior detection. Based on the
flow model the pivotal traffic metrics can be extracted while the number of flow
records are reduced significantly. Secondly, we employ the graphmodel to capture
the traffic feature distribution between different group users. And optical flow
analysis methods are proposed to extract the dynamic behavior changing features
between different groups and achieve the goal of abnormal behavior detection. The
experimental results based on actual traffic traces show that the methods proposed
in this paper can capture the traffic features effectually in the current 10 Gbps
network environment, and achieve the goal of abnormal behavior detection and
abnormal source location, which is very important for traffic management.

Keywords: Group user model � Dynamic behavior � Optical flow analysis
Abnormal detection

1 Introduction

It is an important task that how to capture and analysis abnormal network traffic in
order to maintain network under control, but it is more and more difficult to capture and
analysis the abnormal traffic with the increase of number of users and bandwidth of
backbone networks [1]. How to deal with the massive traffic data and detect the
abnormal behavior effectively is an urgent problem to be solved.

Analysis the statistical traffic characteristics (such as the total number of packets per
unit time, bytes, etc.) can not satisfied the need for traffic monitoring in large scale
networks, many abnormal behavior detection methods based on suddenly change are
ineffective [2–4]. In order to overcome this difficulty, CISCO proposed the conception
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of Netflow [5], based on the Netflow framework many detailed features can be
extracted from the raw traffic, but with the rapid growth of network traffic, even a
medium-size enterprise LAN can generate about millions Netflow records per minute,
which bring great difficulties for mining network traffic characteristics effectively. To
solve those challenges, Kim and Reddy [6] proposed a method to describe network
traffic characteristics based on image, which can monitor network traffic characteristics
effectively, abnormal detection methods suit for large scale networks are also proposed.
In order to further reduce the difficulty to monitor large-scale network traffic, Lakhina
proposed the concept of ODFlow in [7], which divides the network into different
domains with AS (Autonomous System), all packets through the border routers will be
aggregated for different ODFlow records according to the source AS and destination
AS. However, this method is only suitable for detecting abnormal behavior in auton-
omous domains and can’t be applied to large-scale enterprise LAN.

To solve the above problems, this paper proposed the concepts of Group Behavior
Flow Model to describe the network traffic characteristics, group users can be defined
by different network address-prefix, such as using 24-bit address-prefix to aggregate
network IP address, which can generate different scale network group users. The
packets which have the same source group and destination group are aggregated into a
group behavior flow within a certain statistical interval. The distribution of network
traffic on different logical links consisted by different groups can be described by a
graph, and different elements of the graph describe the characteristics of communica-
tion relationship between different group behaviors. The proposed methods can detect
abnormal behaviors based on the dynamic change of the feature distributions between
adjacent time. The experimental results based on actual traffic traces show that the
methods proposed in this paper can capture the traffic features effectually in the current
10 Gbps network environment, and achieve the goal of abnormal behavior detection
and abnormal source location.

2 The Concept of Group Behavior

The results of the literature [8] show that more than 98% of IP addresses are no more
than 1 km in physical distance for the same C network segment. The survey results
about the IP address distribution based on the campus network of Xi’an Jiao Tong
University show that the IP address in the same C network segment is distributed in the
same dormitory building, that is to say the physical distance is very close. Also the
students from the same school are often in the same dormitory, which shows the network
users in the same C network segment have the same network requirements, which also
provide a reasonable explanation for splitting users in to the group flowmodel according
to the C network segment.

Figure 1 presents the definition of group behavior flow, according to the monitoring
location the network are divided into two parts, the internal monitoring network and
external network, the internal monitoring network is the network need to be monitored,
which is the campus network of Xi’an Jiao Tong University, the external network is the
external Internet which composed by the monitoring network communicate with.
The network topology can be described by the logical links formed between groups, then
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the monitoring of network abnormal behaviors can be implemented according to the
network traffic distribution on the logical topology. The paper only focuses on the
communication between internal network and external network, and the change of the
interaction behavior between the internal users and external network.

The variable d represents the destination group, s shows the source group, F means
the network flow between groups, and such as F11 indicates the network flow from
source group s1 to destination d1. We can describe the network logical topology using
the below matrix according to the definition of group behavior flow.

Region d1 d2 d:: dn
s1 F11 F12 F1:: F1n

s2 F21 F22 F2:: F2n

s:: :: :: :: ::
sm Fm1 Fm2 Fm3 Fmn

The above matrix uniquely defines the interaction behavior between internal and
external network. As time goes on, the change of the element of the above matrix can
reflect the changes of the network traffic distribution. The paper will use this change to
achieve network traffic monitoring.

3 Algorithm Framework of Network Traffic Feature
Extraction

According to the above definition of group behavior flow, the processing framework of
this paper is described as Fig. 2.
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D1

Sm

Dn
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Fxx
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Fig. 1. Group behavior flow
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Fig. 2. The algorithm framework based on group behavior flow
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Figure 2 is the algorithm framework of network traffic monitoring based on group
behavior flow. First of all, according to the definition of network group flow, we regard
the network packet sequence as group behavior flow, and then form the distribution
matrix which can describe network traffic characteristics. As time goes on, it can form
the traffic characteristics graph for different time, the behavior monitoring of dynamic
network and extraction of behavior features can be implemented using the method of
optical flow analysis which can analyze the dynamic change characteristics of network
traffic among the groups with the change of time.

4 Description of Group Network Behavior Feature

4.1 Description of Group Network Behavior

Network traffic is generated by users, and this paper will describe network behavior by
the dynamic characteristics of network traffic statistics. Supposing the sampling time is
the variable t, ByteijðtÞ means the total amount of data transmitted between the source
region Si and the destination region dj, and the definition of data distribution function as
shown as formula (1)

pðsi; dj; tÞ ¼ ByteijðtÞP
i;j

ByteijðtÞ

Dpðsi; djÞ ¼ Dpðsi; dj; tÞ � Dpðsi; dj; t � 1Þ

8<
: ð1Þ

The distribution function is uniquely defined the distribution of the logical links
which formed by the communication relationship among different groups at time t, the
distribution can reflect the characteristics of users behavior in a certain time point,
when the network is running normally, the distribution has certain stability, namely the
changes of network data in the logical link are very small, or is approximately stable,
this paper summarizes the change of distribution as follows:

(1) The stability of group behavior: the situation can describe the most common
habitual behavior in the network, namely the network user behaviors are relatively
stable in a short time interval, and the behavior changes gently, and the case is
described as follows:

pðsi; dj; t � 1Þ 6¼ 0
pðsi; dj; tÞ 6¼ 0
Dpðsi; djÞ � 0

8<
: ð2Þ

(2) The change of network group behavior, the abrupt change of network behavior is
the main information source of network abnormal behavior monitoring,it can be
described as formula (3).
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pðsi; dj; t � 1Þ 6¼ 0
pðsi; dj; tÞ 6¼ 0
Dpðsi; djÞ 6¼ 0

8<
: ð3Þ

(3) The disappearance of network group behavior,which represents the disappearance
of network behavior among a particular group, and it describes as formula (4).

pðsi; dj; t � 1Þ 6¼ 0
pðsi; dj; tÞ ¼ 0

�
ð4Þ

(4) The birth of network group behavior, which represents the birth of network
behaviors among specific groups, and it describes as formula (5).

pðsi; dj; t � 1Þ ¼ 0
pðsi; dj; tÞ 6¼ 0

�
ð5Þ

The above four cases describe the changes of network behavior on different logical
links, case 1 describes the stability of network behavior statistically, and it is the main
feature of network behavior. The other three cases describe difference changes of
network behavior. Case 2 describes the changes of transmission between network
groups, which shows the abrupt change of data transmission between groups. Case 3
and case 4 describe the migration of network behavior among different groups. Those
three cases are the key characteristics which should be extracted for abnormal behavior
detection.

4.2 Network Abnormal Behavior Detection

The occurrence of network abnormal behavior will lead to changes of network traffic
patterns, the distribution characteristics of groups which include hackers and victims
will change in a certain degree. When there are massive attacks (such DDOS attacks
and worm attacks), the network traffic will have significant changes on the logical link.
Furthermore, the behaviors among different groups include victims are will express a
certain synergy, this paper users two parameters to measure those large-scale network
abnormal behaviors.

We define the similarity between network group behaviors to measure the synergy
among network group behaviors. The behavior similarity between group si and group sj
is defined as formula (6).

rðSijÞ ¼
Pn
k¼1

wijk pðsi; dkÞþ pðsj; dkÞ
� �

Pn
k¼1

pðsi; dkÞþ
Pn
k¼1

pðsj; dkÞ
ð6Þ

The weight coefficient wijk means pðsi; dkÞ and pðsj; dkÞ are not null at the same
time. It to say if there is communication relationship between the source group si and
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the destination group dk, then the value of wijk is 1, otherwise 0. If the similarity
between groups is bigger than the threshold, then we can conclude that there is a
synergistic phenomenon between network group behavior, and can further analyze the
reasons for the phenomenon.

We define the maximum value of network group behavior change as the abnormal
degree of network group behavior, which can be used to described the changes of
network group behavior on logical links, to describe whether there are large-scale
network abnormal behaviors on logical links, such as massive network attacks (DDOS
and DOS attacks)

cðsiÞ ¼ max
j
ðjDpðsi; djÞjÞ ð7Þ

5 Experimental Results

5.1 Network Traffic Acquisition

The network traffic used in the paper collects from the ingress router of the backbone
network of Northwest network center of education network, and the bandwidth is
10 Gbps. Northwest network center of education network is the access point of
CERNET for the educational institutions in Northwest provinces, and also the access
point for some commercial organizations. There are about 3 million hosts are access to
internet through it. The monitored network includes nearly 80 C network segments, the
monitoring hosts about 10 thousand, and the web traffic about 8 Gbpm, and the net-
work traffic used in the experiment lasted about 10 h.

5.2 Network Traffic Analysis

According to the definition of network group flow, firstly the network IP addresses
should be solved by 24-bit network address prefix, which can form different network
user groups, and then form different network links according to the communication
between groups, and use the distribution of network traffic on the logical links to
describe the characteristics of network group behavior.

We extract a sampling time randomly, the distribution of network traffic on dif-
ferent logical links is shown as Fig. 3, from the figure we can see that the amount of
variation of data flow between different groups, and a small number of region flow
carries most of network data, there are only account for about 1/10000 of the total
traffic in some region flow, which is the phenomenon of heavy tail of network traffic.

Optical flow analysis is widely used in the feature extraction in images [9], the
difference between adjacent frames of moving images can reflect the change charac-
teristics of images, which can be used to detect the moving object and extract features.
In this paper, we use the distribution which is formed by network traffic in different
time to describe the characteristics of network behavior, and the difference between
adjacent distribution graphs can describe the dynamic characteristics of network
behavior. We take two adjacent frames randomly, and the differences of them are
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shown as Fig. 4. From Fig. 4, we can see that the network behaviors described by
distribution are approximately stable on most logical links of groups, and the dynamic
changes are close to zero. But there are a few larger changes of network behavior in a
small number of networks, which express the increase and decrease of communication
volume among the network groups dramatically. According to the characteristics, we
can locate the logical links which have violently changes of network behaviors and
network groups, and lay the foundation for the control of network abnormal behavior.

From the Fig. 4, we can see that there are three peak positions about the difference
between adjacent distributions, which descripts the changes of network behavior on
three logical links are obviously, according to analysis, we can also find that the
changes account for 23.6% of the total data changes, the three logical links are
ðs50; d7145Þ, ðs73; d6899Þ and ðs73; d6938Þ respectively. The changes of network behavior
on the three-logical links lead to the overall changes of network behavior, which is very
important information to study network abnormal behaviors. In addition, from Fig. 4,
we can also see that the changes in the amount of data are mainly concentrated on the

Fig. 3. The distribution of network traffic on the region links

Fig. 4. The difference between adjacent frames of network distribution graph
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indexes of three groups, s50, s64 and s73, the variability of behavior of the users in the
three source groups accounts for 48.2% of the total variability of behavior. The three
source groups fluctuate intensely for network behavior, and they are the focus groups
which we should monitor.

5.3 Network Abnormal Behavior Detection

According to the change characteristics of the network behavior on the logical link
described above, the paper calculates the similarity of network behaviors among net-
work source groups, and the results are shown as Fig. 5.

From Fig. 5, we can see that the similarity of network behavior among network
source group is very low generally. That is to say, the similarity of network behavior
among network source group is very small, namely there is no large-scale network
collaboration behavior in the network. But if it appears the network collaboration
behavior of different groups in network, namely there are the same behavior charac-
teristics in different groups, the hosts in the network groups may be controlled by
hackers, who are detecting the network or some other destructive activities for network.

The change degree of the group behavior to measure the changes of network
abnormal behavior is shown as Fig. 6. From the figure we can see that the vast majority
of network group behavior between adjacent frames is table, but we can also see that
there is a group which changes dramatically, denoted by an asterisk. According to the
change we can conclude that there are massive network abnormal behavior in the
source groups of index numbers 73 and 50. According to analysis, we find that there
are DOS attacks on the two logical links at the time. There are a large number of UDP
packets on the two logical links flowing to 80 ports, which seriously occupy the
network bandwidth.

Fig. 5. The similarity of network behavior among source region
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6 Summary

As it is very difficult to monitor large-scale network traffic, we proposed the conception
of network group behavior flow. From the results of experiment, we can see that the
network group behavior flow can describe the characteristics of network traffic effec-
tively, although the method of group flow aggregation can reduce the fine-grained
characteristics of some network traffic, the conception of group flow can describe the
characteristics of large-scale network flow effectively. The optical flow analysis pro-
posed in the paper can describe the dynamic changes of network group accurately and
detect the fluctuation groups of network behavior in real time, and lay the foundation
for the control of network abnormal behavior.

Acknowledgments. The research presented in this paper is supported in part by the Natural
Science Foundation of China (61502438, 61672026), Natural Science Foundation of Shaanxi
Province (2016JM6040), and Chinese Defense Advance Research Program (B0820132036).

References

1. Baldi, M., Baralis, E., Risso, F.: Data mining techniques for effective and scalable traffic
analysis. In: IEEE International Symposium on Integrated Network Management, 15–19 May
2005, pp. 105–118 (2005)

2. Zhou, A., Guang, C., Guo, X.: High-speed network traffic measurement methods. J. Softw.
25(1), 135–153 (2014)

3. Zhang, B., Yang, J., Wu, J.: Survey and analysis on the internet traffic model. J. Softw.
22(01), 115–131 (2011)

4. Wang, J., Rossell, D., Cassandras, C.G., et al.: Network anomaly detection: a survey and
comparative analysis of stochastic and deterministic methods. In: Proceedings of the 52nd
IEEE Conference on Decision and Control, Florence, Italy (2013)

5. CISCO NetFlow: Cisco systems, Inc. (2004). http://www.cisco.com/en/US/products/ps6601/
products_white_paper09186a00800a3db9.shtml

Fig. 6. The change degree of region behavior

300 Y. Tong et al.

http://www.cisco.com/en/US/products/ps6601/products_white_paper09186a00800a3db9.shtml
http://www.cisco.com/en/US/products/ps6601/products_white_paper09186a00800a3db9.shtml


6. Kim, S.S., Reddy, A.L.N.: A study of analyzing network traffic as images in real-time. In:
24th Annual Joint Conference of the IEEE Computer and Communications Societies, 13–17
March 2005, vol. 3, pp. 2056–2067 (2005)

7. Lakhina, A., Papagiannaki, K., Crovella, M., et al.: Structural analysis of network traffic
flows. In: Proceedings of the Joint International Conference on Measurement and Modeling
Of Computer Systems, pp. 61–72 (2004)

8. Freedman, M.J., Vutukuru, M., Feamster, N., et al.: Geographic locality of IP prefixes. In:
Proceedings of the ACM Internet Measurement Conference Berkeley, CA, pp. 153–158,
October 2005

9. Wang, X., Zhang, G.: Research on moving object detection method based on optical flow.
J. Comput. Eng. Appl. 40(1), 43–46 (2004)

Dynamic Group Behavior Analysis and Its Application 301



A Simplifying Logic Approach for Gate
Level Information Flow Tracking

Yu Tai, Wei Hu(B), Dejun Mu, Baolei Mao, Lantian Guo, and Maoyuan Qin

School of Automation, Northwestern Polytechnical University, Xi’an, China
taiyu@mail.nwpu.edu.cn, weihu@nwpu.edu.cn

Abstract. With the increase of design scale and complexity, security
vulnerabilities residing in hardware designs become hard to detect. Exist-
ing functional testing and verification methods cannot guarantee test and
verification coverage in design phase. Fortunately, gate level information
flow tracking (GLIFT) has been proposed to enforce bit-tight informa-
tion flow security from the gate level to detect security vulnerabilities
and prevent information leakage effectively. However, there is a signifi-
cant limitation that the inherent high complexity of GLIFT logic causes
significant overheads in static verification and physical implementation.
In order to address the limitation, we propose a simplified GLIFT method
that incorporates more detailed optimization logic routes to reduce its
complexity and allow don’t care to simplify original GLIFT logic. Experi-
mental results have demonstrated that the simplified GLIFT method can
reduce the design overhand in several gates by sacrificing a fraction of
GLIFT precision.

Keywords: Hardware security · Gate level information flow tracking
Security lattice · Don’t care · Optimization

1 Introduction

Existing functional verification methods cannot ensure testing and verification
coverage or detect design flaws, security vulnerabilities, malicious code and other
security vulnerabilities. Guaranteeing hardware security is a big challenge for
designers due to the increasing size of circuit design and unpredictable supply
chain. For example, an implementation flaw in QualComm’s TrustZone is used
to break Android’s full disk encryption [1]. However, there is a fact that the tra-
ditional hardware design flows focus on function verification and provide limited
security verification. It is almost inevitable that these designs will have design
vulnerabilities and security flaws. Recent researches revealed that security vul-
nerabilities in hardware devices are more than designers might previously have
thought [2]. There is a relatively high estimated rate of design flaws in millions
of lines of hardware description language (HDL) code [10].

There are two information security policies non-interference [7] and Bell and
LaPadula [3], which are frequently used to isolate data in the systems. While
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

B. Li et al. (Eds.): ChinaCom 2017, LNICST 237, pp. 302–311, 2018.

https://doi.org/10.1007/978-3-319-78139-6_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78139-6_31&domain=pdf


A Simplifying Logic Approach for Gate Level Information Flow Tracking 303

these common security policies are very strong and strict, which they all require
that trusted information should be never affected by untrusted and secret infor-
mation should never leak to a public domain.

As a technique for enforcing information policies, information flow tracking
(IFT) that has been proven to be effective in detecting security vulnerabilities
and preventing attacks through side channels in the end-to-end designs, can be
used to apply the principle of hardware designs to the specification of their secu-
rity requirements. IFT is a frequently used method to analyze the security of
a system [5,19]. IFT provides an effective approach for preventing unintended
interaction between different components in a system. It is useful for deploying
information flow security and enforcing its security properties at various levels
of the entire system, including compiler/programming language [14], operat-
ing system [11,17], instruction set architecture [15] and hardware level [16,20].
However, the coarse-grained design rules are generally used in these previous
IFT methods, which lead to higher design complexity [13,19], the huge number
of additional overhead [11,20] or overly conservative propagation policies [4,18].

To fully account for information flow security, gate level information flow
tracking (GLIFT), which uses fine granularity labels and propagation policies,
has been proposed to precisely measure how information flows through Boolean
gates in hardware system [16]. It captures and monitors all logical flows in a uni-
fied manner that enables the verification of important security properties related
to confidentiality, integrity, and logical side channels. Recent work has shown
that GLIFT can be used to investigate the precision and complexity tradeoffs
of GLIFT through logic synthesis optimizations [8], guarantee information flow
security in embedded systems [12], and detect hardware Trojans that violate
information flow security properties related to confidentiality and integrity [9].

The original GLIFT logic method generates information flow tracking logic
through direct GLIFT library mapping, which can be confronted with high over-
heads in terms of design complexity and verification performance. In this paper,
we propose a new simplified method that use don’t care to search out some
optimized routes to generate the most simplified GLIFT logic. Specifically, this
paper makes the following contributions:

1. Proposing an approach to search out the most simplified logic routes for gate
level information flow tracking;

2. Providing this simplified GLIFT logic method to implement reduced GLIFT
logic and optimized design;

3. Presenting optimized and comparative analysis using primitive gates with
don’t care to evaluate area and delay.

The reminder of this paper is organized as follows. Section 2, we briefly cover
the background in security lattices and GLIFT. In Sect. 3, we discuss how to
carry out the label propagation and mapping. We propose the simplified method
to optimize GLIFT logic in Sect. 4. Section 5 presents experimental results using
don’t care optimizations. We conclude the paper in Sect. 6.
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2 Background

We explain background work in this section that enable a better understanding
of our research. We focus on various background literatures including security
lattice model, gate level information flow tracking and two-level information flow
tracking.

2.1 Security Lattice Model

The lattice model was first proposed for describing information flow policy by
Denning [6]. An information flow policy can be modeled as a finite security lattice
L = {SC, �}, where SC is the set of security classes indicating different security
levels of data objects and � defines the partial order on these security classes.

The symbols in the lattice represent security classes i.e., SC = {Unclassified,
Confidential}. Defined function L: x → SC to represent safety data object x
belongs to the security class. The arrow indicates the direction of information
flows that reflect security policy and the partial order defined by the security
lattice. Let U, C, S and T denote Unclassified, Confidential, Secret and Top
Secret respectively. For beter understanding, Let U, C, and S denote Unclassified,
Confidential and Secret respectively in the three-level linear security lattice. So
security class set is simplified to SC = {U, C, S}. Security class set can be
simplified to SC= {U, C, S, T} in the four-level linear security lattice.

2.2 Gate Level Information Flow Tracking

Gate level information flow tracking (GLIFT) is established for monitoring the
flow of information that models digital information flows using bit level labels at
the Boolean level [16]. GLIFT provides a model for understanding how data prop-
agates through a design. In GLIFT, data are typically assigned a label to char-
acterize their trustworthiness or security level, such as untrusted/trusted, low/
high or unclassified/confidential/secret. It adopts fine-grained labels to imple-
ment strict and precise analysis at Boolean level, which this label is propagated
through the system under pre-defined policies to prevent unintended information
flows. Each binary data bit is associated with a tag called taint label (security
label). When the data involve in computing in the hardware system, the taint
label also will be propagated in this hardware circuit. The information included
in the data is called to be tainted when its taint is logic true ‘1’ and untainted
when its taint is logic false ‘0’. Taint is propagated from the input to the out-
put of the hardware design if and only if the value of any tainted input has an
influence on the output.

2.3 Two-Level Information Flow Tracking

Binary security properties can be verified on a two-level information flow tracking
model. The information flow security property enforced by the corresponding
security lattice states that HIGH information should never flow to a LOW portion.
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Two-level information flow tracking model targets a two-level security lattice
LOW � HIGH. Under such a lattice, all signals in the hardware design will be
classified as either LOW or HIGH. Then, a two-level information flow model will
be used to understand the flow of HIGH information. Consider a two-input AND
(AND-2) gate and let input A be LOW while input B be HIGH. The information
flow model should precisely track when the HIGH information in B could flow to
the output O. Table 1 illustrates such a model.

Table 1. A partial two-level information flow model for AND-2

A B O

(LOW, 0) (HIGH, 0) (LOW, 0)

(LOW, 0) (HIGH, 1) (LOW, 0)

(LOW, 1) (HIGH, 0) (HIGH, 0)

(LOW, 1) (HIGH, 1) (HIGH, 1)

According to the notion of information flow, the HIGH information in B flows
to O if and only if B has an effect on the output. In the first two rows of Table 1,
the LOW input dominates the output and thus there is no HIGH information flow.

Table 2. A partial two-level information flow model for OR-2

A B O

(LOW, 0) (HIGH, 0) (HIGH, 0)

(LOW, 0) (HIGH, 1) (HIGH, 1)

(LOW, 1) (HIGH, 0) (LOW, 1)

(LOW, 1) (HIGH, 1) (LOW, 1)

Similarly, consider a two-input OR (OR-2) gate and let input A be LOW
while input B be HIGH, the partial results for OR-2 can be shown in Table 2.
Information of a higher security level cannot flow to the output when an input
of lower security level dominates the output. The difference is that the model
allows a finer classification of security labels, which is desirable when reasoning
about the security between multiple parties.

3 Label Policy and Mapping

In this section, we provide an approach for information flow tracking. A funda-
mental problem in this process is to define label propagation policies and map
label encoding for GLIFT library.
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3.1 Label Propagation Policy

The two-level IFT model provides a precise measurement of if there is a flow.
Take a two-input AND (AND-2) gate for example. Let A, B and O be its inputs
and output respectively. Use At,Bt and Ot to denote their security labels under
two-level IFT. The label propagation policy for AND-2 under two-level IFT can
be formalized as (1).

Ot = A · Bt + B · At + At · Bt (1)

Equation (1) indicates that when A is logical 1 and B is HIGH, the output
will be HIGH; when B is logical 1 and A is HIGH, the output will also be HIGH;
Or when both A and B are HIGH, the output will doubtlessly be HIGH. It cares
about if there is any HIGH information flow from either A or B to the output.

As mentioned, the two-level IFT model precisely indicates if there is a flow.
When there is no flow, the security label should be all zeros. The subtle case
is when there are HIGH inputs. The label propagation policy should track the
HIGH information flow from each of these inputs to the output. Figure 1 describes
such a label propagation policy for AND-2 gate and OR-2 gate, which track the
information flow from both inputs to the output.

   (a)   (b)

Fig. 1. (a) Label propagation policy for AND-2 gate; (b) Label propagation policy for
OR-2 gate

From Fig. 1(a), A and B are the original inputs of AND; At and Bt are the
two-level security labels; We define Ot as an output variable, which reflects the
two-level security label for the output. The OR-2 gate is the dual of AND-2
according to Demorgan’s law. Thus, its label propagation policy can be derived
by inverting the original inputs A and B. Using the same notation as AND-2, it
can be seen from Fig. 1(b).

3.2 Label Mapping

To track the propagation of information flows, we need to set up the single bit
security label for two-level IFT or binary security label for multi-level IFT (three-
level or four-level) to a one-hot encoding. In this way, each bit in the security
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label only tracks the propagation of one bit. For a better understanding, the
two-level IFT method targets a two level security label. Thus, we have the taint
labels At[w] ∈ {0, 1}, where 0 ≤ w ≤ 3. The multi-level IFT method allows a
finer classification of security labels. If each individual bit in A takes a different
label, we have the taint labels At[w] ∈ {00, 01, 10, 11}. Using a binary encoding,
two bits will be enough for encoding the taint labels.

4 Simplified Model

4.1 Logic Optimization with Don’t Care

As a common optimization method for logic synthesis in integrated circuit design,
don’t care computation can be used to optimize GLIFT logic, where the different
routes in the logic network may affect the way in which signal flows through hard-
ware design. Consider two-level linear security lattice (such as Unclassified and
Confidential). If don’t care is not considered, AND-2 GLIFT logic is described
as first row in Table 3. In the scheme as Fig. 2, we can study the various routes
for don’t care to achieve an optimized GLIFT logic. After the above don’t care is
considered, AND-2 GLIFT logic can be simplified as Table 3 at simplified nodes
in different logic synthesis.

# A At B Bt Orig_Ot Simp_Ot #

0 0 0 0 0 0 0

1 0 0 0 1 0 - 1

2 0 0 1 0 0 0

3 0 0 1 1 0 - 2

4 0 1 0 0 0 - 3

5 0 1 0 1 1 1

6 0 1 1 0 1 1

7 0 1 1 1 1 1

8 1 0 0 0 0 0

9 1 0 0 1 1 1

A 1 0 1 0 0 0

B 1 0 1 1 1 1

C 1 1 0 0 0 - 4

D 1 1 0 1 1 1

E 1 1 1 0 1 1

F 1 1 1 1 1 1

Fig. 2. Optimized logic using don’t care

Logic synthesis has an effect on the complexity and precision of the GLIFT
logic in two ways. On one hand, logic synthesis can reduce design redundancy
to be frequently used for logic optimization. By comparison, the GLIFT logic
equations are shown in Fig. 3, we see that logic synthesis can possibly make the
GLIFT logic more simplified. On the other hand, this will typically make the
resulting GLIFT logic less precise.
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4.2 Logic Library Mapping

For the above approach, we can derive different simplified versions of GLIFT
logic for the AND-2, which has 4 different minterms between the most and least
precise GLIFT logic. This yields a total of 16 possible combinations for the
simplified logic with don’t care on each route. This reveals how many versions of
GLIFT logic can be derived, which shows in Fig. 3 using AND-2 as an example.
From Fig. 3, in the second optimized route, we have the most precise GLIFT
logic for AND-2 At the top level, where A, B and O are the inputs and output
of AND-2; At, Bt and Ot are their security labels respectively. By setting any
possible combinations of the inputs with don’t-care as Fig. 3, we can obtain three
simplified versions of GLIFT logic as shown at the different nodes in this route.
When the four observing zeros are all don’t cares, we reach the most simplified
GLIFT logic for AND-2, shown at the last node. In this way, we reduce the
complexity to achieve a simplified version GLIFT logic through a tractable route
with don’t care. Now that we can create a simplified GLIFT library, we can map
logic primitives to each alternative version of its GLIFT logic in order to obtain
simplified logic, i.e. equations and reduce the overhead, i.e. area and delay. It
can be seen that the area, delay and equations from precise version to simplified
one of AND-2 GLIFT logic from Table 3.

0000
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0 0
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0 0

0

0 0

-

-

- -

0
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0

0

0 0

0

0 0

0

0 0

0

0

0 0

0

0 0

0

0 0

- - - -

Area Delay Equation
7.00 3.00 Ot = At B + A Bt + At Bt

Area Delay Equation
4.00 1.90 Ot = At + Bt

Area Delay Equation
5.00 2.00 Ot = Bt + At B

Area Delay Equation
5.00 2.00 Ot = Bt + At B

Fig. 3. Simplified tracking logic model

Table 3. Area, delay and equation with don’t care for AND-2

# A B Area Delay Equation

1 7.00 3.00 Ot = At ·B + A ·Bt + At ·Bt

2 - 5.00 2.00 Ot = Bt + At ·B
3 - 5.00 2.00 Ot = At + A ·Bt

4 - - 4.00 1.90 Ot = At + Bt
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5 Experimental Results

This section presents our experimental results. It shows how GLIFT logic can be
simplified while introducing don’t care, and demonstrates that the most precise
and simplified GLIFT logic can result in overheads as an example of AND-
3. Area and delay need to be taken into consideration in GLIFT logic design
for information flow tracking. ABC is used as the synthesis tool. The resyn2
synthesis script in ABC is used to optimize the GLIFT logic circuits that can
provide a good tradeoff between area and delay. The ABC mcnc library does not
provide units for area and delay results.

We carried out experiments on several N input AND gate (AND-N) to obtain
area and delay results of the different GLIFT logic. In our experiments, the
GLIFT logic is generated using the method discussed in the Sect. 4. Table 4
shows some statistics of the original and simplified GLIFT logic area in our
experiments including the different AND-N gates. Figure 4 shows some original
and simplified delay reports of GLIFT logic in these gates. From Table 4 and
Fig. 4, we can discover that GLIFT logic represented in the simplified method
gives significantly smaller area and delay. As an example, the GLIFT logic for
AND-4 described using the original GLIFT reports an area/delay of 24.00/4.60,
while that represented using the simplified one reports a result of 8.00/2.30;
there are significant reduction in area and delay.

Subsequently, we carried out experiments to obtain area and delay reports
of AND-3 for GLIFT logic circuits represented the schemes in Sect. 4. GLIFT
logic formalization for AND-3 results are also generated using the schemes
to verify optimized GLIFT logic. Table 5 shows some statistics of the area,

Table 4. Original and simplified GLIFT logic area for AND-N

AND-N AND-2 AND-3 AND-4 AND-5 AND-6 AND-7 AND-8

Area orig 7.00 11.00 24.00 123.00 176.00 489.00 1082.00

Area simp 4.00 6.00 8.00 8.00 9.00 11.00 12.00
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Fig. 4. Original and simplified GLIFT logic delay for AND-N
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delay and equations of these logics in our experiments. It can be seen that the
area/delay/equation of 6.00/2.00/Ot = At + Bt + Ct are the most optimized
results when all three variables are introduced as don’t cares.

Table 5. Area, delay and equation with don’t care for AND-3

# A B C Area Delay Equation

1 - 9.00 3.20 Ot = At ·B · C + Bt · C + B · Ct + Bt · Ct

2 - 9.00 3.20 Ot = At · C + A ·Bt · C + A · Ct + At · Ct

3 - 9.00 3.20 Ot = At ·B + A ·Bt + A ·B · Ct + At ·Bt

4 - - 6.00 2.60 Ot = At · C + Bt · C + Ct

5 - - 6.00 2.60 Ot = At ·B + Bt + B · Ct

6 - - 6.00 2.60 Ot = At + A ·Bt + A · Ct

7 - - - 6.00 2.00 Ot = At + Bt + Ct

8 11.00 3.60 Ot = At ·B · C + A ·Bt · C + A ·B · Ct + At ·Bt · C
+At ·B · Ct + A ·Bt · Ct + At ·Bt · Ct

6 Conclusion

The GLIFT method can effectively monitor and measure all logical informa-
tion flows at gate level to detect security vulnerabilities and prevent leakage of
sensitive information in hardware designs. This paper presents the method of
optimized GLIFT logic that search out some simplified routes to decrease logic
complexity using don’t care in design logic synthesis. The experimental results
show that the method can effectively reduce the area and delay of original GLIFT
logic.
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Abstract. The development and maturation of cloud computing pro-
vides a new idea for deploying RFID systems. A Cloud-based RFID
system becomes a new promising architecture. It can be offered as a ser-
vice of cloud computing to individuals and organizations. However, the
cloud-based RFID systems are confronted with more special security and
privacy threats, especially the untrustworthy cloud provider and insecure
backward communications. Unfortunately, most current RFID authen-
tication schemes fail to meet the special security and privacy require-
ments of cloud-based RFID, i.e. to provide anonymity and confidentiality
against the cloud and build secure backend channels. In this paper, we
propose a secure distance bounding protocol for a RFID system, which is
cloud-based RFID mutual authentication protocol compatible with the
mature EPC-C1 G2 standards. It can effectively resist various threats in
cloud environment comparing with other cloud-based RFID authentica-
tion protocol and reduce the success probability of a Mafia attack and
make it lower than the optimal situation (1/2)n in academic circles.

Keywords: RFID · Authentication · Distance bounding
Cloud computing

1 Introduction

Radio Frequency Identification (RFID) is a wireless communication technology
in which readers can automatically identify tags attached to objects and transfer
data through radio signals without a mechanical or optical contact. Due to its
ability for automatic identification and low cost, RFID systems are pervasively
deployed in both military and civilian fields.
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A traditional RFID system consists of three parts: a backend server, readers
and tags. In this architecture, a reader relays messages from tags to a back-
end server and the backend server helps the reader to verify tags according to
the database the server maintains. Readers and tags use a radio channel for
communication which is commonly assumed to be insecure. While the private
connection (wired or wireless) between a reader and the backend server is always
assumed to be secure.

However, there exist some limitations in the deployment of traditional RFID
systems. Firstly, establishing the entire RFID system would take high costs and
therefore does not meet the small and medium-sized enterprises economic ben-
efits, which greatly hinders the market promotion of RFID systems. Secondly,
we need to erect a dedicated server and cables for a traditional RFID system,
which is not suitable for a trans-regional enterprise.

Cloud-based RFID is a new promising architecture. It is composed of tags,
readers, and a serving cloud to store and process data instead of the traditional
backend server. Comparing with traditional RFID architecture, the cloud-based
one has advantages in many aspects. Global deployment of the Internet and
mobile networks make it available to access a cloud service almost everywhere.
Therefore, the pervasive RFID service would be accessible using fixed or mobile
readers over the Internet whenever and wherever needed. Moreover, users com-
mitments for investment and operations are minimized, and costs are in direct
relation to usage and demand.

Meanwhile, the cloud-based RFID systems are confronted with more special
security and privacy threats, especially in two aspects:

Firstly, cloud-based RFID authentication schemes are required to secure
backend communications besides protections of the frontend security. In the
cloud-based RFID, readers access the public cloud through open Internet con-
nections, which cannot be asserted as secure [1].

Secondly, cloud-based RFID authentication schemes are required to pre-
vent tags from privacy-revealing to the untrustworthy cloud. In the cloud-based
RFID, the cloud provider is not trusted by the reader holders; therefore, it needs
provide tags with confidentiality of data storage and anonymity of access [1].

Contribution: In this paper, we introduce a novel cloud-based RFID authen-
tication protocol. It is the first EPC C1 G2 standards compliant cloud-based
RFID authentication protocol, which achieves mutual authentication between
tags and readers, and scalability with O(1) computational complexity of veri-
fying a tag. It is proved to be resistant to various attacks like impersonating
attack, terrorist attack, desynchronizing attack and tracking attack. Meanwhile,
its able to reduce the probability of a Mafia attack less than the optimal (1/2)n.

Organization: Sect. 2 gives the current state of the art and explain the neces-
sity of our work. The proposed protocol is presented in Sect. 3, followed by secu-
rity analyses and comparisons with another representative cloud-based RFID
authentication scheme in Sect. 4. At last, we conclude the article in Sect. 5.



314 Z. Dong et al.

2 Background

2.1 Existing Attacks and Related Work on RFID Security Schemes

This subsection will introduce some attacks, they still exist in RFID scheme and
threaten RFID’s security and privacy.

As [2] said, An impersonation attack is an attack in which an adversary
successfully assumes the identity of one of the legitimate parties in a system or in
a communications protocol. In RFID scheme, this attack can make impersonated
adversary be regarded as a real tag or a authority reader to corrupt the RFID
security.

As for the Mafia Fraud, according to the paper [3], an adversary can use
the pre-ask or post-ask strategy to achieve this attack, and the former is more
effective. That is, before attacking the reader, the adversary sends predicted
challenges C

′
js to the tag and gets the responses R

′
js from the tag. Then the

adversary executes the rapid bit exchange with the reader and receives the chal-
lenges Cjs. In half of all cases, the adversary has guessed the right challenge bit,
that is C

′
j = Cj , so the adversary sends the correct response with probability

of 1. Otherwise, if C
′
j �= Cj , the adversary can reply with a guessed bit and its

probability of being correct is 1/2. If just considering the rapid bit exchange, the
adversary therefore has a 3/4 probability of replying correctly for each challenge
bit and hence (3/4)n for the n-round rapid bit exchange.

The Terrorist Fraud is an attack where an adversary defeats a distance
bounding protocol with a man-in-the-middle between the reader and a dishon-
est tag located outside of the neighborhood, such that the latter actively helps
the adversary to maximize her attack success probability, without giving to him
any advantage for future attacks. The definition of the Terrorist Attack means
the dishonest tag cannot give the adversary the secrets or the information with
which the adversary can determine the secrets.

In Tracking Attack, attackers usually disguise as one or more real readers and
send authentication messages to each tags. So the attacker can get and analyze
the response messages from tags and track the movements of each tag.

The Desynchronizing Attack is based on the protection of Tracking Attack.
In order to prevent the tag from returning the same message and being tracked,
the RFID system requires synchronizing the label and the backend database and
refresh the authentication key from time to time. After refreshed, both the tag
and reader will save the new key for the next authentication process, so after
synchronization, the message returned by tag is different from previous one.
Therefore, if attacker interrupts the update process, the label will not be able
to update the key, when the next scan, the label using the key and the reader
is not the same, the reader will prohibit the label authentication request, thus
deleting the label.

In 1987, Desmedt et al. [4] introduced the Mafia Fraud and Terrorist Frauds
that can defeat all the RFID authentication protocols. In these attacks, an
adversary can successfully pass the authentication by simply relaying the signals
between reader and tag without dealing with the authentication cryptography.
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To resist these frauds, one idea is to measure the round trip time of exchanged
messages between the reader and tag.

In 1993, Brands and Chaum [5] proposed the first distance-bounding protocol
with this idea to prevent Mafia Fraud while leaving the Terrorist Attack as an
open issue.

In 2005, Hancke and Kuhn [6] published a new distance bounding protocol
which become a key reference later.

In 2013, Xie et al. [1] provide a new RFID authentication architecture focused
on solving the security and privacy challenges about the cloud-based RFID. It is
the first research considered this new architecture and we will discuss it in next
subsection.

In 2014, protocols [7–9] which use the round trip time method have been
proposed to resist against Mafia and Terrorist attacks. And they agree that the
maximum resistance to mafia frauds is (1/2)n, which is the probability of a naive
adversary who answers randomly to the -verifiers challenges during the rapid bit
exchange phase.

2.2 When RFID Meets Cloud Computing

As the development of cloud computing. The cloud-based RFID architecture has
attracted more attentions. However, new architecture brings new problems about
security and privacy. In the cloud-based RFID, reader holders do not totally
trust the cloud provider. They need to keep data plain-text from exposing to
the cloud while using the computing and storage resources of the cloud, and
even to maintain anonymity of tags from cloud in the process of authentication.
Existing traditional RFID authentication protocols are obviously inapplicable to
cloud-based applications.

Besides, to the best of my knowledge, up to now not many researches have
fully considered the security challenges in cloud environment. The research in
[1] is the one considered that, while the other cloud-based RFID schemes [10–
13] did not. However, the protocol in [1] still cannot resist Tracking Attack,
Mafia Attack [4] and Terrorist Attack [4]. Take the Tracking Attack as an exam-
ple: after truncating the last message in the protocol, an adversary can track
the tag by eavesdropping the first message H(R||T ||S) next time the protocol
executed. Furthermore, the reader in this scheme needs to search the cloud con-
stantly which may increase network delay and result in low efficiency. Besides,
the scheme is designed based on hash functions, difficult to be compatible with
the prevailing EPC Class 1 Generation 2 standards.

2.3 EPC RFID Standard

In order to foster and publicize RFID technology, standardization is certainly
important to allow interoperability at large scale. As one of the most viable
standard providers, EPCglobal Inc is focusing on the area of logistical supply
chain and try to enhance the transparency and traceability of supply chain.
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And Being compatible with ISO – another biggest RFID standard provider can
ensure the EPC standard’s compatibility. The latest RFID standard ratified by
EPCglobal is named UHF Class 1 Gen 2 Standard version 2.0.0 (EPC-C1 G2
RFID for short) [14]. Three properties of a G2 RFID tag are briefly listed as
follows:

– G2 RFID tag is passive, meaning that its power is triggered by the readers.
– G2 RFID tag communicates with readers in UHF band (800–960 MHz) and

its communication range is from 2 m to 10 m.
– G2 RFID tag only supports on-chip Pseudo-Random Number Generator

(PRNG) and Cyclic-redundancy check (CRC).

In recent years, several protocols [15–18] are compatible with the EPC-C1 G2
standards have been proposed. However, most of them are vulnerable to Tracking
Attack and Desynchronizing Attack [19–22]. And this paper [20] points out that
the two kinds of attacks are both based on the linear attributes of CRC functions.

3 Proposal

Since the EPC-C1 G2 standards stipulates that G2 RFID tag only supports
PRNG and CRC function as well as other lightweight operations such as XOR
and concatenation, A cloud-based RFID authentication protocol is designed to
conform to the EPC-C1 G2 standards.

3.1 Notations and Attack Model

Notations in the protocol are listed in Table 1.

Table 1. Notations

Symbol Meaning

K1 Authentication keys shared between a reader and a tag

Info Any data relevant to a session about the tag

E() A symmetric encryption function in the reader

D() A symmetric decryption function in the reader

K2 The private key of E() and D()

PRNG() A secure one-way pseudo-random number generator function

ID/PRN A random number generated by PRNG()

NR A random number generated by a reader

NT A random number generated by a tag

|| The concatenation operation

To facilitate the subsequent analysis, a reasonable attack model about system
security in this paper is shown as follows:
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– The frontend communication is unsafe. A reader and a tag use a radio channel
for communication on which an attacker can easily eavesdrop, tamper, delete
and replay the messages.

– In backward channel, readers and the cloud will communicate through VPN
connections. As [1] said, since the VPN agency can offer a reader a random
virtual IP address in each login, the malicious can not link the same reader
from different access sessions based on the source IP address in IP packets.
So in network layer, we think the VPN can protect the readers’ anonymity
and we do not consider an adversary to intercept, block, and resend TCP/IP
packets in this layer.

– The cloud provider is not trusted and may be malicious or vulnerable. There-
fore, the protocol needs to provide anonymous access and confidentiality for
a tag.

– Before the authentication step, there exists a procedure that the tags are
securely enrolled in this RFID system. So the RFID reader can share the
authentication key K1 with each enrolled tags, and the tags’ original infor-
mation (IDi, EK2(Infoorigin)) will be stored in the cloud server.

3.2 Description of Our Protocol

The architecture of our protocol is depicted in Fig. 1. On the backward channel,
similar to [1], mobile or fixed readers anonymously access the cloud through wire-
less or wired VPN connections, and an encrypted PRN table which is similar to
the Encrypted Hashed Table in [1] is constructed. The index is a random number
generated by PRNG() function, and the record indexed by the random number
is the EK2(info), it is a cipher text using a reader-defined encryption algorithm
with a reader-managed key K2. So all of the data in cloud are encrypted by
reader-self to prevent tags secrets from revealing to the cloud. While on the
frontend communication, a distance bounding technology is utilized between a
reader and a tag for distance detection to resist Mafia attacks.

Fig. 1. A security architecture for cloud-based RFID authentication
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As illustrated in Fig. 2, the proposed cloud-based RFID authentication pro-
tocol can be logically split into three stages: the distance-bounding stage, the
mutual authentication stage and the data-updating stage.

Fig. 2. The proposed protocol

Distance-Bounding. The reader and the tag first generate a random number
NR, NT respectively and send to each other. Then they both calculate v0 =
PRNG(K1||NR||NT ) and v1 = v0⊕K1 to prepare for rapid bit exchange. During
each round of the n-round rapid bit exchange, the reader chooses a random
timing bit Cj to challenge the tag and the tag immediately responds Rj on
receiving Cj .Rj is jointly determined by j, v0, v1 and Cj . That is, if Cj = 0,
the value of Rj is taken from the j-th bit of v0, else, it is from v1. The timing
of each round starts when the reader sends Cj and stops on receiving Rj . After
the rapid bit exchange, the reader checks Rj and Δt.

Mutual Authentication. Both the reader and the tag take bits Cjs and con-
catenate them to an m, and then compute p = PRNG(m||K1). Then the tag
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sends p. Upon receiving p, the reader checks its correctness and rejects the tag
if false. Else, the reader calculates q = PRNG(NT ||K1||NR) and sends its left
half part qleft to the tag. The tag also computes q, and then checks the receiving
qleft. If it fails, the tag terminates the protocol; else, it continues.

Data-Updating. The tag sends data to the reader, and the reader forwards it
to the cloud. Then the cloud looks up the corresponding record (current record)
using this pseudo-random number index, and returns the cipher texts of the tag
to the reader. The reader will then decrypt, data process, encrypt into cipher
texts, and update IDnew = PRNG(IDi ⊕ K1). At last, the reader sends back
the new record to the cloud and notify the tag to update ID with the right half
part qright. After receiving the new record, the cloud keeps the current record,
deletes other old records and adds the new record. Simultaneously, if qright is
correct, the tag then computes PRNG(IDi ⊕ K1) as the new index IDnew.

4 Security Analysis

The following part will analyze and evaluate how our protocol performs against
these attacks.

Anonymity and Confidentiality Against the Cloud. Since all the records
in the cloud are encrypted by readers with a symmetric algorithm EK2 and only
these readers possess the key K2, so the confidentiality is achieved. Using pseudo
random number indexes not only can accelerate the searching speed and achieved
scalability, which is conducive to support large-scale applications, but can also
guarantee an anonymous access for a tag. In addition, as said in the assumption
in attack model, we ensure that the VPN technology on the backward channel
can ensure the security of communication between readers and the cloud.

Impersonation Attack Resistance. The protocol supports distance detec-
tion and more importantly, mutual authentication between a reader and a tag,
therefore the authenticity of both parties is achieved.

Mafia Attack Resistance. As shown in background, the Mafia Fraud can be
achieved by pre-ask or postask strategy. If consider the rapid bit exchange only,
the adversary therefore has a 3/4 probability of replying correctly for each chal-
lenge bit and hence (3/4)n for the n-round rapid bit exchange. However, as a
matter of fact, in the mutual authentication phase the presence of p could pro-
vide the reader with the list of challenges received by the genuine tag and adds
a line of defense to a mafia attacker. The premise of generating p is to obtain all
the random challenge bits. Therefore, the security of p relies on the security of
function PRNG(). According to the EPC Class 1 Generation 2 standards, the
pseudo-random function PRNG() is a one-way function similar to a hash func-
tion, i.e. it is nearly impossible (a probability less than 0.025% [14]) to deduce
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the seed parameter in parentheses using the pseudo random number generated
by this function, namely m||K1. When the length of p is l, the probability that
the adversary guesses correctly shall be (1/2)l. Hence, the maximum success
probability of a mafia attack is (3/4)n × (1/2)l, the actual probability depends
on the length of PRNG(), but if the length l is long enough, the probability is
less than (1/2)n which is the maximum resistance to Mafia Fraud in academic
circles [7–9] while (3/4)n in most cases.

Terrorist Attack Resistance. In our protocol, the dishonest tag cannot pro-
vide the registers v0 and v1 to the adversary since the adversary can determine
the key K1 = v0 ⊕ v1. So tags cannot help the attacker without any leakage on
the long term key K1. Therefore, the protocol is resistant to Terrorist Fraud.

Desynchronizing Attack Resistance. Consider the attack in [20], an adver-
sary intercepts or manipulates the last message qright the reader sends to the
tag. In fact, the tag will not update ID either way due to check failure. When
the tag communicates with the reader next time, the cloud can still retrieve a
record of the tag.

Tracking Attack Resistance. Assuming that an attacker obtains the index
ID after eavesdropping on the exchanges between a reader and a tag, when
attacker eavesdrops next time, it cannot track the tag for the ID has been
updated. Supposing that the attacker counterfeits a reader to cheat the tag,
because the tag needs to check qleft before it transmits ID, the attacker would
ultimately be unable to provide qleft and cannot get ID.

Table 2 shows a comparison between our protocol and [1]. In terms of perfor-
mance, the computation complexity for the cloud to verify a tag are both O(1).
In our protocol, the tag only needs to execute PRNG functions while it needs
to execute 4 Hash functions in [1], which is not supported by the EPC-C1 G2
standards.

Table 2. Comparison of cloud-based authentication protocols

Protocol Complexity to
verify a tag

Mafia Terrorist tracking EPC-C1 G2
compliant

Xie [1] O(1) No No No No

Our protocol O(1) Yes Yes Yes Yes

In summary, our protocol can provide anonymity and confidentiality pro-
tection for a tag against the cloud and effectively resist impersonating reader
attacks, impersonating tag attacks, Mafia attacks, Terrorist attacks, desynchro-
nizing attacks and tracking attacks. Compared with the protocol in literature [1],
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it keeps the high efficiency of verifying a tag for the cloud, further strengthens
the security of a cloud-base RFID system, and makes the system be compatible
with current mature EPC-C1 G2 standards.

5 Conclusions

In this paper, two main security challenges of a cloud-based RFID system have
been considered, i.e. the untrustworthy cloud provider and the insecure back-
ward communication. Most current RFID authentication protocols did not fully
consider the above security challenges and therefore inapplicable to cloud-based
applications. Besides, they are not compatible with the prevailing EPC Class
1 Generation 2 standards. Moreover, many RFID authentication protocols are
threatened by Mafia Frauds and Terrorist Frauds. A distance bounding proto-
col, as a possible measure, is not yet efficient enough to resist. Motivated by the
above, the first EPC-C1 G2 standards compliant cloud-based RFID authenti-
cation protocol has been purposed, which can preserve tags users privacy from
leaking to the cloud and defend against various attacks. Besides, we improved
the distance-bounding technology and it can effectively reduce the success prob-
ability of a Mafia attack.

Future works include that we keep on improving the distance-bounding tech-
nology, design a more lightweight authentication protocol in accordance with
the EPC-C1 G2 standards and solve the problem of insecure communications
between the cloud and readers in cloud-based RFID.
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Abstract. This article proposes a monitoring method of the road com-
munication network quality based on vehicle borne IoT (Internet of
Things) by extracting and analyzing the MR (Measurement Report)
data from the bus in the vehicle borne IoT to monitor the wireless net-
work quality on key highways and to efficiently and accurately locate
and detect the network errors. This method has proven to be accurate
and meets the practical demands. It can further enhance the accuracy
and timeliness of network evaluation and its impact in tremendous on
increasing the stability of the quality of Mobile Telecommunication Net-
works.

Keywords: Vehicle · Internet of Things · Monitor method
Mobile network · Measurement report

1 Introduction

Mobile Communication Networks are the important Internet carrier to realize
vehicle borne IoT. The vehicle borne IoT is a cutting-edge technology, which
involves installing the communicating terminal on vehicles and connecting the
vehicles on the Internet to establish wireless communication among driving vehi-
cles in order to substantially elevate the security and efficiency of future trans-
portation system. With the increased speed and carrying capability of the 4G
internet, the vehicle-loaded Internet will become an important component of
future intelligent transportation system. Meanwhile, the quality of the Mobile
Communication Networks needs to be highlighted [1]. The traditional method
involves monitoring the road network via DT (Drive Test), that is measuring the
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performance of the wireless network by driving along the highway, which is inef-
ficient and at a high cost [2–4]. It is realistic now to monitor the wireless network
quality along the highways accurately and efficiently with the bus connected to
the IoT.

The Measurement Report, abbreviated as MR, is the chief gauge of the qual-
ity of the wireless network environment, sent via mobile phones to the Internet
system, which includes the information of base station detected, reception level
and quality. This article proposes a new method to evaluate the quality of the
road mobile network based on vehicle borne IoT to realize the accurate locat-
ing of the mobile users along the highway, assisting the monitoring on the road
network quality to optimize the targeted area and increasing the efficiency of
supervision on network quality.

2 Method to Monitor the Wireless Network Quality
Based on Vehicle Borne IoT

2.1 Object of Supervision and Control

The vehicles are consistently connected to the vehicle borne IoT, therefore MR
data can be extracted and analyzed via the number and type of the communi-
cation terminal installed on the bus known. For example, there are more than
3200 buses installed with communication terminal available in Shenzhen Bus
Group with a broad monitoring area covering all the arterial roads and high-
ways (Fig. 1).

Fig. 1. The route map of the buses in the vehicle borne IoT in Shenzhen
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2.2 The Multiple-user Base Station Switching Chain Algorithm

The difficulty of conducting road network detection based on the MR data
extracted from multiple users lies in how to decide the base station switching
chain on the targeted road. This article proposes a new sequencing method to
realize the sorting of base station switching chain and data analysis.

This sequencing method contains three components, including the segmenta-
tion and arrangement of MR, cross banding, and the calibration of the standard
switching chain. The flow chart of this sequencing algorithm is as follows:

Fig. 2. The flow chart of base station switching chain algorithm

(1) The segmentation and arrangement of MR data: The aim is to segment the
MR data into multiple-sectioned return switching chain, including the go
sequence and return sequence to identify the direction the bus is going.

(2) Cross banding: Integrate the dispersion sequence of the multiple return trips
conducted by multiple users into one sequence.

(3) The Calibration of Standard Switching Chain: Update and calibrate the
standard switching chain when the circuit is changed or a new Internet
station is established (Fig. 2).

2.3 An Accurate Position-marking Method Based on RTT

To realize the accurate locating of the bus on the road, taking the WCDMA
system as an example, the Measurement Report contains RTT fields to log the
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Fig. 3. The segmentation of the MR data

Fig. 4. The cross banding of MR data

time consumed by the signal in a return trip from the terminal to the base
station. The linear distance between the terminal and the base station when it
is sending the measurement report to the base station can be calculated based
on RTT. According to the exact definition of MR fields in the 3GPP protocol,
the calculation is as follows [5]

dist =
3 × 108

3.84 × 106
× 1

2
× [

rtt

16
+ 876 − RxTxTime] (1)

In the formula above, 3 × 108 is the speed of radio wave, 3.84 × 106 is the
chip rate in WCDMA, dist is the distance between the user and the base station
in reality (Figs. 3 and 4).

It is noted that this formula can only be applied in the WCDMA system as
the parameters and protocols vary from one system to another, as the result,
the formulas used are various. In the case of GSM and FDD-LTE system, the
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core principles of the two are the same, but the parameter in equivalence with
RTT is named TA (Timing Advance), and the formulas used are different.

In step 1, the longitude and latitude are known, we can therefore calculate
dist, and draw a circle with the base station as the center and dist as radius.
There are at least two intersection points on the highway. As the specific sec-
tions covered by the base stations are already documented in the MR, with
the azimuthal angle of the aerials, we can then measure the equivalent point
of MR.

Fig. 5. The accurate locating of users on the targeted highway

As is shown in Fig. 5, cell 1 collects the users MR in the current spot, and
then calculates dist and the longitude and latitude of the base station to locate
two points M and N. The azimuthal angle of CM and CN between the aerials
are αi and α2, α1 < α2. It can be deduced that M is the equivalent point of
the user. Given the longitude and latitude, M can be color marked indicating
the intensity of the signal. If there are more than one MR equating to the same
point, an average can be drawn.

Ec

Iototal

= Avg(
Ec

Io
) (2)

2.4 Filling the Blank Area on the Road Map by Spreading
the Point

As the reporting cycle of MR is fixed, there appear to be blank areas on the
highway. Further spreading of the data is required to ensure the completion of
monitoring data of the whole highway.

Vi+1 =
(V − Vi) × (r − 1

2 )
r

+ Vi (3)
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Fig. 6. The cartography of the road network quality (Color figure online)

In the formula above, V is the numerical value of the spread point, Vi is the
i-th point to the spread point, and r is the number of spread points of the target.

In Fig. 6, A and B are acquired by the method illustrated above. A repre-
sents low signal intensity marked by the color red and B represents high signal
intensity marked by the color green. There is a blank belt between A and B.
To fill the gap, based on formula 3, we take r = 5, A and B as datum points,
calculating the signal intensity of the five points a, b, c, d and e between A and
B and then marking on the map to render a fluent flow between A and B.

In addition, if there appears to be an inconsistency or breakdown of the base
stations covering a large area, as the result, the MR sent from users mobile
phones will not be received. As a consequence, there will be a large blank area
on the map. Therefore, based on the large blank area on the monitoring map, it
can be deduced that there is a breakdown or inconsistency of the base station.
This method has realized the monitoring of network breakdown to ensure the
quick locating of the fault locations and the area affected.

3 Application Result and Analysis

Taking the WCDMA system as an example, when this method was adopted to
evaluate the quality of the network along the roads in Shenzhen, the result is
as follows. The result from this method and that of the DT evaluation test are
compared in the following table. The error rate is kept within ±10% to ensure
that the evaluation result is valid (Table 1).
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Table 1. The comparison of the results of the two network quality evaluation methods

Shennan avenue The new
method

Traditional
DT test

Relative error

Total
sampling points

1764 1695 4.1%

Coverage
sampling points
RSCP>−85 dbm

1685 1627 3.6%

Coverage rate 95.52% 96.04% 0.5%

Bad quality
sampling points
Ec/Io<−12 dB

45 40 -

Bad quality rate 2.55% 2.37% 7.6%

Consistent bad
quality sampling points

4 4 0.0%

The quality during
ping-pong handover

−9.6 −10.1 5.0%

Frequency of serving
cell alteration

814 806 1.0%

Frequency of
ping-pong handover

115 110 4.5%

4 Conclusion

This article presents a method to evaluate the quality of road communication
network based on vehicle borne IoT by extracting and analyzing the MR data
from the bus connected to the vehicle borne IoT to realize the accurate locating of

Fig. 7. Marked road map
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the bus and to conduct quality supervision and control over the wireless network
along the key roads, efficiently and accurately locating and detecting Internet
errors. This method can also be applied to LTE and other network systems. The
advantages of this method are as follows: (1) Accurate locating of the quality of
the road networks; (2) More accurate and effective evaluation data; (3) Lower
cost of road test; (4) MR data can be obtained with available facilities without
large-scale investment (Fig. 7).

In conclusion, the new method proposed in this article can realize the real-
time and whole-network backstage monitoring of the Mobile Telecommunication
Network along the highways in aim to ensure the real-time feedback and location.
It can be applied universally and has huge promotional value.

Acknowledgments. This work was support by the Open Fund of Key Laboratory of
Urban Land Resources Monitoring and Simulation, Ministry of Land and Resources
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Abstract. Autonomous mobile robots become increasingly more popu-
lar in many fields to execute tasks instead of human beings. When multi-
ple autonomous mobile robots coexist in an area and move autonomously,
how to avoid collision among them is a critical issue. In this paper, a dis-
tributed negotiation-based collision avoidance scheme is proposed. With
this scheme, mobile robots negotiate with each other when they are about
to collide. Based on the negotiation, the robots make the most appropri-
ate decision to avoid collision, and move forward to their own destinations
with the least cost. The effectiveness and the efficiency of the proposed
scheme are proved by extensive simulations.

Keywords: Autonomous mobile robot · Collision avoidance
Negotiation

1 Introduction

Autonomous mobile robots, which are currently undergoing a period of rapid
development, have been employed in many fields to undertake tasks instead
of humans. For instance, in a warehouse of Amazon, hundreds of autonomous
mobile robots are busy in carrying goods. Once online orders are generated, these
robots fetch the goods listed in the order from a mass of shelves. Moreover,
a increasing number of factories, hypermarkets, logistics companies begin to
use mobile robots to fulfil tasks such as sorting, transporting, placing objects,
and so on. With the help of autonomous mobile robots, workloads for human
employees have been alleviated greatly, and working efficiency has been improved
dramatically.

When multiple robots coexist in an area and move autonomously, how to
avoid collision among them is a critical problem. If the problem is solved in
a centralized way, a central controller is needed in the system. The controller
collects current positions and moving states of all mobile robots, and computes
moving paths for every robot. However, single-point failure is an inherent prob-
lem of the centralized scheme. Moreover, the centralized scheme is not flexible
enough, because its scalability is limited by the number of mobile robots. When
the number of robots is large, the computation becomes time-consuming, which
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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is not suitable for real-time control for robots. Hence, a distributed mechanism
is preferred in practical scenarios.

In this paper, a negotiation-based collision avoidance algorithm for
autonomous mobile robots is proposed. The algorithm operates in a distributed
manner. Each mobile robot senses its surrounding environment, and negotiates
with related robots when a collision is about to happen. They exchange their
urgency degrees or the optional moving directions. Based on the negotiation,
a robot decides whether to give way to the other robot. The concessive robot
also selects a new moving direction. In order to measure the moving efficiency
of robots, a metric called actual time to theoretical time ratio (ATR) is utilized.
Extensive simulations are conducted to verify the effectiveness and the efficiency
of our proposed algorithm.

Many previous work focus on path planning [1–3] or group communication
protocols [4,5] for mobile robots. To the best of our knowledge, we are the first
to put forward a distributed negotiation-based collision avoidance algorithm for
autonomous mobile robots. Our contributions are summarized as follows:

(1) A new metric, which is actual time to theoretical time ratio (ATR), is defined
to measure the moving efficiency of mobile robots.

(2) A concessive robot decision algorithm is put forth. The algorithm is based
on the urgency degrees or the number of optional moving directions.

(3) A moving direction selection strategy for concessive robot is proposed. The
new moving direction is selected based on the shortest distance.

(4) A simulator is developed to evaluate the performance of the collision avoid-
ance scheme. Both effectiveness and efficiency of the scheme are verified.

The remainder of the paper is organized as follows. Related work is summa-
rized in Sect. 2. The system model and the problem is described in Sect. 3. The
negotiation-based collision avoidance algorithm for autonomous mobile robots
is elaborated in Sect. 4. The results of extensive simulations are shown and ana-
lyzed in Sect. 5. Finally, the paper is concluded in Sect. 6.

2 Related Work

Path planning and navigation has been a research hotspot in the field of mobile
robots for many years. Surveys are given in [1,6]. A number of previous works
focus on planning a path for a mobile robot to avoid static obstacles [2,7] or
moving obstacles [3]. In [8], a method of collision avoidance based on rules and
communication proposes, which combines the local environmental model with
the dynamic scene. But it just be appropriate for two robots, and can not deal
with the situation that two robots have the same priority. With the development
of artificial intelligence, some researchers begin to solve the problem based on
computer vision [9]. A real implementation is reported in [10].

Since method in [2] is centralized, distributed solutions are proposed in [3,7,
11]. In [3,11], collisions of mobile robots are avoided by adjusting the speeds of
the robots. These methods are not fit for the scenario that the speed cannot be
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adjusted arbitrarily. In [7], a virtual repulsion-like force is introduced. The force
between two mobile robots is determined by the distance between them. Hence,
a mobile robot decides its moving direction according to the distance between it
and other robots. However, this solution cannot minimize the moving time cost
of the robots.

In [4], an efficient group communication protocol for mobile robots is
designed. Furthermore, the authors of [4] present a mobility-aware ad hoc routing
protocols for mobile robot teams in [5].

In this paper, we design a distributed negotiation-based collision avoidance
mechanism. When two mobile robots are about to collide, one of them gives
way to the other one based on the negotiation, and the moving time cost is
minimized. This scheme has not been put forward in previous work. In this paper,
mobile robots negotiate with each other using short distance communication
technologies, such as WiFi, Bluetooth, ZigBee, etc. Once a wireless link is set
up between a pair of mobile robots, they can transmit information mutually.
Routing protocols are not necessary in our scenario.

3 System Model and Problem Description

3.1 System Model

The scenario considered in this paper is that a group of autonomous mobile
robots are distributed randomly in a two-dimension (2D) rectangular area, as
demonstrated in Fig. 1(a). The number of the robots is m, and the robot group
can be represented by an m-dimension vector <R1, R2, · · · , Rm>. The area is
divided into X × Y grids of the same size. Each grid can only accommodate
one robot. Thus, the position of a robot can be indicated by the coordinates of
the grid in which the robot locates. Specifically, the location of the i-th robot is
L(Ri) = (xi, yi), where 1 ≤ i ≤ m, 1 ≤ xi ≤ X, 1 ≤ yi ≤ Y , and i, xi, yi ∈ N.
Suppose each robot knows its position at any time via a certain positioning
technology.

(a) A sample sce-
nario of multiple
autonomous mobile
robots in an area

(b) A robot at most
has four possible
moving directions

Fig. 1. System model
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The goal of each robot is to move from its initial location to a predeter-
mined destination. The initial location of robot Ri is denoted as L(Ri)start =
(x(s)

i , y
(s)
i ), and its destination is L(Ri)des = (x(d)

i , y
(d)
i ). It is assumed that each

robot can only move towards four directions, i.e., forward, back, left, and right,
as shown in Fig. 1(b). Therefore, the distance between two locations for robots
is measured as the Manhattan distance. The distance between the starting point
of Ri and its destination is D(L(Ri)start, L(Ri)des), which is computed as:

D(L(Ri)start, L(Ri)des) = |x(d)
i − x

(s)
i | + |y(d)i − y

(s)
i | (1)

The moving speed of Ri is represented by S(Ri). In this paper, all mobile
robots are supposed to move at the same speed. The time that a robot can move
from one grid into a neighboring grid is viewed as a time slot. In other words, the
distance that a robot can move in a time slot is 1. Thus, the theoretical moving
time of Ri from beginning to arrival is denoted as T (Ri), which is computed by:

T (Ri) =
D(L(Ri)start, L(Ri)des)

S(Ri)
(2)

As demonstrated in Fig. 2, there are two cases that lead to potential colli-
sions between two mobile robots. In Case 1, two robots will move to the same
grid in the next time slot. In Case 2, the current position of a robot is the
expected position of the other robot, and vice versa. In order to avoid collision,
each robot needs to have the ability of sensing and communication. The sens-
ing ability can be achieved by equipping robots with sonar ranging sensors, and
the communication ability can be attained through short-range wireless com-
munication technologies, such as WiFi, ZigBee, Bluetooth, etc. Once a robot
perceives a potential collision, it avoids the collision through negotiating with
the other robot. According to Case 1, the minimal sensing range and the minimal
communication range of a robot are both set to 2.

Fig. 2. Two cases of potential collision between two mobile robots

Since a robot may make a detour or stay to avoid collision during the move,
its actual moving time, expressed by A(Ri), is no less than the theoretical moving
time between the starting point and the destination:

A(Ri) ≥ T (Ri) (3)
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3.2 Problem Description

Given starting positions and predetermined destinations of all mobile robots,
the total moving time of all robots, recorded as T, is:

T =
m∑

i=1

T (Ri) (4)

The total time of all robots actually move, denoted as A, is calculated by:

A =
m∑

i=1

A(Ri) (5)

According to inequality (3), the following relationship holds:

A ≥ T (6)

In order to improve moving efficiency of all robots, A should be minimized.
Since the starting positions and the destinations of all robots are randomly
chosen, the absolute value of A cannot reflect real moving efficiency. For the sake
of fair comparison, actual time to theoretical time ratio (ATR) is put forward
as a new metric:

ATR =
A

T
(7)

Consequently, the objective of the problem is formalized to minimize ATR
as follows:

minimize
A

T
(8)

s.t. Eqs. (1), (2), (4) and (5).

4 Negotiation-Based Collision Avoidance Scheme

When two robots come into a situation that they will collide in the next time slot
as shown in Fig. 2, one of them should change its planned moving direction to
avoid the potential collision. Since no centralized controller exists in the system
and decisions are made in a distributed manner, three questions are raised. The
first question is that which robot should make a concession and alter its planned
moving direction. The second question is that, when a robot has to change its
moving direction, how to select a new direction for the robot. The last one
question, when the number of robots is more than two, how to deal with the
collision among them. In this section, all these issues are settled.

4.1 Decision on Concessive Robot

Due to lack of centralized controller, two robots with potential collision should
coordinate their moving directions by themselves. Hence, a negotiation-based
scheme is designed. With this scheme, two robots establish a wireless link
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between them, and exchange necessary information. Based on the exchanged
information, both robots make a consistent decision that which one keeps its
planned route unchanged, while the other one changes its moving direction. In
terms of whether robots have different urgency degrees, how to reach an agree-
ment between two robots is discussed in the following two cases.

Case 1: Robots have different urgency degrees. In a practical scenario,
robots that fulfil various tasks may have different urgency degrees. Under this
circumstances, two robots exchange their urgency degrees, and the robot with
lower urgency degree should make a concession. In this way, the robot with
higher urgency degree keeps its route unchanged without making a detour, thus
it can arrive its destination as soon as possible. Since the robot with lower
urgency degree has to yield, it inevitably leads to longer moving time than its
expectation. In order to minimize the metric of ATR, how to select the next step
is discussed in Sect. 4.2. If two robots are with the same urgency degree, which
one to make a concession is determined as explained in Case 2.

Case 2: Robots have the identical urgency degree. If all robots have
the identical urgency degree, a new criterion is needed. The number of optional
moving directions is utilized as the new criterion. A robot at most has four
optional moving directions. If one or more possible moving directions are blocked
by other robots or obstacles, or the robot just locates at the boundary of the
region, the number of optional moving direction decreases. As depicted in Fig. 3,
the robot R1 has two optional moving directions (marked by stars), while R2

has three (marked by circles). After exchanging the number of optional moving
directions, the robot with more options changes its planned route, because it has
more choices.

Fig. 3. Examples of the number of
optional moving directions

Fig. 4. An examples of decision on con-
cessive robot when robots have the
identical urgency degree

An example is demonstrated in Fig. 4. Robots R1 and R2 both plans to
move into the same grid (marked by C) in the next time slot, and there is
a potential collision. Thus, they need to negotiate, and their optional moving
direction numbers are exchanged. Robot R1 has three options (i.e., A, B, and
C), while R2 has two (C and D). As a result, R1 has to make a concession, and
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changes its planned moving direction. To give way to R2, R1 can move into A
or B in the next time slot.

If two robots have the same number of next-step options, a winner between
them is selected randomly based on a certain distributed algorithm. For instance,
each robot generates a random number to compare. It can be appointed that
the robot with larger (or smaller) number makes a concession.

4.2 Decision on Moving Direction

Once a robot is determined to alter its moving direction based on the negotiation,
it should decide where to move in the next time slot. In order to reduce the
cost incurred by the detour, the robot selects the position that has the shortest
distance to its destination among all the options. Take Fig. 4 for example again.
Suppose E is the destination of R1. R1 selects B as its next position, because
the distance between B and E is shorter than the distance between A and E.

If all its optional moving directions are blocked, the robot stays at the current
position in the next time slot, and its actual moving time still increases by 1.

4.3 More Discussions

In the case that more than two robots are about to collide, the solution is similar.
Each robot broadcasts its urgency or the number of optional moving directions
to other relevant robots. If they have different urgency degrees, the robot with
higher urgency has higher priority to select moving direction. If relevant robots
have the same urgency degree, the robot with less optional moving directions
has higher priority to move.

In some particular cases, the priority of two mobile robots are alternated
after a negotiation, and they may move between one location and next location.
In order to break such deadlock, each robot should record the locations that it
has passed. If it finds itself enters a loop, another strategy should be used for
breaking out. Due to page limitation, the detailed solution will be described in
the extended version of this paper.

5 Performance Evaluation

5.1 Simulation Setup

In order to evaluate effectiveness and performance of the proposed scheme, a
simulator is developed using Java programming language. In the simulator, mul-
tiple mobile robots are distributed in a 2D region. The starting positions and
destinations of all robots are generated randomly following a uniform distribu-
tion. Once a simulation starts, each robot moves a distance of 1 in a time slot.
The robots move along one dimension (e.g., along X axis) first, then move along
the other dimension.

Our proposed concessive robot selection is based on negotiation. For compar-
ison, a random selection strategy is also used in simulations. The recommended
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new moving direction of the concessive robot is selected based on shortest route.
A random selection strategy is also employed for comparison. The four schemes
implemented in the simulations are listed in Table 1. Our proposed scheme is
abbreviated as NS, the other three are NR, RS, and RR, respectively.

Table 1. Four schemes are implemented in the simulations

Scheme abbreviation Concessive robot selection Moving direction selection

NS Negotiation Shortest

NR Negotiation Random

RS Random Shortest

RR Random Random

Simulations are conducted to evaluate performance under following two cases,
respectively.

Case 1: Robots have different urgency degrees. In this case, three different
urgency degrees are set, i.e., low, medium, and high. Each robot is randomly
assigned a urgency degree from the three levels. The size of the area is 100 × 100,
and the number of robots is set to 100.

Case 2: Robots have the identical urgency degree. In this case, all robots
have equal urgency degree. The size of the area is 100 × 100. The number of
robots is set to 200. Fixed obstacles are distributed in the area following a
uniform distribution. The proportion of fixed obstacles varies from 0.01 to 0.03.
In another settings, the proportion of fixed obstacles is 0.01, and the number of
mobile robots varies from 100 to 300.

A simulation under one setting repeats ten times, and the average results are
shown in the following.

5.2 Simulation Results

Case 1: Robots have different urgency degrees. When the number of
robots is 100, ATR of robots with different urgency levels are displayed in Fig. 5.
With the NS scheme, robots with high urgency degree have the lowest ATR,
which means high-urgency robots arrive at their destinations consuming less
time. Due to concession made by low-urgency robots, they need to spend more
time to move. The results are in accordance with expectation. With other three
schemes, it cannot ensure that the robots with high urgency consume the least
time.
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1.100
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NR
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Fig. 5. Performance with different urgency degrees when m = 100

Case 2: Robots have the identical urgency degree. As indicated in Fig. 6,
performances of the four schemes with varied fixed obstacle are compared. The
NS scheme has the lowest ATR, which outperforms other three schemes. The
ATR of RS is a little higher than NS, which implies that it is significant to
choose a new moving direction for the concessive robot based on the shortest
distance. The ATR values of both NS and RS increase slowly with the increase
of fixed obstacle proportion, while the ATRs of NR and RR have higher growth
rate. As expected, the scheme of RR has the highest ATR.

When the proportion of fixed obstacles is 0.01, and the number of mobile
robots varies from 100 to 300, the performances of the four schemes are shown
in Fig. 7. With the increase of robot number, ATRs of all schemes grow. However,
the NS scheme always has the lowest ATR, and RR has the highest ATR. It can
be concluded that the negotiation-based concessive robot selection and the short-
est distance-based moving direction selection strategies are effective and efficient.
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Fig. 6. Performance with varied fixed
obstacle proportions

1.00

1.02

1.04

1.06

1.08

1.10

1.12

1.14

100 150 200 250 300

AT
R

Robot Number

NS
NR
RS
RR

Fig. 7. Performance with varied mobile
robot densities

6 Conclusion

In order to avoid collision when multiple autonomous mobile robots coexist in
an area, a negotiation-based scheme was put forward in this paper. With the
scheme, a robot that should make a concession was selected, and the direction it
should move forward was also decided. Extensive simulations proved the effec-
tiveness of the scheme. Implementation of this scheme on a real test is subject
to future research.
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Abstract. In future Internet of things (IoT) network, some of the prime
objectives or demands that need to be addressed are massive data, increased
devices, decreased delay and reduced energy cost. To meet these demands,
drastic improvements need to be made. This paper integrates 5G network with
IoT scenario and presents a massive IoT device access scheme. In our small
cell-IoT network, IoT devices share the resource block (RB) with small cell
devices in an overlay way. Under this context, we formulate the access problem
with the objectives of minimizing network overall energy cost and maximizing
the number of accessed IoT devices. By utilizing data mining tool, the massive
data generated by the small cell network and IoT devices is highly utilized and
IoT devices can access to the available RBs with higher intelligence. In addition,
under the support of K-means algorithm, IoT devices are classified into different
clusters. We further propose a cluster access method, with which, each cluster is
allocated appropriate RB. All the devices within the same cluster share the same
RB in a sequence while considering RB’s vacant time. Simulation results show
that our solution leads to a satisfactory outcome.

Keywords: Intelligent access scheme � 5G small cell � IoT � K-means

1 Introduction

In last decades, Internet of Things (IoT) attracted a lot of attention and a large variety of
connectivity technologies gradually emerged. Traditional technologies such as WiFi
are only able to support short range IoT devices while modern tools including LoRa are
designed for wide area coverage. Since IoT has potential facilitation to economy
growth, future smart personal life and industry, it will continue to evolve. As predicted,
by 2020, the number of IoT devices will be over 50 billion [1] and the total data
generated by IoT devices will exceed 4.4 zettabytes [2]. Under this context, how to
bear the enormous amounts of devices and data is a big challenge.

The previous works mainly try to combine IoT with 5G related key technologies or
try to find better ways to allocate resources to improve the network performance. In [3]
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Software Defined Network technologies are jointly introduced to IoT architectures. The
authors in [4] focus on the realization of innovative architectures for the Cloud-IoT,
From this vision, IoT system can be enhanced by the Cloud environment feature. And
in [5], Mobile Edge Computing is considered as a promising technology for its
advantage of offering cloud-computing capabilities and an information technology
service environment at the edge of the mobile network, close to mobile subscribers.
Different from the papers above, author of paper [6] introduce the current status of
industrial IoT development and the technical architecture and key elements of IoT to
perform device management. And work of [7] considers resource allocation in
heterogeneous networks, while the authors in [8] concern on design solution to uplink
spectrum sharing with Narrow Band Internet of Things (NB-IoT) technology. The
authors in [9] propose and evaluate an intelligent container-based resource management
platform for the IoT, where the utilization of these IoT resources is increased while the
generated network traffic is analyzed. In [10], smart resource management is proposed
in IoT by leveraging Radio-Frequency Identification, Near Field Communication,
Wireless Sensor Network, and universal mobile accessibility advanced technologies, a
use case is described to prove the efficiency of the scheme. Authors in [11] combine
information-centric approach with IoT resources, and also use virtualization technology
to aggregate resources. Under this context, resource provisioning and management for
users across IoT can be designed and implemented automatically.

In this paper, we focus on the small cell-IoT scenario and formulate the massive
IoT devices access problem with the objectives to minimize network overall energy
cost and maximize the number of accessed IoT devices. We come up with a novel
approach that endow cellular network the ability of bearing massive IoT devices’
access. By using K-means algorithm in our scheme, we provide a way to classify IoT
devices with better similarity to one cluster. And a novel access sequence method is
designed for each IoT device cluster, considering each RB’s vacant time length.

The remainder of this paper is organized as follows. In Sect. 2, we introduce the
system model. The design of the intelligent access algorithm for Internet of Things
supported by 5G wireless network is represent in Sect. 3. In Sect. 4, we evaluate the
performance of the proposed algorithm. Finally a conclusion is given in Sect. 5.

2 System Model

Here, the network scenario of future 5G small cell-IoT is described. Based on which,
the network model and communication model are introduced. Finally, we formulate the
IoT device access problem that studied in this paper.

2.1 Network Model

In this paper, we study the 5G small cell-IoT network involved by a group of small cell
base stations (SBSs) denoted by H ¼ f1; 2; . . .;Kg and a set of IoT devices
U ¼ f1; 2; . . .;Ug, as illustrated in Fig. 1. IoT devices access to SBSs to acquire
wireless service. Let the au;k be the access indicator between SBS k and IoT device u. If
device u can be allowed to access to SBS k, then au;k ¼ 1, otherwise au;k ¼ 0.
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We assume IoT and SBS devices share resource blocks (RBs) in an overlay mode,
so that IoT devices can only use the RBs when they are not occupied by SBS devices.
Denote RBs by set H ¼ fð1; 1Þ; ð1; 2Þ; . . .; ði; jÞ; . . .; ðI; JÞg, where i 2 f1; 2; . . .; Ig is
corresponding to time slot of RBs and j 2 f1; 2; . . .; Jg is equalized to frequency band
of RB. Each RB has a status fhi;j; ti; r2j g, where hi;j is the channel state information, ti
is the vacant time and r2j denotes the interference on the RB. For each IoT device, since
delay is the key element when completing a data transmission task, we assume they
have a access requirement state flu; Tu; pug, where lu, Tu and pu mean the size of data
in one data transmission task, the total delay that one device can tolerate and the
transmission power of device u.

In addition, in our network model only one macro base station exists, which can
collect the overall network state information, and the IoT devices and SBSs transmit
their local states periodically to the macro base station. Furthermore, macro base station
is responsible to implement the proposed scheme and compute the access relationship
between IoT devices and SBSs.

2.2 Communication Model

In this paper, we intend to consider uplink transmission access for IoT devices, then the
communication model can be denoted as the following:

cu ¼ au;kBu;k logð1þ hu;ki;j pu;kðr2j;kÞ�1Þ ð1Þ

where Bu;k denotes the bandwith of the RB that is allocated to device u by SBS k, pu;k is
the transmission power for device u.
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Fig. 1. Future 5G internet of things network
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2.3 Energy Consumption Model

Since energy consumption is attracting researchers’ attention in IoT study, we consider
this parameter in our scheme. The energy consumed in our model includes two parts as
shown in the following.

Eu;k ¼ Et
u;k þEw

u;k ¼ pu;ktu;k þ ku;kwu;k ð2Þ

where Et
u;k is the transmission energy consumed when device u transmit data to SBS k.

Ew
u;k is the waiting energy which is utilized for RB monitor or singling information

exchange before device u can access to SBS k. ku;k is the power to evaluate the waiting
power and wu;k means the waiting time. While tu;k denotes the transmission delay for
device u and it is calculated with this function:

tu;k ¼ lu;k
Bu;k logð1þ pu;kðr2k;jÞ�1Þ ð3Þ

2.4 Problem Formulation

In our study, one of the objectives is to maximize the number of IoT devices that can be
allowed to access to the SBS, which is shown by the following function,

max N ¼
XK

k¼1

XU

u¼1

au;k ð4Þ

Energy is another important parameter that should be considered in the IoT devices
selection. In our consideration, we intend to minimize the network overall energy cost,

min C ¼
XK

k¼1

XU

u¼1

Cu;k ð5Þ

where Cu;k means the energy consumed by transmitting per unit data and calculated
with the following function:

Cu;k ¼ au;kE
t
u;k=lu;k

¼ au;kpu;ktu;k=lu;k
¼ au;kpu;k=cu;k

ð6Þ

Since the vacant time scale for SBS’s RB resource is limited, the total transmission
time for all devices accessed to SBS k should be no larger than a threshold. So that we
have the following constraint:
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XJ

j¼1

au;kdu;k � TDk 8k 2 k ð7Þ

where TDk denotes the available access time scale of SBS k. Under this limitation, only
parts of the devices can be finally chosen to complete their data transmission.

To each IoT devices, delay is an important factor for data transmission, then the
inequation below should be followed,

tu;k � Tu ð8Þ

The foregoing analysis can be regarded as an integer-programming problem.

3 Algorithm Design

In this section, we intend to propose an algorithm for the problem mentioned above.

3.1 Problem Analysis

In the future 5G small cell-IoT scenario, large amount of devices and data exist, while
the resources are limited. Moreover, each IoT devices has its own QoS requirements, so
that the device fairness also needs to be taken into account.

In order to solve the proposed problem in a higher efficiency, we intend to utilize
data mining tools. Since large amounts of network data such as the information of the
RBs and devices can be generated, utilizing data mining can help digging these data
and design intelligent solutions for our access problem. In addition, by collecting and
analyzing network data, architectural and functional flexibilities can be achieved.

Considering the network scenario, we propose the scheme for IoT devices’ access,
which is called intelligent and massive access for 5G IoT devices (IMAID). This
scheme consists of three steps. Firstly, the access requirement information of all IoT
devices is collected by SBSs. One cluster algorithm, K-means, is applied to study these
data and construct IoT device clusters. Secondly, by analyzing RBs’ state information
and the clusters’ characteristics, SBSs and IoT device clusters are matched in an
appropriate way, where the network energy cost is considered. Finally, for data
transmission, IoT devices are arranged in a better sequence while considering the
vacant time of RBs. In the following, the three steps are described in detail.

3.2 IoT Cluster Construction

K-means [12] as a well-known and popular clustering approach is also an efficient
iterative clustering method. It is intended for scenarios wherein all variables are of the
quantitative type. This algorithm can effectively partitions the N-dimensional data into
K sets. The detail of K-means clustering algorithm is shown in Algorithm 1.
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In Algorithm 3, according to the result of power divided by the length of the packet,
we sort the IoT devices and partition the sorted IoT devices into K equal sets and
choose the ones with middle value in each sets as the initial centroids. At last, we can
get the final grouping result with Algorithm 1.

3.3 IoT Device Cluster Access

After classifying IoT devices into different clusters, the next work is to design the
cluster access scheme. Within our access algorithm, RB state information is regarded as
the important element to match different device clusters with SBSs. And the detail of
IoT device cluster access algorithm is shown in Algorithm 2.

Firstly, network information is collected by the macro base station. Then the
energy-data ratio set fcs;k; k 2 kg for each cluster s is figured out according to function
(6). Within each set, select the SBS offering minimum energy-data ratio as the serving
SBS for cluster s. This rule intends to decrease the network energy consumption. Steps
2–3 is repeated until all clusters find the appropriate SBS to access, then the access
matrix A can be output finally.
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3.4 Data Transmission Sequence Determination

Since the available RB is limited, IoT devices have to share the same RB for data
transmission. Under this circumstance, IoT devices should be ordered and send data in
a sequence. For this purpose, we propose a transmission delay minimization method to
determine the transmission sequence for IoT device clusters, where the SBS could
serve as many devices as they can. However, when delay-tolerant parameter is not
appropriate for IoT device, these devices will be abandoned directly.

The steps of transmission delay minimization method can be obtained clearly from
the Algorithm 3, with which we can get the final transmitting queue, shown below.

4 Simulation Result

In this section, the performance of the algorithm is simulated and verified by
MATLAB, and a specific simulation scenario is designed to acquire more appropriate
evaluation results in this paper. In this scenario, the number of base stations is fixed to
5, and the number of devices is set from 1 to 500. The power and delay tolerant value
of devices both follow normal distribution. And the specific parameters in the simu-
lation are summarized and shown in Table 1.
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Since our algorithm is divided into clustering and intra-cluster sorting parts, so that
each of the resource allocation scheme also includes device clustering and intra-cluster
sorting parts. Here we use two comparison schemes. One scheme employs the
energy-centered and QoS-aware services selection algorithm (EQSA) as the clustering
method and roll polling algorithm as the intra-group sorting algorithm. The other
scheme uses a random clustering method and the roll polling algorithm as the
intra-clustering algorithm. In the following illustration of the simulation diagram, we
use IMAID, EQSA + roll, and random + roll to represent the three schemes respec-
tively. And the performance of IMAID is evaluated through the following aspects.

A. Device Survivability
Device survivability is one of the most important metrics that can be used to measure
the performance of a scheme. Considering the number of base stations is constant and
the number of devices is flexible in our scenario, we choose the survival rate but not the
number of the survival devices as the simulated performance.

The survival rate with varying number of devices is shown in Fig. 2(a). Comparing
the three curves, we can learn that IMAID scheme could provide higher device sur-
vivability in the same situations compared with the other two schemes. It is also shown
in Fig. 2(a) that with the number of devices increasing, the survival rate gradually
decreases in a slow speed. That is because that the number of base stations is constant,

Table 1. Simulation parameters

Parameters Value

Power-average 30 mW
Power-variance 15
Delay-tolerant-average 20 ms
Delay-tolerant-variance 20
Packet-size 10–30 Byte
Idle-time of base station 30–50 ms
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Fig. 2. Survival rate of the devices versus the number of devices
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which means all available resources have an upper bound. The more devices there are,
the more significant the competition is, and the lower the survival rate is. It is notable
that the performance curves are not stable, but with a fluctuation in Fig. 2(a). This is
due to the idle time and channel quality parameter of each base station are both
generated by independent random distribution, which is used to reflect the time-varying
nature of these parameters. Figure 2(a) clearly shows that our resource allocation
scheme has an advantage in guaranteeing device survivability.

To avoid the impact of curves severe fluctuation on performance analysis, we have
processed the simulation result minutely by time-averaging before generating the
simulation curves, under the premise that without affecting the analysis accuracy. The
processed result is shown in Fig. 2(b) and from these modified curves, we can get all
the conclusions that has been got from Fig. 2(a), proving this processed solution
maintain the accuracy of the simulation result successfully. And we have carried out a
similar treatment to the figures with excessive fluctuation in the after analysis.

B. Total Length of the Transmitted Packets
Total length of transmitted packets is the sum of the packets that are transmitted
successfully, which can be used to measure the total throughput in the period of time.
Total length of transmitted packets versus the number of devices is shown in Fig. 3.

Figure 3 shows all the three curves increase linearly with the number of devices at
first, but when the number of devices increases to about 200, the growth rate becomes
slow, and when it comes to about 400, the total length of the transmitted packets
becomes stable relatively. The reason is that when the number of devices is small, the
resources are enough to serve all so that the total length of transmitted packets will
increases linearly with the increase of the number of devices. However, when there are
too more devices in a cell, the resources gradually becomes limited and the growth rate
of the total length of transmitted packets becomes slow and until becomes stable.

Comparing these three curves, it is obvious that there is a high degree of similarity
between the red curve and the blue curve. And the black curve is higher than the other
two when the number of devices is the same, which means that our proposed IMAID
scheme can provide a higher throughput.
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C. Wasted Energy
The wasted energy simulated is the sum of the wasted energy of all devices. In this
paper, wasted energy of each device is defined as the product of its power and waiting
time and a scale factor which is set to 0.05. The wasted energy will be reduced to a
reasonable minimum value by employing appropriate scheme. Wasted energy of the
devices versus the number of devices is shown in Fig. 4.

The simulation result shows obviously that the wasted energy is positively related to
the number of devices whichever scheme being executed in a cell. The growth rate of
the red curve and the blue curve is almost the same, and the energy consumption of
them is similar. However, using IMAID scheme can reduce the energy consumption to
about half of the other two, and this can greatly extend the battery life.

5 Conclusion

To meet these demands of massive data and device support, delay decrement and
energy cost reduction for future Internet of things network, we propose an intelligent
access scheme named IMAID. Within this scheme, 5G wireless network integrated
with IoT scenario is investigated, where IoT devices share the resource block (RB) with
small cell devices in an overlay way. We also formulate the access problem with the
objectives of minimizing network overall energy cost and maximizing the number of
accessed IoT devices. At last, various simulation results are done to show the advantage
of our solution.
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Abstract. Group paging (GP) is an effective way to solve the seri-
ous congestion problem. Congestion problem usually is caused by lots
of machine-type communication (MTC) devices communicating at the
same time. A certain number of MTC devices in each time slot is been
activated, and the number of MTC devices can achieve the maximum
of resource utilization. First of all, the total number of MTC devices
in each time slot should be calculated according to the different new
arrivals in each time slot. By making the resources utilization maximum,
the optimal number of total MTC devices can be obtained, from which
the optimal number of arriving MTC devices in each time slot will be
get. To estimate the total number of MTC devices for traffic scatter-
ing GP, a Fast Group Paging Algorithm (FGPA) is proposed, which
aims to improve the performance of GP under the condition of massive
MTC devices. FGPA is an iterative algorithm that converges fast and has
low arithmetic complexity. The corresponding simulation results demon-
strate that the proposed FGPA requires less number of iterations under
the condition of the same estimation results of total number of MTC
devices compared with the existing iterative algorithm.

Keywords: Machine-type communication · Group paging
Low-complexity iteration method · Severe congestion

1 Introduction

Machine-type communication has significant influence on the next generation
networks, which involves lots of MTC devices to support different type of ser-
vices. The future MTC cellular networks have main features, for example, low-
power, low-cost, and high coverage. In order to meet these characteristics, the
system design has some new challenges [1]. As the number of MTC devices
has increased dramatically and MTC simultaneously access [2] the network,
which may cause serious collisions and intolerable delays, and thus affect the
performance of the network. In order to solve this problem, many methods of
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congestion control [3] have been studied. Specifically, the main reason for the
emergence of congestion is, because many MTC devices contend for the same
RA resource simultaneously [4].

Paging [4], a push based method, sending a paging message over the network
to the MTC device which is considered by aiming at its individual ID. However,
if the paging mechanism is applied to a scenario that has large-scale MTC device,
which may cause a significant reduction in paging efficiency. In order to solve
this problem, the concept of group paging (GP) is presented. In group paging
(GP), MTC devices grouped into groups in terms of different metrics, and each
group identified by a unique, ID (GID) [5]. So that all MTC devices belonging
to the same group can paging through a paging message, which greatly reduce
the number of paging messages and the paging time.

The GP method in MTC systems was used in [6], where improves the per-
formances by doing paging operations scattered in different time slots. However,
the total number of MTC devices in which is estimated by ordinary iteration
algorithm. And this kind of estimation method requires a large number of iter-
ative operations, which seriously affecting the performance of the algorithm, so
the algorithm needs to be improved.

Therefore, we propose a Fast GP Algorithm (FGPA) in this paper to estimate
the total number of MTC devices, which greatly improves the performance of
GP. In order to more accurately estimate the total number of MTC equipment
in every slot, FGPA algorithm proposed converges fast and has low arithmetic
complexity. And then the number of MTC devices successfully accessed in each
time slot can be calculated based on the total number of MTC devices in each
slot. Finally, calculate the utilization of resources according to the MTC device
number of successful access to the network.

The remainder in this paper is organized as follows. In Sect. 2, system model
used in our study is introduced and the analysis of our proposition for Fast
GP Algorithm are detailed in Sect. 3. The performance results including the
estimation accuracy and comparison of iterations number between the proposed
FGPA and ordinary iteration algorithm are investigated in Sect. 4. Finally, in
the Sect. 5, summarizing the conclusions for this paper.

2 System Model

In this section, through the analysis of numerous inference and calculation under
different conditions, we introduce an improved scheme that reduces the complex-
ity of the ordinary iterative algorithm. Firstly, we introduce the system model,
and then present the improved algorithm that estimating the total number of
MTC devices.

In our study, we consider a group of M MTC devices which share a common
GID uniformly distributed in a cell, so one paging message can notify the M
MTC devices to communicate with the MTC server. It is assumed that the eNB
reserves R RA resources defined as RA Opportunities (RAOs) for the contention
access [7]. In this paper, we assume that the number of resources is equal to the
number of preambles.
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When the number of new arrivals at each RA slot is same, in each situa-
tion there will be an optimal number of total MTC devices in every slot that
maximizes resource utilization rate. All M MTC devices will start the RACH
procedure [8], and scattering the paging operation of the MTC devices over a GP
interval after receiving the paging message, instead of transmitting their access
attempts at the same RA slot immediately.

The performance of group paging during a group paging interval of Imax RA
slots is studied. The utilization of RAOs which is denoted as U is the ratio of the
average number of successfully accessed RAOs to the total number of reserved
RAOs and U is given by

U =

Imax∑

i=1

NPTmax∑

n=1
Mi,S [n]

ImaxR
(1)

where Mi,S [n] is the number of MTC devices which transmit their nth preamble
at the ith RA slot and successfully complete the RA procedure. From the Eq. (2),
we can come to a conclusion that in order to improve the resource utilization
rate in certain parameters of the situation, we should maximize the value of
Mi,S [n].

Equation (2) can be written as follows [9]:

Mi = M1

NPTmax−1∑

n=1

βme− Mi
R pk (2)

where βm =
NPTmax−m∑

t=1
(−1)m

t∑

k1=1

. . .
t+m−1∑

km=km−1+1

pk1 . . . pkm
[4]. According to the

exponential function ex can be approximated by Eq. (4). And then applying
Eq. (3) to Eq. (2), we can obtain Eq. (4)

ex ≈ 1 + x +
x2

2!
(3)

(
NPTmax−1∑

m=0
m2βm) × M2

i − 2( R2

M1
+ R

NPTmax−1∑

m=0
mβm) × Mi

+2R2
NPTmax−1∑

m=0
βm = 0

(4)

Due to Eq. (4) is a second order equation for Mi, which can be solved by
using ordinary iteration operation. However, the estimation of Mi under ordinary
iteration operation has very high complexity, so we put forward a new iteration
method to improve the performance of estimation of Mi with low complexity.

3 The Fast Group Paging Algorithm

In view of the ordinary iteration method has a higher complexity and has
the large number of iterations. So here we can consider using Newton itera-
tion method instead of the ordinary iteration method, which is an approximate
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method of solving the equation for real number domain and complex domain.
Generally speaking, the iterative method is a recursive process that with the
old values of variables replace by the new value. So the accuracy of the esti-
mated value is very important which will influence the successful number of
MTC devices.

Newton iteration method is to find the equation of the root by taking some
leading terms of Taylor series belong to the function. Newton iterative method
is one of the important methods for equation root, whose biggest advantage
is square convergence in near simple root of equation f(x) = 0, so Newton
iterative method is used to solve the equation, which is called Fast Group Paging
Algorithm (FGPA) in this paper.

First of all, we need to construct a function according to Eq. (2) and make
the value of function is equal to zero

f(Mi) = Mi − M1

NPTmax−1∑

m=0

βme−mMi
R = 0 (5)

To solve this equation we can use the Newton Iteration Estimation Algorithm
which is square convergence, and we can get the derivative of f(Mi)

f ′(Mi) = 1 +
m

R
M1

NPTmax−1∑

m=0

βme− mMi
R (6)

which is the further improvement of the approximated value of Mi.
Then, the initial guess of the total number of MTC devices Mig is assumed

that the value calculated by Eq. (4) which is a quadratic equation of one
unknown.

Mig = [−b ±
√

(b2 − 4ac)]/2a (7)

where

a = (
NPTmax−1∑

m=0

m2βm) (8)

b = −2(
R2

M1
+ R

NPTmax−1∑

m=0

mβm) (9)

c = 2R2

NPTmax−1∑

m=0

βm (10)

In step 2, first a general iteration is used, which will make the guess value
much closer to the real solution of the equation.

Min = M1

NPTmax−1∑

m=0

βme−mMic
R (11)
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In the next step, according to Newton Iteration algorithm and repeating
Newton Iteration operation until |Min − Mic| < δ, which will obtain the estima-
tion value of Mi. where δ is the tolerate error, and δ = 0.001 is supposed in this
paper. We can get

Mic = Min (12)

Mi = Mic− f(Mic)
f ′(Mic)

(13)

Finally, the current number of MTC devices is obtained by Mic. The FGPA is
as follows Algorithm 1.

Algorithm 1. FGPA for the approximated value of Mi

1. Set the first guess value of Mig;

2. Mic = Mig, and calculate the new number of MTC devices Min =

M1

NPTmax−1∑

m=0
βme− mMic

R ;

3. Repeat operation: Mic = Min

Mi = Mic− f(Mic)
f ′(Mic)

Until |Min − Mic| < δ;

4. Update the existing value Mic = Min.

Estimating the value by the FGPA is still accurate, and the algorithm is much
simpler and has less number of iterations. After obtaining the total number of
MTC devices, the optimal value of new arrival MTC number will be got by taking
resource utilization into consideration according to Eq. (2). In other words, the
number of new arrival MTC is the activated MTC number in every slot, and the
optimal value can be obtained by simulation results.

For example, Fig. 1 shows the relationship between MTC number of new
arrivals and the corresponding resource utilization rate when R = 42 and R = 54,
from which we can obtain the optimal number of MTC new arrivals. The new
arrivals number is the value that makes the resource utilization rate maximum,
and we should activate the number of MTC devices in every slot. From the figure
we can get the number of new arrivals should be 15 and 20 when R = 42 and
R = 54, respectively.

4 Simulation Results Analysis

First of all, we will verify the estimation accuracy of proposed algorithm is very
high by simulating the total number of MTC devices and the successful number
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Fig. 1. The relationship between MTC number of new arrivals and the corresponding
resource utilization rate when R = 42 and R = 54.

of MTC devices under certain parameters circumstance. After the true value of
MTC devices number is obtained, we compare the performance of the proposed
algorithm with the ordinary iteration algorithm in the FI-TSFGP. The basic
parameters summarized in Table 1 are used in the simulation.

Table 1. Simulation parameters

Notions Description Values

M Number of devices (each cell) 10–5000
R Total number of preambles (per slot) 42 or 54
NPTmax Maximum preamble transmissions 5
WBO Back-off window Size BI+1
WRAR Size of RAR window 5
TRA REP Interval (consecutive RA slot) 5
pn Preamble detection probability 1 − e−n

NACK Maximum number of ack (an RAR window) WRAR ∗ NRAR

Figures 2 and 3 illustrate the true and the approximate values of the total
number of MTC and the number of successful MTC, respectively. Besides the
proposed FGPA method and the true value, these figures include the results
for ordinary iteration algorithm which is used in the FI-TSFGP for the sake
of comparison. Moreover, different values of M1 were considered. From these
figures, we clearly see that the proposed FGPA gives a good estimation of both
the total number and successful MTC devices number.
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Then, the performance metrics of the iterations number is investigated, which
is defined as how many times of iteration will achieve an accurately estimate
of MTC devices. The performance of the proposed FGPA for group paging is
evaluated by computer simulation. Figure 4 illustrates the number of iterations
with different number of new arrivals. In Fig. 4, the number of new arrivals is
set from 1 to 20. In generally, from the figure which is under the condition
of R = 42 and R = 45, it is found that the proposed FGPA has much lower
number of iterations than the ordinary iteration algorithm. From this figure, we
can learn that though the proposed FGPA has a little more iteration number
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when new arrival number is small, the number of iterations is relatively less when
new arrival number becomes bigger which will improve the performance of the
algorithm. So if we want to achieve the required accuracy, the iteration number
of the proposed FGPA will be much lower than the ordinary iteration algorithm.

The relationship between the number of iterations and the number of pream-
bles R is illustrated in Fig. 5, from which we can find that the proposed FGPA
is better in terms of complexity than the ordinary iteration algorithm in the FI-
TSFGP. From the figure we can learn that the improved performance is not sig-
nificant and could be worse when the number of preambles R is small, but the
proposed FGPA has much fewer iteration times compared with the ordinary itera-
tion algorithm in the FI-TSFGP when the number of preambles R becomes bigger.
This is attributable to improvement obtained by the new iterative operation.
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From the analysis of this paper, we can learn that the proposed FGPA is
simple, fast and has low computational complexity. The main contribution of
this paper is to estimate the total number of MTC devices by using an iterative
algorithm that converges fast and has low arithmetic complexity instead of the
ordinary iterative algorithm. After obtaining the total number of MTC devices
Mi, the optimal value of new arrival MTC number will be got, which is the
activated MTC number in every slot.

5 Conclusions

In this paper we think about reducing the collision probability. Firstly, we need
to obtain the total number of MTC devices Mi in every slot when the MTC
number of new arrivals follows uniform distribution. Then the optimal value
of new arrivals making the resource utilization rate maximum will be got, and
the number of new arrivals is the activated MTC number in every slot, and
the optimal value can be obtained by simulating the relationship between MTC
number of new arrivals and the corresponding resource utilization rate.

In order to obtain the total number of MTC devices Mi, we have proposed
FGPA for large scale MTC systems instead of the ordinary iteration algorithm.
The estimation accuracy of proposed algorithm is the same as ordinary iteration
algorithm. What’s more, the proposed FGPA outperforms ordinary iteration
algorithm for GP mechanism, in terms of the complexity of the algorithm under
the same condition compared with ordinary iteration algorithm. Furthermore,
the algorithm proposed is simple, converging fast and has low computational
complexity, which is the main contribution of this paper. The corresponding sim-
ulation results demonstrate that the proposed iteration algorithm FGPA requires
less number of iterations under the condition of the same estimation results of
total number of MTC devices.
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Abstract. Honeyfarm is a model to deploy honeypots for global net-
work attack monitoring, correlation and forensic analysis. Data control
is a fundamental problem in the honeyfarm to protect the Internet from
being attacked by compromised honeypots in the honeyfarm, while pro-
viding a controlled environment for worm behaviour study. However,
this problem is not well addressed in a limited number of existing imple-
mentations. This paper presents a honeyfarm system and focuses on the
design of a data control mechanism based on Intrusion detection and
Data redirection (DOID). Comprehensive experiments including attack
event tracing, worm behaviour study and forensic analysis display that
DOID is a good tool for attack monitoring and forensic analysis.

Keywords: Honeyfarm · Data control · Forensic analysis

1 Introduction

Honeypot, representing as a vulnerable system, attracts hackers to probe, explore
and attack. A single honeypot or multiple independently deployed honeypots
can only provide a limited local view of network attacks, and global network
attack monitoring, correlation and trend prediction is not available. Also, attack
monitoring and analysis is non-trivial and maintenance of honeypots in various
locations introduces high cost. This motivates the honeyfarm architecture, as
shown in Fig. 1(a). It puts all honeypots into a resource pool located in one
single area. A redirector is installed on each monitored production network,
which redirects attack traffic to the corresponding honeypot in the resource pool.
Therefore, only one security personnel, instead of one personal per location, is
required at the central location to manage all honeypots.

However, there are only a limited number of honeyfarm prototypes in the
literature. As far as we know, two most famous honeyfarm prototypes are Col-
lapsar [1] and Potemkin [2]. Collapsar realises the traditional honeyfarm vision
as well as the reverse honeyfarm vision. In the reverse honeyfarm, honeypots act
as vulnerable clients, e.g. a web browser, exploited by malicious servers, e.g. a
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web server. Potemkin aims to improve honeyfarm scalability by memory sharing
of VM (Virtual Machine) honeypots on a guest operating system. On one hand, a
honeyfarm contains thousands of honeypots so it should not be utilised to launch
attacks against other hosts on the Internet after being compromised. Therefore,
attack traffic should be at least blocked. Or even better, to give hackers a certain
degree of freedom so that attack actions can be contained and monitored within
the honeyfarm. This can lead to a better understanding of hackers’ actions and
worm propagation behaviours. On the other hand, hackers may download toolk-
its from the Internet to conduct subsequent actions or the compromised host
may need to receive commands from a master on the Internet. Therefore, these
behaviours cannot be blocked or contained. Consequently, hackers’ behaviours
in a honeyfarm need to be fine-grained controlled. However, in both realisations,
the containment problem is not well addressed, or not even mentioned. Sim-
ply blocking all outbound connections may not work efficiently [3], because a
hacker may download and install software on a compromised system. Blocking
such non-attack connections may not be appropriate for studying the hacker’s
behaviours. Restricting outbound traffic rate and the number of outgoing con-
nections [3] cannot stop all outgoing attacks and the risk for hackers to attack
other hosts still exists. Therefore, a proper containment mechanism is essential
for the honeyfarm architecture. In this paper, we propose a data control mecha-
nism, in which the intrusion detection system (IDS) and the reverse firewall are
introduced. The IDS is used to recognise attack traffic and redirects the attack
traffic to an emulated target to study hacker’s further behaviours. Non-attack
traffic is not restricted, hence toolkits downloaded by hackers can be captured.
Outgoing traffic will be further checked by the reverse firewall and DDoS attacks
are filtered to avoid the liability issue.

The paper achieves the following contributions.
First, this paper is a real implementation of the honeyfarm concept. One

advantage of our mechanism is that attack traffic is not simply blocked, but redi-
rected to an emulated target in order to capture hacker’s subsequent behaviours.
Another advantage is that non-attack traffic can be recognised and forwarded to
the Internet. Therefore attackers’ non-attack activities, e.g. communicating with
C&C (Command & Control) server and downloading toolkits, can be monitored
as well.

Second, we deployed the honeyfarm on the Internet to monitor a number of
production networks. A large number of attack statistics are recorded, gathered
and analysed. It is proved that our implemented honeyfarm is an effective tool
for attack event tracing [4], worm behaviour study [5] and forensic analysis [6].

The rest of the paper is organised as follows. Section 2 discusses the DOID
data control mechanism. The experimental setup and results with the deployed
DOID architecture is discussed in Sect. 3. The related work is presented in Sect. 4.
The paper concludes in Sect. 5.

2 Data Control Mechanism

In this section, we present the DOID containment architecture and the defined
policies for processing incoming and outcoming packets by the DOID gateway.
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2.1 Containment Architecture

In the traditional honeyfarm architecture as shown in Fig. 1(a), redirectors in
production networks transfer attack traffic to the honeyfarm gateway which
redistributes the traffic to the corresponding honeypot in the resource pool.
Responding packets are forwarded by the gateway to the redirectors and no other
functionality is performed by the gateway in the traditional honeyfarm. When
an attacker breaks a system, he may launch attacks to hosts on the Internet and
initiate non-attack traffic to download toolkits. Therefore, outgoing traffic should
be differentiated and controlled respectively to mitigate risks as well as provid-
ing freedom for the attacker to behave normally. In addition, worm behaviours
should be contained and monitored in the honeyfarm so that their feature can be
studied and understood. In our design as shown in Fig. 1(b), the DOID gateway
has four components in order to achieve a good data control purpose: (1) Con-
tainment: implementing policies, e.g. dropping and forwarding, on incoming and
outgoing traffic; (2) ARP responder: the gateway configured on the honeypot
does not exist in the resource pool so that the DOID gateway should respond to
the ARP request for the configured network gateway; (3) Monitoring: listening
for configuration requests and making changes to DOID gateway configurations;
(4) Virtual machine (VM) manager: managing VM honeypots.

Two external components are required to assist data control. One is intrusion
detection system (IDS) that differentiates attack and non-attack traffic. The
other is a reverse firewall, which functions as a firewall, but it implements policies
on outbound traffic instead of inbound traffic so that it prevents the outside
world from being attacked by honeypots in the honeyfarm. IDS is utilised for
both inbound and outbound traffic checking. The inbound traffic will be checked
by the IDS before forwarding to honeypots in the honeyfarm and the payload of
known attacks can be modified to fail attacks so that hackers are encouraged to
try various methods to penetrate the system, which enhances the security value
of honeypots. The outbound traffic will be processed by multiple DOID gateway
components and examined by IDS. Only non-attack traffic is forwarded to the
Internet and attack traffic is redirected to the honeypots in the resource pool.
After IDS, the non-attack traffic will be further checked by the reverse firewall
for clearing DDoS attack.

Fig. 1. Honeyfarm architectures
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2.2 Containment Policy

The containment component implements strategies on incoming and outgoing
traffic.

Inbound Traffic Strategies. Incoming traffic are forwarded by redirectors.
They are packets from attack sources or responding packets of outgoing non-
attack traffic. Since packets are encapsulated by the redirector and forwarded to
the DOID gateway, they are decapsulated by the DOID gateway and the packet
payload is checked by the IDS. The attack payload will be modified if the DOID
gateway is configured to modify known attack payload. Otherwise, the packet is
forwarded to the corresponding honeypot directly.

Packet Filtering Policy. The goal of the packet filtering policy is to prevent
the honeyfarm from the Denial of Service (DoS) attack. The honeyfarm gate-
way generates a honeypot for each packet with a unique destination address. The
redirector can be misused to deliver a large number of packets with different des-
tination addresses to the honeyfarm gateway. Due to limited hardware resource
in the honeyfarm, a bulk of requests cause exhaustion of hardware resource. To
solve this issue, the honeyfarm gateway maintains a white list that lists all mon-
itored IP addresses in production networks. When outgoing non-attack packets
are forwarded, the destination addresses are recorded in another list named non-
attack address list. All packets, of which the destination address does not belong
to the white list or the source address does not belong to the non-attack address
list, are filtered and no honeypot is generated. Consequently, the DoS attack is
avoided under such a condition.

Packet Distribution Policy. For packets of which the destination address belongs
to the white list or the source address belongs to the non-attack address list,
they are distributed to the corresponding honeypot.

Packet Modification Policy. The value of a honeypot can be maximised by
encouraging hackers to try zero-day exploits. This is done by enabling the DOID
gateway to modify known attack payloads to fail an attack.

Outbound Traffic Strategies. Outbound packets include ARP requests,
packets responding to the attack source, outgoing non-attack and attack packets
initiated from honeypots.

Packet responding Policy. When the DOID gateway receives an ARP request, it
uses its MAC address as the response to allow honeypots to send packets to it
for forwarding.

Packet Encapsulation Policy. In order to monitor attackers’ behaviours, includ-
ing downloading toolkits and browsing websites, their outgoing non-attack traffic
is forwarded instead of being blocked. Responding packets to the attack source
are also forwarded. However, reverse firewall checking is done before forwarding
to mitigate DDoS attacks from the Honeyfarm to the Internet. Finally these
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packets are encapsulated and forwarded to the redirector which decapsulates
and forwards them to the Internet. They are not forwarded by the honeyfarm
gateway to the attack source directly to avoid the inconsistency problem because
the network gateway on the redirector’s production network may use NAT.

Packet Redirection Policy. After compromised, the honeypot may be used as
a drawboard to attack other hosts on the Internet. Therefore, the honeyfarm
could be an incubator for malicious software and an accelerator for network
worms. The IDS is utilised to recognise outgoing attacks and they are redirected
to honeypots in the honeyfarm, preventing Internet hosts from being attacked
from compromised honeypots in the honeyfarm. In this way, subsequent attack
behaviours can be monitored as well.

Packet Drop Policy. Horizontal port scanning generates a bulk of packets tar-
geted at different destinations. This causes overuse of honeypot resource. To
solve this problem, we use a scan filter to limit the number of outbound scan-
ning packets from a given honeypot in the honeyfarm. Also, we maintain a list of
honeypots that are generated directly or indirectly by each attack source. If the
number of generated honeypots exceeds a certain amount, it stops generating
honeypots and subsequent packets will be dropped.

3 Experiments with DOID Honeyfarm

In this section, we discuss the experiment environment setup and the evalua-
tion results including attack event tracing, worm behaviour study and forensic
analysis. We also conduct performance evaluation of the system.

3.1 Experiment Environment

The resource pool is built in Beijing and a redirector is installed in 9 cities
respectively. The traffic that is redirected from a particular city is forwarded to
a certain honeypot in the honeyfarm, which has different types of system vul-
nerabilities. Table 1 shows the configuration of these honeypots. The monitoring
starts from 1st Feb 2017 to 20th July 2017.

3.2 Aggregate Statistics

We capture the number of incoming attacks targeted at these honeypots in the
resource pool, the number of outgoing attacks and non-attacks initiated from
the resource pool. Due to the variety of running operating systems, open ser-
vices and exposed vulnerabilities, the number of received attacks is not evenly
distributed over these honeypots. We find that honeypots representing Shang-
hai, Guangzhou and Xi’an attract most attacks. Among 1101 attack attempts,
752 attempts are targeted at these three honeypots. This is because they expose
more vulnerabilities than other honeypots. Most attacks are carried out between
9 am and 6 pm. This may indicate that most hackers are professionals and make
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Table 1. Honeypot configuration for various cities

City Honeypot configuration

Operating system Running service

Shanghai (SH) Ubuntu metasploitable 2 [7] FTP, SSH, TELNET, SMTP,
HTTP, RPC, NETBIOS-SSN,
MICROSOFT-DS

Guangzhou (GZ) Unpatched Win XP SP3 MSRPC, NETBIOS-SSN,
MICROSOFT-DS

Xi’an (XA) Unpatched Win server 2003 FTP, HTTP, RPC, NETBIOS-SSN

Zhengzhou (ZZ) Patched Ubuntu
metasploitable 2

SSH, FTP

Chengdu (CD) Patched Win XP SP3 MSRPC

Nanjing (NJ) Redhat 7.0 with apache web
service (version 1.3 with
mod-cgi feature). Bash not
patched

HTTP

Wuhan (WH) Win 7. Patched without
fixing the MS15-067
vulnerability

RDP (Remote Desktop Protocol)

Changsha (CS) Unpatched Win server 2008,
running a web app with a
SQL injection vulnerability

FTP, IIS, MySQL

Kunming (KM) Patched Win 10 No service

a living on it. Using compromised honeypots as drawboards, hackers launch a
number of attacks to the outside world. They also establish non-attack connec-
tions to the outside world to download files through FTP or use ICMP echo
requests to probe hosts on the Internet. From the aggregate statistics, we find
that the more vulnerabilities a honeypot has, the more attacks it attracts, and
the more likely it is used as the drawboard to compromise the outside world. The
captured outgoing non-attacks and attacks indicate that differentiating outgoing
traffic types is essential for the data control architecture in the honeyfarm. On
one hand, outgoing non-attack connections cannot be blocked so that hackers’
toolkit download actions can be captured. On the other hand, outgoing attacks
should be redirected to the emulated target in the honeyfarm so that the liability
problem is avoided as well as hackers’ subsequent behaviours can be monitored.
This confirms that our design is appropriate for these scenarios.

For 134 outgoing attacks, we also monitor the target geographic distribution.
Most of the outgoing attacks are targeted at intra-network hosts. This means
most of the time hackers use the compromised honeypot as the entry point
to explore and penetrate hosts in the inner network. Therefore most hackers
are interested in data residing in the network where the redirector is located.
We also find that famous Japan companies including Sony and Nikon, and Euro-
pean multi-national corporations, e.g., Benz and Siemens, become the drawboard
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targets. This means the motivation of most hackers could probably be stealing
commercial secrets from those companies and they sell commercial documents
to their competitors for a living.

According to the statistic analysis, we totally captured 948 different attacking
sources. They belong to 59 different countries. Over half of the source addresses
are from China. Most of these addresses are from prefixes of 123.233/16,
27.224/16 and 27.115/16. Japan ranks the second, followed by the US and
Europe. Although statistics show attacks are from these addresses, it does not
mean attacks are actually from those areas, because technologies such as VPNs
and the Tor technology [8] make the source tracing very difficult.

3.3 Worm Propagation Analysis

In the design of the DOID architecture, attack behaviours are contained and
monitored so that it can be utilised to capture, contain and study worm propa-
gation behaviours. Simply blocking attack traffic fails to give worms freedom to
propagate. Allowing worms to propagate to the Internet causes the liability issue
and worm behaviours cannot be monitored. Over five-month monitoring, our
farm system captured a number of worms including Flame, Morto and Blaster.
We studied the propagation speed of various worms. Figure 2(a) illustrates the
time taken for each worm to infect the next victim after it first time infects a
honeypot in the farm. We find that the infection speed for Morto is the fastest.
It takes 7 s to infect the next honeypot. The speed for Flame and Blaster is com-
paratively slow, around 30 s. Morto propagates itself through weak password in
the remote desktop protocol (RDP) and its goal is to gain remote desktop access
authority. In our farm, the password for RDP is null. No wonder the Morto worm
propagates so fast. Flame propagates itself through network shared files and its
goal is to gather information through screen-shots, keystroke and network traffic
record. Blaster propagates itself by an RPC (Remote Procedure Call) vulnera-
bility. Therefore, vulnerability scanning and exploitation takes longer time.

In our data control mechanism for the farm, we configured that an attack
source can generate at most 128 honeypots. So we give worms a certain degree
of freedom to infect other honeypots. The intrusion detection system recognises
different types of worms and corresponding vulnerable honeypots are generated
in order to study the behaviours of each worm type. Figure 2(b) shows the time

Fig. 2. Statistics of worm propagation
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line of propagation for each worm monitored. We find that worm propagates
exponentially. The Morto worm is the first one finishing infecting 128 honeypots.
It takes around 50 s. The Flame and Blaster worms are slower.

3.4 Forensic Analysis

Over five-month deployment period, we captured more than 1000 attacks. Here,
we present the forensic details about the first successful exploit event to the
Nanjing, Wuhan and Changsha honeypots.

Shellshock Exploit. We installed Redhat operating system (Enterprise version
7.0) on the Nanjing honeypot. The Apache web server (version 1.3) is running on
top of the operating system and the mod-cgi feature is enabled. The Bash version
is 4.2. We run the Sebek client module on the operating system. Bash of which
the version is before 4.3 has the shellshock vulnerability. The definition of “var
=() {:;}; command” defines a variable var as a function in Bash scripts, and the
following “command will be executed when the Bash sentence is interpreted. So
if the attacker assigns ‘() {:;}; command” to the ’HTTP USER AGENT ’ field
in the HTTP request, the HTTP USER AGENT will be passed to Bash by
the web server and then Bash executes the command followed by the function
definition. In this case, the HTTP USER AGENT is no longer taken as a
meaningless string and is likely to be exploited by hackers as a malicious input
to the web server. Hence risk exists.

The honeypot was deployed in the honeyfarm at 1:10 pm on 2nd Feb 2017. It
was compromised at 10:34 am on 4th Feb 2017. The attacker first connected to
the honeypot and scanned the website for vulnerabilities such as SQL injection,
XSS (cross site scripting). After finding no such vulnerabilities, the attacker fab-
ricated a malicious HTTP request containing “HTTP USER AGENT=(){:;};
uname -a” and tested whether our web server has the shellshock vulnerability.
After confirming the existence of the vulnerability, the attacker used a HTTP
request containing HTTP USER AGENT=() { :;}; /bin/bash -c “cd /tmp; wget
http://123.*.*.*/download/shv4.tar.gz.tar; tar xzf shv5.tar.gz.tar;./setup alice
6543” to download the shv5 rootkit and installed the ssh server. The ssh server
was configured with password alice, and the server port is set to 6543. Then the
attacker connected to the ssh server at port 6543. The connection between the
honeypot and the attacker was encrypted. Traditional packet analyser, e.g., tcp-
dump, is unable to analyse encrypted data. However, the Sebek module can cap-
ture keystrokes, as it hijacks the SY S read() function. Through analysis of the
keystrokes, we found that the attacker downloaded a BSSH2 script from “http://
sshbruteforce.com”. It is an ssh brute-force attacking tool. Using BSSH2, the
attacker executed brute-force attack against IP addresses ranging from 122.96.0.1
to 122.96.255.255. The attacker then modified a number of binary files including
ps, ifconfig, netstat, top, ls, find and md5sum by shv5. As a consequence, when
the system user calls those programs, the output of these programs shield infor-
mation about that the system has been compromised. For example, when we ran

http://sshbruteforce.com
http://sshbruteforce.com
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the netstat command and we found that the ssh server which was running on
the port 6543 was hidden. The MD5 hash values of modified files were stored in
.shmd5. Therefore, when running the md5sum command, the modified md5sum
program obtained the original MD5 value from the .shmd5 file to avoid being
detected.

MS15-067 Exploit. The Windows 7 operating system is installed on the
Wuhan honeypot, which has the MS15-067 vulnerability. It is a critical remote
code execution vulnerability in the remote desktop protocol (RDP). Through
exploiting the vulnerability, attackers can execute codes with the administrator
privilege. After compromising the system, attackers can perform various tasks
including installing software, modifying user data and creating users.

The honeypot was deployed in the honeyfarm at 10:15 am on 5th Feb 2017
and first compromised at 3:50 pm on 6th Feb 2017. The attacker first estab-
lished a TCP reverse shell and reversely connected to the attacker from the
honeypot. Then the attacker listed all running processes on the honeypot and
inserted its process into iexplorer.exe and hid its existence. Then the attacker
shutdown anti-virus software and the firewall. A persistent connection was
established and the system would reversely connect to the attacker’s machine
every 10 seconds after the system rebooted. The attacker searched *.pdf, *.doc,
*.jpg files on the honeypot and downloaded some files. Then all files in the
C:\Windows\System32\config directory are downloaded. After that, the attacker
scanned the production network. Finally, the attacker deleted all system and
application logs in the C:\Windows\System32\winevt\Logs directory.

4 Related Work

Honeyfarm is related with, but defers from the honeypot [9], honeynet [10] and
distributed honeynet [11] architectures. Data control is a research issue in those
architectures.

Gen I honeynet [3] presents two alternatives for data control. The first method
is to deny all outbound connections. This ensures safety, but this approach can-
not study worm and botnet behaviours, as their behaviours are restricted. The
second approach allows a certain number of outbound connections and all sub-
sequent connections are forbidden after the maximum number is reached. This
method still has a risk to harm a certain number of hosts on the Internet.

Gen II and III honeynets [3] use rate limiting to reduce the outbound rate.
They refuse attack traffic to go outside of the honeynet. Therefore, this method
cannot study malware further behaviours [12]. Our mechanism redirects the
attack traffic to the honeyfarm honeypots in order to capture subsequent activ-
ities, hence worm propagation and botnet behaviours can be well monitored.

He et al. [13] propose a data control mechanism to prevent hackers attacking
websites on the Internet using a compromised honeypot. The first connection
to the website is allowed, but the rate is limited in order to gain enough time
to clone the same website in the honeyfarm. Subsequent access to the website
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is directed to the honeyfarm. This architecture requires installing a honeypot
and a corresponding adjacent honeyfarm in the monitored network, while our
architecture only installs a redirector on the monitored network and a central
honeyfarm for all monitored networks, which is lightweight.

The GQ architecture is proposed in [14] to control malware in the honey-
farm. In the architecture, the GQ gateway split the honeyfarm and the Internet.
Policies are implemented at the gateway to control outgoing connections, which
includes forwarding, rate-limiting, dropping, redirecting, reflecting and rewrit-
ing. However, due to paper length limitations, the detail about under which
condition to apply each policy is not discussed.

Forensic analysis is a hot topic in the security area. Fahdi et al. [15] and
Nassif et al. [16] respectively present a data clustering approach to speed up the
forensic analysis process. Most recent forensic analysis focus on instant messag-
ing applications [17–19] and malware [20] on mobile devices, Although mobile
applications attract so much attention, exploitation of traditional desktop vul-
nerabilities is still an important issue as new vulnerabilities are discovered every
day. Our paper presents a comprehensive forensic study on a new honeyfarm
architecture and we find that: (1) It is essential for the honeyfarm gateway to
differentiate attack and non-attack traffic to perform fine-grained data control.
(2) Worms propagate exponentially. (3) Hackers break a system through one
or multiple vulnerabilities and therefore mitigating vulnerabilities can prevent
hackers from breaking in.

5 Conclusion

Honeyfarm, a conceptual idea for honeypot deployment, is a promising tool
for global network attack monitoring, correlation, forensic analysis and trend
prediction. In order to protect the Internet from being attacked by compromised
honeypots in the honeyfarm as well as being able to capture attack behaviours for
study, the traffic must be controlled effectively. We presented and implemented
a honeyfarm system, DOID, for such a purpose. We deployed the system on
the Internet and conducted comprehensive experiments including attack event
tracing, worm behaviour capture and forensic analysis, which confirm DOID is
a good tool in attack monitoring and forensic analysis. We also summarised
observations based on these experiments.
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Abstract. The features of actively detection of intrusion detection sys-
tems (IDSs) are crucial in cyberspace security evaluation. Most of exist-
ing evaluation models are insufficient for selecting proper IDS in varying
situations since these methods only base on detection rate and false alarm
ratio. The paper proposes an environment-related information security
evaluation model for IDSs, and applies the model in a practical IDS eval-
uation process. Compared to existing ones, the proposed model considers
two more factors: background traffic and workload, and thus can achieve
a more objective and comprehensive evaluation result for IDSs.

Keywords: Intrusion detection system · Precision · Recall
Background traffic

1 Introduction

An increasing number of network security devices, including firewalls, intrusion
detection systems (IDSs) and virtual private network (VPN) devices, etc. are
implemented in widely distributed information systems nowadays. In particular,
firewalls build protective barriers between internal networks and external net-
works; IDSs work behind the firewalls and detect potential attacks; VPNs allow
encrypted information to transmit between internal networks and external net-
works, thus extend the range of internal networks [1]. These security devices work
collaboratively for guaranteeing data to be integrate, confidential and usable.

In order to describe their relationship, ISS (Iterated Service Solution) pro-
posed the PDR (Protection, Detection and Response) model for cyberspace
security. PDR consists of protection, detection and response units. The pro-
tection unit, which is implemented by firewalls and VPNs, lags behind the
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detection unit, and is not capable enough to defend against constantly changing
attacks, thus causes endless system vulnerabilities. Therefore, it is not enough
to keep network environments safe relying only on the protection unit. IDSs’
actively detection compensates the time difference between protection and detec-
tion and builds a bridge between processes of protection and response. As
the study of IDSs develops in depth, the requirements of evaluating IDSs are
emerging.

Common Criteria (CC) provides a detailed set of evaluation metrics for infor-
mation security products, which helps developers ensure security of their entire
product development processes [2]. However, CC has two issues: 1. Evaluation
results are limited to examine the documents in the scenario provided by devel-
opers; 2. evaluation time is too long.

Gan [3], and Li [4] established complete index trees for IDSs where methods
including analytic hierarchy process (AHP), etc. are used to determine the weight
of each index, leading to a comprehensive evaluation result. However, there are
constraints among certain indices, which may lead to biased result when the
result is the sum of weights.

Among those constrained indices, the performance index is the most impor-
tant one when choosing an IDS since the correctness of its judgement is more
measurable and more intuitive. Lincoln Laboratory of MIT conducted eval-
uation on performance index of IDSs back in 1998 [5]. NPV (Negative pre-
dict value), PPV (Positive predict value) and NPR (Negative Positive Ratio)
metrics were extended from performance index. Those metrics are all rely
solely on performance index, ignoring the different contribution of the sub-
indices in performance index in the various environments of background traf-
fic, which make them not comprehensive and objective enough under different
circumstances.

Accordingly, in order to balance the constraints in the performance index, this
paper proposes an environment-related evaluation model for IDSs. The model
considers two supplement factors, background traffic and workload, and evalu-
ates IDSs more comprehensively.

A comprehensive index system is still needed. According to international
standard technical requirements and IDS evaluation methods, as well as the
reliability requirements of IDS systems, this paper considers five quality prop-
erties including reliability, security, usability, function and performance. Upon
these five properties, the paper proposes an evaluation index system for IDS
devices according to their actively detection characteristics. The IDS evaluation
index system is shown in Fig. 1.

Among the 5 principal indices and 12 sub-indices in Fig. 1, C1–C10 are qual-
itative indices and the others are quantitative indices. To obtain the evaluation
results, this paper uses fuzzy comprehensive evaluation (FCE) method for qual-
itative indices and implements the proposed model for the quantitative index,
i.e., the performance index.
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Fig. 1. IDS index system

2 Evaluation of IDS Performance

2.1 Performance Index

The most crucial factor of IDS performance evaluation is IDSs’ attack detection
ability and IDSs only trigger alarms when operations are judged to be abnormal.
Accordingly, we can treat the IDS as a binary-classifier, which provides four
possible results.

As shown in Table 1, TP (True Positive) indicates the instances where the
attack is successfully detected by the system; FN (False Negative) shows the
instances where the attack is not detected by the system; FP (False Positive)
represents the instances where a normal operation is falsely considered as an
attack by the system and TN (True Negative) is the instances where the system
successfully identifies the normal operation.

Table 1. Classification results

Predicted instances

Attack Normal

Actual instances Attack TP FN

Normal FP TN

Accordingly, we define FAR (False alarm ratio) and DR (detection rate) as:

FAR =
FP

TP + FP
. (1)

DR =
TP

TP + FN
. (2)
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FAR is the ratio of non-attack operations among all the operations marked
abnormal by systems. DR is the fraction of intrusion operations that are detected
by systems. These two indices are mainly used to evaluate IDSs.

2.2 ROC Curve

When an IDS is set to different detection thresholds, with the same input signal,
the relationship between its FAR and DR can be depicted by an ROC (Receiver
Operating Characteristic) curve.

In Fig. 2, curve A is a typical intrusion detection ROC curve and line B is
the result of a random input. The IDS with better performance corresponds to
a curve closer to the upper left corner of the graph [6].

Fig. 2. Typical ROC curve

2.3 NPV and PPV Metric

This metric proposes another two metrics, i.e., NPV and PPV, which are defined
from users’ perspectives. PPV, also known as Bayesian detection rate, is the
probability of real intrusions happening when IDSs trigger alarms. On the con-
trary, NPV is the probability of intrusions not happening when alarms are not
triggered. However, in practice, PPV’s value can be very small since the proba-
bility of the intrusion is usually low [7].

2.4 NPR Metric

NPR measures negative positive ratio [8]. The performance of an IDS can be
evaluated by comparing actual NPR and predicted NPR, which is:

NPR =
TN

TP
. (3)
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If NPRP > NPRa, the IDS predicts more negative instances than the actual
value, which means the IDS may miss attack operations and as a result DR is
relatively low but FAR is high.

On the other hand, NPRP < NPRa means FAR is relatively low but DR is
high.

The NPR metric provides a new direction on evaluations of IDSs’ perfor-
mance, but leads to information missing at the same time.

3 An Environment-Related Performance Evaluation
Model

3.1 Description of Model

In statistics, two indices, precision and recall, are used to evaluate the quality
of classification results [9]. Precision is used to evaluate how accurate a system
is and recall is used to evaluate how comprehensive a system is. These set of
indices can be introduced into the evaluation of IDSs:

Precision =
number of detected attacks

number of alarmed operations
=

TP

TP + FP
= 1 − FAR. (4)

Recall =
number of detected attacks

number of attacks in input
=

TP

TP + FN
= DR. (5)

Precision and recall are negatively, non-linearly correlated. For example, if
the system is very skeptical, and then judges most operations as attacks, its recall
will be large but precision will be small. On the contrary, if the system judges
few operations as attacks, its precision will be large and recall will be small. In
order to integrate these two metrics into one single number, we introduce F1-
score, widely used in statistical analysis, which computes the harmonic mean of
precision and recall.

In practice, we consider the contribution of precision and recall in F1-score
differently according to the workload of IDSs. For example, if the FAR of an IDS
is too high, the credibility of the alarm decreases. Consequently, the IDS has
to spend much time identifying useless information in order to get rid of false
alarms, which not only costs much time but also increases workload, making
system crash. Even having high DR cannot resolve this performance issue.

F1 − score =
2 ∗ Precision ∗ Recall

Precision + Recall
. (6)

In order for the F1-Score to be large, both precision and recall must be large
meaning small FAR and large DR.

Accordingly, we give different weights to precision and recall, and the resulted
performance score can be represented as follows:

Scoreperformance =
(1 + K) ∗ (1 − FAR) ∗ DR

1 − FAR + DR
, (7)
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and
K =

T

L
, (8)

where T is the log-transformed background traffic in network environments mea-
sured in required environments, and L is the normalized score of the IDS’s work-
load, which is computed according to the number of packages caught per second
and the number of cases handled per second of the IDS.

3.2 Validation of the Model

In an environment with controlled background traffic, we measured the perfor-
mances of four identical open-source IDSs. In the experiment, A and B, C and D
used two different matching algorithms respectively. Their detection thresholds
stay the same. We configured the method of log recording on A and C in order
to get them a better recording speed and thus a higher workload score. Now
given A and B’s DR = 0.946, FAR = 0.182, C and D’s DR = 0.86, FAR = 0.067.
The results of environment-related evaluation model are as shown in Table 2.

Table 2 and Fig. 3 show the performance score of four IDSs in different
background traffic environments. As shown in Fig. 3, with background traffic
increasing, the scores of A and B are decreasing. This tendency does not indi-
cate worse performance under higher background traffic, but actually means
that with higher background traffic, the size of data to be processed by IDSs
is larger and thus the requirement for precision is higher. As a result, the score
of precision makes more contribution to the overall performance score. On the
contrary, the trend for C and D increases as background traffic increases. This
is because their precision score is higher than recall score.

Table 2. Implementation results

Background traffic (Mbps) 1 10 50 100 500 1000

T 0 0.3333 0.5663 0.6667 0.8997 1

AL= 0.9 0.946 0.9076 0.8920 0.8869 0.8773 0.8740

BL = 0.6 0.946 0.8959 0.8792 0.8740 0.8649 0.8617

CL= 0.9 0.863 0.8809 0.8888 0.8915 0.8966 0.8985

DL= 0.6 0.863 0.8868 0.8956 0.8985 0.9037 0.9055

We can also conclude from Fig. 3 that the slope of the curve gets lower as L
increases, indicating that the IDS with higher workload depends less on precision
in environments of high background traffic.

There are crossing points of four curves, which means we are not able to
directly judge the performance of an IDS even with its DR and FAR given. We
have to select the appropriate IDS equipment according to the environment, and
this is an information that NPV, PPV, NPR evaluation metrics are not able to
provide.
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Fig. 3. Implementation results

4 Application of Evaluation Model

To give a real-world example of the effective evaluation of IDS using the
environment-related performance evaluation model, we evaluate the informa-
tion security level of a real-world IDS using the model with the help of the AHP
and FCE.

4.1 Using the AHP to Obtain the Comparison Matrix

The AHP is about breaking a problem down and then aggregating the solution of
all the sub-problems into a conclusion. A comparison matrix is built to represent
the relationship between every two elements that share a common parent, and
the weights of the elements will be obtained via matrix computation.

Five experts in IDS field were asked to grade the IDS’s five principal indices
and we use the scores to build the comparison matrix, in which each aij is an
integer ranges from 1 to 9 or its reciprocal. The bigger the value, the more
important index i compared to index j. The comparison matrix is showed in
Table 3.

Table 3. Comparison matrix

B1 B2 B3 B4 B5

B1 1 1/2 1/3 4 1/5

B2 2 1 1/2 5 1/4

B3 3 2 1 7 1/2

B4 1/4 1/5 1/7 1 1/8

B5 5 4 2 8 1
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4.2 Matrix Consistency Test and Acquisition of Weight Vector

After finishing the comparison matrix, we test the matrix’s consistency. First,
we calculate the square root of the product of each row in the matrix.

w∗
1 = 5

√
1 ∗ 1

2
∗ 1

3
∗ 4 ∗ 1

5
≈ 0.668. (9)

w∗
2 = 5

√
2 ∗ 1 ∗ 1

2
∗ 5 ∗ 1

4
≈ 1.046. (10)

w∗
3 = 5

√
3 ∗ 2 ∗ 1 ∗ 7 ∗ 1

7
≈ 1.838. (11)

w∗
4 = 5

√
1
4

∗ 1
5

∗ 1
7

∗ 1 ∗ 1
8

≈ 0.246. (12)

w∗
5 = 5

√
5 ∗ 4 ∗ 2 ∗ 8 ∗ 1 ≈ 3.170. (13)

We then normalize vector w and we get W = [0.096, 0.150, 0.264, 0.035,
0.455].

Next, we calculate matrix’s maximum eigenvalue:

λmax =
5∑

i=1

5wi

BWi
= 5.196. (14)

Thus we can obtain consistency index CI = 5.196−5
5−1 = 0.049. Accord-

ing to the table of average random index (RI) in 1–9 scale, the RI of the
5th order matrix is RI = 1.12 [10]. Since CI

RI < 1, the comparison matrix
pass the consistency test and the weights of five principal indices are W =
[0.096, 0.150, 0.264, 0.035, 0.455].

Similarly, we do the AHP computation for each sub-indices and the final
weight vector for C1–C10 is w = [0.04, 0.056, 0.1, 0.05, 0.039, 0.065, 0.082, 0.078,
0.021, 0.014].

We use the proposed model to compute B5 as whole so its sub-indices do not
need weight assignment.

4.3 FCE of Qualitative Indices

C1–C10 are all qualitative indices and thus difficulty to measure accurately. To
achieve the comprehensive evaluation of the system, this paper uses FCE to
evaluate qualitative indices [11].

FCE is based on membership function of fuzzy mathematics, i.e., the distribu-
tion function of each index on comment set. FCE then transform the qualitative
indices into quantitative form according to comment set’s quantification result
and thus we can achieve a comprehensive evaluation of a system restricted by
various factors.

We set comment set as V = {excellent, good, fair, poor, very poor} and the
corresponding quantization values are {1, 0.75, 0.5, 0.25, 0}. We can obtain a
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fuzzy membership matrix of C1–C10 using Delphi method and it is showed
in (15).

R =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.5 0.3 0.2 0 0
0.2 0.6 0.2 0 0
0.3 0.3 0.2 0.2 0
0.1 0.2 0.4 0.3 0
0 0.1 0.5 0.3 0.1

0.2 0.2 0.5 0.1 0
0 0 0.3 0.4 0.3

0.3 0.3 0.3 0.1 0
0.5 0.4 0.1 0 0
0.3 0.4 0.2 0.1 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (15)

The five elements in each row of (15) show the fuzzy distribution of each
index.

C1–C10’s comprehensive evaluation vector can thus be calculated as B =
w ∗ R = [0.1173, 0.1399, 0.1641, 0.0952, 0.0285]. The score after Quantification is
0.328.

4.4 Calculation of Quantitative Indices’ Scores

Quantitative indices are sub-indices in B5, i.e., the performance index of IDS
and their scores can be calculated using (7). The results are averaged under 10
different runs of the experiment. We have L = 0.2∗1+0.6∗0.75+0.2∗0.5 = 0.75,
T = 0.57, DR = 0.946, FAR = 0.182 and the performance score is 0.78.

We combine the results of qualitative and quantitative indices and the over-
all score of the IDS information system is 0.328 + 0.7800.455 = 0.6829, ‘good’
according to comment set.

If the background traffic in the required environment is high, in the situation
where T = 0.9, we will have score 0.767 after recalculation, which means the
tested IDS has better security detection ability in the situation where background
traffic is high.

5 Conclusion and Future Work

Detection rate and false alarm ratio are both important evaluation indices to
evaluate the performance of IDSs. However, in different kinds of network envi-
ronments, evaluation results, obtained only upon these two indices, are not com-
prehensive and objective enough. By adding two supplement factors, i.e., back-
ground traffic and workload to the models utilizing DR and FAR, this paper
proposed an evaluation model, which provides a new way of selecting IDSs with
optimized performance in environments with different background traffic.

There is still room to improve this model. For example, there are other ways
of normalizing background traffic, which makes this evaluation a qualitative but
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non-quantitative process. In the future, we will keep working to get a more
optimized, comprehensive and objective model.

Note that it is not necessary that the proposed model be used with AHP and
FCE as in this paper.
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Abstract. Several classical source number estimation methods have been
proposed in the past based on information theoretic criteria such as minimum
description length (MDL). However, in most known real applications there is a
scenario in which the number of sensors goes to infinity at the same speed as the
number of snapshots (general asymptotic case) which yields to a blind perfor-
mance for the classical MDL and results in an inaccurate source number esti-
mation. Accordingly, in this work, the Galaxy Based Search Algorithm (GBSA)
is modified and applied with the MDL criteria in order to optimize and correct
the detection of source number under such sample-starving case. Simulation
results show that the proposed GBSA-MDL based method gives reliable results
compared to several used source number estimation methods.

Keywords: Source number estimation methods
Minimum Description Length (MDL) � General asymptotic case
Optimization � Galaxy Based Search Algorithm (GBSA)

1 Introduction

In recent decades, direction-of-arrival (DOA) or angle-of-arrival (AOA) estimation of
multiple sources using an array is a fundamental problem in modern signal processing
and it has found wide applications in radar, sonar, communications, geophysics,
tracking, localization [1–4] and indoor positioning such as the application of AOA-
based positioning through the use of wireless local area network (WLAN) infrastruc-
ture [5]. However, compared with different DOA estimation methods, the subspace-
based methods are the most commonly used due to their high resolution and simplicity
of computational such as multiple signal classification (MUSIC) [6] and estimation of
signal parameters via rotational invariance techniques (ESPRIT) [7]. Meanwhile, in
order to separate between source subspace and noise subspace which are the compo-
sitions of the signal impinging the array elements on the receiver side, the subspace-
based algorithms require the exact information of the source number which is usually
unknown.

Several classical source number estimation methods have been proposed in the past
which are based on information theoretic criteria like the Akaike information criterion
(AIC) [8], Bayesian information criterion (BIC) [9], predictive description length
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(PDL) [10], Gerschgorin disk estimator (GDE) [11], and Minimum Description Length
(MDL) [12]. Compared to other source estimation methods like, the decomposition of
eigenvalues, methods based on information criteria do not require any parameters in
order to fitly estimating the source number from the blended signals which allow them
to be easier and efficient methods. However, it has been shown in [13, 14] that the
MDL criteria suffer from the very low SNR as well as the sampling rate.

In the other side, the interaction between intelligent software tools and nature yields
to a something new called Meta-heuristic algorithms. They are simply algorithms who
imitate the behavior of nature in order to find a precise solution to hardly optimized
problems. These type of methods (also named as nontraditional optimization methods)
are known with their robustness for solving complicated engineering problems such as
Simulated Annealing (SA) [15], Genetic Algorithm (GA) [16], Invasive Weed Opti-
mization (IWO) [17] and Particle Swarm Optimization (PSO) [18] - as framework
based on swarm behavior. Newly, a novel optimization algorithm was invented called
Galaxy Based Search Algorithm (GBSA) which mimics the spiral galaxies in the outer
space and it has gained more attention in a wide variety optimization problems, such as
the use of GBSA to optimize the Otsu’s criterion for multilevel thresholding of
gray-level images in [19], GBSA for principal components analysis in [20] and a
method for tracking an object using modified GBSA (M-GBSA) has been used in [21].

After constructing a complex objective function, the main problem of the
information-based methods is to find its correct extremum values based on information
criteria aspect. Otherwise, in real applications, there is a case when the number of
sensors will be larger or equal to the number of samples that is known as the asymptotic
case and this affects the performance of the MDL and yields to a non-detection for the
source number or inaccurate source enumeration [13]. According to that, in this work,
GBSA is used to solve this non-uniform optimum problem in order to enhance the
shortcoming performance of the MDL under the effects of such starving environments.

The following of the paper is organized as follows. In Sect. 2, we set the problem
formulation and the classical minimum description length. In Sect. 3, the main idea and
the procedure for the GBSA are introduced. The proposed GBSA-MDL is described in
Sect. 4. In Sect. 5, we present the simulation results and in the last Sect. 6, we draw
conclusions for our work.

2 Problem Formulation and Minimum Description Length

In DOA estimation, the typical signal model is;

X tð Þ ¼ A hð Þ � S tð Þ þ w tð Þ ð1Þ

Where, time is represented as tth sample such that t = 1,.…., n. X tð Þ ¼
½X1 tð Þ. . .. . .Xm tð Þ� ε ₵m�1 is the observed snapshot vector. A hð Þ ¼
a h1ð Þ a h2ð Þ:. . .:a hdð Þ½ � ε ₵m�d is the steering matrix, where a hð Þ is called steering
vector and h ¼ ½h1; h2; . . .; hd�T are the parameters of interest or true DOA’s.
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S tð Þ ¼ ½S1 tð Þ:. . .. . .:Sd tð Þ�T ε ₵d�1 is the d source vector and w tð Þ ¼ ½w1 tð Þ:. . .
. . .:wm tð Þ�T ε ₵m�1 is the noise vector. :ð ÞT represents the transpose operation, d is the
unknown source number, m is the number of antennas at the receiver side and n is the
number of snapshots. A fateful problem here is to estimate d from n finite set of obser-
vations before an efficient source separation by using the MDL criterion function based
on the concept of the shortest description length for data done by Wax [12]. So for
presumed sources, the MDL criterion is given as:

MDL kð Þ ¼ n m� kð Þlog
1

m�k
Pm

i¼kþ 1 liQm
i¼kþ 1 li

� �1=m�k

 !
þ 1

2
k 2m� kð Þ log n ð2Þ

Where li is the ith eigenvalue of the covariance R, with i = 1,…, m, and
l1 � ld � ldþ 1 � . . .� lm, such that R ¼ E XXT

� �
and E :½ � is the expectation func-

tion. As we have mentioned before, the classical MDL criterion function described in
(2) can provide a reliable performance just in the case when n tends to infinity while m
remains fixed. Otherwise, the used criteria will easily fail. As result, The main problem
of our work is to use the GBSA as a rescue algorithm, more clearly after modifying the
GBSA to be more suitable for our optimization problem in the general asymptotic case,
it is then used to find the correct source number d̂ and this can be performed by
minimizing the objective (fitness) function (2) with respect to k in different situations
(m = n, m < n, and m > n).

d̂ ¼ argk¼0;... �m�1 minMDL kð Þ ð3Þ

Where �m is the upper limit of the source number. Generally, is fixed to
min m; nð Þ � 1.

3 GBSA

3.1 Origin of GBSA

Spiral galaxies are a certain kind of galaxy, which consists of a flat disk with a bulging
center and surrounding spiral arms [20]. Figure 1 displays a Photograph for a spiral
galaxy. As the galactic disk angular speed of turnover differs with distance from the
galactic center, a radial arm (such as a spoke) would speedily become curved to tightly
curved just after slight galactic rotations. According to that, the GBSA algorithm uses a
spiral chaotic move in order to imitate this spiral arm. After each iteration, it will be
more narrowly curved which allows reaching precisely to the optimum solution.

Recently, GBSA is becoming a breakthrough optimization method because of its
simplicity of implementation as well as ability to swiftly converge to a convenient
solution. It does not require any gradient information of the function to be optimized
and uses only primitive mathematical operators. Also, GBSA is well suited to solve the
non-linear, non-convex, continuous, discrete, integer variable type problems.
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3.2 GBSA Procedure

A. Initialization
B. Spiral Chaotic Move

The spiral chaotic move is the procedure of the GBSA used to find the global
optima. It follows the procedures shown in Fig. 2. When the initial solution SG is set
randomly, the spiral chaotic move searches globally around the given solution in order
to find the area where the peak point may locate and this is known as exploration. The
initial solution SG is updated to SGnext and this happens continuously every time the
updated solution is more superior to the current one. Since the multimodal problems
suffer from the high existence of the local optimum, the GBSA algorithm uses a chaotic
variable in order to avoid falling into the same solution and thus keep the chance of the
variation in the solutions.

C. Local search

After exploring the searching area globally, the local search procedure would be
activated to exploit the promising area where may the peak of the fitness function exists
following the steps shown in Fig. 3.

4 The Proposed GBSA-MDL Source Estimation Method

The proposed GBSA-MDL is shown in Fig. 4. A major breakthrough in the new
proposed algorithm takes advantage from the presumed source number of the MDL
which relies on the dimension of GBSA, as a result ending up with an efficient source
enumerator in the general asymptotic case.

First of all is to verify whether the number of sensors goes to infinity at the same
speed as the number of snapshots, m, n ! ∞ and m/n ! c ε (0, ∞), if the condition
is not satisfied then the classical MDL is called in order to find the number of sources
frugally. Hence, GBSA can be used to find the solution even that the above-mentioned
condition is not satisfied, however using the classical MDL is more convenient to avoid
time conception as well as computation complexity we can see that more clearly in the
simulation section.

Fig. 1. An example of spiral galaxy
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In the opposite side, when the general asymptotic case occurs, the classical MDL
criteria will suffer from the multidimensionality, nonlinearity and complexity problems
ending up with a blind estimation or maybe not detection at all.

However, in such sample-starving case, the rescue of the modified GBSA algorithm
involves, it takes the following steps as shown in Fig. 4 in order to search for the
optimum solution which is at the same time the number of sources needed:

(1) Over the searching space, the generation of initial random solutions should be
determined using the “Generate Initial Solution” component of the GBSA, the
presumed source number will be set as the dim of the GBSA.

(2) Evaluate the fitness of all agents using Eq. (3) which is determined by taking the
data from all the elements of the array for n number of snapshots.

(3) The solution that GBSA-MDL seeks is the locus of the agent corresponding to
minimum fitness which in fact represents the source number estimation. So, after
step two we apply the GBSA algorithm. The turn of “Spiral Chaotic Move” is
activated in order to explore the study area and confines the space where the
maximum solution might be included.

After the discovery of the likely area by the “Spiral Chaotic Move”, the Flag is set
to true as shown in Fig. 4, next, the local search procedure starts to find locally new
optimum solution better than its two immediate neighbors until it converges to the
appropriate source number.

Fig. 2. The pseudo-code of “spiral chaotic
move” procedure.

Fig. 3. The pseudo-code of “local search”
procedure.
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(4) The GBSA-MDL terminates when it reaches the following stopping criteria
Fig. 4.
(a) The GBSA-MDL stops when the iteration counting of the GBSA overruns

Maxiter = 100.
(b) The second stopping criterion examines whatever the difference error between

two sequential solutions is less than the value of 1e−10. If it is true then
inbreak = inbreak + 1. Hence, when ‘inbreak’ exceeds a predetermined value
our algorithm halts computations.

(c) The last stopping criterion is the number of trials and is set to be 100 in our
simulations.

Fig. 4. Flowchart of the GBSA-MDL source estimation method
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5 Simulation Results and Discussions

We consider a ULA of 30 sensors with half wavelength element separation impinged
by three uncorrelated far-field narrow band Stationary Gaussian signals with angles
[2.9°, 9.4°, 16.5°]. Figures 5, 6 and 7 show the performance of our proposed GBSA-
MDL compared with some existing information criteria, called exponentially embedded
families (EEF), RMT-AIC and corrected AIC (AICc3) in terms of probability of error
detection versus SNR with ratio m/n = 1/3, 1, and 3 respectively such that m represents
the number of antennas at the receiver side and n is the number of snapshots. Meantime,
all numerical results are computed for 300 independent trials such that parameters of the
GBSA used during the optimization process are given in Table 1.

When the sample size n is smaller than the number of sensors m Fig. 5, the
proposed method outperforms the two schemes EEF and AICc3. It is obvious that the
GBSA-MDL provides a consistent estimation for source number compared to EEF
which cannot provide any detection. Also, the GBSA-MDL performs better than the
AICc3 in terms of probability of error detection. In addition of that, we can observe that
our algorithm can proceed an accurate source detection while the RMT-AIC be
unstable even when the SNR goes to infinity.

When the number of samples increases and is equal to m, all methods can provide a
detection as shown in Fig. 6. The proposed GBSA-MDL, EEF and AICc3 criteria can
correctly detect the source number, GBSA-MDL still performs better than EEF, and
almost proceed the same as the AICc3. In addition of that, EEF and AICc3 need a higher
SNR in order to end up with an accurate detection. Meanwhile, RMT-AIC gives
unreliable estimation even that the number of SNR is larger compared to GBSA-MDL.

As illustrated in Fig. 7, when n becomes much larger than m the gap between the
proposed GBSA-MDL and the two criteria EEF and AICc3 is reliable which implies
that the performance of GBSA-MDL is always consistent while RMT-AIC criterion is
still suffering for reaching zero probability of detection even that at sufficiently SNR.

In this part, we want to prove the performance of the proposed GBSA-MDL in
terms of snapshots compared to the classical MDL by considering a ULA with the
same number of sensors m = 30 received two far-field narrow bands Stationary
Gaussian signals from two different angles [0.5°, 3.5°], SNR is set to be −5 dB.

Table 1. GBSA parameters used for optimization.

Spiral chaotic
move

Local search GBSA

Maxrep 50 Kmax 50 Iteration number 60
Drmax 1 Ls_sstep 0.0001 Dimension 6

Ls_Istep 0.05
Dtmax 0.1 Dsmax 10 Chaosvar 0.19
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Figure 8 shows the probably of detection of source of interest with respect to the
number of snapshots for the proposed GBSA-MDL and the Classical MDL. It is
obvious from Fig. 8 that the GBSA-MDL outperforms the CMDL in terms of snap-
shots. When the number of snapshots is less than the number of sensors, n < 30, and
the probability of correct detection for GBSA-MDL is almost one while CMDL suffers
to reach the correct detection and this can improve the reliable detection of the
GBSA-MDL in the general asymptotic case compared to the classical MDL. Mean-
while, the CMDL criterion needs around additional 30 snapshots in order to provide the
same accuracy as GBSA-MDL.

Fig. 5. Probability of error detection versus
SNR with m = 30 and n = 10.

Fig. 6. Probability of error detection versus
SNR with m = 30 and n = 30.

Fig. 7. Probability of error detection versus
SNR with m = 30 and n = 90.

Fig. 8. Probability of detection versus num-
ber of snapshots. SNR = −5 db.
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6 Conclusion

In this work, a GBSA-MDL source number estimation method has been investigated
by using the meta-heuristic GBSA Algorithm to improve the performance of the
Classical MDL. Numerical results proved the usability of the GBSA-MDL for source
enumerator in several environments. In addition to that, the comparison with the
existing source enumerators (CMDL, EEF, RMT-AIC, AICc3) shows the capability and
the robustness of the GBSA-MDL for providing an accurate estimation for source
number in the general asymptotic case where the number of sensors tends to infinity at
the same time as the number of snapshots whereas the other approaches fail in such
starving environment.
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Abstract. With the increasing users demands, the data traffic in the
network reveal different characteristics in both spatial and temporal
dimensions, bringing severe load imbalance problem. This may impact
resource utilization, users experience and system energy efficiency, and
then need further investigation. In this paper, we propose a distributed
load-balancing algorithm considering this spatial-temporal variation in
a two-tier heterogeneous network. Instead of illuminating the spatial-
temporal influence, we make use of this characteristic while designing
the algorithm, and accordingly switch ON/OFF small cell base stations
(SBSs) for improving the energy efficiency. A load factor described with
load variance is derived, based on which the problem is formulated as a
non-linear integer programming that seeks to minimize a load function.
Then a suboptimal solution is obtained by an effective heuristic algo-
rithm. Simulation results show that our proposed algorithm balances the
traffic load better and significantly reduces the total energy consumption,
compared with conventional load-balancing scheme.

Keywords: Spatial-temporal variation · Load balance
Small cell ON/OFF

1 Introduction

With the development of mobile communication technology, the data traffic
flow of wireless cellular network has grown rapidly in the past decade [1–4].
This growth not only increases the traffic load on wireless cellular network, but
also reveals dynamic characteristics of data traffic in both temporal and spatial
dimensions. This spatial-temporal variation of data traffic distribution may lead
to load imbalance and impact the network performance in energy efficiency, users
quality of service (QoS) requirements and resource utilization. So how to solve
the load imbalance problem in different scenarios is worth studying.

There have been approaches proposed about traffic load balancing, such as
complementary communication technologies, direct transfer, cell range expansion
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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(CRE), and so on [5–9]. These works have designed algorithms for the load-
balancing problem in conventional scenario and achieved good results. However,
existing works are mainly aimed at illuminating the influence caused by the
variations. In fact, those variations could also be used to cope with the load
imbalance problem.

Reference [5] provides a strategy to offload the mobile data traffic from cel-
lular network to WiFi infrastructure for extra capacity and better network per-
formance. This work also proposes a load-based SNR-threshold algorithm that
controls the amount of WiFi offloading. Reference [6] analyzes the downlink and
uplink transmission performance in two-tier heterogeneous network when micro
BS employs CRE and derives an optimal CRE bias and optimal transmit power
of SBSs to maximize transmission success probability and energy efficiency. An
analytical framework is proposed in [7] which allows to analyze the trade-off
between the energy consumption and the traffic offload of cognitive network and
can be used for the energy efficient design and operation of cognitive small cell
access points. In [8] a new separation architecture called Hyper-Cellular Net-
work (HCN) is proposed, which is supposed to guarantee the coverage. Then
two small cell sleeping schemes (random and repulsive schemes) are proposed in
HCN. Numerical results show that these two schemes can keep the load of the
network balanced and save a lot of energy. In [9] a dynamic pico on/off algo-
rithm is proposed in which the traffic load coefficient is formulated as a function
of bandwidth. By controlling this load coefficient under a fixed threshold, the
traffic load can be seen as balanced and minimum pico base stations will be
switched to active mode.

Although the above works provide many good insights on balancing traffic
load and improving energy efficiency, these methods are not appropriate for some
typical spatial-temporal variation scenario. For example, in a shopping mall area,
there will be not much people early in the morning and these people would more
likely to be in the supermarket underground. As time goes by, there will be
more and more users arriving at the mall and by noon most of them choose to go
upstairs having lunch. Due to this variation, the traffic load would be unbalanced
on these two dimensions. Frequent handover from one SBS to another could cause
a decline in throughput and result in user experience decreasing.

In this paper, we propose an algorithm of load balancing based on SBSs sleep
mode in two-tier heterogeneous networks (HetNets), in which SBSs can decide
automatically whether to switch on or off, using the spatial-temporal variation
characteristics of data traffic distribution. This self-organized algorithm is able
to adjust automatically as the traffic load changes. We use a load factor to
measure the traffic load level which is formulated as the variance of traffic load.
The goal of the algorithm is to minimize this load factor. We model this problem
into a non-linear integer programming problem in which an optimal solution can
not be obtained in linear time. So we reformulate the problem into a max-min
optimization problem and find a method to solve it through genetic algorithm.
Simulation results show that the proposed algorithm can balance the network
traffic load efficiently and save the total energy consumption, compared with
conventional load-balancing approach.
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The rest of this paper is organized as follows. In Sect. 2, the system model
is defined and the studied scenario is described. Section 3 presents the problem
formulation and describes the proposed load-balancing algorithm, followed by
simulation results and conclusion in Sects. 4 and 5, respectively.

2 System Model and Scenario

2.1 Network Scenario

We consider a two-tier HetNet, where several SBSs are randomly distributed in
a macro base station (MBS) covered area, where users distributed in different
location at different time. We illustrate the scenario as in Fig. 1. The upper left
area is numbered as region 1, and remaining areas are clockwise marked as region
2, region 3 and region 4. At time t1, user equipments are mostly distributed in
region 1 and region 4, so only the SBSs in these two regions are switched on
while others are off, as Fig. 1(a) shows. And as time goes by, at time t2, some
user equipments leave region 1 and region 4 and appear in region 2 and region 3,
leading to the fact that SBSs in region 1 and region 4 are switched off meanwhile
SBSs in region 2 and region 3 are switched on.

Without loss of generality, we assume that the arrival of users follows a Pois-
son Point Process (PPP), whose arrival rate at time t is λ. Orthogonal bandwidth
is used by different layers to avoid the severe inter-layer interference, especially
for protecting the signaling coverage [8]. System bandwidth is W and the band-
width of each subcarrier is B. In this paper, we only consider the scenario that
the SBSs covered with one MBS. We denote the sets of SBSs and users by
J = {1, 2, · · · , J} and I = {1, 2, · · · , I}, respectively. The transmission power
of SBSj , j ∈ J , is Pj , and hij is used to denote the channel gain between SBSj

and useri. In order to realize the load balancing of the whole network, each SBS

Fig. 1. Illustration of the studied network at different time.
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is set to have two operation modes, one is the active mode, and another is the
sleep mode. To express the problem better, an indicator ξwi,j is used to describe
the connection state between stations, users and bands. If ξwi,j = 1, the useri is
associated with the SBSj and deployed on bandw; otherwise, ξwi.j = 0.

2.2 Traffic Model

In this paper, we assume that a user equipment can only be served by one active
SBS at one subcarrier frequency. Therefore, the received signal to interference
and noise ratio (SINR) of useri from SBSj is given by

SINRw
i,j =

ξwi,jpj |hij |2
σ2 +

∑

k �=j

ζwk pk|hik|2 (1)

where σ2 is the thermal noise energy, and |hij |2 is the channel gain from SBSj to
useri, j ∈ J , i ∈ I. If ζwk = 1, it indicates that SBSj is active and use bandw to
transmit signals. Further, according to Shannon Theory, the data rate of useri
is given by

rwi,j = B log2(1 + SINRw
i,j) (2)

We use ρj to denote the ON/OFF state of SBSs, which is defined as follows:

ρj =

{
1 SBSj is active
0 otherwise

so we can obtain the number of active SBSs in the network from above. Accord-
ingly, the average rate of whole network can be denoted as

r̄ =

∑

i,j,w

rwi,j
∑

j

ρj
(3)

where
∑

i,j,w

rwi,j enlightens the sum of data rate brought by the users that associ-

ated with SBSs in the network.

3 Problem Formulation and Algorithm Design

3.1 Problem Formulation

Based on the network model, we consider a mechanism to balance the system
load by controlling the SBSs’ operation mode to active mode or sleep mode,
which aims at keeping the load of whole network balanced around an average
level while ensuring the QoS of users. In a period of time, the number of users
may change and could distribute in different part of the area, so the SBSs of
different location may have different operation mode. By switching some SBSs
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of the network ON/OFF, the load of each SBS can be stabilized near the mean
value, ensuring the load of the network to be balanced. In other words, if we keep
the difference between the load of each SBS and the average load of the whole
network as low as possible, then the network can be seen as a load-balanced
system. The load deviation of SBSj can be written in the following expression:

dj =
∑

w

∑

i

ξwi,jr
w
i,j − r̄ (4)

As to balance the load of the network, the load deviation of each SBS has
to be as low as possible, that is, the load variance of the network has to be
minimum. In this paper, we derive a load factor to describe the load variance,
which is defined as:

L =
∑

j

d2j (5)

For the purpose of minimizing the load variance of the network, the optimal
load-balancing problem can be formulated as the following:

min L
s.t.

∑

w

∑

i

ξwi,j ≤ 1, i ∈ I, j ∈ J , w ∈ W

Pj ≤ Pmax, i ∈ I
ξwi,j ∈ {0, 1}, i ∈ I, j ∈ J , w ∈ W

(6)

where Pmax is the maximum transmit power of SBS.
The goal of this work is to propose a load-balancing algorithm in which the

traffic load of each SBS is balanced near a average value by switching the SBS
to active or sleep. The optimization formulation is to minimize the traffic load
variance as in Eq. (6). Note that (6) is a non-linear integer optimization program-
ming problem which is not suitable to be solved by linear integer programming
method. Fortunately, we notice that the formulation can be seen as a max-min
optimization problem [10], then the problem can be re-formulated as:

max
∑

z

s.t. z ≤ dj , i ∈ I, j ∈ J , w ∈ W
∑

w

∑

i

ξwi,j ≤ 1, i ∈ I, j ∈ J , w ∈ W

Pj ≤ Pmax, i ∈ I
ξwi,j ∈ {0, 1}, i ∈ I, j ∈ J , w ∈ W

(7)

3.2 Load-Balancing Algorithm Design

Problem (7) is still difficult to get an optimal solution in linear time scale, thus,
we propose a load-balancing algorithm through switching SBSs ON/OFF based
on genetic algorithm (GA).
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When there are users arriving at the area, the data traffic is also brought
to the network, resulting in the traffic load change of SBSs. As this change
happened, SBSs will check their operation modes and decide to change or not
according to Eq. (6). If the total traffic load is increasing, then several SBSs
should be switched active to share some load. On the contrary, when users depart
from the area, the data traffic is also reducing, causing some SBSs have to be
switched off. Therefore, different operation mode of SBSs will directly affect the
traffic load distribution of the network, so our goal is to choose the appropriate
ξwi,j for useri and SBSj keeping the load function minimum.

Algorithm 1. Load-Balancing Algorithm through Switching SBSs ON/OFF
via GA
1: Initialization:

a)Users arrive and randomly distributed in the network
b)Set the maximum number of iterations M , population size Z and encoding length
l, pc, pm and ps
c)Initialize the population according to Z, l, set minV = V1

2: for m = 1, 2, · · · ,M do
3: for each individual z in the population,z = 1, 2, · · · , Z do
4: Calculate the objective function: the load variance V for each individual
5: end for
6: if p1 < pm then
7: Calculate the mutation point
8: if mpoint = 1 then
9: change the value to 0

10: else
11: change the value to 1
12: end if
13: end if
14: if p2 < pc then
15: Calculate the crossover point and exchange the value of individualz with

individualz+1

16: end if
17: Calculate

∑
V and Vz∑

V

18: if Vz∑
V

< ps then
19: Select this individual as a member of new population
20: end if
21: Update the population
22: if V arz < minV then
23: minV = V arz
24: end if
25: end for
26: Output the minV, best individual, and obtain the load-balancing policy according

to the result

Because the problem is NP-hard which is difficult to obtain an optimal solu-
tion, so we derive a suboptimal solution through GA. GA updates a population
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of solutions via genetic operators such as crossover, mutation and selection to
achieve offsprings with better quality until some convergence criteria are met
[11]. At each generation, a GA is capable of producing and maintaining a set
of feasible solutions, maintaining a population of candidate solutions, and eval-
uating the quality of each candidate solution according to the objective fitness
function. We view each combination of SBS operation modes as an individual
of the population, that is, a combination of all the SBSs’ binary-state mode
value. The original population is set randomly. Equation (7) is the objective fit-
ness function. Mutation probability pm and crossover probability pc is used to
decide whether to perform mutation and crossover procedures for this individual
or not. After the traffic load variance of each individual is calculated, the lower
value will be selected, and the corresponding individual will be seen as a good
individual and insert to the new population. After several times of iteration, the
individuals in the population will tend to be consistent and the solution to our
problem can be obtained. This load-balancing algorithm can be summarized as
Algorithm 1.

4 Simulation Results

In this section, simulation results are present to show the performance of our
proposed algorithm. We consider a scenario that several SBSs are covered by
one MBS where those SBSs are deployed uniformly. The parameter used for the
simulations are summarized in Table 1. Additionally, we compare the following
algorithms for performance evaluating in the this simulation:

– Proposed algorithm: Control the operation mode of each SBS and calculate
the traffic load of each SBS. Find the best operation modes combination and
obtain the minimum variance of the load in the network.

– Conventional approach: SBSs don’t have the capability to switch between
sleep-active modes and don’t apply the load-balancing scheme either, referred
to hereinafter as “SBSs all-on”.

– Classical Load-Balancing (LB) algorithm: The SBS with over-loaded traffic
will select one potential target SBS with under-loaded traffic to offload, the

Table 1. Parameter

Parameter Value

Carrier frequency 2GHz

System bandwidth 10MHz

Inter site distance of SBSs 40m

Thermal noise −174 dBm/Hz

Path loss model (d in km) 140.7 + 37.6 log10 d

Maximum transmit power 30 dBm

Users distribution 3/4 in the hot spot
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whole process of which is motivated by the settings of self-adjustment of
specific system parameters in LTE, referred to hereinafter as “conventional
algorithm”.

(a) T = t1 (b) T = t2

Fig. 2. Distribution of SBSs and users.

Figure 2 illustrates the scenario. The simulation starts with 20 users, ran-
domly distributed in the area and as time goes by, more and more users arrive
in and some of them will centrally distributed in one hot spot which is not a
fixed location and will change as time varies. So not only the number of users
in the network will change, but also the users’ spatial distribution. We assume
that each 10 min a maximum of 10 users will join the network and there will be
3/4 of total users are distributed in one hot spot area while others are uniformly
distributed in the remaining area within the coverage of MBS.

Figure 3 shows the traffic load variance in the aforementioned scenario about
the above three algorithm as time varies from 10 min to 80 min, which indicates
the balancing level of the network. To meet the QoS requirement of users, the
data throughput offered by SBSs has to be up to 80% of the total data request,
and the rest will be transferred to MBS. We can see from the result that although
the number and distribution of users in the network is changing over the time,
our proposed algorithm manages to stabilize the variance of traffic load and
maintain at a lower value by switching SBSs to active or sleep modes, compared
with the classical LB algorithm and “SBSs all-on” algorithm.

In Fig. 4, we show the total energy consumption of the network. In this simu-
lation, we only consider the transmission power of the SBSs, for example, if SBSj

is in active mode, then the energy consumption is Pj , otherwise, the energy con-
sumption is 0. As in the conventional LB algorithm, SBSs are always in active
mode in which the total energy consumption stays the same while in our pro-
posed algorithm, SBSs’ operation modes are different from each other since the
number and distribution of users vary from time to time. So when some SBSs
are switched to sleep mode, they actually save a large portion of energy, relative
to the classical LB algorithm.
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Fig. 3. Variance of traffic load per SBS
as time varies.

Fig. 4. Energy consumption of the net-
work with respect to time.
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(a) 10 users join the network/10 minutes
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(b) 20 users join the network/10 minutes

Fig. 5. Network throughput with respect to time.

Figure 5 shows the data traffic throughput of the network using our proposed
algorithm and classical LB algorithm with different user’s arrival rate. We can
see from the result that data throughput increases as time flows, for the reason
that the number of users increases with time. The value is not much different
between those two algorithms, even the classical LB algorithm is a litter larger.
The main reason is that our proposed algorithm switches off some unnecessary
SBSs while the classical LB algorithm is not, thus a few users have to associate
with the MBS which can lower down the throughput slightly (only the data
throughput of SBSs is measured in our simulation).

5 Conclusion

In a two-tier HetNet where the users distribution and data traffic are changing
from time and geographical location, it may result in traffic load imbalance
problem. We propose an energy-efficient load-balancing algorithm in which SBSs
can automatically switch between active or sleep mode. In order to describe the
load difference among each SBSs, a load factor is derived and modeled as a load
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variance. Then, to improve the energy efficiency of the system, switching SBSs
ON/OFF is considered. Since the problem is NP-hard and an optimal solution
is difficult to obtain, we reformulate the problem to a max-min optimization
problem and solve it with the proposed algorithm via GA. Simulation results
show that the proposed algorithm is energy efficient and can obviously balance
the traffic load in the network, compared with classical LB algorithm.
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Abstract. For the further performance improvement of Cognitive Radio sys-
tems, providing accurate or comprehensive information support to Cognitive
Radio devices or networks, there is a use of “Radio Environment Map (REM)”,
which presents multi-dimensional information of radio environments and sce-
narios. With the study of Spatial Interpolation, a method of constructing REM is
proposed, and the performance of each algorithm is compared. Experiments
show that the RMSM algorithm has advantages like high efficiency and low
error, which can be used for the construction of REM.

Keywords: Radio Environment Map � Cognitive Radio � Spatial Interpolation

1 Introduction

Currently, promoting dynamic spectrum management (DSM) has become an interna-
tional trend. Cognitive Radio (CR), breaking the traditional frequency distribution
mechanism which was closed or protected, which enabling the dynamic sensing of
spectrum environment by wireless devices or systems, making the spectrum access
more efficient and flexible [1]. For the further performance improvement of Cognitive
Radio systems, the technique “Radio Environment Map (REM)” appears.

Radio Environment Map (REM), proposed by Y.P. Zhao in 2005, is a compre-
hensive spatiotemporal database and an abstraction of real-world radio scenarios [2],
which presents multi-dimensional information of radio environments. Now the concept
of REM has been acknowledged by the international group “Wireless Innovation
Forum” and referenced by several standard documents such as IEEE, ITU-R, ETSI [3].
The objective of the project FARAMIR (Flexible and Spectrum-Aware Radio Access
through Measurements and Modelling in Cognitive Radio Systems), conducted by
Framework Program 7 (FP7) in 2010, is to research and develop a complete REM
prototype system for increasing the radio environmental and spectral awareness of
future wireless systems, improving the capacity or innovation of radio resource opti-
mization and radio management in European industry [4–7]. In recent years, many
colleges or institutions have conducted the research on the techniques of spectrum
management based on REM [8–12].

Spatial Interpolation is a method to evaluate the unknown point and fill the blank
space by using the sample point [13], which is widely applied to Geographic
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Information System (GIS), image processing, indoor positioning and so on. The
techniques of Spatial Interpolation, which are commonly used, include Inverse Dis-
tance Weighting (IDW) [14, 15], Natural Neighbor [13], Spline Interpolation [16], and
Kriging Interpolation [17]. In this paper, Spatial Interpolation algorithm are compared
and used for analyzing the radio environment, and a method of constructing the REM
based on Spatial Interpolation and Received Signal Strength (RSS) is proposed.

The rest of this paper is structured as follows. Section 2 explains the general model
and classic method of Spatial Interpolation and the modified algorithm called RMSM.
Section 3 provides the algorithm procedure and complexity analysis of RMSM, while
Sect. 4 presents the experiment and comparison. Finally, Sect. 5 concludes the paper.

2 Spatial Interpolation

2.1 General Model and Classic Method

Spatial Similarity is the basic ideal of Spatial Interpolation, that is to say, in terms of an
unknown point, the closer to the sample data point, the more similar to the sample
point. As it is shown in Fig. 1, the general model of Spatial Interpolation can be
depicted with the subsequent formula:

P x0; y0ð Þ ¼
XN
i¼0

xi x0; y0ð Þ � P xi; yið Þ ð1Þ

Here, P x0; y0ð Þ is a certain estimated value of the location x0; y0ð Þ, P xi; yið Þ is
known value at the point xi; yið Þ, and xi x0; y0ð Þ is the weight assigned to the inter-
polation point x0; y0ð Þ by the sample data point xi; yið Þ.

IDW classic method, introduced by Shepard in 1968 [14], is a local method, in
which interpolation value is influenced by all of the data. That is, the method regards
the weights as the negative exponent of distances and uses all the available sample data
(N) to perform the interpolation:

unknown 
point

Fig. 1. Schematic diagram of Spatial Interpolation
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xi x0; y0ð Þ ¼ 1
d
dexp
i

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � x0ð Þ2� yi � y0ð Þ2

q
8<
:

i ¼ 1; 2; . . .;Nð Þ
ð2Þ

Here, di is the Euclidean distance between each sample data point and the inter-
polated point x0; y0ð Þ and dexp is the distance exponent. Simple and widely used as the
method is, but the drawbacks like large amount of computation are obvious. The local
method of Modified Shepard’s Method (MSM), proposed by Renka [15], is the main
enhancement compared to the IDW classic method. By defining the influence radius R,
only the sample data points in a circle of it around the interpolation point are taken into
consideration. Then the weights are modified by:

xi x0; y0ð Þ ¼
R�dið Þ
R�di

h idexp
; di �R

0; di [R

(
ð3Þ

The optimal condition of this method is all the sample data point are distributed into
square grid.

2.2 Revised Modified Shepard Method (RMSM)

Through the research on MSM, this paper presents a Revised Modified Shepard
Method (RMSM) algorithm, which is improved as follows:

1. Optimizing the weights. The sample data points xi; yið Þ are not always well-
distributed in REM scenarios. For example, when sample data points are few or not
uniformly distributed, the weights assigned to interpolation point fail to be rea-
sonable. Hence, relative weights x0

i are defined by:

x0
i ¼ xi

x0

x0 ¼ R�minðdiÞ
R�minðdiÞ

h idexp
8<
:

i ¼ 1; 2; . . .;Nð Þ
ð4Þ

where xi is still calculated by (3) and x0 is the weight assigned by the shortest point.

2. Flexibly using the local features. The aim of nodal function Q x; yð Þ fitting by local
data points, introduced in MSM method, was to optimize the weight of a certain
point xi; yið Þ using other neighbor point within the influence radius R. However,
there are several limitations of MSM method to choose R in actual REM scenarios
when sample data points are undesirably distributed (e.g. centralized on one point)
such as few or no data points within the R. RMSM method solves this problem by
selecting a certain number of neighbor points—Nq for nodal function fitting, while
NW for weights calculating to interpolate.
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The nodal function Qk x; yð Þ of a sample point xk; ykð Þ in a two-dimensional surface
could be could be various form (linear, quadratic etc.). Here, to fit the radio propa-
gation, RMSM method chooses the quadratic form to Qk x; yð Þ fitting:

Qk x; yð Þ ¼ ck1 x� xkð Þ2 þ ck2 x� xkð Þ y� ykð Þþ ck3 y� ykð Þ2
þ ck4 x� xkð Þþ ck5 y� ykð ÞþPk

ð5Þ

coefficients ck1; ck2; . . .; ck5 are performed by the principle of LMS (Least Mean
Square) as:

arg
Qk x;yð Þ

min
PNq

i¼1
x0

j xk; ykð Þ Qk xj; yj
� �� P xj; yj

� �� �2( )

ðj ¼ 1; 2; . . .;Nq

k ¼ 1; 2; . . .;NwÞ
ð6Þ

where Qk xj; yj
� �

denotes the output of the point xk; ykð Þ at one of its neighboring point
xj; yj
� �

, while x0
j xk; ykð Þ is the relative weight of xk; ykð Þ assigned by the point xj; yj

� �
,

which is also calculated by (3) and (4), replacing the R=di with Rq=dj or RW=dk in (7):

Rq ¼ maxðdjÞ; j ¼ 1; 2; . . .;Nq

RW ¼ maxðdkÞ; k ¼ 1; 2; . . .;Nw

�
1\Nq;Nw �N

ð7Þ

Here, as it is vividly depicted in Fig. 2, dj refers to the Euclidean Distance between
a sample point xi; yið Þ and one of its Nq neighboring point xj; yj

� �
, while dk is the

distance between the interpolation point x0; y0ð Þ and one of its Nw neighboring point
xk; ykð Þ. Nq and Nw could be equal or not because there is no relationship between them.

3. Efficiently neighbor searching. To find Nw neighboring points of interpolation point
x0; y0ð Þ and its Nq neighboring points for nodal function fitting, RMSM method
makes the Near Neighbor (NN) searching twice by constructing the KD-Tree data
structure. KD-Tree (k-Dimensional Tree) is a special binary tree, which is widely
used for range searing [18]. Through the spatial division by hyperplanes, instead of
time-consuming method that traverses all data point, KD-Tree conducts the NN
searching only by backtracking of its sub-tree. After the searching, the RSS of Nw

data points are optimized as

fk ¼ 1
Nq

XNq

j¼1

Qk xj; yj
� � ð8Þ

Finally, the interpolation value of the point x0; y0ð Þ is calculated using
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P x0; y0ð Þ ¼ PNw

k¼0
x0

i x0; y0ð Þ � fk
k ¼ 1; 2; . . .;Nwð Þ

ð9Þ

In practice, it is difficult to get the best result of Spatial Interpolation—expanding
the discrete data into surface data, but the substitutional way of interpolation gridding is
always used. That is, defining the space as a grid are at a certain resolution (size of the
grid), and interpolating for each grid point. The construction of Radio Environment
Map (REM) is right a case of expanding the measurement data points into a RSS
surface.

3 Algorithm Process and Complexity

3.1 Algorithm Process

1. Input

① RMSM algorithm related parameters:

N; dexp;Nq;Nw

Fig. 2. Schematic diagram of RMSM algorithm
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② Grid area related parameters:

Xmin;Xmax; Ymin; Ymax
Number of grid points: M ¼ Xpoints � Ypoints

(Xpoints; Ypoints denotes the number of grid point on X and Y coordinates axes)

2. Initialization

① Data points matrix points:

double[,]points¼ new double[N,3]

filled by the values as follows:

points ¼
x1 y1 P1

..

.

xN yN PN

2
64

3
75
N�3

② Weights matrix x0 and outputs matrix of nodal function q:

double[]w1 ¼ new double[Nq]
double[]w2 ¼ new double[Nw]
double[]q ¼ new double[Nw]

③ Grid points (all of the interpolations for the construction of REM) matrix XY:

Double[,]XY = new Double[xPoints, yPoints]

3. Constructing the two-dimensional KD-Tree in points
4. Starting with the first grid point (m ¼ 1) and repeating the steps of ①–③ as

follows:

① NN searching for Nw neighboring points and weights calculating by (4), hence

x0 ¼ x0
1 . . . x0

Nw

� �
② NN searching again for Nq neighboring points and nodal function fitting by (6),

filling the matrix q:
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q ¼ f1 � � � fk � � � fNw½ �T

③ Calculating the interpolation value of present grid point by

result ¼ x0 � q

5. Until the last grid point (m ¼ M) is calculated, the RMSM algorithm is ended up
with M outputs for the REM construction.

3.2 Complexity Analysis

IDW Classic is a global method that uses all known points to interpolate, it requires
O Nð Þ when N points are measured, and the complexity will reach O MNð Þ for REM
construction. While MSM and RMSM are local method (the number of local points
N 0\N in most general case, which is depended on R and Nq=NW choosing), use the NN
searching, requiredO logNð Þ, for local points. Both of them needO MlogNð Þ complexity.

Undoubtedly, it is obviously improved of MSM and RMSM method, compared to
IDW Classic, on computational efficiency and, the denser of the grid, the closer to
continuous data surface the REM is, but the greater processing requirements needed.

4 Experiments and Analysis

4.1 Experimental Scenario

There are six routers placed in an 15m� 20m indoor area (AP1–AP6 in Fig. 3), where
some Non-Line-of-Sight propagation condition like walls or obstacles existed. Each
router could transmit 2.4 GHz WIFI signal, and the RSS values are measured by
cellphone.

Fig. 3. Schematic diagram of experimental scenario
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All the algorithms this paper mentioned are implemented by C# in Visual Studio
2010, and the related data are stored in SQL Server 2008. A total of six kind of
scenarios (combinations of 6 routers) are tested, RSS (dBm) from 50 different positions
are measured in each scenario. After that, choosing three points (analyzing point P1–P3
in Fig. 3) to calculate the interpolation value (performing calculation 3� 6 ¼ 18 times
each analyzing point) using the algorithms above. Parameters setting as Table 1.

4.2 Performance Evaluation

Figure 4 presents the error bars of three methods mentioned above (IDW Classic,
MSM, RMSM) in different sample points N. Specifically, the histograms denote the
MAE (Mean Absolute Error) of each methods:

MAE ¼
PN

i¼1 Pm � Pcj j
S

ð10Þ

where Pm, Pc refers respectively to RSS value of measurement and estimation, and S is
experimental times (S ¼ 18 in this section). The line-segments represent the standard
deviation, which indicate the robustness of each methods by the length.

Table 1. Experimental parameters settings

Parameters Values

Distance exponent dexp 1
Number of sample points N Exp.1: 30

Exp.2: 50
R (for MSM method) 6(m)
Q x; yð Þ Quadratic
Nq Exp.1: 18

Exp.2: 30
Nw Exp.1: 24

Exp.2: 40

Fig. 4. Comparison of algorithms
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Obviously, IDW Classic method refers the relatively high MAE and poor robustness
due to the use of all sample points and its low computational efficiency, and the exis-
tence of certain measurement error is also a factor inevitably; MSM method shows the
poorest MAE performance when sample data points are less (left sub-diagram in Fig. 4),
though it gets the better robustness than IDW Classic method; By optimizing the
weights and flexibly using the local feature, depicted in Fig. 4, RMSMmethod improves
approximately half of the robustness (50.4%, 55.37% for N ¼ 30, N ¼ 50) compared to
IDW classic, and keeps the relatively low MAE even in less sample points condition.

Performance of RMSM itself in different values of Nq=NW is depicted in Fig. 5.
The choosing of these two values is depended on environment surrounding (obstacles,
walls etc.), that is, larger Nq means smoothing of complex features. Best case is
Nq ¼ 20, NW ¼ 30, the MAE is about to 2.85 db in this condition (decreased by
1.96 db compared to IDW Classic), while the standard deviation is about 2.48 db,
which indicate the desirable robustness.

4.3 Construction of Radio Environment Map (REM)

Based on the analysis above, this experiment uses the RMSM method for the con-
struction of REM due to its favorable performance. The radio scenario is shown in
Fig. 3 also, where six routers (AP1–AP6) work simultaneously. Setting parameters as
Nq ¼ 20, NW ¼ 30 in measured sample points N ¼ 50. Figure 6 presents the REM at
different grid points (M) choosing (M ¼ 1200 in left sub-diagram, while M ¼ 30000 in
right one). It is easy to see that, the closer to the router, the larger RSS of the location is,
which means the greater radio interference of the position.

Fig. 5. Performance of RMSM in different values of Nq/NW
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5 Conclusion and Future Work

Through the research on papers or deliverables of Cognitive Radio (CR), Radio
Environment Map (REM) and the project FARAMIR, the construction of REM based
on Spatial Interpolation is proposed in this paper called RMSM method, which shows
the desirable performance in experiments. Future work will focus on
environmentally-adaptive RMSM method with radio propagation model and the con-
struction of RSS fingerprint database based on REM.
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Abstract. The objective of this paper is to optimize the power allocation to
maximize the total rate of secondary users (SUs) under the SU total transmit
power constraint and primary user (PU) interference temperature constraint, a
proportional rate constraint is also used to assure that each SU can achieve
fairness. The power allocation problem is not a convex optimization problem,
which can be converted to a convex optimization problem without introducing
auxiliary variables. To reduce the burden of information exchange and com-
putational complexity, PU interference temperature constraint can be decoupled
to an average interference constraint. The Lagrangian duality method is used to
solve the optimal transmission power. Numerical results show that the proposed
algorithm not only improves the rate fairness of each SU, but also guarantees the
quality of service (QoS) of PU.

Keywords: Cognitive radio
Orthogonal frequency division multiplexing (OFDM)
Resource allocation � Proportional fairness � Spectrum sharing

1 Introduction

As the broadband wireless communications field continues to grow at a rapid rate, the
emergence of new technologies, i.e., WiMAX [1] Bluetooth and LTE [2] lead to a
rapidly escalating demand for radio spectrum resources. In [3], as a result of the static
spectrum usage policy, some global authorized frequency bands are fixed which results
in a lower spectral efficiency. Spectrum resources have been assigned to an existing
wireless system which has a lot of idle time and space. The issue of spectrum scarcity
has been exacerbated due to inefficient use of the fixed spectrum resources.

The grim spectrum utilization situation urgently requires a way of communication
by opportunistic access the underutilized radio spectrum. This form of communication
in dynamic spectrum access to the characteristics is cognitive radio. The concept of
cognitive radio was first proposed by Joseph Mitola III in a seminar at KTH Royal
Institute of Technology in Stockholm in 1998 and published in an article by Mitola and
Gerald Q. Maguire, Jr. in 1999. To enhance the spectral utilization efficiency of
wireless communication technology, it can detect spectrum holes and allows the
unlicensed secondary user to access idle cognitive spectrum without affecting the
communication quality of the primary user, to effectively reduce the waste of spectrum.
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OFDM [5] divides transmission bandwidth into a series of non-overlapping
orthogonal subcarriers, by assigning different sets of subcarriers to different users.
OFDM not only enables efficient use of the limited spectrum resources, but also cuts
back a variety of adverse environmental impact of the channel due to multipath fading.
Thereby greatly improve system performance to meet the needs of different users.
OFDM is regarded as an ideal alternative technology of realizing CR system which can
highly improve the performance of cellular system by effectively utilizing the char-
acteristic of multiuser diversity to distribute the sub-channel, bit and power.

According to the literatures on resource allocation in OFDM-based CR systems
[6–11], it attracts more attentions by the development of CR technology in recent years.
In [6], the resource allocation (RA) problem is formulated as a dynamic selection of
spectrum patterns and power allocations that are better suited to the available spectrum
range. However, the interference introduced by SUs is not mentioned. An optimal RA
algorithm is proposed in [7], which ensures the rates of SUs are maintained in pro-
portion to predefined target rates. However, the algorithm is designed for non-real-time
applications. In [8], both optimal and suboptimal algorithms are developed to maximize
the sum capacity of a CR network without consider the transmission power limitation.
In [9], the authors want to maximize the sum capacity of the CR system while keeping
proportional rate constraints satisfying to guarantee the fairness among SUs. In [10], a
linear water-filling scheme is proposed. This algorithm maximizes the overall trans-
mitted data rate of the CR system while keeping the interference introduced to the PU
bands below a threshold. The fairness among users is ignored. The equal power
allocation-proportional rate greedy (EPA-PRG) [11] algorithm is proposed to maximize
the system throughput while keeping the fairness. The cooperative transmission tech-
nology isn’t applied in this algorithm.

In this paper, we study the algorithm to optimize the total rate of SUs in OFDM-CR
networks by considering the proportional fairness constraint under the underlay
spectrum access method. Three sets of constraints are considered: interference power
constraints to the PU, maximum transmission power constraints to the SU, the pro-
portional rate constraint. The Lagrange decomposition algorithm and sub-gradient
algorithm are used to solve the problem of power allocation. Simulation results show
that the algorithm proposed in this paper improves the rate fairness of each SU
effectively and it can keep the performance of the system.

2 System Model

We consider the underlay spectrum access method of an OFDM-based CR network.
There are M CR user links which are distributed in an area that is away from the one
primary user link. And the different CR users are allocated to the K subcarriers.

The transmit power of the cognitive user transmitter is deterministic, the sum of the
transmit powers of the transmitter of user i on all subcarriers must be less than or equal
to the total power of the transmitter of the cognitive user i
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XK
k¼1

pik � pimax ð1Þ

where pimax denotes the maximum total transmit power (MTTP) of user i. pik is the
transmit power of user i on the subcarrier k.

Without affecting the communication quality of PU, the most important constraint
is as follows that the interference power generated by all secondary user transmitter
(SU-TX) on all subcarriers should not exceed the threshold which the PU can tolerate,
i.e.,

XM
i¼1

XK
k¼1

pikh
i
k � IMTI ð2Þ

where IMTI denotes maximum tolerated interference (MTI) at primary user receiver
(PU-RX). hik denotes the channel gain between the ith SU-TX to the PU-RX at the kth
subcarrier.

Fairness is an important issue to be considered in the resource allocation of OFDM
cognitive radio. The benefit of imposing a proportional fairness constraint is to assure
that we can control the rate ratios among users, and generally ensure that each user is
able to achieve a required data rate. The proportional rate constraints are expressed as

R1 : R2 : � � � : RM ¼ r1 : r2 : � � � : rM ð3Þ

where rM is a positive real number, r1; r2; � � � ; rM represents a predetermined pro-
portionality constraint factor. RM expresses the data rate of cognitive user M, when
considering an ideal optimization scheme and using the Shannon rate formula [12], it
can be expressed as

RM ¼
XK
k¼1

log 1 þ pikg
ii
kP

j 6¼i
p j
kg

ji
k þ Ipsk þ rik

0
B@

1
CA ð4Þ

where Ipsk indicates the interference of PU to cognitive user M. rik denotes the back-
ground noise of the cognitive user on subcarrier K.

3 The Proposed Power Allocation Algorithm

Our objective is to maximize the total rate of SUs under the SU total transmit power
constraint and PU interference temperature constraint. The proportional fairness is
introduced into the frame that we can control the rate ratio among users.
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The optimization problem for OFDM-CR power allocation can be expressed as

max
XM
i¼1

XK
k¼1

log 1þ pikg
ii
kP

j 6¼i
p j
kg

ji
k þ Ipsk þ rik

0
B@

1
CA

s:t: C1 :
XK
k¼1

pik � pimax

C2 :
XM
i¼1

XK
k¼1

pikh
i
k � IMTI

k

C3 : R1:R2: � � �RM ¼ r1:r2: � � � rM

ð5Þ

The problem (5) is not convex optimization problem. We may rewrite the opti-
mization problem as

min �
XM
i¼1

XK
k¼1

log 1þ pikg
ii
kP

j6¼i
p j
kg

ji
k þ Ipsk þ rik

0
B@

1
CA

s:t: C1 :
XK
k¼1

pik � pimax � 0

C2 :
XM
i¼1

XK
k¼1

pikh
i
k � IMTI

k � 0

C3 : R1:R2: � � �RM ¼ r1:r2: � � � rM

ð6Þ

From C2, the transmission power of each cognitive user in the network is coupled
in the interference to the primary user during the resource sharing. To ensure the
normal communication of the primary users, the channel gain hik between the cognitive
user and the primary user is indispensable, but it requires a large amount of information
exchange. To reduce the system burden which is caused by the large amount of
information exchange, constraint C2 can be divided into K � M parts, the total
interference is transformed into the interference for each cognitive user. Then the
cognitive user does not need to exchange the information, the constraint C2 will change
into

pikh
i
k �

IMTI

K � M
ð7Þ

Equation (7) shows that the channel gain hik has been decoupled. If the transmission
power of each cognitive user meets the requirements of Eq. (7), the primary user
communication quality will be guaranteed.
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Combining Eqs. (6) and (7), the power allocation problem becomes

min �
XM
i¼1

XK
k¼1

log 1þ pikg
ii
kP

j6¼i
p j
kg

ji
k þ Ipsk þ rik

0
B@

1
CA

s:t: C1 :
XK
k¼1

pik � pimax � 0

C20 : pik h
i
k �

IMTI
k

K �M � 0

C3 : R1:R2: � � �RM ¼ r1:r2: � � � rM

ð8Þ

where the constraints C1, C20 are linear constraints. The convexity of the utility
function is verified in the previous part. The optimization Eq. (8) is a standard convex
problem that can be solved in a straightforward manner by using the Lagrange mul-
tiplier method [13]. Lagrangian basic idea converts inequality optimization problem to
a weighted total objective function through a certain number of Lagrange multipliers,
then use the extreme method to solve.

Combining with the Karush-Kuhn-Tucker (KKT) conditions [14], the paper con-
structs the Lagrangian function of the formula (8) by using the convex optimization
theory and categorizes the same item on the right side of the equation, the function is
simplified as

L kigf lngf vigf pik
��� �

¼
XM
i¼1

XK
k¼1

�1þ vi
r1
ri

� �
log 1þ pikg

ii
kP

j 6¼i
p j
kg

ji
k þ Ipsk þ rik

0
B@

1
CA

2
64

þ
XK
k¼1

kip
i
k þ

XK
k¼1

XN
n¼1

lnp
i
kh

i
k

#
�
XM
i¼1

kip
i
max �

XN
n¼1

ln
IMTI

K �M

ð9Þ

where kigf ; lngf ; vigf are the Lagrangian coefficients of constraints C1; C20; C3.
Using the Lagrangian dual decomposition method, the Eq. (9) is transformed into

the minimum value problem of principal variables pik and the dual optimization
problem with the Lagrangian multiplier as the optimal variable, which as follows

D kigf lngf vigfð Þ

¼
XM
i¼1

minLi pik; ki;ln; vi
� � ¼ �

XM
i¼1

kip
i
max �

XN
n¼1

ln
IMTI

K �M
ð10Þ
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where

Li p
i
k; ki; ln; vi

� �

¼
XK
k¼1

�1 þ vi
r1
ri

� �
log 1 þ pikg

ii
kP

j6¼i
p j
kg

ji
k þ Ipsk þ rik

0
B@

1
CA þ

XK
k¼1

kip
i
k þ

XK
k¼1

XN
n¼1

lnp
i
kh

i
k

ð11Þ

Using to the KKT condition, the optimal power control solution of the cognitive
user can be solved by the following equation

@Li pi; ki; ln; við Þ
@pik

¼ 0 ð12Þ

The optimal power solution can be obtained as

pi
�
k ¼ 1� vi

r1
ri

ln 2 ki þ
PN
n¼1

lnh
i
k

� ��

P
j6¼i

p j
kg

ji
k þ Ipsk þ rik

giik

2
6664

3
7775

þ

ð13Þ

where, X½ � þ ¼ max 0; Xf g denotes a projection in a non-negative quadrant.
The Lagrange multipliers can be updated by sub-gradient search method [15] in a

parallel way as follows

ktþ 1
i ¼ kti þ a1

XK
k¼1

pik � pimax

 !" #þ
ð14Þ

ltþ 1
n ¼ ltn þ a2 pikh

i
k �

IMTI

K �M
� �� 	þ

ð15Þ

vtþ 1
i ¼ vti þ a3

r1
ri
log 1 þ pikg

ii
kP

j6¼i
p j
kg

ji
k þ Ipsk þ rik

0
B@

1
CA

2
64

3
75

þ

ð16Þ

where t is the iteration number, a1; a2; a3 denote the positive step sizes. By choosing
the appropriate step size, the stability and convergence of the dual algorithm can be
guaranteed. As the gradient method can converge to the dual optimal solution
k�; l�; v�ð Þ, thus ensures the convergence of the optimal transmission power pi

�
k . Note

that a1; a2; a3 are sufficiently small, k�; l�; v�ð Þ can converge to the optimal point
k�i ; l

�
n; v

�
i

� �
, when t ! 1.
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4 Simulations and Discussions

In this section, we present some numerical results to illustrate the performance of our
proposed algorithms. We consider the OFDM system with 4 SU pairs (M ¼ 4) and 1
PU pair, the number of available subcarriers for the CR network is 2 (k ¼ 2). As Ref.
[15], the nominal values of gii, gij, and hi are randomly chosen from the intervals
0:7; 1½ �, 0; 0:3½ �, and 0; 0:2½ �. The maximum transmission power of each SU is
pimax ¼ 0:8mW. The interference of PU to cognitive user M is Ipsk ¼ 0:93mW. The
background noise power of every subcarrier is 0:003mW.

Figure 1 depicts the transmit power for each user at two subcarriers. We determine
the transmit power of each SU according to the maximum transmitting power of the SU i.
It can be seen that the curves tend to be stable point near the 13th iteration and the total
power of each cognitive user does not exceed the maximum total power specified.

Figure 2 describes the relationship between the data rate and the number of itera-
tions. It shows the curves of the total rate of each cognitive user. The purpose of this
paper is to allocate resources to users based on proportional fairness and to bring all of
these users to the similar data transmission rate. From Fig. 2, the data rate continuously
improves in the initial stage, followed into a horizontal state by the fifth iteration. When
r1:r2:r3:r4 ¼ 1:1:1:1, it indicates that the cognitive user meets the minimum propor-
tional rate requirement and the reachable rate between cognitive users is the same, all
users at the same rate to achieve the most fairness.

Figure 3 shows the capacity distribution among cognitive users. It can be seen that
the capacity of each cognitive user is uneven under non-proportional constraint,
however, each cognitive user get the same capacity level to transmit when the rate ratio
is 1:1:1:1, this reflects the fairness that each cognitive user gets the same opportunity to
transmit under the premise of considering the proportional rate constraint of the cog-
nitive user.

(a) Transmit power for SUs at subcarrier 1     (b) Transmit power for SUs at subcarrier 2 

Fig. 1. Transmit power of each cognitive user at two subcarriers
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Figure 4 describes the interference power at the PU receiver. With the increase of
iterations, the interference power from SUs has increased dramatically at the beginning.
When the transmission power reaches at Nash equilibrium point state, the interference
power at PU receiver is stable.

Fig. 2. The rate of each cognitive user.

Fig. 3. The capacity distribution among cognitive users
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5 Conclusion

In this paper, we have studied the problem of maximize the total channel rate of SUs and
power allocation under the SU total transmit power constraint and PU interference
temperature constraint in OFDM-based CR networks. Using the proportional fairness as
the constraint, we can improve proportional fairness of resource allocation and achieve
substantial transmitted data rate gain. We transform non-convex optimization objective
function into convex form, and use the Lagrange decomposition method and
sub-gradient method to derive the subcarrier allocation. It is shown by simulation results
that the transmission power of SUs can quickly reach the optimal point and the data rate
of each SU is almost equal, the interference introduced to the PU bands below inter-
ference power threshold, the computational complexity of this paper is relatively lower.
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Abstract. Nowadays, 5G puts forward a number of candidate multiple access
technologies, among which the non-orthogonal multiple access (NOMA) is
attracting more and more attention. Combining cognitive MIMO with NOMA is
of great significance to improve the capacity for future mobile communication.
Cognitive system includes two kinds of users, which are secondary users
(SUs) and primary users (PUs), and the underlay spectrum sharing paradigm
needs to consider the interference of the SUs system to the PUs system is below
the predetermined threshold. And therefore, in order to reduce interference and
improve capacity, we precode firstly at the transmitter. Then SUs were clustered
according to the merits of the channel quality and performed power allocation
for each cluster. During this process, the mean of the channel matrixs’ trace is
used as the dynamic reception weight to enhance the system capacity. Mean-
while, taking the SUs’ quality of service (QoS) and the requirement of suc-
cessive interference cancelation (SIC) into account. The objective function is
NP-hard problem, we need to transform it into system capacity for sub-cluster,
and finally using Lagrange function, nonconvex KKT conditions and mathe-
matical induction (MI) to solve the optimal power allocation coefficient, which
is between zero and one. The simulation shows that this proposed scheme can
improve the capacity obviously compared with the average power allocation.

Keywords: Non-orthogonal multiple access � Cognitive MIMO
Underlay paradigm � Power allocation � Lagrange function � KKT conditions

1 Introduction

The combination of cognitive radio technology and MIMO technology is called cog-
nitive MIMO network, which can greatly improve mobile communication capacity
because of MIMO spatial parallel transmission advantage. Facing with the upcoming
5G era, spectrum scarcity is still a serious problem. MIMO Cognitive, which have
advantages of both the flexibility of cognitive and the spatial transmission of MIMO,
may enhance the spectrum utilization and improve the system capacity, and therefore, it
has a wide range of prospect for future mobile communications [1]. Looking back 1G
to 4G, are using orthogonal multiple access technology, in 5G era, non-orthogonal

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
B. Li et al. (Eds.): ChinaCom 2017, LNICST 237, pp. 426–439, 2018.
https://doi.org/10.1007/978-3-319-78139-6_43

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78139-6_43&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78139-6_43&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78139-6_43&amp;domain=pdf


multiple access technology is increasingly concerned about the industry, which perhaps
not only further enhance the spectral efficiency, but also is an effective approach to
approaching the capacity domain of multi-user channels [2]. It can be seen from the
literature [3] that the underlay scheme is widely used due to its simplicity and
promising prospect. In underlay paradigm, the PUs and SUs exist and transmit mes-
sages at the same time, they occupy the same frequency to accomplish their own
communication, but the SUs to the PUs’ harmful interference may not affect the normal
communication of PUs, otherwise SUs cannot work properly [4].

NOMA is a new type of multiple access technology that introduces interference at
the transmitter and uses the SIC to eliminate the interference at the receiver [5]. Since
this technology was put forward so far, more and more researchers study NOMA with
MIMO, and their main purpose is to improve the system capacity, but there are little
people study NOMA cognitive MIMO, but this method not only improve the system
capacity greatly, but also frequency efficiency. In [6], the optimal solution is obtained
by solving the maximum value of the quadratic equation, and it is obvious that the
method is simple and can get the global optimal solution. However, this method can
only solve only two users situation, so this literature does not have universality. The
reference [7] only studies two users which meet the requirements of many users, and
the document does not pre-code the transmission signal, so that the interference control
cannot be carried out well. The reference [8] studied the downlink NOMA multi-user
beamforming system, which divides multiple users into clusters with only two users in
each cluster, there are only two users in each cluster, and the number of transmitting
antenna of clusters and the base station are the same, otherwise, it is not suitable to
meet the requirements of this method.

According to the literature [8], the number of sub-user clusters is redesigned, and
the number of clusters are determined according to the number of effective antennas of
the secondary subscriber base station. That is, if the SBS has two effective transmitting
antennas, the secondary users are divided into two cluster. It is known from the lit-
erature [9] that the influence of the power allocation factor on the user with poor
channel quality is much greater than that of the user with good channel quality.
Therefore, when the power allocation is performed, the users with poor channel status
are assigned more power, the allocation of less power. Compared to the traditional
water-filling, this power allocation is more conducive to system performance.

Where �ð ÞH represents the conjugate transpose of the matrix or vector, and trð�Þ
represents matrix trace.

2 System Model

Considering a multi-user downlink communication network, the cognitive system
adopts the underlay spectrum sharing mode. At this time, it is necessary to consider the
interference constraint of the secondary user system to the primary user system. The
secondary users receive the signals from the secondary base station (SBS), and the
signals include the useful signals and the harmful signals, the PUs receive the inter-
ference signal from the SBS as well. The system model shown in Fig. 1. Assuming that
SBS have Nt antennas, and there are N SUs in this system. In order to facilitate the
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analysis, SUs are divided into Nt clusters, and there are K users in each cluster, soPNt

n¼1
K ¼ N.

When performing power, water-filling is a common method to choose, but water
filling power allocation algorithm must know the channel information, so the receiver
needs current feedback channel information, which introduces some delay and addi-
tional overhead, and especially when the channel changes more slowly, the
water-filling method is also easier to achieve, but when the channel conditions change
faster, the method is difficult to achieve. In addition, the water-filling method needs to
deal with the channel information, thus introducing a greater complexity. In this paper,
for the sake of analysis, it is assumed that the power of each antenna accounted for the
same proportion of the total power.

The signal sent by the sub user base station is expressed as

x ¼ x1; x2; x3; � � � ; xNt½ � 2 CNt�1

The vector x represents the transmit information sequence from SBS

xn;k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
an;kPt

.
NSn;k
t

r

Then, the signals were sent to the n-th cluster can be expressed as

xn ¼
XK
k¼1

xn;k ¼
XK
k¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
an;kPt

.
NSn;k
t

r

Where xn;k is the signals were sent to the k-th user of the n-th cluster, an;k is the
power allocation from the k-th user of the n-th cluster, and sn;k is the data information
from the k-th user of the n-th cluster, and Pt represents the actual transmission power
from SBS.

Fig. 1. System model
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According to the system model, the SBS sends the information to the N users of Nt

clusters. Meanwhile, the precoding is performed at the transmitter and the precoding

matrix is U ¼ uH1 ; u
H
2 ; u

H
3 ; � � � ; uHNt

n o
2 CNt�Nt . In this process, the primary user sys-

tem will also receive interference from SBS. The received information at the the k-th
user of the n-th cluster is

yn;k ¼ v hn;kUxþ zn;k
� �

¼ vhn;kuTn xn þ vhn;k
XN

i¼1;i6¼n

uTi xi þ vzn;k

¼ vhn;kuTn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
an;k

Pt

Nt

r
sn;k þ vhn;kuTn

XK
j¼1;j6¼k

ffiffiffiffiffiffiffiffiffiffiffiffi
an;j

Pt

Nt

r
sn;j þ vhn;k

XN
i¼1;i 6¼n

uTi xi þ vzn;k

ð1Þ

Because NOMA uses Successive interference cancellation (SIC) at the receiver, so
concerning the nature of NOMA, the yn;k in (1) can be rewritten as:

yn;k ¼ vhn;kuTn

ffiffiffiffiffiffiffiffiffiffiffiffiffi
an;k

Pt

Nt

r
sn;k|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

desired signals

þ vhn;kuTn
Xk�1

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffi
an;j

Pt

Nt

r
sn;j

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
intra�cluster interference

þ vhn;k
XN

i¼1;i6¼n

uTi xi|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
inter�cluster interference

þ vzn;k|ffl{zffl}
channel noise

ð2Þ

Where v the mean of the channel matrixs’ trace is used as the dynamic reception

weight, that is v ¼ 1
K

PK
i¼1

trðhn;ihHn;iÞ, which means the weight of the received signal is in

association with the mean of the channel trace. When channel station is better, the
received signal is large, but when the channel station is relatively poor, the intensity of
the received signal is relatively small. zn;k is the Gauss distribution noise signal whose
mean value is zero and variance is r2.

From the literature [8], we can see that the influence of power factor on users with
poor channel quality is far greater than that of users with good channel quality, and
therefore, considering the influence of power factor on the channel quality and made
the overall performance of the system is further improved, we assign less power to the
users with better channel quality, more power allocation with poor channel quality.
Suppose in the n-th cluster, channel gains are sorted as hn;1 [ hn;2 [ hn;3
[ � � � [ hn;K , and the corresponding power allocation factor is an;1\an;2\an;3
\ � � �\an;K .

We can get the signal-to-interference-and-noise-rate (SINR) from the formulation
(2), which is
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SINRn;k ¼
vhn;kuTn
�� ��2an;k Pt

Nt

vhn;kuTn
�� ��2Pk�1

j¼1 an;j
Pt
Nt
þ PN

i¼1;i 6¼n

PK
j¼1 vhn;kuTi
�� ��2ai;j Pt

Nt
þ vzn;k

¼ v hn;kuTn
�� ��2an;k

v hn;kuTn
�� ��2Pk�1

j¼1 an;j þ v
PN

i¼1;i6¼n hn;kuTi
�� ��2 þð 1

Pt=Nt
Þzn;k

ð3Þ

Assuming E si;j
�� ��2h i

¼ 1; 8i; j, then the rate of the k-th users is

Rn;k ¼ B log2 1þ SINRn;k

�� �� ¼ B log2 1þ gn;kan;k
gn;k

Pk�1
j¼1 an;j þ 1

�����
����� ð4Þ

Where B represents the bandwidth of each transmitted beam, and

gn;k ¼
vhn;kun
�� ��2

BðPN
i¼1;i 6¼n vhn;kui

�� ��2 þ 1
Pt=Nt

� �
vzn;kÞ

ð5Þ

Here, gn;k represent the normalized channel, the channel is able to simplify the
calculation of the normalized objective, then type (3) can be written as follows

SINRn;k ¼ gn;kan;k
gn;k

Pk�1
j¼1 an;j þ 1

ð6Þ

The capacity of the whole secondary user system is:

R̂SBS�sus ¼
XN
n¼1

XK
k¼1

B log2 1þ gn;kan;k
gn;k

Pk�1
j¼1 an;j þ 1

�����
����� ð7Þ

3 Problem Description and Solution

The PUs are equipped with two antennas, the SBS equipped with 2 antennas, and there
are N SUs in total and each SU is equipped with one antenna, the entire SUs are
divided into two large clusters, and each cluster has K SUs, that is, N ¼ 2K.

3.1 Cognitive System

Because of the cognitive MIMO system based on NOMA underlay model, in this
system, apart from the interference from SBS to PUs, we mainly consider the
inter-cluster and intra-cluster interference of secondary users system. Other interference
is not main interference, so for the sake of simplicity here, they are not being discussed.
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In MIMO cognitive network, if researchers selected underlay spectrum sharing
paradigm, then the interference between SBS and PUs need to be less than predefined
threshold Ip, and if interference is larger than this threshold, then SUs can not to work
properly [8], so in other words, the presence of secondary user is based on the premise
that the normal communication of the primary user is not influenced at all. The number
of PUs are modeled based on homogeneous poisson point processes (PPPs), denoted by
/l with density of kl, mlj j2 is equivalent gain from SBS to PUs. In this case, SBS’s
actual maximum transmission power Pt can be described as follows

Pt ¼ min
Ip

max
l2/l

mlj j2 ;Ps

8><
>:

9>=
>; ¼ min

Ip
max
l2/l

ð bmlj j2LðdlÞÞ
;Ps

8><
>:

9>=
>; ð8Þ

Where Ps is the maximum transmit power from SBS. bml is the channel gain of
Rayleigh fading channel from SBS to PUs, and LðdlÞ ¼ 1=ð1þ ddl Þ is large-scale path
loss where dl is the distance between k-th PUs and SBS, and d is path-loss coefficient.

This is a MIMO cognitive radio, and the transmit power of SBS takes into account
the performance of the primary system and the SBS itself as well. Figure 2 can describe
this relationship between them. From this figure, it is obvious that the transmission
power of the SBS is maintained at its maximum transmission power Ps when the
interference threshold reached a certain value.

3.2 Precoding Selection

Nowadays, many literatures use zero-forcing (ZF) precoding method to precode the
signal. The literature [8] adopt the zero-forcing precoding method, which is simple, and
when there is only one user in each cluster, this method can eliminates inter-cluster

Fig. 2. The relationship between interference threshold (IT) transmit power of SBS
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interference ideally when neglect system noise. However, in actual communication
systems, the number of users in each group is larger than or equal to two, this approach
is no longer simple anymore. And if we precode through minimum mean square error
(MMSE), the bit error rate (BER) is lower, and MMSE is more realistic than ZF
method. The precoding matrix of MMSE method is closely related to the channel, and
the expression is: U ¼ ðHHHþ r2IÞ�1HH . In the NOMA cognitive MIMO system,
since the NOMA receiver uses the SIC to receive desired signals, the BER can be
further reduced. Figure 3 is the comparison of BER.

3.3 Clustering

Compared with conventional orthogonal multiple access (MA), non-orthogonal mul-
tiple access (NOMA) can enlarge the performance gap between them through applying
user pairing [9]. Compared with conventional orthogonal multiple access (MA),
non-orthogonal multiple access (NOMA) can enlarge the performance gap between
them through applying user pairing [10]. In order to suppress interference and receive
useful signals as much as possible, NOMA system typically cluster users. Clustering
needs to consider the users in each cluster which have a neutralization between channel
diversity and channel correlation [11]. Some researchers are simply distributed two
clusters which the channel gain is strong and divided into one cluster while the channel
gain is weak into another group, so that the group can merely guarantee the correlation
between the channels without considering the difference between them fully [12]. Some
researchers study signal antenna in NOMA system and cluster by head and tail [12].
We cluster SUs according to [11, 12] which consider a neutralization between channel
diversity and channel correlation. The SUs channel gains are being sorted descendingly

Fig. 3. The comparison of BER for different precoding methods
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firstly, which is h1 [ h2 [ h3 [ � � � [ hN�1 [ hN , and then perform clustering.
There, we divide the SUs into two clusters, and discuss two situations which is the
number of users in each cluster are odd or even, that is n ¼ 1; 2f g The clustering is
shown as follows.

When K is even, the channel gain distribution in the first cluster is

h1;k ¼ h1; h3; h5; � � � ; hK�1; hKþ 2; hK þ 4; � � � ; hN�2; hNf g;

And the channel gain distribution in the second cluster is

h2;k ¼ h2; h4; h6; � � � ; hK ; hKþ 1; hKþ 3; � � � ; hN�3; hN�1f g:

When K is odd, the channel gain distribution in the first cluster is

h1;k ¼ h1; h3; h5; � � � hK ; hK þ 3; hKþ 5; � � � ; hN�2; hNf g;

And the channel gain distribution in the second cluster is

h2;k ¼ h2; h4; h6; � � � ; hKþ 1; hKþ 2; hK þ 4 � � � ; hN�3; hN�1f g:

After clustering and precoding, the sum rate of the cluster is obtained:

R̂n ¼
XK
k¼1

B log2 1þ gn;kan;k

gn;k
Pk�1

j¼1 an;j þ 1

�����
����� ð9Þ

The goal of this paper is to find the maximum of formula (9).

3.4 Power Allocation and Problem Solving

According to document [12], the power between each user needs to be satisfied when
the serial interference cancellation of each subsystem is repeated:

Pt

2
an;kgn;k�1 �

Pt

2
gn;k�1

Xk�1

j¼1

an;j � ptol

Let ptol
pt=2

¼ b, R0
B ¼ c, and b, c are constant. R0 is the minimum rate of SUs need to

meet the rate. When the secondary users’ rate are greater than or equal to R0, then they
can work properly, otherwise, they can not work normally. After the above analysis,
according to the system model, we can get the optimization equation of the coefficient
distribution:
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Q : maximize
an;k ;8k¼1;2;���;Kf g

PK
k¼1

B log2 1þ gn;kan;k

gn;k
Pk�1

j¼1
an;j þ 1

�����
�����

S:t:

C1 :
PK
k¼1

an;k � 1; n = f1; 2g

C2 : log2 1þ gn;kan;k

gn;k
Pk�1

j¼1
an;j þ 1

 !
� c; n = f1; 2g; 8k = 1, 2, � � � ;K

C3 : an;k �
Pk�1

j¼1
an;j

 !
gn;k�1 � b; n = f1; 2g; 8k ¼ 2; � � � ;K

C4 : an;k 2 0; 1½ �; 8n; k

Here, constraint C1 indicates that the power allocation coefficient is less than or
equal to one; Constraint C2 limits the rate of the secondary user, indicating that the rate
of each user in the secondary user system satisfies greater than a certain value, thus
ensuring the user service quality of the secondary user system; Constraint C3 indicates
that the minimum power difference between the SUs that has been decoded and the
un-decoded is greater than ptol; Constraint C4 represents the condition that the power
distribution coefficient is to be satisfied.

A simplified analysis of constrained C2 is performed as

C2 , gn;kan;k � 2c �1ð Þ gn;k
Xk�1

j¼1
an;j þ 1

� �

Then the Lagrange function is available as

L an;k; k; g; f
� � ¼XK

k¼1

B log2 1þ gn;kank

gn;k
Pk�1

j¼1 an;j þ 1

�����
�����þ k 1�

XK
k¼1

an;k

 !

þ
XK
k¼1

gk gn;kan;k � 2c �1ð Þ gn;k
Xk�1

j¼1
an;j þ 1

� �� �

þ
XK
k¼2

fk an;k �
Xk�1

t¼1

an;t

 !
gn;k�1 � b

 !

According to KKT conditions available

@L
@ an;k	

¼ Bgn;k

gn;k
Pk
j¼1

an;j þ 1
�
XK

j¼kþ 1

Ban;j gn;j
2

Pj
t¼1

an;tgn;j þ 1
	 
 Pj�1

t0¼1
an;t0gn;j þ 1

	 
� k

þ gkgn;k �
XK

j¼kþ 1

ð2c �1Þgjgn;j þ fkgn;k�1 �
XK

j¼kþ 1

fjgn;j � 0;

0� an;k
	 � 1; 8k = 2, 3, � � � ;K,

ð10Þ
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@L
@ k	

¼ 1�
XK
k¼1

an;k � 0; k	 � 0; gk
	 � 0; 8k = 2, 3, � � � ;K ð11Þ

@L
@ gk	

¼ gn;kan;k � 2c �1ð Þ gn;k
Xk�1

j¼1
an;j þ 1

� �
� 0 ð12Þ

@L
@ fk

	 ¼ an;k �
Xk�1

j¼1

an;j

 !
gn;k�1 � b� 0; fk

	 � 0; 8k = 2, 3, � � � ;K ð13Þ

The original problem is a non-convex NP-hard problem [13], so it is difficult to
solve the optimal value. In this paper, the Lagrange function and the KKT condition are
used to solve the above problems by combining mathematical induction method, and
verify that the value of the solution meets the requirement.

Letting O ¼ kf g; X ¼ g1; g2; g3; � � � ; gKf g; H ¼ f1; f2; f3; � � � ; fKf g, since K� 2,
so the set of optimal solution of Lagrange function L an;k ; k; g; f

� �
may be assumed as

W ¼ k; g2=f2; g3=f3; g4=f4; � � � ; gK=fKf g. Suppose that the minimum rate of the
cognitive system is satisfied W ¼ k; f2; f3; f4; � � � ; fKf g and f1 ¼ g1 ¼ g2 ¼
g3 ¼ � � � ¼ gK ¼ 0.

Then

XK
k¼1

an;k ¼ 1 ð14Þ

an;k �
Xk�1

t¼1

an;t

 !
gn;k�1 � b ¼ 0; 8k ¼ 2; 3; 4 ð15Þ

gn;kan;k � 2c �1ð Þ gn;k
Xk�1

j¼1
an;j þ 1

� �
[ 0; 8k ¼ 1; 2; 3; 4 ð16Þ

From the above formula (14)–(15), the power allocation coefficient can be solved
when the number of users in each group is 2, 3, 4, as shown in Table 1.

By mathematical induction (MI), at this time, can get each cluster head power
allocation coefficient:

an;1 ¼ 1
2K�1 �

XK
j¼2

b
gn;j�12j�1

The power allocation factor of the other K � 1 users in this cluster is:

an;k ¼ 1
2 K�kþ 1ð Þ �

XK
j¼k

b

gn;j�12 j�kþ 1ð Þ þ
b

gn;k�1
; 2� k�K:

Where n ¼ 1; 2f g:
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By the nature of the KKT conditions when N ¼ 8 verify the situation, at this time,
there are four secondary users in each cluster: K ¼ 4. At this point, assuming W ¼
fk; f2; f3; f4g; H ¼ f2; f3; f4f g and setting formulation (10) is equal to zero, then the
following relation can be obtained according to the geometric operations:

Bgn;k

gn;k
Pk
j¼1

an;j þ 1
�
XK

j¼kþ 1

Ban;j gn;j
2

Pj
t¼1

an;tgn;j þ 1
	 
 Pj�1

t0¼1
an;t0gn;j þ 1

	 
� kþ fkgn;k�1 �
XK

j¼kþ 1

fjgn;j ¼ 0

, Bgn;4

gn;4
Pk
j¼1

an;j þ 1
�
X3
j¼1

Ban;jðgn;j�1 � gn;jÞPj
t¼1

an;tgn;j þ 1
	 
 Pj�1

t0¼1
an;t0gn;j þ 1

	 
� kþ f4gn;3 �
X3
j¼k

fjgn;j ¼ 0

Based on the nature of the equation, it can be solved:

k ¼ Bgn;4

gn;4
P4
j¼1

an;j þ 1

þ f4gn;3

f2 ¼ Ban;2ðgn;1�gn;2Þ
gn;1 an;1gn;1 þ 1ð Þ an;1gn;2 þ 1ð Þ

fk ¼ Ban;kðgn;k�1�gk;jÞ

gn;k
Pj�1

t¼1

an;tgn;j�1 þ 1

	 
 Pj�1

t0¼1

an;t0gn;j þ 1

	 
 þ fk�1gn;k�2; k ¼ 3; 4

f1 ¼ gk ¼ 0; k ¼ 1; 2; 3; 4

In the above formula, gn;k�1 [ gn;k , gk, k, fk are larger than zero, so the solution
satisfy KKT conditions. What’s more, when the user system uses the average power
distribution mode, an;k ¼ 1

K, then the system capacity is

Table 1. Power allocation coefficient of SUs

The number of users in each cluster Power allocation coefficient

2 an;1 ¼ 1
2 � b

2gn;1

an;2 ¼ 1
2 þ b

2gn;1

3 an;1 ¼ 1
4 � ð b

2gn;1
þ b

4gn;2
Þ

an;2 ¼ 1
4 þ b

2gn;1
� b

4gn;2

an;3 ¼ 1
2 þ b

2gn;2

4 an;1 ¼ 1
8 � b

2gn;1
� b

4gn;2
� b

8gn;3

an;2 ¼ 1
8 þ b

2gn;1
� b

4gn;2
� b

8gn;3

an;3 ¼ 1
4 þ b

2gn;2
� b

4gn;3

an;4 ¼ 1
2 þ b

2gn;3
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Capa ¼ ~R1 þ ~R2

¼ PK
k¼1

B log2 1þ 1
Kg1;k

g1;k
Pk�1

j¼1
1
K þ 1

 !
þ PK

k¼1
B log2 1þ 1

Kg2;k

g2;k
Pk�1

j¼1
1
K þ 1

 !

¼PK
k¼1

B log2 1þ Kg1;k
k�1ð Þg1;k þK

� �
þ PK

k¼1
B log2 1þ Kg2;k

k�1ð Þg2;k þK

� �

4 Simulation Results and Analysis

This section mainly verifies the capacity problem of the MIMO cognitive secondary
users system based on NOMA. System parameters: the cognitive base station has two
transmit antennas, the number of SUs in the cognitive system is greater than or equal to
4, which each user is configured with a single transceiver antenna. The authorization
system has two main users and are configured with two transceiver antennas. The
maximum power that can be sustained by each antenna of the cognitive base station is
50 dBm, and the power difference between the sub-users satisfying the NOMA con-
dition is 10 dBm, and the system bandwidth is 1MHz (Table 2).

In the first experiment, the Monte Carlo simulation was used to compare the change
in the capacity of the secondary user system under two different ways: the dynamic
power allocation mode and the average power mode. It can be seen that the use of
dynamic power distribution, when the number of secondary users increased, the system
capacity will increase also, and it is worth noting that the number of SUs from four
increased to six, the system capacity to improve more than the number of users from 6
increased to 8. However, in the average power allocation method, the more the sec-
ondary users, the lower the capacity. It can be seen that the dynamic power allocation
method has more system capacity than the average power allocation method. As shown
in Fig. 4.

Table 2. Simulation parameters

Parameters Values

Maximum transmit power of base station Ps 47 dBm
Difference in power between SUs ptol 10 dBm
System bandwidth 8 MHz
The distance between PU1 and SBS 50 m
The distance between PU2 and SBS 100 m
The antennas of SBS Nt 2
The effective antennas of SUs 1
The number of SUs 4, 6, 8
Interference threshold Ip 5 W

Gaussian white noise power r2 0.1 W

Path loss exponent d 3
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The second experiment compare the capacity changes of the cognitive system under
different interference thresholds. When the IT is small, the user’s interference to PUs is
small, relatively, and the system capacity of the SUs is larger. As shown in Fig. 5.

5 Conclusion

With the further development of integrated circuits, NOMA technology is an important
technology to increase the capacity of the system for the future mobile communication,
which is based on the increase of the receiver’s complexity. In this paper, the problem
of improving the capacity of secondary users system is studied by combining the
cognitive MIMO and NOMA technology. The simulation results show that the pro-
posed algorithm can improve the system capacity. The next step is to consider the new
pre-coding method combined with other clustering and power allocation methods to
further optimize the state of the NOMA cognitive MIMO secondary users system.

Fig. 4. The variation of secondary users’ number with channel gain

Fig. 5. Capacity comparison of cognitive system with PUs’ IT
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Abstract. As a huge numbers of heterogeneous devices will be connected in
social cognitive radio networks (SCRNs), it needs more frequency spectrum.
Moreover, dynamic spectrum availability and heterogeneous devices make it
more difficult for routing design in SCRNs. Opportunistic routing (OR) can
leverage the broadcast nature of wireless channels, and then can enhance net-
work performance. In this work, we propose an energy aware coded OR
(ECOR) in SCRNs, which jointly considers energy efficiency and social feature
for designing coded OR. In the proposed OR, we exploit a new scheme for
candidate selection and use network coding in data transmission between
selected nodes in SCRNs. In addition, we propose a game-theoretic approach to
decide forwarding candidate set which is based on auction mechanism. The
simulation results demonstrate that the ECOR performs better compared with
existing routing in SCRNs in terms of hop count and packet delivery ratio.

Keywords: Coded opportunistic routing � Social cognitive radio networks

1 Introduction

The cognitive radio (CR) [1] has been considered as a promising technology to
improve spectrum usage in wireless networks. In CRNs, which exploit CR, it includes
two types of users: primary users (PUs) and secondary users (SUs). The spectrum is
used in an opportunistic manner, and thus, the spectrum for SUs is varying with
locations and time, which is affected by the PU’s behavior. The Social CRNs, on the
other hand, is a branch of the CRNs where social relationships are established in an
autonomous way among objects, things, and human and where social graphs are cre-
ated. Thus, how to design routing scheme such that it can improve energy efficiency
and transmission reliability for SCRNs, is an important issue.

Opportunistic routing (OR) [2], was introduced to enhance the routing performance
in wireless networks, which can improve data transmission efficiency and reliability.
In OR, the node broadcasts the packet to its neighbors, and then its neighbors will have
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the chance to receive/hear it, hence, they can cooperate in packet forwarding. In
SCRNs, because of dynamic spectrum access and heterogeneity in cognitive nodes and
channels, it is improper to exploit the traditional routing protocols for SCRNs. Since
there is no need for determining next hops in advance in OR, it is more suitable for
SCRNs.

Recently, several solutions have been proposed on opportunistic routing in CRNs.
Lin et al. [3] induced a novel OR for regular and large-scale multi-channel CRNs,
which exploits spectrum map established on local sensing information. In the first
scheme SMOR-1, it exploits relay selection based on link transmission qualities. For
the SMOR-2, it induces stochastic geometry for geographic OR for cooperative
diversity. In [4], we proposed a novel OR scheme, CANCOR, for multi-channel CRNs,
which incorporates channel assignment in OR protocol for multi-channel multi-radio
CRNs. However, all above mentioned works do not systematically discuss how to
exploit OR to improve the performance of CRNs. Until comparatively recently, Lin
et al. [5] proposed a novel statistical QoS control mechanism through cooperative
relaying from a network coded opportunistic routing perspective, realizing virtual
MIMO communications at session level. Lin et al. [6] presented a cognitive and
opportunistic relay selection scheme for cognitive M2M networks, which can mitigate
detractive interference and efficiently selection the forwarders. However, they did not
exploit the features of social networks to improve the performance of SCRNs.

Until comparatively recently, researchers begin to pay attention to investigate the
performance of CRNs from the social network perspective [7–16]. They mainly focus
on spectrum sensing/sharing [7–13], or queue control [14]. To the best of our
knowledge, only two papers [15, 16] consider social networks in designing routing for
CRNs. Reference [15] exploits the concept of PU community in designing SUs’
routing, ignoring SUs’ social behaviors. Reference [16] proposed a social-relationship-
aware routing scheme for CRNs. It uses the predicted link reliability for routing and
relay decision. However, they did not consider the SUs’ energy efficiency and social
similarity. Inspired by this, we propose an energy aware coded OR (ECOR) for
SCRNs, which jointly considers energy efficiency and social feature. The contributions
of this article can be summarized as follows. Firstly, we present a new routing metric,
which jointly considers social features and energy. And then, the novel forwarding
candidate selection is proposed for SCRNs, which is based on auction model, maxi-
mizing payoff. Moreover, the optimal bid price has been proved, which is related to the
number of candidates and social features. Finally, we validate the effectiveness of the
ECOR protocol by extensive simulations.

The remainder of this paper is organized as follows. The proposed routing protocol
ECOR is introduced in Sect. 2, which mainly contains three key components: network
model, candidate decision based on auction model, and data transmission based on
network coding. Section 3 gives the performance evaluation of ECOR. Finally, Sect. 4
concludes this paper.
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2 ECOR Design

In this section, we will present a coded OR for SCRNs, called energy aware coded
opportunistic routing, ECOR. Next we will describe the network model, candidate
selection and prioritization and data transmission based network coding.

2.1 Network Model

In this paper, we exploit an interweave model [4], in which the SUs can only transmit
data in the channel that there is no PU activity occurs. In this model, it consists of
C channels, nums SUs and nump PUs. Each SU is provided with the same number of
radios R and exploits a half-duplex model. And also, a time-slotted model is exploited
for SU, with a fixed slot duration T. Each slot includes a sensing period with duration
Ts and a data transmission period with duration Tt. The usage pattern of a given channel
follows an independent ON/OFF state model with the lengths of busy and idle periods
in the exponentially distributed with rate parameters kbusy and kidle over busy and idle
transition respectively. Note that, the SUs have social relationships between them and
are heterogeneous.

2.2 Candidate Decision Based on Auction Model

In this subsection, the candidate decision strategy is presented, which includes social
ties, energy consumption, and auction model.

(1) Social ties
In real life, people who carry smart mobile devices (i.e., SUs for SCRNs) always

have social relationship among themselves. We called that the SUs have social features
in SCRNs, which have the same interests, or purpose, or family relationship. Individ-
uals belonging to the same community will meet each other with high probability and
regularly. Compared with dynamic information, social ties and behaviors between
nodes in the same community tend to be stable over time. Hence, we can characterize
the social ties between two nodes according to the history information of these two
nodes, which can be expressed:

STi;jðTÞ ¼ vSPMi;jðTÞþ ð1� vÞsocsimi;jðTÞ ð1Þ

where SPMi;jðTÞ means the social pressure metric (SPM) of the nodes i and j [17]
during time T, vð2 ½0; 1�Þ is the weight factor, which is set to be 0.5 in simulation,
socsimi;jðTÞ means the social similarity between nodes i and j during time T, which can
be reflected by formula (2).

socsimi;jðTÞ ¼ comi;jðTÞ=ðniðTÞþ njðTÞÞ ð2Þ

where comi;jðTÞ means the number of common neighboring nodes for node i and node
j during time T, niðTÞ denotes the number of node i’s one-hop neighbors during time T,
and njðTÞ denotes the number of node j’s one-hop neighbors during time T.
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(2) Energy consumption
Let EiCðTÞ as the energy consumption of the node i for successfully sending one

packet to its downstream nodes during time T. It includes three parts: the energy EiFðTÞ
(used to forward a packet), the energy EiRðTÞ (used to receive/hearing a packet), and
the energy EiACKðTÞ (consumed to send an ACK). Thus, we can obtain

EiCðTÞ ¼ EiFðTÞþNc � EiRðTÞþEiACKðTÞ ð3Þ

where Nc is the i’s one-hop neighbors during time T. Also, we assume it subject to (0,
1) uniform distribution.

(3) Auction model
Suppose in our proposed OR, we select two classes of candidate sets CFS1 and

CFS2, which CFS1 is a primary set, CFS2 is a backup selection. In proposed model, let
source S denote the auctioneer and the forwarding nodes denote the bidders. The ith

bidder’s cost is vi, and the bidder offers price of node i is bpi which i is in the first class
CFS1 and the bsi is the bidder price of node i which i is in the second class CFS2. Note
that we have CFS1 \CFS2 ¼ £. Hence, the payoff function of the node i can be
expressed as:

ui ¼
bpi � vi i is in the first class CFS1
bsi � vi i is in the second class CFS2
0 otherwise

8
<

: ð4Þ

So, the forwarding cost can be expressed as

hi ¼ 1
jNðiÞj

X

j2NðiÞ
STi;jðETXi þ aEiCÞ ð5Þ

where ETXi is the ETX of node i to the destination D, N(i) is the i’s one-hop neighbors.
Hence, we have

vi ¼ hi
1

jNðiÞj
P

j2NðiÞ
STi;jðETXs þ aEinitialÞ

ð6Þ

which ETXs is the ETX of source S to the destination D, and Einitial is the initial energy.
It is easy to know that the distribution of vi is uniformed. So, the expected payoff of
i can be calculated

ui ¼ ðbi � viÞ
Y

j6¼i

Pðbi\ðbðvjÞÞ ð7Þ

where Pðbi\ðbðvjÞÞ denotes the probability that node i has minimum bid.
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According to the characteristics of vi, we have

Pðbi\ðbðvjÞÞ ¼ PðUðbiÞ\vjÞ ¼ 1� UðbiÞ ð8Þ

and

Y

j6¼i

Pðbi\ðbðvjÞÞ ¼ ½1� UðbiÞ�NðiÞ�1 ð9Þ

So we have

max ui ¼ maxbiððbi � viÞ½1� UðbiÞ�NðiÞ�1Þ ð10Þ

After derivation, we can obtain

b�ðviÞ ¼ 1
jNðiÞj � 1

� jNðiÞj � 2
jNðiÞj � 1

vi

¼ 1
jNðiÞj � 1

� jNðiÞj � 2
jNðiÞj � 1

hi
1

jNðiÞj
P

j2NðiÞ
STi;jðETXs þ aEinitialÞ

ð11Þ

The bidding node i bids b�ðviÞ such that all bidders payoff are maximized. In
addition, the prioritization of forwarding candidates are set according the price, the
node with low price has high priority.

2.3 Network Coding Based Data Transmission

In ECOR, we exploit network coding (NC) [18] for data transmission between selected
trust nodes which is to improve the transmission performance. The ECOR uses the
intra-session NC (IaSNC) in which the coding operations are based on intra-session
(the packets are from the same session).

In IaSNC, the S will divide data into small generations of k packets, PKT1, …,
PKTk, which are called original packets. The S linearly combines the k packets in
current generation and keeps sending the linear combinations from the current gen-
eration until the destination feedbacks the generation acknowledgement. After
receiving the generation acknowledgement from the destination, it moves to the next
generation. When the node receives a coded packet, it will check to determine whether
or not there exists the linearly independent between the received coded packet and the
previously received packets of the same generation. If so, it will store it, otherwise, it
drops it. In addition, the node can re-code received coded packets base on linear
combination operations. After receiving any k linearly independent coded packets, the
D can recover the k native packets, and then returns an acknowledgement to the source.
So, the source will stop sending the linear combinations of the current generation, and
moves to the next generation. In our simulation, the maximal k is set to be 10.
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Similar to Ref. [19], we exploit the credit counter for coding and forwarding
condition. Each credit counter is used for a channel in multi-channel wireless networks.
Hence, for each node, we should maintain |C| credit counters. In addition, we take
channel availability into account for credit calculating in ECOR. Next, we will give a
novel method for calculating the value of credit for node i corresponding to the channel
c, which can be expressed

creditiðcÞ ¼ ziðcÞP
c2C

ðuðcÞ P
j[ i

ziðcÞð1� qjiðcÞÞ
ð12Þ

where uðcÞ is the channel availability, qjiðcÞ denotes the packet loss rate from node j to
node i on the channel c, and ziðcÞ is the expected number of transmissions that j must
make on channel c.

If the value of creditiðcÞ is larger than zero, node i generates a coded packet, and
broadcasts it on channel c, decreasing the credit counter. Next, we describe the data
forwarding process, which includes three key components.

Source node: It continues seeds the encoding packets of the current generation size
until it receives corresponding ACK feedback or reach current generation size k.

Relay node: When a relay node receives a coded packet, it will check to determine
whether or not there exists the linearly independent between the received coded packet
and the previously received packets of the same generation. If so, it will store it,
otherwise, it drops it. As well as, the node can re-code received coded packets base on
linear combination operations. As we know in SCRNs, there are multiple types of
flows. Suppose that there are multiple unicast flows at the relay node, so we can
determine the forwarding priority of these flows according to the following rule:

(1) For different types of flows, the forwarding priority is set according to the preset
priority.

(2) For the same type flows, we exploit a new metric 1fi (1fi ¼ d1nfiðpktÞ þ d2nfiðtimesÞ
where d1 and d2 are weight factors, and have d1; d2 2 ½0; 1�, d1 þ d2 ¼ 1, in the
simulation, we set them to be 0.5 and 0.5, respectively, nfiðpktÞ is the total number
of packets of flow fi currently at the node, and nfiðtimesÞ is the total times that the
flow fi goes through the node in the past time). The flow fi with higher 1fi has a
forwarding priority.

Destination node: It feedbacks an ACK to the source by short path routing as soon
as it can recover the whole generation. When two nodes meet, the ACK of the gen-
eration of the flow should be inserted into their packet header exchange before data
transmission, which can avoid the transmission of ACKed generation of the flow.

For channel selection, the channel m with higher u(m) is considered as a better
channel. Thus, it is given a higher rank. In each channel assignment decision, we
choose the channel with highest rank for data transmission.
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3 Performance Evaluation

In this section, we present the performance evaluation of ECOR protocol using NS2
[20] and CRCN model [21]. The simulation settings are: the SUs mobility model is
random waypoint model in a square area, whose node density is 400 nodes/Km2. The
propagation model is the Two-Ray Ground model. The CBR data packets are 1000
bytes and the data traffic is active in the interval [60, 1000] seconds. Each node
generates one data flow to a destination node selected randomly. For each experiment
we performed 100 runs computing both the average value, i.e., packet delivery ratio
(PDR) and hop count.

In addition, the energy parameters EiFðTÞ, EiRðTÞ, and EiACKðTÞ are set to 3.6e−3 eu,
1.8e−3 eu, and 0.16e−3 eu. The initial energy of the node is 300 eu. The number of
flows is 5. Finally, we give three types of flows, the priorities and parameters are shown
in Table 1.

Table 1. MAC parameters for 3 classes

Class Priority AIFSN CWmin CWmax

Class 1 2 2 3 7
Class 2 1 2 7 15
Class 3 0 3 15 1023

Table 2. Simulation parameters

Number of channels 10
Number of Radios 2
Weight factor a 0.2
Max SU speed 2 m/s
Number of PUs [2,…,18]
Number of SUs [20,…,100]
PU coverage 300 m
SU transmission range 120 m
PU transmission range 150 m
Channel data rate 5.4 Mbps
Per channel sensing time 5 ms
Channel changing time 70 ls
Packet size 1000 bytes
Bandwidth 5.4 Mb/s
PU activity parameter k [50, …, 400]
Run time 1000 s
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The simulation parameter settings are listed in Table 2. We compare ECOR with
the following two protocols: CAODV [22] and SoRoute [16] in terms of PDR and hop
count.

The first experiment (Figs. 1 and 2), we study the impact of SU number on packet
delivery ratio (PDR) and hop count. In this experiment, the number of PU is set to be
10 and the PU active parameter is 200 s. As the number of SU number increases, the
PDR will increase as well as shown in Fig. 1. In Fig. 2, we can see that the hop count
will increase when the number of SU increases. However, the proposed scheme always
achieve better performance that other two routing protocols. The reason is that we
consider network coding technology and the social feature in SU’s communication, and
exploit an auction based candidate selection scheme.

The second experiment (Figs. 3 and 4), we analyze the impact of the number of PU
on packet delivery ratio (PDR) and hop count. The number of SU is set to be 50 and the
PU active parameter is set to be 200 s. From the figures, we can see that the PDR of all
schemes will decrease with increasing the number of PU, the reason is that increasing
the number PU means the duration of the free channels is shorter. Moreover, the hop
count will increase and then decrease as increasing PU number. However, the proposed
scheme will obtain better performance.
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4 Conclusion

Integrating OR with the features of social networks is an effective solution to improve
network performance over multi-hop CRNs. This article provides a novel energy aware
coded OR protocol for SCRNs, ECOR. In ECOR, we propose a novel method for
model social feature of SCRNs. And then, we present an auction model based for-
warding candidate selection which jointly considers social features, energy and ETX,
In addition, the optimal bid price has been proved, which is related to the number of
candidates and social features. In data transmission, we exploit network coding during
selected candidate for multi-type flows, which can enhance data progressing. Fur-
thermore, our extensive simulation results exhibit that ECOR performs better than
CAODV and SoRoute.
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Abstract. High imitation of primary user (PU) signal, primary user emulation
(PUE) signal is difficulty for discrimination. First, a method based on cross
ambiguity function (CAF) is proposed for determining PUE signal. For PUE
signal different from PU signal in spatial but same in frequency in one sensing
slot, the algorithm with two dimension search is reduced to one dimension search,
having no inter-modulation signal influence. Moreover, for defending PUE attack
(PUEA), a repeated game between malicious user (MU) and secondary user
(SU) is formulated. By introducing credit discipline mechanism, the optimal
strategies for both players are investigated. The stability of the strategies is
analyzed with replicated dynamic equation, which indicates that the strategies are
the final choice no matter what initial strategies they choose. Simulation results
demonstrate that the method is effective for discriminating and defending PUEA
in terms of lower computation, higher detection probability and greater payoff.

Keywords: PUE attack � Cross ambiguity function � Repeated game
Credit discipline mechanism � Replicated dynamic equation

1 Introduction

Nowadays, spectrum resource available cannot meet the needs of high development of
communication. Cognitive radio (CR) is an technology for making dynamic spectrum
access (DSA) by letting unlicensed user use white space of licensed bands. However,
security vulnerabilities in cognitive radio systems is an key problem [1–5]. One specific
type of attack is PUE attack which has been studied in many works. Emulating the
characteristic of PU signals, PUEA signals deliberately send by MU during the sensing
slot make SU produce wrong estimation of spectrum occupation. PUEA can be divided
into two types, one of which occupies the attacked spectrum for own used called selfish
PUE attack and the other is malicious PUE attack who wants to prevent the network
working normally. Both of them would degrade the performance of CR system [6–10].

The existing works on PUEA are mainly grouped into attack detection and attack
defense. The detection approaches are classified into two types: location-based method
[11–13] and signal feature-based method [14–16]. Location based method is working
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based on PU being a TV user, the location of which is known in a prior and fixed
during the sensing time. By positioning the transmitter, it can decide whether the
received signal is PUE attack signal or not. Signal feature-based method available is
working for each signal has the unique characteristics due to the special transmitter and
propagation path. The received signal having different features would not be considered
as PU signal. The defense method is that SU intelligently chooses the spectrum bands
to sense and access according to Nash equilibrium strategy of the game [17–21]. Since
the DSA mechanism demanding that SU must periodically sense the spectrum bands
and incur no violation of primary users, this work mainly investigates the optimal
actions for both of the players under the circumstance of PU absenting.

The main work is formulated as follows: First, considering PU and MU separated in
spatial, an estimation of Doppler frequency is made for PUEA detection by CAF
spectrum. Then, since the competition between MU and SU is repeated and lasts a long
time, formulation PUE attack and defense as a repeated game. By introducing credit
discipline mechanism, the optimal strategies for both players are obtained. Also, the
stability of the optimal strategy is analyzed by using replicated dynamic equation to
assure that is the final strategy they choose for higher payoff. Finally, simulation results
are presented to confirm the conclusion.

2 System Model

The study is working for IEEE 802.22 networks. Before the analysis, the specific
assumptions need to be made as given below.

(1) PU is assume to be a TV broadcast Tower placed at fix location.
(2) SU and MU are mobile users placed at random location. It is assumed that no

changes (including frequency and location) happen to PU and MU during the
sensing slot.

(3) SU has the ability of self positioning [22].
(4) The working time for SU is consist of discrete periods, one of which is divided

into sensing slot and transmission slot. Without loss of generality, SU performs
spectrum sensing and MU launches PUE attack signal all in sensing slot. If no PU
signal presents, SU transmits signal or if MU grabs the spectrum band success-
fully, MU transmits signal in the transmission slot.

Consider detection problem as a hypothesis testing problem

u tð Þ ¼
n tð Þ H0

AMxM tð Þþ n tð Þ H1

APxP tð Þþ n tð Þ H2

APxP tð ÞþAMxM tð Þþ n tð Þ H3

8>><
>>: ð1Þ

where n tð Þ is a white Gaussian noise of unknown power. AMxM tð Þ and APxP tð Þ cor-
responds to PUE signal and PU signal SU received.
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Architecture of our proposed method is shown in Fig. 1. The main work is divided
into two parts:

(1) PUEA detection. Assume that the signals SU received are composed of simul-
taneous multi signals with uncertain parameters. The signals are firstly separated
by FFT filter Banks in frequency domain. Since PUE signal highly mimic PU
signal, the frequency of PUE signal is same with PU’s. Obviously, it is difficult for
separating PUE signal from PU signal in frequency domain. Owning to different
in location but same in working time of PU and MU, CAF spectrum derived by
mobile SU is effective for discriminate PUE signal from PU signal.

(2) PUEA defense. After analyzing payoffs of SU and MU in one stage of the game, it
is found that equilibrium strategy is not the optimal strategy. Since the game lasts
over a long period of time and each stage of game is of same structure, repeated
game is formulated. By introducing credit discipline mechanism, the optimal
strategies for both of players are derived. The credit value of MU minus one if
attack is detected. Given that the credit value is lower than the threshold, pun-
ishment such as gain smaller benefits despite no attack signal emitted will be put
on MU in the penalty slot. Thereby, comparing with the payoffs achieved in short
time, MU prefers the long payoffs, which determine the optimal strategic tuples.
The stability of the strategies is proved by replicated dynamic equation, which is
used for guaranteeing the maximum efficiency of system.

3 PUEA Detection

3.1 System Description

This section details the mathematical proof of the proposed method (see Fig. 2). At
first, the signal frequency estimation is performed by fast Fourier transform (FFT) at O.
Then, the detection test is carried on each point of the frequency representation. The
test over a certain threshold represents the presence of a signal. As mentioned before,
the fixed frequency of PU signal is known in prior and PUE signal effectively emulates
the characteristics of PU signal such as frequency. The frequency equals to PU fre-
quency, which the test is over the threshold, represents that PU or PUE transmission
has worked. In the next section, we will determine the type of transmitter.

Data
acquisition

Frequency
feature

Spatial feature 

Time  feature 

PUEA
detection

Update credit 
value of MU

SU chooses 
action

MU chooses 
action PUEA defense 

Fig. 1. Architecture of PUEA defense
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Since the signal frequency varies slightly for the movement of SU, it is possible to
discriminate PUE from PU by the Doppler frequency. Let v denotes the velocity of SU,
hP and hM denote the yaw angle from PU and MU. DuP denotes the phase difference
between O and A, which is the same with phase difference between O and C for PU
signal. DuM is declared as the phase difference between O and B for MU signal. They
can be expressed respectively as

DuP ¼ 2pDlP=k ¼ 2pvDt cos hP=k ð2Þ

DuM ¼ 2pDlM=k ¼ 2pvDt cos hM=k ð3Þ

Dt denotes the time for SU moving from O to C and DlP;DlM ; d all represent
distance. Then, the Doppler frequency of the PU signal and PUE signal are shown
respectively as

fdP ¼ DuP= 2pDtð Þ ¼ v cos hP=k ð4Þ

fdM ¼ DuM= 2pDtð Þ ¼ v cos hM=k ð5Þ

For PU’s fix location, fdP can be obtained in advance. The received signals are
compared with PU signal in terms of time, frequency and Doppler frequency. The
signal who has the same time duration and frequency with PU signal but different in
Doppler frequency would be judged as PUE attack signal. Obviously, CAF spectrum
works on the time difference and frequency difference representation and can be
implemented effectively for PUE detection.

3.2 CAF Spectrum Representation and PUEA Detection

The CAF spectrum is defined as

A s; fdð Þ ¼
Z T

0
C nð Þ
uu s; tð Þej2p fd tdt ð6Þ

Where C nð Þ
uu is the nth order cumulant. For the sake of low computation, n is set to be 2,

the express becomes C 2ð Þ
uu ¼ u1 tð Þu�2 t � sð Þ. T refers to the integration length. u1 tð Þ

represents the signal SU received at O.

Fig. 2. PUEA detection system layout
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u1 tð Þ ¼ s1ðtÞ þ n1 tð Þ ¼ aAPxP tð Þ þ bAMxM tð Þ þ n1 tð Þ ð7Þ

After SU moving to the C, the signal obtained as follows:

u2 tð Þ ¼ s2ðtÞ þ n2 tð Þ
¼ aBPxP t þ sPð Þej2p fdP tþ sPð Þ þ bBMxM t þ sMð Þej2p fdM tþ sMð Þ þ n2 tð Þ ð8Þ

Where sP and sM are respectively the duration time of PU signal and PUE signal and
assume sP � sM � sS \ T0. Let sS be the time difference defined by SU moving from
O to C and T0 be the time of sensing slot. fdP and fdM are the Doppler frequency of PU
signal and PUE signal due to the movement of SU. n1 tð Þ and n2 tð Þ are real-valued
zero-mean white Gaussian noise. Index a and b refer to the probability of PU signal
and PUE signal present. As PUE signal and PU signal exhibit the same time and
frequency arrangement, u1 tð Þ is rewritten as follow u1 tð Þ � AP þAMð ÞxP tð Þ þ n1 tð Þ.
For no inter-modulation signals exist in A s; fdð Þ, it is just the method for performing
signal discrimination. Then, the duration time and Doppler frequency can be estimated
using separate optimizations as

ŝ ¼ argmax
s

Z T

0
u1 tð Þu�2 t � sð Þej2p fdPtdt ð9Þ

f̂d ¼ argmax
fd

Z T

0
u1 tð Þu�2 t � ŝð Þej2p fd tdt ð10Þ

The signal detection based on CAF spectrum is mainly working in three steps:

(1) Detection in frequency. First, filter the received signal by FFT. Then, the FFT
outputs of the considered channel i having the same frequency as PU’s is tested
with the threshold. If lower, the channel is considered has no signal output,
namely H0. If higher, the signal is considered to be present and judged as similar
PU signal.

(2) Detection in time. The CAF spectrum can be analytical computed by the signals
respectively received by SU at O and C. As fdP is known in prior, the two
dimensional research in time and Doppler frequency reduce to one dimensional
research in time, the method of which is considered to be more efficient. The
signal is determined as PUE signal for no dominate peak corresponding to the fdP
in CAF spectrum but having the same frequency with PU’s proved by the output
of FFT channel, namely H1. If one dominate peak corresponding to the fdP can be
seen, which can be concluded that the signals are consist of at least PU signal.

(3) Detection in spatial. Determine the duration time of the signals from the dominate
peak in time. For simultaneous signals, perform the search for the Doppler fre-
quency that is included in the same duration time. The estimated Doppler fre-
quency derived from dominate peak of new search is fdM , namely H3. In contrast,
no peak presence demonstrates the signal is only PU signal, namely H2, when one
dominate peak corresponding to the fdP has been seen.
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4 Anti PUE Scheme

4.1 Nash Equilibrium Analysis for Single Stage

PUEA is formulated as a dynamic
game between SU and MU, who
choose its action respectively from
the strategy space AS = {Switch,
Stay} and AM = {Attack, No
Attack}. The payoff matrix of both
players as shown in Table 1 and the
notation that will be used listed in Table 2. The game has unique pure strategy Nash
equilibrium as {Attack, Stay}, which is not optimal for resisting attack. By introducing
credit discipline mechanism, the optimal strategy {No Attack, Stay} for defending
against PUE is proposed based on repeated multistage game between SU and MU.

4.2 Repeated Game Model

It is noted that MU gains access to the spectrum band exclusively by launching PUE
signal, which is severely degrade network performance. Therefore we introduce credit
discipline mechanism for defending against PUEA, based on which MU adjust strategy
as the credit value refers to the degree to gain the spectrum access. We consider the
working period for MU to be divided by normal slot and penalty slot, and set a credit
for every MU. The credit value is directly influenced by his action during the sensing
time. The credit value goes down each time the MU launches attack. Normal slot
represents MU can receive a spectrum gain from using free spectrum band because the
credit value of MU is high. When the credit value is lower than the threshold TC, MU is
penalized for prohibiting from using the free spectrum band in the penalty slot.

Based on the game model presented before, we now consider PUEA defending as a
multistage game. Assume that PU is absent, MU launches attack for every single stage
leading the credit value of MU goes from R0 down to TC. We denote R0 as the initial
value of credit. In such case, the payoff for MU related with attack is Rc � cm þ Rf

during the normal slot. In penalty slot, the MU would suffer a penalty resulting in a

Procedure 1 Procedure of Setting Threshold for Signal Detection

(1) In the free spectrum band, group the noise-only samples in descending order.

(2) Sample pairs are obtained by collecting first 0N samples from the ordered samples, which is selected as 

threshold ( ) ( )'T n u n= , and defining local PFA by ( ) 1 ,faP n n N= 01,2, ,n N= L .

(3) By using CAF, the smoothed spectrogram obtained by non coherent integration in time and Doppler 
frequency is used to realize the signal detection according to above work. Using the appropriate Gaussian 
relation between threshold and the probability of false alarm faP , the threshold model is obtained as 

ˆˆ lna fa bT k P k= − + .

(4) The least square method performs properly on sample pairs, based on which the linear relationship between 
ln faP− and T is shown.

Table 1. Payoff matrix of single stage of the game

PU off Attack No attack

Switch �cs; Rc þ G � cm þ Rf �cs; Rf

Stay G; Rc � cm þ Rf G; Rf

Research on Anti PUE Attack Based on CAF Spectrum and Repeated-Game 455



payoff �Rf when the credit value is lower than TC. The total payoff associated with
always attack and always no attack respectively expressed as

RA ¼ Rc � cm þ Rf
� �

R0 þ �Rf
� � d 1 � dK

� �
1 � d

ð11Þ

RNA ¼ Rf R0 þ d 1 � dK
� �
1 � d

 !
ð12Þ

The payoff of attack is more than
no attack in a single stage of game if
�Rf \Rf \Rc � cm þ Rf is satis-
fied. When it is true, the MU would be
willing to launch attack which is the
driving force behind. However, from
the perspective of competing over a
long period, MU is unwilling to attack
if RA \RNA exists because the overall
gain attained from no attack is greater.
Such that penalize factor K should
satisfy the following constraints

d 1� dK
� �
1� d

[
Rc � cmð ÞR0

2Rf
: ð13Þ

The larger K is, the more loss is
gained due to the long time for pro-
hibited from using the free spectrum band. Thus, no attack is the optimal choice for
MU such that more benefits can be obtained by MU with minimum costs. That is, if R0

is too small, the MU may be penalized mistakenly for making wrong decisions (false
alarm and misdetection). If R0 is too large, the MU still willing to chose attack for the
penalty mechanism not working effectively.

4.3 Optimal Strategy Stability Analysis

Since the pure-strategy equilibrium obtained by repeated game would not provide
procession for dynamic competition, we introduce the evolution game model and
replicated dynamic equation to show the strategies evolution and the stability analysis.
Let the PU absent, the total payoff for both players in multistage game as shown in
Table 3.

A PUEA is launched while the SU chooses stay the band where it is because SU
successfully discriminate PUE from PU. Let the credit threshold TC be zero. The total
payoff regarding to always attack for MU and always stay for SU are respectively
shown as

Table 2. Notations

Notation Explanation

G Indirect Attack gain for MU due to
SU mistakenly interfere with PU

Rf Gain for MU received from other
available spectrum band

cm Attack cost
cs Switching cost
Rc Indirect Attack gain for MU for

SU consuming energy to
discriminating PUEA

d Discount value
K Penalty time
R0 Initial credit value
TC Threshold for credit value
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RA2 ¼ RA ¼ Rc � cm þ Rf
� �

R0 þ
XK
k¼1

dk �Rf
� � ð14Þ

RSt1 ¼ GR0 þ
XK
k¼1

dk R � csð Þ: ð15Þ

Under the same circumstance, SU vacated the spectrum band and switch to a
different free band as SU mistakes the PUE. Thus, MU attacks successfully resulting in
the total payoff for MU is given by

RA1 ¼ Rc þ G � cm þ Rf
� �

R0 þ
XK
k¼1

dk Rc þ G � cm þ Rf
� �

: ð16Þ

The total payoff for SU relating to stay strategy is given by

RSw1 ¼ �csð ÞR0 þ
XK
k¼1

dk �csð Þ ð17Þ

In case of no attack happening, SU fal-
sely detects the PUE and chooses switch as
the strategy. The total payoff for SU and MU
regarding strategic tuples {Switch, No
Attack} are given by

RSw2 ¼ �csð ÞR0 þ
XK
k¼1

dk �csð Þ ð18Þ

RNA1 ¼ Rf R0 þ
XK
k¼1

dkRf : ð19Þ

Supposed that no attack occurs, SU correctly detects the PUE and chooses stay the
band where the SU is. The total payoff for SU and MU regarding strategic tuples {Stay,
No Attack} are given by

RNA2 ¼ RNA ¼ Rf R0 þ
XK
k¼1

dkRf ð20Þ

RSt2 ¼ GR0 þ
XK
k¼1

dkG: ð21Þ

Let x be the ratio of number of attack to the total stage of repeated game. 1 � x
denotes the percentage of no attack. Similar, let y be the ratio of number of switch to

Table 3. Total payoff matrix of multistage
game

PU off Attack No attack

Switch RSw1; RA1 RSw2; RNA1

Stay RSt1; RA2, RSt2;RNA2
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the total stage. 1 � y denotes the percentage of stay. The expected payoff for switch
strategy and stay strategy for SU respectively are expressed by

Ussw ¼ xRSw1 þ 1 � xð ÞRSw2 ð22Þ
Usst ¼ xRSt1 þ 1� xð ÞRSt2: ð23Þ

The total expected payoff for SU is given by

USU ¼ yUssw þ 1 � yð ÞUsst: ð24Þ

The replicated dynamic equation for SU is given by

FSU yð Þ ¼ y Ussw � USU
� � ¼ y 1 � yð Þ Ussw � Usstð Þ: ð25Þ

(1) When Ussw ¼ Usst, any y 2 0; 1½ � is said to be equilibrium by imposing
FSU yð Þ ¼ 0.

(2) When UMA 6¼ UMNA, from equilibrium y ¼ 0 to y ¼ 1, only y� ¼ 0 can be
determined as evolution stable strategy (ESS), because F0

MU y ¼ 0ð Þ ¼
� Ussw � Usstð Þ\ 0 exists. For Ussw \Usst, we have constraints

RSt1 ¼ RSt2 [ RSw2 ¼ RSw1: ð26Þ

Using the same logic, we derive the expected payoffs for attack strategy and no
attack strategy for MU expressed respectively as

UA ¼ yRA1 þ 1 � yð ÞRA2 ð27Þ

UNA ¼ yRNA1 þ 1 � yð ÞRNA2: ð28Þ

The total expect payoff for MU is given by

UMU ¼ xUMA þ 1 � xð ÞUNA: ð29Þ

The replicated dynamic equation for MU is derived as follows:

FMU xð Þ ¼ x UA � UMU
� � ¼ x 1 � xð Þ UA � UNAð Þ: ð30Þ

If UA ¼ UNA, any x 2 0; 1½ � would be equilibrium according to FMU xð Þ ¼ 0.
When UA 6¼ UNA exists, both x ¼ 0 and x ¼ 1 are equilibrium. For y� ¼ 0 is ESS
proved before, it is obvious that RA \RNA. Thus, we have UA \UNA, and in this case
x� ¼ 0 would be ESS.

Based on the ESS analysis of evolution game, we can concluded that no matter
what initial state both players are working on, MU and SU will finally choose the
optimal strategic tuples {No Attack, Stay} based on the proposed game model.
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5 Results and Discussion

5.1 Simulation of CAF Spectrum

We now only consider the case that PU is present who has priority license for the
spectrum, SU must vacant the spectrum when PU is returned. We have blurred signal
with a Gaussian centered white noise such that the SNR is 10 dB. The sampling rate is
330 Hz. In the Fig. 3(a) and (b), CAF spectrum is shown for estimating duration time
and Doppler frequency based on peak detection in the presence of noise. It can be
observed that the estimator is a good choice for depicting the composition of the signal
and time –Doppler frequency structure for PUE detection.

5.2 Simulation for Constant False Alarm Rate (CFAR) Detection

For each value N, the threshold corresponding to every non coherent cumulative
spectrum is obtained by the proposed method. In Fig. 4(a), the threshold of the detector
increases as N increases. For signals with a Gaussian centered white noise, the
threshold can become lower since the SNR is greater as shown in Fig. 4(b).
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Fig. 3. (a) CAF spectrum for one PU signal (fdP ¼ 40, sS ¼ 15Ts), (b) CAF spectrum for
simultaneous multi-signals (fdP ¼ 40, fdM ¼ �10, sS ¼ 20Ts)
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Fig. 4. (a) Threshold estimation versus Pfa for selected values of SNR¼ 0 dB obtained by
varying N to take the values: 150, 200, 250, (b) Threshold estimation versus Pfa for selected
values of N ¼ 150 obtained by varying SNR to take the values: −5 dB, 0 dB, 5 dB
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In Fig. 5, we show the probability of detection as a function of SNR, T and N. We
use the system configuration which has different samples N and different T (as different
Pfa). As can be noticed, the signals are properly detected as the SNR increases. The
probability of detection approaches 100% for SNRs above 0 dB.

5.3 Simulation of Repeated Game with Credit Discipline Mechanism

The parameters satisfied for the constraints are: Rc ¼ 110, cm ¼ 60, Rf ¼ 90,
G ¼ 80, cs ¼ 50, R ¼ 100, K ¼ 50, TC ¼ 0. Figure 6 shows the attack probability
versus different d. We observe that the attack probability decreases as d increases or R0

decreases although the attacker retards this trend. As the repeated game evolves, we
observe that penalty mechanism yields attack probability degradation and slightly
better performance in security for the system.
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Fig. 5. (a) Pd estimation versus SNR obtained by varying N to take the values: 150, 200, 250,
(b) Pd estimation versus SNR for selected values of N ¼ 150 obtained by varying Pfa to take the
values: 10ð�5Þ, 10ð�4Þ, 10ð�3Þ
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Figure 7 shows the expected payoff of MU with the d varying between 0 and 1. The
curves are plotted corresponding to the procession for dynamic competition. With d
increasing, the payoff of attack is decreasing and no attack is increasing. When d is
above 0.8, MU is willing to choose no attack as optimal strategy instead of attack for
RNA [ RA satisfied. And that is corresponding to the point PA \ 1 in Fig. 6.

6 Conclusion

PUEA signal emulates the characteristics of PU signal to obtain exclusive spectrum
usage, which seriously degrades the performance of cognitive radio systems.
Since PUE signal is same with PU signal in time and frequency but in spatial, a
detection method based on CAF spectrum received by mobile SU is presented. For
thwart PUEA, the optimal strategies for both players are studied. By incorporating
credit discipline mechanism, MU would rather choose no attack as dominant strategy
than attack by comparing the short payoff with long payoff during the repeated game.
Under the circumstance of PU absent, the stability of dominant strategic tuples {No
Attack, Stay} for MU and SU is analyzed. Thereby, both players would work in
policy-abiding for larger payoffs in the long term. Simulation results show that the
method is effective for defense PUEA and the proposed system is proved to have a
more efficient and flexible spectrum assignment.
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Abstract. This paper presents a novel energy-efficient MAC Protocol
designed for Body Sensor networks (BSN) focusing towards pervasive
healthcare applications. BSN nodes are usually attached to the human
body to track vital health signs such as body temperature, activity or
heart-rate. Unlike traditional wireless sensor networks, the nodes in BSN
are not deployed in an adhoc manner. The network connectivity is usu-
ally centrally managed and all communications are single-hop. The BSN
has to be dependable in order to ensure the availability and reliability
of the data received. Hence, it is necessary to reduce energy consump-
tion in order to prolong the operation of the network without frequent
outage. It is common to duty cycle the sensor nodes to preserve the bat-
tery utilization. However, the communication between the sensing node
and receiving node can be interfered by human movement that can lead
to energy wastage. In this paper, A Multi-Modal Opportunistic Trans-
mission with Energy Saving (M-MOTES) is proposed. M-MOTES uses
the opportunistic transmission approach and the human kinematics to
duty-cycling the node. Extensive experiments performed on real hard-
ware show that M-MOTES can reduce the battery power consumption
without affecting the packet reliability.

Keywords: Body Sensor Networks · Body shadowing
Multi-hop transmission · Duty cycle · Multimodal

1 Introduction

With the decrease in the cost and miniaturization of these electronic devices
and biomedical sensors, it is possible to attach physiological sensing devices on
the different body parts to form Body Sensor Networks (BSN). These devices
allow non-obtrusive monitoring and capture of the vital health parameters of
the human body and its environment in a decentralized manner [1]. Each device
is usually consist of one or more sensors attached to or implanted in the human
body with a micro-controller, a wireless radio and a power supply. These sensors
can capture different physiological parameters such as body temperature, nerve
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impulses, ECG, blood pressure, and blood oxygen level. The sensory data col-
lected can be transmitted wirelessly to the medical clinic or hospital for analysis
and to monitor the patient’s coordination and activity level.

However, a major hurdle for the wide adoption of BSN technology is the
potential of service disruption due to radio interference [2] and battery depletion
[3]. These sensor nodes usually operate under limited battery supply and in an
environment where other medical devices using the same radio frequency that
can interfere with the radio communication of between nodes. Communication
can also be obstructed due to body part movement especially when BSNs are
applied in medical health monitoring system [4]. Experimental work by Lim et
al. has shown that radio interference can lead to severe packet drop and packet
retransmission by the nodes [2]. As the power consumed during data transmission
is higher than the combined power utilizations for both data processing and
sensing, it necessary to reduce or eliminate radio communication due to packet
retransmission and enable the node to sleep during non-transmission period in
order to conserve energy [5]. One approach is through duty cycling. In these
schemes, the device wake-ups only when necessary, otherwise it sleeps thereby
saving energy. Coordinated and controlled data transmission can reduce energy
consumption. Coordinate transmission can be achieved if the human activities
can be predicted and the radio transmission cycle can be adapted based on the
activity patterns.

In this work, we propose a Multi-Modal Opportunistic Transmission with
Energy Saving (M-MOTES) Protocol that uses the opportunistic transmission
approach with the ability to toggle between single-hop and multi-hop commu-
nication depending on the activities of the users. The main contributions of the
paper are:

– We present the system design and implementation of the M-MOTES protocols
– We perform a comprehensive analysis of the proposed protocol.
– We evaluate the packet reliability and energy efficiency of the M-MOTES

based on the current measurements.

The rest of this paper is organized as follows. The MOTES is introduced
in Sect. 3. In Sect. 4, we describe the experimental setup to analysis the per-
formance of four different transmission protocols with the nodes attached to a
student attending one day lecture. The Packet Delivery Rate (PDR) and cur-
rent measurements are compared and discussed in detail. Section 6 describes the
future work and concludes.

2 Related Works

Over the last, a number of previous researches have been proposed to investigate
use of wearable sensors for motion analysis, activity classification, and monitor-
ing athletic performance [6,7]. Sensors devices such as the accelerometer and
gyro-meter are usually used to assess the human kinematic and track different
activities body movement. Prabh et al. [8] proposes the BANMAC based on
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the radio frequency signal fluctuation to schedule for packet transmission. The
RF signal fluctuations are measured through the periodic exchange of probing
packets in every 12 s. The authors reported that the BANMAC can reduce the
packet loss rate (>30%) in comparison to the standard IEEE 802.15.4 MAC
protocol. However, the exchange of periodic messages can increase the energy
consumption and the computation of the FFT can be time consuming in the
BSN node.

The distance and relative antenna orientation between the BSN transmitter
and receiver can change periodically during walking and running [9]. As a result,
the signal strength in BSN exhibits periodic fluctuations due to obstruction,
reducing the probability of a packet being transmitted successfully. To overcome
this issue, an Optimistic Medium Access Control (OMAC) has been proposed in
[10] to detect the maximum forward foot position and to overcome the transmis-
sion failure caused by body parts obstruction during walking. OMAC assumes
that the walking stride and paces are similar for all the test participants and a
predetermined accelerometer threshold is applied to detect the best transmission
period. However, previous work by Barclay et al. [11] has shown that male and
female exhibit different walking patterns with different accelerometer readings.
As results, the OMAC may miss or unable to detect the transmission window if
the walkers have a smaller or dynamic stride.

To support different operating environments, multi-modal approaches are
usually applied. Kandukuri et al. [12] investigate novel channel access schemes
for packetized wireless networks, which can dynamically switch between specific
transmissions modes in order to match the channel state and success delivery
rate. They proposed the multimodal dynamic multiple access (MDMA) schemes
based on the observed state of the channel and the transmitter queue where
each user can autonomously select the best transmission mode and power level
to transmit at. In [13], A Multimodal Routing Protocol (MRP) is implemented
and evaluated in WSNs to tolerate between different failures. The results have
shown the MRP can tolerate failures with different durations. An application-
aware event-oriented MAC protocol (App-MAC) to support prioritization, fair-
ness, and reduce energy consumption is proposed in [14]. App-MAC leverages the
advantages of contention- and reservation-based medium access control (MAC)
protocols to coordinate channel access and propose channel contention and reser-
vation algorithms to adaptively allocate the time slots according to application
requirements and current events status.

3 The Multi-modal Opportunistic Transmission
with Energy Saving (M-MOTES)

To address the multi-scenario environments, we present the Multi-Modal Oppor-
tunistic Transmission with Energy Saving (M-MOTES) that uses the built-in
accelerator and the Received Signal Strength Indication (RSSI) measurements
to switch between the single-hop and multihop transmission protocol depending
on the user activities, and adjust the duty cycle of the transmission protocol
accordingly to avoid packet collision.
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3.1 M-MOTES Hardware Architecture

The M-MOTES architecture consists of three main components namely: the
collector, the sensing nodes and a base node. The collector is used to gather
the information send by the sensing nodes. The sensing node is used to capture
the sensor reading and store the data temporary in the memory buffer until a
sufficient number of readings is collected. Once the minimum threshold is met,
the node can begin to determine the operating mode and the best time for
transmission. The base node is used to collect the data from the collector. The
base node can be in the form of mobile phone or laptop.

Fig. 1. The placement of the sensing
nodes and the collector.

Fig. 2. Suitable node placement to
ensure packet delivery

In M-MOTES architecture, it is critical to ensure the sensing node are
attached at the right locations to ensure maximum radio signal. Maximum RSSI
occurs when there is a direct LoS between the nodes. The node’s placements are
usually restricted to the subject’s body parts and the most common locations are
the waist, wrist, thigh, ankle and head [6,7]. We have conducted a preliminary
experiment to determine the best location to attach the sensing node in order
to achieve maximum packet delivery. Figure 2 shows the good, bad or placement
with no significant benefit when communicating with a node placed in the waist.
In this work, we will attach the node on the knee, ankle and waist as shown in
Fig. 1.

3.2 Algorithm Design

The M-MOTES consists of three modules:

Opportunistic Transmission: It is common to duty cycle the node to reduce
the energy consumption. In M-MOTES, each sensing node is designed to operate
in two cycles namely: sleep and awake modes. During sleep mode, the energy
consumption is the lowest as each sensing node only reads and processes the
sensor data and stores them in its buffer with its radio interface is switch off.



Multi-modal Transmission Strategies with Obstacle Avoidance 467

The sensing node will continue to be in the sleep mode until the node is ready
for transmission. The node will turn its radio on when these two conditions are
satisfied:

– When the transmitting queue or buffer is 50% utilization and
– When the GKA is showing the foot is in the forward position.

However, the aggregation node will always keep its radio in the awake mode
to ensure that it will not miss any packet transmitted by the sensing nodes. The
CSMA/CA is enabled in all the nodes with a maximum of 3 retransmissions.

Multimodal Function: To support multi-modal approach, M-MOTES uses
its node’s outgoing transmitting buffer size to toggle between single-hop or mul-
tihop communication. The single-hop is initially applied as the node can use its
accelerometer and radio signal to determine when there is a direct LoS based
on the packet outgoing buffer. Otherwise, M-MOTES switches to a multihop
when no direct LoS is available. To toggle between the transmission modes, the
sensing node will switch to a specific mode and transmit all the packets in its
buffer based on the following conditions:

Tx(mode) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Tx(OTPSinglehop) If Buffers ≥ 50%
Tx(OTPMultihop) If Buffers ≥ 75%
Tx(MaxSinglehop) If Buffers ≥ 90%
Tx(Sleep) Otherwise

Store Sensor 
Reading in 
Memory 

(Radio Sleep 
Mode) 

(Ac ve Mode) 
Empty the 

memory buffer 
and transmit 

Switch To 
Single-Hop  

Mode 
(Radio Tx 

Mode) 
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(Radio Tx 
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If buffer  > 50%  
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hop  
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(Radio Tx 

Mode) 

If buffer  > 75% 

Tx = Min 
Power 

Fig. 3. The state chart representing the different operating modes of M-MOTES

In a typical medical application, the data is usually sensed frequently (every
10 ms) [15]. As the variations in the data collected are minimum, it is not nec-
essary to send every data immediately. Instead, each sensing node will store the
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data in its buffer and switch to single-hop mode when the data buffer is 50%. By
delaying and reducing transmission frequency, it will conserve its battery and
switch off its radio. If no direct LoS is available and the buffer reaches 75%, the
node will switch to multihop mode. However, it is necessary to install a routing
protocol in the node to operating in multi-hop. A static route table is configured
in the forwarding node as the physical node position is not moved or changes.
Finally, if it is still not possible to send the packet in either modes, the node
will increase its transmission power to the maximum and transmit the packets to
the aggregation node for up to three retransmission before dropping the packets.
The flow diagram for the M-MOTES is shown in Fig. 3.

Gait Kinematic Analysis: To allow transmission in a single-hop mode with
minimum transmission power, it is necessary to determine when there is a direct
LoS between the foot and the waist. This can be achieved by analyzing the
build-in accelerometer and RSSI of the radio. When the foot is at the most
forward position, the RSSI value is usually higher and the x-y reading from the
accelerometer gives a sine wave. Using these values, the node can detect and
transmit its packets in the buffer when the foot is in the most forward position.
The transmission period can be determined by each node attached on the foot.
As the node will only transmit when the foot is moving forward, packet collision
can be avoided as the transmission cycle will alternate between both feet.

4 Evaluation of the M-MOTES

To evaluate the performance of the M-MOTES, we conduct a comprehensive
analysis on the performance of M-MOTES against OTP, E-OTP and CSMA/CA
on multihop using TelosB motes.

4.1 Experiment Setup

A group of 40 students are selected in mixed gender to perform the experiment
over 20 days. Each student is requested to wear the TelosB motes on his or her
feet with the aggregation node attached to the waist and four sensing nodes
on the knees and ankles. A base station is used to collect the data for the
experiments. The sending nodes are configured to transmit at the same power for
all the four different transmission protocols and to collect the daily temperature.
Each of the temperature data collected is time-stamped and is used to evaluate
the reliability of the protocol to provide continuous data.

To ensure that proposed protocol can support different activities, each par-
ticipant is requested to perform the following tasks: walking, running, climb up
the stairs, and doing normal daily activities from 8:00 to 16:30.
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5 Results and Discussions

To compare the performance between the four different protocols, a box-and-
whiskers plot showing the median and upper and lower quartiles of the PDR
is presented in Figs. 4, 5, 6 and 7 for each of the activities conducted. We also
performed and showed the statistical test results to measure the statistical and
scientifically significance of the results using the Conceptual Statistical Test
Framework (CSTF) proposed by [16]. Two tests have been applied namely the
Rank-Sum and A-Tests. The results from the tests are shown in Table 1. For
energy efficient, we computed the current utilization in milli-amp in Table 2.

5.1 Activities: Walking

From Fig. 4, more data packets were received by the aggregation node in a multi-
hop network than single-hop network. The maximum PDR for the multihop
CSMA/CA and M-MOTES is above 98% compared to single-hop OTP and E-
OTP where both is 95%. The M-MOTES has a higher median compared to M-
CSMA due to the ability to delay the transmission after the buffer is above 50%
utilized. In term of different between the multihop CSMA/CA and M-MOTES,
the values computed from the statistical tests have shown that the higher median
observed in M-MOTES is not significant and there are differences between M-
CSMA and M-MOTES. However, the current consumption for M-MOTES is
significantly less than the other three protocols as shown in the Table 2. Hence,
it is more energy efficient when it is applied when the users are walking.

Fig. 4. PDR distributions for walking. Fig. 5. PDR distributions for running

5.2 Activities: Running

The Boxplot in Fig. 5 shows the performance of multi-hop networks is higher
than single-hop networks as the PDR is significantly higher. The median for
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running is 82% compared to 95% while walking in M-MOTES. This is due the
foot movement in running is more chaotic and faster than walking causing the
radio frequency unstable. A higher PDR is also observed in M-MOTES than
M-CSMA. However, the statistical tests shows the performance improvement is
not significant as the p-test and a-test show values of 0.0743 and 0.6023. To
achieve a significance difference, the values have to be ≤0.05 for p-test and the
a-test should give a value of <0.29 or >0.71. A larger distribution of PDR is
also observed for all protocols when running. We believe the larger range of PDR
observed is caused by the speed of the foot movement is moving too fast and the
aggregation may not be able to receive the packets.

5.3 Activities: Climbing the Stairs

We have tested the transmission protocol to support a more challenging and
dynamic movement of climbing the stair. The results presented in Fig. 6 has
shown that the M-MOTES can deliver more packet than OTP and EOTP. This
is because when the two communicating nodes are always within the line of sight.
When compare against M-CSMA/CA, the median for M-MOTES is slight higher
than M-CSMA/CA. The statistical tests have shown that the PDR differences
between M-CSMA and M-MOTES is statistical significance but not scientifically
significance.

Fig. 6. PDR for climbing stairs Fig. 7. PDR for normal daily routine

5.4 Activities: Normal Student Activities

For the last set of results, we evaluated the performance of the protocol based on
students performing their normal daily activities from the time they come to the
university to the time they left the campus. This set of experiments attempt to
evaluate the a comprehensive of set of daily activities taken by the students that



Multi-modal Transmission Strategies with Obstacle Avoidance 471

includes tea break, lunch break outside campus, driving a car, walking, climbing
the stairs, and sitting down attending lectures. The result of these experiments
also show the ability of the nodes to provide the information without restricting
the participant’s activities.

Table 1. Statistically (P-test) and scientifically (A-test) significant tests on the differ-
ences between the transmission protocols

Activities Walk Run Stair All day

Protocols p-test a-test p-test a-test p-test a-test p-test a-test

OTP:EOTP 0.0012 0.3185 0.1578 0.4189 1.14E−06 0.2254 0.3759 0.4491

OTP:MMOTES 3.57E−12 0.1065 6.15E−07 0.2141 9.11E−17 0.0290 3.09E−14 0.0640

OTP:M-CSMA 1.63E−07 0.2049 4.95E−10 0.1432 5.48E−17 0.0251 1.40E−16 0.0256

EOTP:MMOTES 3.74E−08 0.1884 0.0002 0.2860 0.0003 0.2977 8.05E−14 0.0711

EOTP:M-CSMA 0.0019 0.3239 1.37E−07 0.1980 1.21E−06 0.2261 5.36E−16 0.0348

EOTP:MMOTES 3.74E−08 0.1884 0.0002 0.2860 0.0003 0.2977 8.05E−14 0.0711

M-CSMA:MMOTES 0.0837 0.4018 0.0743 0.6023 0.0094 0.6450 0.0406 0.6175

5.5 Energy Consumption in Term of Current Reading

In term of energy consumption, the average current consumed by the nodes is
lower in M-MOTES than the other three protocols. Although both CSMA/CA
and M-MOTES use multihop communication, M-MOTES only utilized half the
amount of the current in the battery for most of the activities as tabulated in
Table 2. This is because the packets are collected and queued until it the buffer
is half full. The packets are only transmitted when the foot is in the forward
position. Hence, the number of transmissions made in each foot is reduced and
the number of packet collisions resulting in a lower energy consumption in M-
MOTES.

Table 2. Average current consumption for nodes for 8 h

Activities OTP EOTP M-CSMA MOTES

Walking 0.711 mA 0.680 mA 0.821 mA 0.347 mA

Running 1.126 mA 0.741 mA 0.845 mA 0.571 mA

Climbing stairs 0.994 mA 0.710 mA 0.882 mA 0.477 mA

Attending classes 3.131 mA 2.540 mA 1.721 mA 0.965 mA

6 Conclusion

In this paper, we have shown that by the transmitting the packets in the multi-
hop network, it is much more energy efficient than using single hop network as a
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higher transmission power is required to reach the aggregation node. More pack-
ets can also be delivered in the multi-hop environment as there is less obstruc-
tion created by body movement. By buffering of packets before transmission in
M-MOTES, the transmission frequency is reduced. Although the packet trans-
mission duration increases as the number of transmitted packet increase, energy
consumption within the nodes reduces. Hence, the proposed M-MOTES is more
reliable and energy efficient than traditional CSMA/CA networks. However, as
the forward foot position relies on the movement and speed of users, it maybe
necessary to adjust the transmission duration to ensure the node stop transmit-
ting when the nodes is moving backward and adjust the minimum buffer size to
prevent overflow.
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Abstract. To support QoS of time-sensitive services in Ethernet, IEEE
has proposed a set of standards for transporting and forwarding real-time
content over Ethernet known as Audio Video Bridging (AVB) with band-
width reservation and priority isolation. AVB traffic is granted highest
priority to ensure its transmission while low-priority traffic follows Strict
Priority (SP). However, due to restrictions of SP algorithm, low-priority
traffic may suffer a problem of starvation. To solve the problem, we
propose a BP neural network based self-tuning controller (BPSC) over
a probability selector to manage the transmission of best effort (BE)
traffic in AVB switched Ethernet. This paper introduces the model of
BPSC, followed by an simulation to demonstrate that BPSC could oper-
ate effectively and dynamically. The result shows that BPSC not only
has the ability to manage the transmission precisely, but also shows both
effectiveness and robustness.

Keywords: AVB · BP neural networks · Self-tuning
Machine learning · QoS

1 Introduction

In recent years, digital audio and video transmitted through Ethernet is increas-
ing rapidly as the process of audio and video becomes a fundamental technology
in many fields, laying a higher demand on network system. With high band-
width, high flexibility and low cost, switched Ethernet Network has become a
satisfying solution for transmission. In order to adapt audio and video data onto
Ethernet Network, AVB technology was introduced. An AVB network imple-
ments a set of protocols developed by IEEE 802.1 Audio/Video Bridging Task
Group (AVB TG). The core protocols include an Audio Video Bridging sys-
tem (IEEE 803.2BA), timing and synchronization for time-sensitive applications
(IEEE 802.1AS), stream reservation protocol (IEEE 802.1Qat) and forwarding
and queuing for time-sensitive streams (IEEE 802.1Qav).

IEEE 802.1Qav standard introduced a specific mechanism to ensure the real-
time audio/video transmission that is highly time-sensitive. The principle is to
separate the network traffic into different classes, each with their respective
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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priority. There would be a portion of bandwidth reserved for AVB traffic, while
other classes obey the rule of best effort transmission by appending traffic of each
class into respective FIFO queue and generally being scheduled by a selector.
802.1Qav supports 2 selection algorithms in a switched Ethernet network: Credit
Based Shaper (CBS) and Strict Priority (SP). CBS algorithm uses a token to
manage the transmission by allowing only the queue that gets the token from
the token bucket to transmit data for a limited length, while SP algorithm only
transmits data from the queue that has (1) frames to transmit and (2) the highest
priority among all queues that have frames to transmit at the same time.

AVB has become a research focus recently. Paper [1] purposed to use a new
mechanism to reduce the guard band by accurately calculating the size of frame
that can preempted. Paper [2–4] worked on analysis of worst-case scenarios of
AVB network for multiple applications. However, most of these papers focused
on resource reservation and the transmission of AVB traffic, while BE traffic not
taken into consideration. Typically, SP algorithm is used for BE transmission,
and networks exploiting SP are very likely to encounter starvation of low-priority
traffic in which traffics with very low priority are not granted enough resources
for transmission while high-priority traffics are allocated too much resources. In
practice, there does exist situations that low-priority frames has little chance to
transmit because high-priority queues have sustaining frames to transmit.

In this paper, we propose a probability selection model for non-AVB classes
transmission based on a BP neural network controller to replace typical SP
algorithm. This BP neural network based controller shows a ability to adjust the
system dynamically and robustness for different traffic environment. It enables
high-priority frames to transmit with less delay, while low-priority frames still
have a chance to send so that over-sacrifice of them can be prevented.

2 BPSC Architecture

2.1 System Modeling

Suppose there are I classes of BE traffics in AVB switched Ethernet, each with
a priority parameter δ set by upper layer protocol indicating the priority. The
goal of the controller is to maintain all parameters to meet Eq. 1:

ζi
ζj

=
δi
δj

, i, j = 1, 2, . . . , I (1)

where ζi is the measured average queuing delay of class i. Apparently, class with
a smaller δ would expect a lower delay and thus a higher priority. Moreover, the
proportional relationships can be simplified by setting ζ1 as the standardization
factor, thereby we can obtain the condition illustrated in Eq. 2:

yi =
ζi
ζ1

=
δi
δ1

, i = 2, 3, . . . , I (2)

where yi is defined as desired relative index (RI) for each class to maintain. Note
that this equation illustrates that there are I −1 independent constraints for this
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system. As for the selector, we define the probability of transmission pi for class
i at the kth sample period. The probabilities of all class obey the constraint in
Eq. 3:

I∑

i=1

pi(k) = 1 for all k (3)

This enables frames in high-possibility classes to have a relative small delay,
while frame in low-priority classes still have a chance to transmit as long as
pi(k) > 0. Due to nonlinearity between selector probability and the delay, the
probability cannot be settled based on desired relative index only: frame arriving
rate and the throughput should be considered.

Fig. 1. System model of BPSC

Figure 1 shows our model of BPSC. It is composed of 2 parts: a selector model
and a controller model. As for the selector, the input is a probability vector with
I − 1 independent variables used for next sample period while the output is
the measured RI, Y(k), of this sample period. This measured RI, together with
the preset desired RI, Ydesire(k), are sent into the controller as its input. The
controller will adjust its BP neural network accordingly so that all parameters
will automatically change to a suitable value. And then, controller computes
P (k), the update of selection probability for next sample period, and sends it to
selector.

By implementing this model, the measured RI is expected to adjust dynam-
ically in accordance with frame arriving rate, and such a feedback mechanism
could maintain the stability of the system so that the uncertainty of traffic flow
can be well handled.

2.2 Core of BPSC: BP Neural Network

Artificial Neural network (ANN or NN) has been widely used in many disciplines
including robotics, recognition and computer vision. It is a computational model
simulating human being’s neural network to solve problems in the similar way
as a human.expressrelationship because of its nonlinearity. The basic element of
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NN is the single recurrent neuron which adds all its input with different and
variant weight, as well as the threshold, as its primary output:

Sj(k) =
1
2

N∑

i=1

wixi − θj (4)

and then the Sj(k) is taken to the activation function, the result being exported:

fj(k) = f(Sj(k)) (5)

In Eqs. 4 and 5, j denotes the label of the neuron, N is the total number of
neuron’s input, w is the weight foreach input, θ is the threshold and f is the
activation function of the neuron. The common activation functions in practice
include sigmoid, hyper tangent and Rectified Liner Units (ReLu) (Fig. 2).

Fig. 2. The model of a neuron

A simpler representation of Eq. 4 is to combine inputs and delayed outputs
together as the input of a single neuron, i.e.,

S(k) = WTX (6)

where

X =

⎡

⎢⎢⎢⎣

x1

x2

...
xN

⎤

⎥⎥⎥⎦ ,W =

⎡

⎢⎢⎢⎣

w1

w2

...
wN

⎤

⎥⎥⎥⎦

With multiple neurons in different layer, a network can be established. In a
typical neural network, an input layer and a output layer are necessary. Each
layer would contain one or more neurons, which enables parallel computing.
A simple way of supervised learning to use NN is to feed the network with
abundant datum, each with a label indicating the desired output. Then the NN
uses optimization algorithm to approach the labels as close as possible. This
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whole process is called training. After training (and validation, in most cases,
to check if NN after training operates as we expect), all parameters in the NN
will be settled and we can feed the NN with raw data and use its output for
further work. However, in real network environment, most channel parameters
such as channel quality and speed rate are time-varying and thus a pre-trained
NN cannot fully satisfy our requirement.

BP neural network is a commonly used algorithm based on error back propa-
gation algorithm of multilayer feedforward neural network. A typical BP neural
network contains not only the input and output layer, but one or more hidden
layer to process the data. The whole process starts from the input layer that
spread the input data to hidden layer, then the hidden layer would put the
summation from input layer to the activation function, and finally the output
layer would collect the output of hidden layer to form the output of the system.
Though there is no upper limit of layers, in this paper we propose to use only 3
layers, the first and the last being the input and output layer respectively, while
second one being the hidden layer. This is because a 3-layer neural network is
able to learn any function theoretically [6], and the computation amount would
increase exponentially as more hidden layers are added. The BP neural network
implemented in our system is shown in Fig. 3.

Fig. 3. BP neural network model

E(k) is the error between the desired RI and the measured RI of class i to class
1, i.e.,

E(k) = Y(k) − Ydesire(k) (7)

Kp,Ki,Kd are self-tuning coefficient vectors with I − 1 elements each, and N is
the number of neurons in hidden layer.

The BP neural network calculates the self-tuning coefficients based on pre-
trained weights, and at the same time, is trained with data from last sample
period by back propagating the error to weights. Therefore, the network is able
to handle a system with dynamic traffic arriving rate by adapting the selector
accordingly.

Assume that the numbers of neurons in these layer are n1,n2 and n3 respec-
tively. When an example used for training is obtained, the first process is for-
warding, which requires 2 matrix multiplications, and the computation amount
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is n1 ∗ n2 + n2 ∗ n3. Since n1 and n3 are determined by the problem while n2 is
set by users, the time complexity is O(n2) given that time complexity for each
neuron is O(1). The second process, back propagation, has a similar computa-
tion amount as forwarding. Therefore, the time complexity of training BP neural
network is O(n2).

2.3 Model Algorithm

Table 1 shows the process of complete BE transmission system, including BPSC
and possibility selector model.

Table 1. Algorithm of selector with BPSC

Step 1 Initialize: P (0) ← [ 1
I
, 1

I
, . . . , 1

I
]T ; wij ← for all i, j; k ← 0

Step 2 Set Ydesire as required and learning rate η for NN

Step 3 Check the queues of all classes, use an indicator vector A to
record if there is traffic, i.e.,

Ai =

{
0 if class i has frame(s)

1 if class i has no frame

Step 4 M ← ATP

Step 5 Generate a pseudorandom number m that obeys uniform
distribution in the range of (0, M)

Step 6 Decide that frame in class i to transmit if A(i) = 1 and
m ∈ (pi lower, pi upper), where pi lower =

∑i−1
j=1 pj and

pi upper =
∑i

j=1 pj

Step 7 Transmit the frame selected in step 6 and collect its delay:
Di = Di + d, Ri = Ri + 1
where i is the class of frame, D is a vector that saves the
summation of each class’s delay, d is the delay of the frame
transmitted and R is a vector that saves the total number
of frames transmitted in this sample period

Step 8 After transmission, if current sample period is not expired,
go to step 3, else goto step 9

Step 9 ζi(k) ← Di(k)
Ri(k)

, Yi(k) ← ζi(k)
ζi(k)

Step 10 Feed NN with Y(k),Ydesire(k), E(k) ← Ydesire(k) − Y(k)

Step 11 NN forward: obtain self-tuning parameters with NN

Step 12 Update possibility vector P(k + 1) with self-tuning
parameters

Step 13 NN error back propagation: update wij in negative
gradient direction with learning rate η

Step 14 k ← k + 1

Step 15 Go to step 3 and continue transmission
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3 Experiments and Results

3.1 Configuration

An software simulation is taken to test our BPSC for frame forwarding in AVB
switched Ethernet. In our simulation, the total output bandwidth of switcher is
50 Mbps, 60% of which is allocated for frame transmission of AVB frames. Besides
AVB traffics, there are other 4 kinds of BE traffics marked class 1, 2, 3 and 4
in the order of descending priority. Due to the fact that bandwidth reservation
strictly isolates the transmission of AVB and BE, the following analysis focuses
on the transmission of BE.

The interval of each frame arriving at the queue for each class obeys Gaussian
distribution with σi = 1/vi, where i is the label of class and v denotes the
expected frame arriving rate. Meanwhile, the length of each frame obeys Pareto
distribution with an average of 400 bytes.

In our simulation, we set Ydesire(k) = [1.3, 1.4, 1.7]T for all k and we run
dynamic and static test separately. By running a dynamic test we would like
to observe how BPSC deals with burst change of communication environment;
with a static test we hope to see if BPSC could manage the transmission to meet
our requirement, i.e., desired RI.

3.2 Dynamic Performance

To illustrate how BPSC operates in changing environment, and to make the
comparison between BPSC with existing algorithm, we exploit an off-and-then-
on mechanism by dividing the whole simulation into 5 consecutive stages, in
which the details of each stage are listed in Table 2.

Table 2. Simulation details of 5 stages

Stage Arriving
rate of
class 1
(fps)

Arriving
rate of
class 4
(fps)

Arriving
rate of
class 2 & 3
(fps)

Selector
algorithm

Controller
online or
not

Length of
this stage
(second)

1 1100 1100 1100 SP N/A 100

2 1100 1100 1100 Possibility
selector

N 100

3 1100 1100 1100 Possibility
selector

Y 100

4 1600 600 1100 Possibility
selector

Y 100

5 600 1600 1100 Possibility
selector

Y 100

The frame arriving rate at the queue is shown in Fig. 4(a), while Fig. 4(b)
and (c) shows the mean delay and RI of each class respectively.
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Fig. 4. Result of dynamic test

1. In the first stage (0–99 s), the mean delay of class 1 to 3 traffic is much shorter
than class 4 traffic. This indicates that SP algorithm, though it could manage
the transmission of traffic with different priority, may have the problem of
over-sacrifice.

2. In the second stage (100–199 s) when possibility model is applied, the mean
delay of each class traffic quickly stabilized and the measured RI is fluctuating
around 1, showing that our possibility selection model could quickly stabilize
the system.

3. Our controller is launched in the third stage (200–299 s), after 100 s of simu-
lation. The controller takes about 20–30 s before its stabilization. After that,
the measured RIs fluctuate slightly around the desired RI due to randomness
of traffic. However, compared with first stage, our controller well manages the
fluctuation in a smaller degree and maintains desired RIs.

4. In the fourth stage (300–399 s), the increase of frames in class 1 and decrease
in class 4 make RI of class 2, 3 and 4 go up, especially class 4. A big fluctuation
at the beginning of stage 2. But this situation settled very quickly. Similarly,
in the last stage (400–499 s) all classes of traffic suffered an drop of RIs but
being controlled quickly.
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During the whole process, contingency of the length and interval of frames
may disturb our system but our system shows robustness by adjusting itself
dynamically and controlling the probability accordingly. Furthermore, by com-
paring the first and third stage, we can observe a better performance due to
the implementation of our controller in respective of fluctuation, absolute delay
and RI.

3.3 Static Performance

To evaluate the static performance of our controller, we collect the data of delay
when the system turns stable with varying arriving rate which changes between
1100 and 1500 fps for each class. We first run the simulation using SP algorithm,
then BPSC. The result of each controller is shown in Figs. 5 and 6 respectively.

Fig. 5. Relation of delay and frame arriving rate using SP algorithm

Fig. 6. Relation of delay and frame arriving rate using BPSC
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1. As we can see in Fig. 5, when we are using SP algorithm for traffic manage-
ment, it is inevitable that low-priority traffic has the problem of starvation
as arriving rate increases while traffic with high priority barely increase their
delay.

2. As shown in Fig. 6, when arriving rate is relatively low, system using BPSC
cannot fulfill the desired RI. This is because the low arriving rate creates
a situation such that frames arriving at the queue would be transmitted
immediately: in most cases there is no other frames being transmitted.

3. However, frame in low-priority class still has a higher mean delay, and as
the arriving rate increases, delays of 4 classes all increase at different speeds,
suggesting that BPSC could manage to adjust the system to work as expected.

4. Since congestion control is not covered in this paper, the output data rate
should always be larger than the frame arriving rate, which restricts the
growth of input data rate. Nevertheless, this comparison illustrate that BPSC
could control the traffic precisely without wasting throughput.

4 Conclusion

Our paper provides a new approach to support QoS for BE traffic in AVB
switched ethernet by exploiting a BP neural network based self-tuning controller.
As AVB technology developing rapidly, it is expected to be implemented in typ-
ical Ethernet to enable further management of traffic control. The controller
we purpose in this paper, BPSC, is capable to manage the BE traffic in AVB
switched ethernet. It could not only provide QoS service, but also maintain mean
delay of each class that satisfies desired RI without reduction of throughput.
Furthermore, in our simulation, BPSC shows its effectiveness and robustness,
as well as the ability to prevent over-sacrifice problem that commonly happens
using SP algorithm. Therefore, such BPSC has a great advantage over typical
SP algorithm and could be implemented for BE traffic management.
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Abstract. This paper studies the optimal power splitting strategy in a
full-duplex wireless powered communication network (WPCN). This wireless
powered network contains three nodes, which are the access point (AP), the
relay node (R) and the user. We divide the communication process into two
phases that each one has the same duration time. The AP transmits the energy to
the relay node and the user, and the user transmits the information to the relay
node and the AP simultaneously in the first phase. In the second phase, R relays
the energy to the user and simultaneously decodes the information and forwards
the information signal to the AP. We study how R splits its harvested energy
into two parts separately for energy harvesting (EH) and information forward-
ing, respectively, to maximize the achievable information rate from the user to
the AP, when a direct link between AP and the user exists or does not. We get
the mathematical results of optimal power splitting factor in two models.
Numerical results show that the variation trend of the maximum achievable rate
with the distance between the AP and R, and the rate with direct link is not
always larger than the rate without direct link.

Keywords: Wireless powered communication network � Energy harvesting
Full-duplex � Power splitting � Relay

1 Introduction

In conventional wireless networks, concluding sensor networks and cellular networks,
wireless devices are usually powered by replaceable or rechargeable batteries, therefore
the operation time of these systems are usually limited since the battery power is
always limited [1, 2]. In recent years, energy harvesting (EH) becomes an attractive
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approach to take the place of conventional wireless networks since the lifetime of the
system using the EH technology is theoretically infinite [1–4]. The communication
system which uses energy harvesting technology has the potential to provide a per-
petual power supply via harvesting the energy from radiated wireless signal in the
surrounding environment [5]. Current wireless power transfer (WPT) technology can
effectively transfer tens of microwatts of radio frequency (RF) power to destination
node from a distance of more than 10 m [6]. For the above reasons, wireless powered
communication networks (WPCNs), in which wireless devices are powered only by
WPT, is currently a hot research topic.

The authors developed a noncoherent simultaneous wireless information and power
transfer (SWIPT) framework for energy harvesting relay networks, in which relay
nodes are operated in decode-and-forward (DF) mode [7] and amplify-and-forward
(AF) mode [8], respectively.

In [9], the authors proposed a protocol termed “harvest-then-transmit” for the
WPCN, where the hybrid access point (H-AP) first broadcasts wireless energy to all users
in the downlink (DL), and then the users transmit their independent information to the
H-AP in the uplink (UL) using their individually harvested energy by
time-division-multiple-access (TDMA). In [10], the authors studied user cooperation in
the WPCN for throughput optimization. In [11], the authors first investigated the bidi-
rectional wireless information and power relaying by the relay node in the WPCN in
published papers. The relay node operated in the AFmode simultaneously needs to serve
dual roles in the second phase, one is energy relaying in the DL from the AP to the user
and another is information relaying in the UL from the user to the AP. They proposed two
practical protocols for the considered system based on the power splitting (PS) and time
switching (TS) strategies at the relay for maximizing the achievable information rate
from the user to the AP. But in [11], the authors have ignored the direct link between the
user and the AP both in the information transmission and energy transmission.

In this paper, we consider how the relay node splits harvested energy to maximize
the achievable information rate from the user to the AP when the direct link between
the user and the AP exists or does not on the basis of [11]. The relay node adopts the
decode-and-forward instead of the amplify-and-forward depicted in [11].

2 System Model

As shown in Fig. 1, we consider a WPCN in which the user sends information to the
AP via a helping relay R. It is assumed that both the user and R are only powered by
energy harvested from the RF signal radiated by the AP. The AP is assumed to have a

AP R User

Energy flow Information flow

Fig. 1. Bidirectional wireless information and power transfer.
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stable energy supply. It is defined that energy flowing direction is the DL and infor-
mation direction is the UL and are denoted by the solid line and dashed line depicted in
Fig. 1, respectively. R has the double roles including energy and information relaying
in the DL (from the AP to the user) and UL (from the user to the AP), respectively.

The whole transmission is divided into two equal duration phases each denoted by
T=2 with T denoting the block length. The WPCN is operated in dual-duplex mode
when we consider the direct link between the AP and the user. In this mode, the AP
sends the RF energy signal to the user and R and receives the information signal from
the user at the same band in the first phase, and the user receives the energy signal from
the AP and sends the information signal to R and the AP simultaneously as shown in
Fig. 2(a). In the second phase, R relays the energy signal to the user and decodes the
information then sends it to the AP simultaneously. The AP and the user only receive
the information signal and the energy signal, respectively. It is also worth pointing out
that the full-duplex concept is simultaneous DL and UL information transmission in the
conventional communication system, but in our paper it refers to the simultaneous DL
energy transfer and the UL information transmission. Every node equipped with two
antennas that one is used for information transfer and another is used for energy
transfer, respectively [2].

For full-duplex systems, the self-interference (SI) from the transmitting antenna to
the receiving antenna is an important issue. Digital cancellation and analog cancellation
can reduce the SI to a negligible level or noise level if the receiving antenna has a good
estimate of the transmitted signal [12–15]. So the SI can be easily handled by using
existing digital or analog cancellation techniques. For this reason, we assume perfect
self-interference cancellation between the two antennas in this paper as in [2, 16].

If ignored the direct link between the AP and the user, the WPCN is operated in
half-duplex mode as shown in Fig. 2(b). In the first phase, the AP transmits the energy
signal to the user andR, the user simultaneously transmits the information signal toR. R
relays the information and energy signal to the AP and the user using different antenna,

AP R User

The first T/2

AP R User

The second T/2

(a) Considering the direct link

AP R User

The first T/2

AP R User

The second T/2

(b)  No direct link

Fig. 2. The energy and information transmission process when the direct link exists or does not.
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and the user and the AP receive the energy and information signal in the second phase,
respectively. So in half-duplex mode the user and the AP both have one antenna.

In both modes it is assumed that perfect channel state information (CSI) is available
at R, our objective is maximize the information rate from the user to the AP by
ensuring that the energy consumed at both the user and R does not exceed the har-
vested energy. For simplicity, we assume that the circuit and signal processing power
consumption are negligible as compared to the radiation power, which could be the
case for energy-efficient wireless devices (such as wireless sensors, tags, etc.) with
simple electronics and low signal processing requirement. Furthermore, we assume that
both R and the user are equipped with a battery with sufficiently large initial energy.
Therefore, signal transmission could be initialized before energy harvesting by using
the existing energy stored in the battery without violating the energy-causality con-
straint [11].

3 Power Splitting Scheme in Different Situation

In this section, we derive the maximum achievable rate from the user and the AP when
the direct link exists or does not.

3.1 The Direct Link into Consideration

When a direct link between the user and the AP exists, R uses two directional antennas
respectively pointing to the user and the AP, that one is used for the energy and
information transmission to the AP and another is used for the energy and information
transfer to the user. As described in Sect. 2, the signal received at R during the first
phase is thus given by

y1
ra
¼ ffiffiffiffiffi

Pa
p

hxa þ nr að Þ
y1
ru
¼ ffiffiffiffiffi

Pu
p

gxu þ nr bð Þ; ð1Þ

where y1ra and y1ru represent the energy signal and the information signal received by
R at each antenna, which are send by the AP and the user, respectively. Pa and Pu

denote the transmit power of the AP and the user, respectively. h and g represent the
channel gain coefficients from the AP and the user to R, respectively. We assume
channel reciprocity so that the DL and UL have the identical channel gain. It is
assumed that both the DL and UL channels are quasi-static flat-fading, where channel
coefficients remain constant during each block transmission. nr denotes the additive
white Gaussian noise received at R; xa and xu denote the energy and information
signals sent by the AP and the user, respectively. We assume that xa is a unit-power
deterministic signal that is known to R and the user, whereas xu is a random signal
following zero-mean unit-variance circularly symmetric complex Gaussian (CSCG)
distribution, denoted as xu � CN 0; 1ð Þ.
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The signals received by the user and the AP in the first phase are given by the
Eqs. (2) and (3).

y1u ¼ ffiffiffiffiffi
Pa

p
lxa þ nu ð2Þ

y1AP ¼ ffiffiffiffiffi
Pu

p
lxu þ nAP ð3Þ

l denotes the channel coefficient from the AP and the user. nu and nAP denote
additive white Gaussian noise received at the user and the AP, respectively. Pu is
connected with the sum of harvested energy in the first phase from the AP and in the
second phase from R, which expression is shown in the Eq. (9).

Considering Pu � Pa in practice, R only harvests energy from y1ra, so the average
energy harvested at R during each block is then given by

Er ¼ gE½ yraj j2� T=2ð Þ¼ gPa hj j2 T=2ð Þ ð4Þ

where E :½ � denotes the statistical expectation, and 0\ g � 1 denotes the energy
conversion efficiency for the energy harvesting circuit at R and the user. The received
energy signal given in (1.a) at R is split into two parts: one for energy relaying to the
user, and the other for information relaying to the AP, both in the second phase. In the
second phase, R simultaneously relays energy signal xa to the user using the energy
qEr and information signal xu to the AP using the residual energy 1� qð ÞEr with
different directional antennas, where q is the power splitting ratio factor for energy
harvesting and its value is between 0 and 1. Considering the fact that R adopts the
decode-and-forward mode and assuming that the bit error rate is zero, we obtain the
received signal at the AP in the second phase is shown as

y2AP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g 1 � qð ÞPa

p
hj j2xu þ nAP ð5Þ

and the received signal at the user is shown as

y2u ¼
ffiffiffiffiffiffiffiffiffiffi
gqPa

p
hgxa þ nu ð6Þ

Since the energy harvested by the user is equal to the sum of the energy harvested
from the AP and R, combining the Eqs. (2) and (4), we can obtain the energy harvested
by the user in the whole transmission block which is shown as

Eu ¼ g gqPa hj j2 gj j2 þ Pa lj j2
� �

T=2 ð7Þ

So the power Pu of the user is shown as

Pu ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g gqPa hj j2 gj j2 þ Pa lj j2
� �r

ð8Þ
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Combining the equations from (1) to (8), the achievable rate among nodes in the
whole block transmission are shown as

RU�AP ¼ 1=2 log 1 þ
g gqPa hj j2 gj j2 þPa lj j2
� �

lj j2

r2AP

0
@

1
A ð9Þ

RR�AP ¼ 1=2 log 1 þ g 1� qð ÞPa hj j4
r2AP

 !
ð10Þ

RU�R ¼ 1=2 log 1þ
g gqPa hj j2 gj j2 þPa lj j2
� �

gj j2

r2r

0
@

1
A ð11Þ

RU�AP denotes the information rate from the user to the AP through the direct link
in the first phase, and RU�R is the information rate from the user to R in the first phase,
respectively. RR�AP is the information rate from R to the AP through the relaying link
in the second phase, and the achievable information rate R0 form the user to the AP in a
transmission block time denoted by T is expressed by [10]

R0 ¼min RU�AP þRR�AP;RU�Rð Þ ð12Þ

Considering the value domain of q, the problem of maximizing the information rate
from the user to the AP in a block time can be formulated as

R = max min RU�AP þRR�AP;RU�Rð Þ; 0� q� 1 ð13Þ

It is assumed that the received noise powers of all nodes are equal to r2 for
simplicity of analysis. Considering the nature of the logarithmic function, we can get
the following equation with some simple manipulations

f qð Þ ¼ �aq2 þ bqþ c; 0� q� 1 ð14Þ

In Eq. (14),

a ¼ g3P2
a hj j6 gj j2 ð15Þ

b ¼ g2 hj j2 gj j2r2 � g hj j4�g2 hj j4 gj j4
� �

Pa

þ g3 hj j6 gj j2�g2 hj j4 lj j4
� �

P2
a

ð16Þ

and
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c ¼ r4 � r2 þ g hj j4r2 þ g lj j4r2 � g lj j2 gj j2
� �

Pa

þ g2 hj j4 lj j4P2
a

ð17Þ

Now the problem of maximizing the achievable rate described in (13) is converted
into finding the extreme value of the function (14). According to the nature of the
parabolic function and the range of q, we can finally get the value of q meeting the
requirement of the Eq. (13). Because calculating the value of the power splitting factor
is a little tedious, we can get the maximum achievable rate through computer simu-
lation using the method of exhausting searching.

3.2 Without the Direct Link

In this case, due to space limit, we omit the derivation process and give the results
directly using the same analysis process which is depicted as part 1. The achievable rate
from the user to the AP is shown as

RNO ¼ 1=2 logð1þ 1� qð ÞgPah4

r2
Þ ð18Þ

Observing the Eq. (18), it is obviously that the maximum achievable rate is
obtained when q is equal to zero. This means that the achievable rate is maximized if
R utilizes the whole harvested energy for relaying information signal. This is not
possible in practice. It is explained that the bit error and outage probability when
transmitting the information signal between nodes are both ignored in the paper [11].
So R can receive the information signal complete correctly even if the transmission
power of the user is equal to zero. Obviously, the achievable rate from the user to the
AP is maximizing when R relay the information signal to the AP utilizing the whole
harvested energy, since R is closer to the AP than the user and the corresponding
channel power attenuation is lower than the user. The results presented in this paper can
be used as performance ceiling for similar systems.

4 Numerical Results

The parameters selected in this paper are the same as in [16]. The distance between the
user and the AP is set to 10 m. R is located in the line connecting the AP and the user. g
is equal to 0.8. For each user, the DL and UL channel power gains are modeled as
hj j2 ¼ 10�3hd�a

ar , gj j2 ¼ 10�3hd�a
ur , and lj j2 ¼ 10�3hd�a

au |, respectively, in which h
represents the channel short-term fading in the DL and UL and is independent expo-
nential random variables with unit mean. dar, dur and dau denote the distance between
the AP and R, between the user and R, and between the AP and the user, respectively.
In the above channel model, a 30 dB average signal power attenuation is assumed at a
reference distance of 1 m. It is assumed the received noise power spectral density of all
nodes is −160 dBm/Hz and the bandwidth is set as 1 MHz. Pa is set to 20 dBm.

Optimal Power Splitting in a Full-Duplex Wireless Powered Network 491



Figure 3 shows the maximum achievable information rates between the user and
the AP when the direct link exists or does not. It is observed an interesting phenomenon
that the maximum achievable information rates with the direct link are significantly less
than when there is no direct path, when the distance between the AP and R is less than
6 m. This is in contradiction to our intuition. In fact, when a direct link exists, the user
is far away from the AP, so the power attenuation is very large via the direct link. If
R is closer to the AP, the relaying power is lower because the power experiences a
greater attenuation from R to the user, although harvested energy by R is larger in this
case. Considering the above reasons, the received energy of the user is very low when
the distance between the AP and R is short. But the achievable rate from the user to AP
is shown in the Eq. (13), the transmission power of the user directly limits the
achievable rate at this time. When we ignore the direct link, because we neglect both
the outage probability and the bit error rate at this time, R can utilize the whole
harvested energy to relay the information signal. When R is closer to AP, the power
attenuation is lower and accordingly the achievable rate is larger. This is why the
maximum achievable rate with the direct link existing is lower than the rate ignored the
direct link when R is closer to the AP than the user. The achievable rate with the direct
link is larger than with the direct link not existing when R is closer to the user, and
R helps the user to increases the achievable rate to the AP at this time.

The achievable rate monotonic decreases along with the increase of the distance
between the AP and R when the direct link does not exist as shown in Fig. 3, no matter
what the value of a is, and the achievable rate decreases more quickly as a is lower.
Obviously, the achievable rate when a is larger is always larger than when a is lower no
matter whether the direct link exists or not.

With the increase of the distance between the AP and R, the achievable rate
monotonically increases when a is equal to −2, and first monotonically increases and
then monotonically decreases when a is equal to the other values. When R is closer to
the user, the relaying information signal power experiences a larger attenuation.
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Fig. 3. The maximum achievable information rates when the direct link exists or not.
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Although the whole harvested energy by R (q = 0) is used to forward the information
signal at this time, it is still difficult to change the trend of the rate of decline and the
influence of power attenuation plays a major role in this situation, as shown in Figs. 3
and 4. The power splitting factor when R is closer to the user decreases more quickly,
and the trend is more obvious when a is lower.

5 Conclusions

In this paper, we study a WPCN system with a bidirectional information/energy for-
warding relay operated in the decode-and-forward mode when the direct link exists or
not. The corresponding achievable rate maximization problems are formulated and
optimally solved ignoring the outrage probability. Numerical results show that the relay
node can only help the user increases the achievable rate to the AP when the relay node
is closer to the user when the direct link exists. The results presented in this paper can
be used as performance ceiling for similar systems.
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Abstract. To solve the problem that network services provided by ships
can’t distinguish different users and the Quality of Service (QoS) is poor,
an intelligent shipborne terminal system which combines advanced posi-
tioning technology and wireless communication technology is designed in
this paper. The overall design of the system including hardware design
and software design is proposed. The test results show that the system
can distinguish between different users’ Wi-Fi connection, intelligentize
the management of system users, realizes the function of GPS position-
ing navigation and has a rich local resource storage, which all proved its
good application value.

Keywords: QoS · Shipborne terminal · Wi-Fi · GPS positioning

1 Introduction

In recent years, the Internet of Vessels has become an emerging field after the
Internet of things and the Internet of Vehicles. The Europe proposed an inland
waterway shipping integrated River Information Services (RIS) in the literature
[1]. Through the integration, synergy and standardization of RIS, it provided all
the users with a comprehensive and convenient information services and realized
the safety, economy, efficiency, energy saving and environmental protection of
inland navigation. In [2,3], these studies showed that GPS and wireless commu-
nication technology successfully realized the real-time monitoring of the ship’s
running status and position. The authors studied the main challenges of develop-
ing wide area Wi-Fi access to RIS in the Danube with the location and variety of
antennas in [4]. Another study proposed an integrated wireless network system
consisting of mobile ad hoc networks, cellular mobile communications networks
and satellite mobile networks to provide richer maritime services for mobile users
in [5]. However, none of these documents refers to the Wi-Fi sharing function
and provides different quality of service for different users.
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In 2014, the number of smartphone users in China has exceeded 500 million,
and it is expected to reach 700 million in 2018. The popularization of intelli-
gent terminals and the development of mobile Internet have brought the rapid
expansion of Wi-Fi access requirements. As one of the indispensable transporta-
tion, tens of thousands of passengers’ travel by vessels every day. Their demand
for the internet is very large, they want to use their mobile phones, tablets to
get news, use social media, listen to music, watch videos and so on. However,
most of the ships are not equipped with enough network terminals for passen-
gers’ entertainment or handling official business, and other ships equipped with
Wi-Fi equipment also have some annoying problems in network supply. There
are still many drawbacks in existing shipboard terminal system:

– There are few ships that can provide Wi-Fi network service which cannot
provide Internet access services.

– The existing shipborne Wi-Fi system only provides Wi-Fi access with poor
QoS, but does not distinguish different users with their different network
requirements.

– The bandwidth of existing wireless access is too low, so the speed of loading
or browsing video or audio resources is very slow, which strongly affects the
user experience.

Therefore, this paper designs an intelligent shipborne terminal system. The
hardware part designs the function module and interface circuit according to the
demands. The software part designs the GPS positioning function [6] and Wi-Fi
connection with WeChat authentication [7]. Through this system, passengers will
enjoy the stability network services and rich information contained in system,
and the different needs of users will experience a different Qos, which can greatly
enhance the passenger travel experience.

The rest of this paper is organized as follows: Sect. 2 overviews the design
of the system. Section 3 introduces the system function. The system test results
and analysis are presented Sect. 4. Finally, Sect. 5 concludes this paper.

2 System Design Overview

In order to show the feasibility of our designs, we build a system topology model
that is detailed description in Fig. 1. Mobile intelligent terminals (such as smart
phones, laptops, etc.) and intelligent shipborne terminal system (equipment
designed in this paper) connect through wireless Wi-Fi connection. After the
successful connection, passengers can access the intelligent multimedia database
in the shipborne terminal system, and it can connect to the Internet through the
intelligent shipborne terminal system, which makes network services available for
mobile intelligent terminal equipment. At the same time, the intelligent terminal
system can connect the shipborne camera and LED display to provide shipborne
TV advertising and video services through the Ethernet port, through the serial
port and shipborne sensor, it can obtain ship status and provide business like
GPS positioning service, authentication charging and advertising push.
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Fig. 1. The network topological structure of intelligent shipborne terminal system

2.1 Hardware Design

Considering the principle of the intelligent shipborne terminal system, the hard-
ware system of intelligent shipborne terminal mainly includes power module,
master control module, routing module, 4G communication module. Hardware
framework of intelligent shipborne terminal system can be seen in Fig. 2.

Fig. 2. Hardware framework of intelligent shipped terminal

Power module uses Cincon Electronics CHB100W-24S12, the input voltage
of the module is broad, ranging from 9 V to 36 V, and the output voltage and
current are 12 V, 8.3 A, and the power is 100 W, so it can provide a stable power
supply for the system modules.

The main control module is the core module, using the PCM3-QM77 indus-
trial mainboard with high performance and high reliability onboard IntelQM77
chip. The board has strong compatibility and abundant interface, which is con-
venient for system development and expansion.

The routing module is composed of dedicated network processor, memory and
radio frequency antenna. The module is mainly used as an access point (AP)



500 W. Chen et al.

for the intelligent terminal connect to local resources and Internet. This module
communicates with the master control module using wired Ethernet and then
accesses the Internet through the 4G communication module. Users can access
to the multimedia database contained in the system by accessing the intelligent
shipborne terminal system through its Wi-Fi signal.

The 4G communication module is SIM7100CE, it is an ultra-compact, highly
reliable wireless module based on the Qualcomm MDM9215 multi-mode.

LTE platform network adapter module uses the MPCIE-RJ45, this module
uses half-height Mini PCIE slot to Gigabit Ethernet interface RJ45 and inte-
grated RTL8111E chip.

2.2 Software Design

According to the functional requirements of intelligent shipborne terminal sys-
tem, the software system framework is composed of Linux operating system and
embedded route operating system.

The main operating system uses Linux operating system, it is a multi-user,
multitasking and multi-threaded operating system, which is based on POSIX
and UNIX [8]. It can run the major UNIX tool software, applications and net-
work protocols, and supports 32-bit and 64-bit hardware. The routing operating
system [9] is an embedded operating system which using a transplant Linux
kernel, so it has the best scalability, the fastest speed for routing support, and
works well in support of routing CPU. It mainly achieves wireless routing and
providing network access for intelligent terminals.

3 System Function Design

The system focuses on providing local multimedia services. There are massive
multimedia resources stored in the local server, users can access the resources
through the local area network, thus avoiding the congestion caused by the
large number of users accessing the Internet through the 3G/4G channel at the
same time. In this way of enjoying the multimedia services through the local
area network, on the one hand it can improve the communication capacity of
the intelligent shipboard terminal system, providing users with a good service
experience, on the other hand, the decreasing number of users who accessing the
Internet through 3G/4G channel also cut down the traffic of 3G/4G channel,
thereby reducing the operating costs.

3.1 System User Status Query

The system user status query can query the IP, MAC address, uplink rate, down-
link rate, total traffic, downlink total traffic, connection duration, and connection
type of the user connected to the intelligent shipborne terminal system, also can
monitor the network status of each user, and pass the data in the POST format
to the database for subsequent operations. Implementation of the system user
status query flow chart is shown in Fig. 3.
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3.2 GPS Data Acquisition and Processing

GPS data is collected through the serial port system, so it must initialize the
serial port and set the basic parameters of the serial port to provide GPS posi-
tioning information. Implementation of the GPS data acquisition and processing
flow chart is shown in Fig. 4.

Fig. 3. System user status query flow chart Fig. 4. Flow chart of GPS data acquisition

3.3 System User Qos Control

System user QoS control can give users different bandwidth based on different
needs, it can control the priority of user (IP address), selection of access to
3G/4G line, maximum upload rate, minimum upload rate, average upload rate,
maximum download rate, minimum download rate, and average download rate
to bring users different experience, so as to improve the QoS. Figure 5 shows the
QoS control flow chart of the system user.

Fig. 5. QoS control flow chart of the system user
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3.4 System User MAC Address Blacklist

System user status query can query the user’s physical address (MAC address)
[10], the system user MAC address blacklist can restrict the user access to the
Internet by adding the MAC address to the blacklist, and user is only allowed to
access to the LAN server, which can further distinguish different users, reduce
the flow pressure of 3G/4G channel, and enhance the user experience. Implemen-
tation of the system user MAC address blacklist flow chart is shown in Fig. 6.

Fig. 6. System user MAC address blacklist flow chart shown

4 System Test and Analysis

The test of intelligent shipborne terminal system includes system user manage-
ment function test, GPS positioning information test, automatic disconnection
function test and system software login platform test, because the development
of this system is the infrastructure development, so we use the code to realize the
test. The material object of intelligent shipborne system is as shown in Fig. 7.

Fig. 7. The material object of intelligent shipborne system
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4.1 System User Management Function Test

To accurately control the user information of each shipborne terminal and pro-
vide different service quality for different users, the system has the function
module of system user management. In the testing of the system user manage-
ment function, a client test program was written, through the client test program
can connect system user management module, query information and accept the
information returned by the system management module. When reading the
system connection status through the client, the result of test is shown in Fig. 8.

Fig. 8. The parsed data

From the analysis of the data we can see that there are two users connected,
where the user whose IP is 192.168.15.1 has no data communication and there
is only one connection, this is the IP of the routing module itself. While another
users IP, MAC address, connection time, connection number and the total flow
can completely output.

When users use the mobile phone to connect the intelligent terminal, the
system did not make any control to the user and use client test program to send
users control commands to the system, the measured user speed is as shown in
Fig. 9. Figure 10 shows that after data processing, the user with IP 192.18.15.11
had QOS control in wlan1 port and control time is 24 h, the allowed mini-
mum, maximum and average upload and download speed are: 80, 120, 100 KB/s,
respectively.

When using the MAC blacklist to control users, the client receives the pro-
cessed data returned by the system is as shown in the Fig. 11, it can be found
that the user whose ID is 1 and the MAC address is a4:44:d1:33:2f:27 was inter-
cepted by MAC. When we use mobile phone to connect the system, it can be
connected, but cannot access to the Internet.
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Fig. 9. No speed limit/speed limit test results

Fig. 10. The results after system QOS analysis

Fig. 11. The MAC interception information

4.2 GPS Location Information Test

The master control module receives GPS data through the serial ports, and the
analytical function will read and extract the useful positioning information, then
output those information in a special format to other functions. The positioning
information display result is as shown in Fig. 12. Positioning information includes
date, time, latitude, longitude, altitude and direction angle. In this case, the date
is March 19, 2017, time is 9 p.m. and 50 s, the north latitude is 25.2825933333
degrees, the east longitude is 110.3209633333 degrees, the height above sea level
is 135.9 m and the direction angle is 149.00833 degrees.
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Fig. 12. The GPS positioning information

4.3 Automatic Disconnection Function Test

The function of automatic disconnection can end the connection between the
user and the intelligent shipborne terminal system and provide better service
quality for the users in need. This function is connecting the routing module
through the client test program client, then querying the disconnect network
user list in routing module and receiving the return information of the routing
module for test. The client test results is as shown in Fig. 13, when the client
sends a GET command, the routing module will return the information about
disconnect the user’s MAC list, when using the ADD and MAC address to add
user, the routing module will return OK, however if using a mobile phone connect
the routing module, the routing module SSID can be seen but cannot connect.

Fig. 13. The command and return messages

4.4 Software Login Platform Test

The system software login platform test is done by using a mobile phone to con-
nect the intelligent shipborne terminal system. As shown in Fig. 14, the mobile
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phone will pop up the authentication information after connecting intelligent
shipborne terminal system (as shown in a), when clicking the trial certification,
the time of trial certification and the number of daily certification will be set, and
the authentication failure will happen while the set limit exceeds, at that time
only the intranets can be accessed (as shown in b). However, clicking the WeChat
certification, the page will skip to the enterprise WeChat official account. After
finishing the authentication, the various resources in the local server can be
accessed via mobile phone. The “Wi-Fi + WeChat” authorization mode will
automatically skip to the WeChat public number (as shown in c), it can avoid the
complicated operation process of traditional web authentication. Making Wi-Fi
connection process more concise, and not hinder the service provider informa-
tion display and the opportunities of push advertisements (as shown in d), bring
users a new experience in the mobile Internet era.

Fig. 14. Example of placing a figure with experimental results.
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5 Conclusions

In this paper, an intelligent shipborne terminal system is proposed. First, we
gave a detailed introduction of its hardware and software design scheme. The
system can provide the wireless network sharing services, multimedia services,
GPS positioning services for the end users and it also has the advantage of
distinguishing different users. Then the test results shows that the system is
easy to use, it has low configuration cost and stable operation. Users can enjoy
local storage of videos, music, news, games and other multimedia entertainment
information programs for free. This can better meet the demands of different
users for the network and makes the journey on board be more pleasant. So it
has good application value and practical significance.
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Abstract. In this paper, we propose a positioning method based on the dual-
complex fingerprint, which consists of the Received Signal Strength Indication
(RSSI) and the Power Spectrum Waveform (PSW), including three stages. First,
generate fingerprint library by data collected offline. For each reference point,
RSSI and PSW are both stored in the library. Then make pre-positioning by
RSSI fingerprint and the location of reference points. These points will be
selected twice to remove the single points away from the others. Final positions
are estimated by taking PSW Distinction (PSWD) and RSSI into consideration.
In addition, we introduce an idea of evaluating PSWD by the Kullback-Leibler
Distance (KLD). The MATLAB simulation results show that, comparing to
other algorithms such as KNN and WKNN, the proposed method leads to lower
number of observable misestimated points, and approximately 5% improvement
in cumulative distribution function (CDF) of position error within 1.3 m.

Keywords: Positioning � RSSI � PSWD � KLD

1 Introduction

With rapid development of information technology in modern society, individuals are
increasingly concerned about the derivative demand of wireless communication, such
as positioning and confidentiality. So far, according to the different needs of the
positioning range and accuracy, there have been varieties of sophisticated positioning
measures, such as Satellite positioning, base station positioning, and Wi-Fi assisted
positioning.

Nevertheless, these outdoor technologies cannot meet all the needs of customers on
Location-Based Services (LBS). For instance, when the vehicles enter underground
parking lots, tunnels and garages from the open area, the GPS signal received by
on-board communication equipment will have enormous attenuation. Thus, it is diffi-
cult to maintain the relationship between received GPS signal strength and vehicle
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position, as the propagation channels become completely different. Therefore, driven
by the demands for development of smart home and intelligent management systems,
such as Vehicle-to Everything (V2X), positioning schemes based on infrared, ultra-
sound, RFID, Bluetooth, WI-FI, ZigBee, ultra wideband and other similar projects have
been proposed. However, these mentioned schemes have their respective shortcomings,
especially the expensive cost of equipment, so that most of them are unworthy to
achieve large-scale popularization.

RF fingerprint technology comes up with a new idea for indoor positioning.
The RSSI fingerprint keeps inherent law of changing with propagation distance and
easy to achieve in low-cost acquisition. In this case, with Wireless Local Area Network
(WLAN), which is the lowest cost, the most extensive coverage and most convenient to
deployment, the RSSI positioning becomes the primary choice for indoor fingerprint
positioning.

Whereas RSS values are affected by time variability and terminal heterogeneity,
and prone to fluctuate in the same position, resulting in significant deviation in posi-
tioning results [1, 2]. For this reason, researchers pay attention to make improvement of
RSSI fingerprint scheme. The targets of amelioration are improving accuracy and
reducing cost. The improvement is mainly based on two aspects: the offline aspect is to
ameliorate RSS values for fingerprint library while the online stage is to optimize
positioning estimation algorithms. Considering the huge amount of measurements
collected for the positioning accuracy in offline stage, interpolation technique is pre-
sented to decrease the amount of collected data [3]. Simple linear regression technique
is used to facilitate under-trained location systems [4]. To reduce operation time, a
method combines a little new feedback and some necessary old RSS values to build
new RSS fingerprint library when environment changes [5]. Moreover, a method
without offline stage is proposed, using only RSS measurements obtained in real time
by dynamically estimating the propagation models [6]. On the other aspect, positioning
algorithms develop from K-Nearest Neighbor (KNN) or Bayesian decision to diverse
categories, and emerge in endlessly all these years, such as weighted centroid location
algorithm [7], Kalman Smoothers [8], random forest classifier [9], neural network
positioning algorithm [10], etc.

In this paper, we propose a method based on the weighted combination of signal
PSW and RSSI. In the method, we introduce a new concept of PSWD outside the
original signal fingerprint algorithms. Signals from same source inevitably maintain
some certain inherent characteristics in the frequency spectrum as well as power
spectrum. When a signal arrives at receiver via a wireless channel, its PSW will change
correspondingly to the characteristic of channel. This results in the homologous signal
PSW diverse in different locations. Therefore, it is feasible to reduce the interference of
RSS fluctuation by comprehensively considering PSWD among the test point and
reference points of each Access Point (AP), and comparing the summarized distinction.

The remainder of the paper is organized as follows: in Sect. 2, we present the
existing theoretical knowledge we used. In Sect. 3, we describe the details of the
method proposed in this paper. In Sect. 4, we record the experiment settings and
present the results of performance evaluation with comparison to other schemes.
Finally, a conclusion is outlined in Sect. 5.
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2 RSSI and Channel in WLAN Network

The environment in which we want to optimize scheme and deploy the positioning
system is a WLAN wireless network. The target of us is matching the location of a
Mobile Station (MS) with signals it received, and estimating where the MS is.
Assuming that there are M APs in WLAN network, the simplest RSS fingerprint at
position l can be expressed as:

RSSl;n ¼ ½rssl;1;n; . . .; rssl;m;n; . . .; rssl;M;n�1�M : ð1Þ

where rssl,m,n means the RSS value measured by MS in l position at nth time from AP
m. As mentioned in Sect. 1, RSS values are affected by the time variability and
environmental conditions changes, and prone to fluctuate in the same position, espe-
cially when staffs walk around and switch doors and windows. Thus, we need to
measure several times at same position for each AP, in order to get reasonable and
effective values as referential RSS fingerprints via some certain fingerprint algorithms.

RSSI fingerprints generated by different algorithms are generally formed as vectors
consisting of M values. These M values represent the effective average of preprocessed
RSS samples for M APs at the reference points. Nevertheless, some fingerprints appear
in form of matrix. No matter how the fingerprint is, it is certain that the data measured
in real-time should be manipulated into the same form of referential data stored in the
library.

2.1 Channel Model and Signal Attenuation

Even in a precise spotting, the measured RSS values are affected by a large number of
predictable and unpredictable factors. The distance between AP and MS (d) is the main
factor of attenuation in RSS values, and keeps positive correlated with the attenuation.
Of course, penetration loss is the other main reason for reduction of RSS value. If
ignoring the unpredictable interference from time and space fluctuation, the RSS value
of an AP measured in a certain position can be represented by the distance between AP
and spotting, the path penetration loss and transmitting power. There are several Indoor
empirical path loss prediction models raised these years [11–13]. When taking loga-
rithmic unit, the primary RSS values, Pr, can be modeled by following expression:

Pr ¼ Pt þGt þGr � L: ð2Þ

where Pt is the transmitted power, Gt and Gr are the transmitter and receiver gains, and
L represents total attenuation during transit, respectively. The attenuation L can be
described as different expressions according to different models [12]. A classic model,
Keenan-Moltey (KM) model, describes the indoor propagation attenuation as follow:

L ¼ Lðd0Þþ 20log
d
d0

� �
þ

Xjj
j¼1

NwjLwj þ
Xii
i¼1

NFiLFi: ð3Þ
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where d0 (d0 generally takes 1 m) is a standard reference point, L(d0) is the attenuation
at d0, NWj and NFi denote the number of different types of walls and floors, LWj and LFi
denote the penetration loss factors corresponding to these types of walls and floors, jj
and ii mean the number of types of walls and floors, respectively.

Equation (3) shows that when we consider the question in a meter-level area, the
penetration loss can be regarded as constant. Then the only closely related factor is
d. Moreover, it can be easily found that the RSSI should be more similar when the test
points are closer, which can be viewed as the spatial correlation of RSS. To maintain
such correlation away from unpredictable factors, it is essential to measure a number of
samples for RSSI generation process.

3 Positioning Algorithm Design

3.1 Measurement for PSWD—KLD

Same to correlation between RSSI and sampling position, there is correlation between
signal frequency domain waveform and position. However, it is tough to measure the
true instantaneous frequency waveform at real time. We choose the PSW as the sub-
stitute from the time average perspective. In the certain sampling point, the PSW of
signals from different APs exist distinctions. Meanwhile the signal PSW from an
identical AP share variations as well, due to the heterogeneity of wireless propagation
channels influenced by changeable test positions. In addition, this method asks the APs
to transmit same signal when working in positioning mode. In Fig. 1(a), we can know
that the PSW are quite distinct among different Aps at the same position.

Furthermore, Fig. 1(b) and (c) show that the PSWD will be smaller along with the
decrease of channel difference, when choosing from nearby location. The correlation
between them provides a theoretical possibility of using PSWD as position fingerprint.
This paper employs KLD to measure the distinction between two SPW, as a feature of
position. There is no doubt that the signal PSW are measured and processed in discrete.
The discrete form of KLD is defined as [14]:

KLDðPjjQÞ ¼
X

i2N PðiÞlogPðiÞ=QðiÞ: ð4Þ

where P and Q represent two discrete distributions, ordinarily P is real distribution
while Q is the ideal one or for comparison. In addition, N is the same length of two
sequences. Almost all result of (4) is greater than zero, if and only if P = c * Q (c 6¼ 0)
it can equal to zero.

At each position, each AP keeps a valid sequence of PSW, which is obtained by
processing a number of measured data. Prior to use, these sequences need to be
normalized as follow:

Pul;mðiÞ ¼ pl;mðiÞ
.X

x2N pl;mðxÞ; i ¼ 1; 2; . . .N: ð5Þ
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where Pul,m means the normalized result of PSW of AP m at the reference point l, and
N is the length of waveform sequences. Therefore, the PSWD between point i and j can
be quantified by KLD from (4) and (5):

KLDðPui;m;Puj;mÞ ¼
X

x2N Pui;mðxÞ logPui;mðxÞ
�
Puj;mðxÞ: ð6Þ

3.2 Details of Combination of RSSI and PSWD in the Scheme

In this paper, we simultaneously consider RSSI spatial correlation and PSWD to
optimize the accuracy and robustness of positioning algorithm.

During the offline stage, multiple sets of RSS samples and PSW sequences from
each AP need to be collected at each reference point as original data of position
fingerprint. However, considering the PSW existing as a long sequence, it has much
larger data size than RSSI. Therefore, it has no possibility to employ the PSW as a
whole-area discrepancy measurement tool like RSSI, because of enormous computa-
tion complexity and unpredicted time cost.

Thus, we assign RSSI and PSWD for different purposes. In the real-time stage,
RSSI is used as the first level fingerprint for whole-area preliminary orientation.
Then PSWD is used as the secondary fingerprint for re-weighting the reference points
in pre-orientation range. In the final coordinate estimation, the RSSI weighting and the
PSWD weighting are taken into account simultaneously.
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0
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1
a)    normalized PSW of different APs at one point

0 200 400 600 800 1000 1200 1400 1600
0
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1
b)   normalized PSW of same AP at points faraway

0 200 400 600 800 1000 1200 1400 1600
0

0.5

1
c)   normalized PSW of same AP at nearby points

Fig. 1. Different normalized PSW collected by the same MS. Three different situations here:
(a) PSW of different APs in same point, (b) PSW of same AP in positions faraway, (c) PSW of
same AP in positions nearby.
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Most of indoor positioning algorithms are based on KNN algorithm and offline RSSI
fingerprint library. Once the library is set up, an adaptive distance metric function is
presented immediately, by which we can use to find out the K reference points nearest to
the real-time test point and estimate the positioning result based on the coordinates of
these reference points. Generally, the estimate methods employ arithmetic average (for
KNN), weighted coordinates average (for WKNN) or correlation coefficient weighted
average to obtain the test point position. Our work make some differences.

Work in offline stage. First, we need to make sure the space size of the room, and then
select the appropriate numbers of APs (M) and reference points (L) as well as their
reasonable distributions. Meanwhile the coordinates of reference points need to be
obtained, and it is better to set points spacing as constant. After the preparatory work,
use a MS to collect the original data at each reference point. The effective information
we need has mentioned in previous Sect. 3.2. Then RSS values and PSW are
pre-processed by respective filter rules to eliminate significant distortion samples for
each AP at each reference point. RSS values are treated by limit average filter that is
united by limit breadth filter and moving average filter, while the processing of PSW is
to obtain the average waveform after removing large discrepant sequences. The final
fingerprint stored for a reference point consists of a vector composed of M RSS values
and a matrix of M PSW sequences. Each line of the matrix represents a representative
PSW of one AP.

Preliminary orientation of real-time stage. The aim of this part is to catch a small
area from the whole space, and to make ensure the reference points that will be
included in the next stage. At first, a number of sampling data should be measured at
test point by the MS. Then this data are transformed into the same form with finger-
prints saved in library via the same means, as mentioned in Sect. 2.1.

We use Euclidean distance as a metric to denote the distances of RSS vectors (DR)
among test point and reference points. The DR between test point A and reference point
l, is defined as follow:

DRA;l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

m2M ðrssA;m � rssl;mÞ2
q

: ð7Þ

where rssl,m presents the stored RSS value for AP m in point l, while rssA,m is anal-
ogously for test point A.

Then we can choose K reference points by seeking the smallest K values for DR.
From The perspective of theory analysis, these reference points should be in close
proximity. However, when testing in real scene, the points usually keep near but not
adjacent. Here we use “two-centric” cluster algorithm to optimize selection of reference
points. After reselection of K points, the first weighting representations (named WFF)
are given to these selected references according to the values of DR. The WFF between
test point A and K reference points is built by DR:

WFFAðkÞ ¼ 1= DRA;k

X
x2K 1=DRA;x

� �
; k 2 K: ð8Þ
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Final estimate stage. In this phase, we calculate the KLD between test point and
selected points of each AP by (6), separately. In addition, when calculating KLD, the
waveforms of test point should be the former ones. Then we recreate a set of weighting
identifications (named WSF) according to the size of these KLD values. Analogously,
DK, the summary of KLD, and WSF at each reference point can be calculated as:

DKA;k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

m2M KLD2
A;k;m

q
: ð9Þ

WSFAðkÞ ¼ 1
.

DKA;k �
X

x2K 1
�
DKA;x

� �
; k 2 K: ð10Þ

where KLDA,k,m means the PSWD between test point A and reference point k of AP m.
The last few steps of this scheme are to integrate WFF and WSF together and to

estimate the coordinate of test point by the integrated weighting factor WF in the end.
The WF and estimated position for test point A affected by a scale factor a are cal-
culated as follows:

WFAðkÞ ¼ ðWFFAðkÞþ a �WSFAðkÞÞ=ð1þ aÞ; k 2 K: ð11Þ

XA ¼
X

k2K WFAðkÞ � Xk; YA ¼
X

k2K WFAðkÞ � Yk: ð12Þ

4 Experiment, Results and Analysis

The experimental data in this paper are collected in an office condition with an overall
test area of 15.63 m * 15.86 m. There are seven APs distributed in the center position
(Tx7) and the edge of office work area (Tx1-6). In order to avoid the interference
among the different sources of signals at the same location, this paper adopts the means
of sending and receiving antenna one-to-one correspondence to carry out data col-
lection. The height of the transmitting antenna of the APs is fixed at 1.2 m. The
receiving antennas are centrally placed on a pushcart, with the antenna height at 1.08 m
and the pitch at half a wavelength. There are four main walkways available in the office
for data collection.

First, we choose 91 reference points in each main walkway and record their
coordinates. The process of reference data collection has mentioned in Sect. 3.4. In
real-time test stage, the positions of APs remain unchanged, and the pushcart is moved
at a speed of about 0.5 m/s. The sampling interval is set as 0.52 s. In each path, 45
points are selected as test points, and the device records the coordinates, the signal
strength and PSW collected for each point. After sampling, all sampled data are
imported into the computer equipment, read and processed by the MATLAB software.
Then we use them to form the library of RSSI and PSW fingerprints and to perform the
positioning accuracy test, respectively.
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4.1 Estimation, Comparison and Analysis

In data processing, we realize the essentiality of the K value selection. By comparison,
things are better when K varies from 3 to 5 than others. Thus, we choose 3 as the value
of K for reducing computational complexity. Furthermore, we adopt the “two-centric”
cluster algorithm for the nearest 2 * K-1 points to optimize selection of K points by the
RSSI and location distribution of them. The accuracy becomes much better after the
reselection of the reference points. In addition, the scale factor a is set to one as we
keep the equal position of WFF and WSF.

Use KNN algorithm, WKNN algorithm, RSSI correlation-coefficient algorithm,
and RSSI-PSWD algorithm respectively to estimate positions of test points. Then make
a comparison among them through MATLAB simulation. The different estimated
positions of test points by different schemes are shown in Fig. 2, in which the red
circles represent the actual positions of test points. We can easily find from Fig. 2(a)
that, if there is no weighted algorithm, the number of misestimated position points will
be more. The effect of WFF can be seen in Fig. 2(b) that estimated positions by WKNN
move near to the more similar reference points and the bias distance decreases.
Moreover, the RSSI correlation-coefficient algorithm showed in Fig. 2(c) has quite
different mismatched points with WKNN algorithm due to the different process during
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Fig. 2. The estimated locations of test points by different algorithms: (a) original K points
average, (b) KNN and WKNN with reselected K points, (c) RSSI correlation-coefficient
algorithm, and (d) the optimized algorithm based on RSSI and PSWD. The unit in Fig. 2 is meter.

516 Y. Lin et al.



the selection step of K points. However, they has similar number of observable mis-
estimated positions. Overall, when comparing Fig. 2(d) to the others, the number of
observable mismatched points is much lower.

The CDF of error for mentioned algorithms is presented in Fig. 3. We adopt 3 m as
the ceiling of position error for Fig. 3, because it is big enough in this indoor room, whose
length and width are both less than 16 m. From this figure, because of so many mises-
timated points, the CDF of original K-average algorithm is much lower than the others
when position error is less than 1.3 m. The other three have similar curves, as they all use
the tool of weighting. The RSSI-PSWD is the best as it uses two kind ofweighting factors,
and there is about 5% improvement in accuracy when position error varies from 0.6 m to
1.3 m. In addition, the reason for these three curves increasing slowly after 2 m is the
process of reselection of K reference points. In that step, we use “two-centric” cluster
algorithm to optimize the accuracy for low position error scene, but it has an imperfection
as well. If the data collection is not accurate enough, some selected good reference points
settled far from other points may be considered as bad ones and be ignored.

5 Conclusion

This paper proposes an optimized algorithm of indoor positioning by using
RSS-PSWD weighting. The methods used such as RSSI, evaluation for PSW dis-
tinction, and weighted centroid estimation are introduced. The simulation results shows
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Fig. 3. Cumulative distribution function of errors in the estimated distance by comparing
RSSI-PSWD algorithm with other methods. (a = 1).
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it has higher accuracy than other mentioned algorithms. The downside is that we need
to collect an extra data set of PSW during offline stage. The next research aims consist
of three directions. One is finding how to retain the key features of PSW while sim-
plifying the amount of data size. The second aim is to optimize weighting algorithm
combined by WSF and WFF. Moreover, the last is seeking a better method to reselect
the K reference points by DR and spatial distribution.
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Abstract. Platoon-based Vehicular Ad-hoc Networks (VANETs) can
significantly improve the road capacity and facilitate the potential coop-
erative communication applications. However, the communication links
between platoon-based vehicles and the roadside unit (RSU) are unsta-
ble, which decrease the throughput and increase the delay, and cause the
infotainment resources cannot be downloaded quickly. In this paper, we
propose a collaborative download strategy in platoon-based VANETs to
solve the problems. On the basis of RSUs support simultaneous commu-
nication with multiple vehicles, when a demand vehicle need to download
multimedia files, we use the collaborative download request management
mechanism to request other vehicles in the same RSU coverage area to
participate in the collaborative download process. Besides, to decrease
the download time, we divide the required multimedia files into multiple
data packets. After the RSUs encode the data packets via linear network
coding, the cooperative vehicles forward the received encoded packets to
the demand vehicle. We also research the impact of speed and file size
on the performance of cooperative download strategy. The simulation
results show that the proposed cooperative download strategy can effec-
tively increase throughput and reduce the downloading completion time
when download multimedia files, especially when the size of multimedia
files is large and the speed of platoon-based vehicles is fast.

Keywords: Platoon-based VANETs · Collaborative download
Request management · Network coding · File segment

1 Introduction

The platoon-based driving pattern [1] can significantly enhance the traffic effi-
ciency, safety and entertainment applications performance for Vehicular Ad-hoc
Networks (VANETs). In the platoon, the follower vehicles can trace the road
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without driving operation, so it also known as the formation of semi-automatic
driving mode [2,3]. Platoon-based VANETs is committed to providing vehicles
with high quality, accurate, real-time vehicle services, which consist of active
safety applications [4] and non-safety applications [1], such as traffic safety infor-
mation and automotive multimedia entertainment resources.

In platoon-based VANETs [5], the drivers and passengers in the follower vehi-
cles have enough time to enjoy the infotainment services, so the demand for mul-
timedia resources is more prominent. However, in the platoon-based VANETs,
many of the data services, especially the multimedia infotainment services are
usually with large volumes of data, which need a long time to download these
resources. Moreover, the low throughput and the unstable communication link
between the vehicles and roadside unit (RSU) [5] effect the performance of down-
load, which cannot meet the passengers requirements on multimedia entertain-
ment information.

To solve the problem that the communication links between platoon-based
vehicles and RSU are unstable, which decreases the throughput and increases the
delay during the downloading process, we propose a network coding cooperative
download scheme in platoon-based VANETs. First, a collaborative download
request management mechanism is designed, which focuses on the communi-
cation protocol between a vehicle in the platoon and other cooperative node,
i.e. vehicles or RSU, to support the collaborative download. Then we propose a
file segment strategy based on the collaborative download request management
mechanism to divide the required files into multiple data packets. Besides, RSU
use the linear network coding to encode these data packets and send them to all
cooperative vehicles. Finally, a data forwarding mechanism between the vehicle
and cooperative vehicles is proposed to ensure that the cooperative vehicles for-
wards all the received coded packets to the demand vehicle before entering the
next RSU coverage area.

The rest of this paper is organized as follows. Section 2 overviews the related
work. Section 3 presents our platoon-based VANETs system model for collabora-
tive downloading. We propose a network coding cooperative download strategy
in platoon-based VANETs in Sect. 4. Performance evaluation is presented in
Sect. 4.3. Finally, Sect. 5 concludes this paper.

2 Related Works

In some earlier works, different collaborative download schemes has been pro-
posed for platoon-based VANETs. Most of them studied collaborative download
strategy for traditional VANETs. In [6], the authors proposed a new model for
analyzing the connectivity probability to provide better performance in terms
of multi-hop delay and there exists an optimal one-hop transmission range to
minimize the multi-hop delay. In [7], the authors divided the file into a number of
data packets and then used the peer-to-peer (P2P) or BitTorrent methods to col-
laborative download. In [8,9], instead of considering data distribution from RSU
to vehicles, the authors researched Vehicle-to-Vehicle (V2V) data forwarding and
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information sharing in the RSU coverage blind area. Besides, researchers have
introduced network coding into the traditional collaborative download scheme
to reduce the data transmission error rate and communication protocol costs. In
[10], the authors investigated the application of network coding in collaborative
downloading. It analyzed the derive probability distribution and the expected
value of the amount of time necessary to deliver all of the information from RSU
to the vehicles with network coding, but it only considered the collaboration
downloading between the two vehicles. Based on the theory of [10], in [11], the
authors extended the two vehicles to multiple vehicles to study the collaborative
downloading. However, the above study results cannot be directly applied into
platoon-based VANETs. Hence, in [5], the connectivity probabilities are analyzed
for the V2V and Vehicle-to-RSU (V2R) communication scenarios for different
driving speed in platoon-based VANETs to improve system throughput. In [12],
the authors proposed a cooperative retransmission scheme to deliver multimedia
data from a traveling vehicle to RSU reliably. But these works did not involve
collaborative download studies. Besides, the problems of low system throughput
and high downloading delay still exist and are not solved.

Therefore, in this paper, we propose a network coding collaborative download
scheme for platoon-based VANETs, which can effectively increase throughput
and reduce the downloading completion time when download multimedia files.

3 Syetem Model

The cooperative download system model in platoon-based VANETs is shown
in Fig. 1. The system consists of RSU, vehicles that driving in a platoon-based
pattern, central control center, etc. Each vehicle is equipped with two inde-
pendent broadcasting stations to transmit data, which referred to as On-Board
Unit (OBU). The RSU has multiple independent broadcasting stations, each of
which adopts the beamforming to communicate over the respective channels,

Fig. 1. Collaborative download model for platoon
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and supports simultaneously communication with multiple vehicles. Short range
communication between OBU of vehicles and RSU can be achieved using IEEE
802.11p [13] protocol in the Dedicated Short Range Communication (DSRC)
[14] band. RSU uses optical fiber or microwave technology to access the Inter-
net. When a vehicle want to obtain a specified multimedia resource, the central
control center will send the source that vehicle required to RSU, so that RSU
can be seen as providers of multimedia resources.

4 Collaborative Download Strategy for Platoon

The collaborative download strategy via network coding in platoon-based
VANETs is composed of cooperative download request management mechanism,
file segment strategy, V2R data distribution mechanism and V2V data forward-
ing mechanism. The detailed algorithm is described as follows.

Step 1: When a vehicle in the platoon needs to download the p Mb multimedia
files (we call it the demand vehicle), it sends the downloading request to
RSU, and then the system executes the collaborative download request
management mechanism. The central control center needs to obtain the
speed of platoon, the number of collaborative vehicles, the multimedia
filename need to be downloaded, and the geographic information of vehi-
cles, etc.

Step 2: Then the central control center executes the multimedia file segment
mechanism. It divide the multimedia file into multiple data packets,
after calculating the size of each packet, the central control center sends
all these packets to RSUs, so that the RSUs are the resource providers.

Step 3: When the platoon driving into the coverage area of the RSU, the RSU
will encode the data packets via network coding and send the encoded
packets to all collaborative vehicles in platoon, that is the V2R data
distribution process. It can also be called V2R data distribution phase.

Step 4: When the last vehicle in platoon leaves the RSU coverage area, the
collaborative downloading vehicles will send the encoded packets that
they downloaded during the V2R phase to the demand vehicle, which
executes the V2V packets forwarding mechanism. It can also be called
V2V packets forwarding phase.

Step 5: When the size of encoded packets that the demand vehicle obtained can
decode out of the original multimedia file, the download is completed;
otherwise, when the vehicles enter the range of the next RSU, they try
to obtain the remaining packets. This continues until the demand vehicle
can decode the original file.

We call each V2R data distribution phase and its following V2V packets
forwarding phase as a round, due to the size of the multimedia file is large,
it is obvious that the collaborative downloading strategy cannot download the
whole file in one round. The number of rounds that required sending all the
encoded packets from RSUs to the vehicles can be used to reflect the time needed
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to download the whole file. The following subsections provide more detailed
information on the proposed collaborative download strategy.

4.1 Collaborative Download Request Management Mechanism

In this subsection, the collaborative download request management mechanism
is described detailed. We assume that the vehicle in platoon is the demand
vehicle, which needs to download the Mb multimedia file. The operations of the
collaborative download request management mechanism are as follows:

Step 1: The demand vehicle Vk sends collaborative download request to the
leader vehicle of the platoon.

Step 2: The leader vehicle agrees to the request and sends the message to other
follower vehicles, which including the information about the demand
vehicle, the filename and size of the multimedia file need to be down-
loaded.

Step 3: If the vehicle Vp in the platoon owns the needed multimedia resource,
it will reply to the leader vehicle and go to Step 4; Otherwise, if other
follower vehicles are free now, they reply to the leader vehicle that they
will participate in the collaborative download and go to Step 6.

Step 4: Leader vehicle inform the vehicle that the vehicle Vp owns the resource
and cancel the collaborative download request.

Step 5: The vehicle Vk directly sends the file to the vehicle Vp until the file is
downloaded completely.

Step 6: Leader vehicle collects the information about the follower vehicles that
participates in the collaboration, including the MAC address, geo-
graphical location, and then sends the information to the demand vehi-
cle Vk.

Step 7: The demand vehicle Vk sends the downloading request to the central
control center through the cellular network.

Step 8: If the central control center owns the needed file resource, it agrees to
download, and go to Step 9, otherwise the collaborative downloading
cannot be completed.

Step 9: The demand vehicle Vk sends the related collaborative download infor-
mation, such as the collaborative vehicles, the speed of platoon and
geographical location to the central control center.

Step 10: According to the received collaborative download information, the cen-
tral control center executes the file segment mechanism to divide the
original multimedia file into multiple data packets. After calculating
the size of each data packet and estimating the rounds needed to com-
plete download, the central control center packages the file segment
information, platoon driving information and collaboration informa-
tion into a collaborative information packet, and then sends the packet
to RSUs.

Step 11: When the vehicles enters the coverage of these RSUs, they connect
to RSUs and download the resource immediately. From the above
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description of the proposed mechanism, the collaborative download
request management mechanism regulates the collaborative request-
related operations to make it more systematic, standardized.

4.2 Multimedia File Segment Mechanism

After considered the collaborative download request management mechanism,
when a vehicle in platoon requests to download the multimedia file, the central
control center will divide the file into multiple data packets and send to RSUs,
and then RSUs send the packets to multiple collaborative vehicles. Therefore, in
this section, we will describe the multimedia file segment mechanism in detail.

When the RSU simultaneously sends data to multiple vehicles, the signal-to-
interference ratio of vehicle Vk can be expressed as:

SINRk =
|hk,m|2pk

K∑

i=1,i �=k

|hi,m|2pi + σ2
k

(1)

where hk,m = √
sk,mh

′
k,m is the composite channel between the RSU and vehi-

cle Vk, Sk,m = (dk,m/d0)−α10(μ/10) corresponds to small-scale fading from RSU
to the Vk, which includes path loss and shadowing fading. The shadow fading
for RSU is modeled as an independent log-normal random variable with stan-
dard deviation σ. dk,m denotes the distance between the RSU and Vk, d0 is
used as the reference distance. α indicates the path-loss exponent and μ is a
normally distributed random variable with mean σ2. Also, h

′
k,m stands for the

frequency-flat Rayleigh fading channel coefficient, which is modeled as indepen-
dent and identically distributed (i.i.d.) complex Gaussian random variable with
unit variance. Pk is the transmit power for vehicle Vk, nk denotes an additive
noise whose entries are i.i.d., complex Gaussian, with zero mean and variance.
Then the throughput of vehicle can be expressed as σ2

k:
Then the throughput Ck of vehicle Vk can be expressed as:

Ck = Wk log2(1 + SINRk) (2)

where Wk is the channel bandwidth.
We set the platoon driving at a constant speed of υ kilometers an hour,

when the vehicle Vk in platoon driving through the coverage area of the RSU,
the distance between the vehicle Vk and the RSU is dk = R − υt, in which t is
the running time of vehicle in RSU coverage area, and then the total time that
the vehicle Vk driving through the area is T = 2R/υ. Then the total size of data
downloaded by Vk during the period can be expressed as:

Sk = 2
∫ T

2

0

Ckdt (3)

To ensure the transmission bandwidth is fully utilized, we will adopt a file
segment strategy to divide the file into multiple data packets to simultaneous
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transmission, in which the size of each data packet after division is smaller than
10Mb. The process of file segment strategy is elaborated as follows.

First of all, after vehicles in platoon driving through a RSU, the size of file
downloaded by vehicles are S1, S2, . . . , SK , and then we compare the size of each
file and obtain the minimize one Smin, if Smin is larger than 10Mb, we make the
become half of it until Smin < 10. Finally, Smin is the size of data packet.

4.3 V 2R Data Distribution Mechanism Based on Network Coding

Based on the data distribution mechanism in [10,11], in this section, we focus
on encoding the original data packets using random linear network coding to
implement V2R data distribution. The performance of the cooperative download
strategy is demonstrated by calculating the probability distribution and expected
value of the number of rounds required for RSUs to send data packets to the
vehicles in platoon.

The number of coded packets that vehicle download from an RSU during its
coverage is mk, and the size of mk is determined by the speed of the vehicle, the
transmission rate and the coverage area of the RSU. We assume that the size of
data packet mk obtained from any RSU is constant, according to the file segment
mechanism described above, the size of coded packet is mk = [Sk/Smin], and the
total number of coded packets from all the vehicles in each round is msum =∑K

k=1 mk. n Linear network coding is a block code conducted over a finite field
Fq, where q = 2n, and n is a positive integer [15]. During any transmission
opportunity, the RSU will encode the segmented data packets (X1,X2, . . . , XM ),
where M = P/Smin. Besides, the packets after linear coding can be expressed
as

∑M
z=1 βi,k,zXz, where βi,k,z is the random network coding coefficient selected

uniformly in Fq at the ith round for the k th vehicle.
During the collaborative download process, the vehicle can represent a linear

combination of M original packets in any received encoded packet. In order
to enable the demand vehicle to decode the original packets, it needs to know
the random coding coefficient matrix used for all distributions, thus the RSUs
embed these coding coefficients in each coded packet. In the t th rounds, the
vehicle Vk receivest ×mk packets, which is y1, y2, . . . , yt×mk

. With the perfect
forwarding between cooperating vehicles in the platoon, the demand vehicle can
obtain the encoded packets received by all other vehicles. Therefore, after the
t th rounds, the number of coded packets D obtained by the demand vehicle can
be expressed as

D = t · msum (4)

All the data packets obtained by the demand vehicle can be expressed in the
form of vector, which is

X = (X1,X2,X3, . . . , XM ) (5)

Y = AD×M · X (6)
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where AD×M is the coefficient matrix containing all network coding coefficients.
Only when AD×M is full rank that the demand vehicle can recover the original
data packets, which is

X = A−1Y (7)
When the rank of AD×M is M , the number of total encoded packet D

that demand vehicle obtained should require D ≥ M , from the Eq. (4), we
can know. The probability of matrix t ≥ M/msum is full rank increases with
t, so we define the time that needed to download all the data packets is
Γ = min

t
{rank(AD×M ) = M}. It is obvious that Γ ≥ M/msum. We will use the

probability distribution and expected value of Γ to present the performance of
the proposed scheme, and the following lemma gives the probability of rank of
matrix AD×M with random entries in a finite field.

Lemma 1. At×n is a random matrix over finite field Fq, and the entry ai,j is
picked uniformly in Fq. Suppose that t ≥ n, the probability of the rank of matrix
At×n is can be expressed as

P (rank(At×n) = n) ≈ 1 − 1
q(t−n+1)

(8)

where the above approximation is valid when the q is sufficiently large.

According to the approximation of the probability distribution in Lemma1,
the upper limit of the probability of the cooperative download completion time
can be further calculated in the following Lemma2.

Lemma 2. Since Γ = min
t

{rank(AD×M ) = M} is the coordinate download
complete time, then

P (Γ = t) ≤ (1 − 1
q
)(1 − P (rank(A(msumt−1)×M ) = M)) (9)

where the above inequality is valid when the q is sufficiently large.

According to Lemmas 1 and 2, we can estimate the expected value of the
completion time of the coordinate download based on network coding, which
satisfies the following condition:

M

msum
≤ Γ ≤ M

mk max
(10)

where mk max = Smax indicates the largest number of encoded packets received
by the vehicle in platoon. The expected value of completion time can be expressed
as

E(Γ ) =
Umax∑

Umin

tP (Γ = t)

= (1 − 1
q )qM

Umax∑

Umin

t 1
qmsumt

(11)

where Umax = M/mk max, and Umin = M/msum. Then the system throughput
during the entire collaborative download process is as follows.

C = E(Γ ) · msum · Smin (12)
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4.4 V 2V Data Packet Forwarding Mechanism

In order to execute V2V data packets forwarding mechanism smoothly, we
assume that the network topology and the communication link is stability and
there are no selfish vehicles in the platoon, so the cooperative vehicles will self-
lessly forward the data packets. The general steps are as follows. First, when the
last vehicle leaves the RSU coverage area, each cooperative vehicle forwards the
received encoded packet to the demand vehicle. Since each vehicle is equipped
with 2 transceivers, it can communicate with two vehicles simultaneously to
ensure the packets downloaded from RSU forward to the demand vehicle in the
RSU blind zone. Then, the demand vehicle extracts the random coding coeffi-
cients from the received encoded data packets and adds them to the coefficient
matrix AD×M as a new row, and then vehicles are able to recover original RSU
information when the rank of matrix AD×M is M .

4.5 Simulation Results and Analysis

In this section, simulation results are shown to demonstrate the efficiency of
the proposed cooperative download strategy. For the sake of simplification, we
set three vehicles to participate in the collaboration, and they communication
with RSUs simultaneously. To verify the performance of our proposed strategy,
we will compare the proposed scheme with that without using the collaborative
download strategy. In the simulation, we considered the path-loss, shadow fading
factors that affect the wireless communication. The simulation parameters are
set as shown in Table 1.

Table 1. Simulation parameters

Parameters Value

Path-loss exponent 3

Shadowing standard deviation 8 dBm

Noise power 0.01 W

Cooperative vehicles power 2.5 W

Limited field space 512

RSU coverage radius 500 m

Initial request file size 700 Mb

Figure 2 describes the size of data that can be download per round when vehi-
cles driving through the RSU coverage area with different speeds. It is obvious
that after adopting the cooperative download strategy, more data packets can be
obtained in each round, which shows that our proposed cooperative download
strategy can reduce the downloading time and improve system throughput.

Figure 3 shows the average number of rounds that needed to complete down-
load with different speeds. It can be seen that no matter the download process
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Fig. 2. Size of downloaded data per round with different vehicle speeds

adopts the cooperative download strategy or not, the average number of rounds
increase with vehicle speed, but the rounds that cooperative download strategy
needed is significantly smaller than that without using the strategy, which shows
the advantage of our proposed scheme.

Fig. 3. Average number of rounds for different speed of vehicles

Figure 4 shows the average number of rounds is linearly increase with the
amount of demand file data. Comparing the two scenes, it is obvious that the
rounds collaborative download strategy needed is smaller than that without
using the collaborative download. Besides, the gap of rounds between the two
schemes is larger, which shows that when the size of multimedia files is large,
the performance of cooperative download strategy is more prominent comparing
with download scheme without collaboration.

Figure 5 describes the number of download rounds needed with different file
segment mechanisms and the file size. The average number of rounds needed to
complete download in our proposed file segment mechanism is less than the size
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Fig. 4. Average number of rounds with different size of file

Fig. 5. Average number of rounds for different the size of each packet and file

Fig. 6. Average number of rounds for different size of each packet and speed of vehicle
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of the packets are directly set to be 15 Mb, 12 Mb and 10 Mb, which can reduce
the downloading completion time effectively.

Figure 6 shows the number of download rounds needed under different file
segment mechanisms with different speeds. Due to the fact that using the file
segment mechanism can make the system stable, when the speed of vehicle is
different, our proposed file segment mechanism need less time to complete down-
load.

5 Conclusions

In order to solve the problem of low throughput and long delay in the process
of downloading multimedia files, we studied the collaborative download strat-
egy in platoon-based VANETs. The strategy includes collaborative download
request management mechanism, file segment mechanism, V2R data distribution
mechanism based on network coding and V2V package forwarding mechanism.
The simulation results demonstrate that by using the collaborative download
strategy, the system throughput is significantly improved and the downloading
completion time is reduced.
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Abstract. Conditional connectivity is important for the design of the upper
layer communication protocol and the network deployment in different sce-
narios. This paper analyzes the performance of conditional connectivity with the
network topology change by establishing the model of inter-vehicle communi-
cation. The paper aims at the two-lane highway scenario for vehicular ad hoc
networks (VANETs), considering the factors of communication range, vehicle
flow characteristics and moving speed. The main conditional connectivity per-
formance index is the conditional connectivity probability. Based on the sim-
ulation, the correctness of the theoretical analysis is verified. We also make an
explanation of the simulation results.

Keywords: VANETs � Conditional connectivity performance
Two lanes � User level

1 Introduction

As a realization form of distributed wireless network, mobile ad hoc networks
(MANETs) have received extensive attention from numerous institutes and researchers
around the world in recent years. MANETs don’t rely on the support of fixed infras-
tructure, consisting of mobile communication nodes which can form the networks
quickly and have the ability of storing and computing information. MANETs can
complete the transmission of information through the multi-hop communication
between nodes. As a special kind of MANETs, vehicular ad hoc networks (VANETs)
are formed with self-organizing vehicle nodes. Vehicles in VANETs can perform the
multi-hop communication by vehicle-to-vehicle (V2V) and vehicle-to-infrastructure
(V2I), completing information transmission and data distribution [1]. VANETs can
ensure traffic safe and improve transportation efficiency, and therefore it has aroused
people’s wide attention in the field of transportation.

Compared with the traditional MANETs, the communication vehicles in VANETs
can provide enough electric energy. However, its trajectory is limited by the geometry
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of the road. Hence, it has certain predictability and regularity. Unlike traditional ad hoc
networks, the high speed mobility of the vehicle nodes can cause the network topology
to change dynamically, making the inter-vehicle communication links prone to inter-
rupt and reducing the effective coverage and transmission performance. In recent years,
a large number of scholars have carried out research on the connectivity of VANETs
[2–4]. Based on the assumption that nodes obey the uniform distribution, the con-
nectivity performance of vehicular networks is analyzed by [5]. However, the mobility
of nodes is not considered. Literature [6] has verified the basic characteristics con-
nectivity performance in VANETs through a lot of simulations and how the change of
the relative position between the vehicle and the road can affect the connectivity
performance has been discussed. In [7], a new type of mobility model is established,
and the connection probability was derived based on this model. The author discussed
how the mobility of vehicle nodes will affect the performance of the connectivity. In
[8], a vehicle flow mobility model is established which is more close to the actual
highway scenario. The paper analyzed the statistical characteristics of multiple con-
nectivity performance indexes, considering the effects of different system parameters.
In this system model, the vehicle arrival rate depends on the speed of vehicles.
Therefore, this hypothesis does not apply to general scenarios for VANETs. These
papers mentioned above have not considered the influence of the network topology
change on the stability of data transmission. And most of the papers have analyzed the
impact of vehicle mobility on the whole network connectivity performance from the
system level. Literature [9] analyzes the influence of the vehicle movement charac-
teristics and the network topology change on the conditional connectivity performance
based on the model of freeway scene from the user level. However, its scene is
restricted to the single-lane highway, which can’t adapt to the more complex reality
scene, therefore it has certain limitations.

In order to meet the need of continuous data service for a long time, this paper
establishes a model in the two-lane highway scenario based on literature [9]. The
influence of the system parameters such as the vehicle flow arrival rate, the speed of the
vehicle, the communication range and the data transmission time on the conditional
connectivity performance is considered. The main performance index is conditional
connectivity probability. First, we derive the statistical distribution characteristics of the
initial inter-vehicle distance in the two-lane scenario. The initial inter-vehicle distance
represents the distance between the two vehicles when they enter the highway entrance.
Then we calculate the distribution characteristics of the relative speed of the vehicles in
the two-lane scenario. Finally, we obtain the analytical expression for the conditional
connectivity probability in the two-lane scenario. The conclusions of this paper can
provide theoretical guidance for the design and deployment of VANETs in the
two-lane highway scenario.

The remainder of the paper is organized as follows. The system model in two-lane
highway scenario is briefly described in Sect. 2. In Sect. 3, the conditional connectivity
performance is analyzed by the theoretical derivation. In Sect. 4, we verify the cor-
rectness of the theoretical analysis by the system simulation and make an explanation
for the results. Section 5 summarizes the whole paper and gives a conclusion.
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2 System Model

In this paper, a two-lane highway scenario is modeled based on Poisson Point Process.
The main model assumptions are as follows.

• Each vehicle node in the network is assumed to have the same ability to commu-
nicate with others. It is the same as the communication radius of each node, which is
called R. When the distance between the two vehicles is less than R, the commu-
nication link can be considered connected.

• As shown in Fig. 1, the arrival of vehicles in the two-lane highway entrance follows
a Poisson process with k (vehicles per second). After the arrival at the highway,
each vehicle will choose a lane to enter, based on the wishes of the driver.
According to the drivers’ choices, we assume that the arrival rate in the fast lane is
k1 and the arrival rate in the slow lane is k2. Hence, we can get the relation
k = k1 + k2. When the vehicle enters the fast or the slow lane, it will choose a
constant speed vi, which is independent uniformly distributed. If the vehicle enters
the fast lane, the distribution interval of speed is [vmin1, vmax1]. If the vehicle enters
the slow lane, the interval is [vmin2, vmax2]. In order to facilitate the calculation,
assume that the minimum speed of the fast lane vmin1 is equal to the maximum
speed of the slow lane vmax2 and the total arrival rate of two lane entrances is a
constant 1veh/sec. Therefore, the probability density function (pdf) of the speed vi is
given as:

fviðxÞ ¼
1

vmax1�vmin1
vmin1 � x� vmax1

1
vmax2�vmin2

vmax2 � x� vmin2

0 otherwise

8><
>: ð1Þ

• Random variable Ti represents the arrival time interval of vehicles. According to the
stochastic process theory, the arrival time interval Ti is independent identically
distributed (i.i.d) with exponential distribution with parameter k. Therefore, the pdf
of Ti can be expressed as:

fTiðyÞ ¼ ke�ky y� 0
0 y\0

�
ð2Þ

Fig. 1. Two-lane highway communication model
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• As shown in Fig. 2, we discuss the critical situation of communication interruption
when the two vehicles run in different lanes. The distance d between the adjacent
lanes is very small compared with the communication radius R. That is a is
approximately equal to zero. Therefore, this model can be simplified as the com-
munication model that vehicles run in the same lane.

• Assume that the mobility of each vehicle is independent and is not affected by other
vehicles. There can be the overtaking phenomenon without lane-changing to sim-
plify the theoretical analysis.

According to [9], at the initial observation time t = 0, the vehicle i arrives at the
highway entrance. Then it will choose a lane to enter according to the driver and
choose a constant speed vi in the speed range of the lane. After a period of time Ti,
another vehicle j arrives at the entrance of the highway. It will also choose a lane to
enter according to the driver and choose a constant speed vj in the speed range of the
lane. Assuming the vehicles i and j begin to transmit data, the communication distance
between them at present is about di = viTi. di is defined the initial inter-vehicle dis-
tance. Assuming the whole transmission time is Tt, if the link between i and j stay
stable during the whole transmission, the packet can be received successfully at the
time t = Ti + Tt. At this time, the distance between vehicles is defined dt.

3 Performance Analysis

3.1 Initial Inter-vehicle Distance

After the vehicle i arriving at the entrance of the highway, the vehicle chooses a lane
and continues moving with a speed of vi. After a time interval Ti, another vehicle
j arrives at the entrance. At the moment, two vehicles are di apart, which can be
expressed as:

di ¼ viTi ð3Þ

vi and Ti are independent random variables, therefore their joint probability density
can be expressed as:

fvi;Tiðx; yÞ ¼ fviðxÞ fTiðyÞ ð4Þ

Fig. 2. Different-lane communication model
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By combining (1) (2) with (3), the pdf of initial inter-vehicle distance di can be
calculated as:

fdiðzÞ ¼
Z þ1

�1

1
zj j fvið

z
y
ÞfTiðyÞdy ¼

k
vmax1 � vmin1

Z z=vmin1

z=vmax1

1
y
e�kydy

k
vmax2 � vmin2

Z z=vmin2

z=vmax2

1
y
e�kydy

8>>>><
>>>>:

¼

k
vmax1 � vmin1

Z kz=vmin1

kz=vmax1

t�1e�tdt the front vehicle in fast lane

k
vmax2 � vmin2

Z kz=vmin2

kz=vmax2

t�1e�tdt the front vehicle in slow lane

8>>>><
>>>>:

ð5Þ

By analyzing (5), we can notice that the pdf fdi(z) of initial inter-vehicle distance di
is related to the Exponential Integral E1(z) [10]. The special function E1(z) can be
expressed as:

E1ðzÞ ¼
Z 1

z
e�tt�1dt ð6Þ

Hence, we can get the pdf fdi(z) of initial inter-vehicle distance di through calcu-
lating (5) with E1(z).

fdiðzÞ ¼

k
vmax1 � vmin1

E1
kz

vmax1

� �
� E1

kz
vmin1

� �� �
the front vehicle in fast lane

k
vmax2 � vmin2

E1
kz

vmax2

� �
� E1

kz
vmin2

� �� �
the front vehicle in slow lane

8>>><
>>>: ð7Þ

According to (7), the cumulative distributed function (CDF) Fdi(x) of di can be
given as:

FdiðxÞ ¼ Pr di� xf g ¼
Z x

0
fdiðzÞdz ð8Þ

Therefore, we can get the probability that the initial inter-vehicle distance is not
more than the communication range R according to (8), which can be expressed as:

Pr di�Rf g ¼
Z R

0
fdiðzÞdz ð9Þ
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3.2 Conditional Connectivity Probability

Conditional connectivity probability is defined as the probability that two vehicles are
constantly connected during the whole data transmission time Tt, given that the vehi-
cles begin to communicate when they arrive at the highway entrance. Therefore, the
conditional connectivity probability can be considered as the probability that the
vehicles are always within the communication range of each other until the transmis-
sion is finished successfully.

The initial inter-vehicle distance is di, when the vehicle i and j begin to transmit
data. After the complete data transmission, the vehicle communication link still keeps
connected, and at the moment two vehicles are dt apart. That is

dt ¼ di þðvi � vjÞTt
�� �� ¼ di þDvTtj j ð10Þ

Hence, the conditional connectivity probability Pcon is the probability that i and
j stay connected during the whole data transmission, given that i and j are within the
communication range of each other at the beginning of transmission.

Pcon ¼ Pr dt �R di �Rjf g ¼ Pr dt �R; di �Rf g
Pr di �Rf g ð11Þ

It can be found that Pcon depends on initial inter-vehicle distance di, relative speed
Dv, data transmission time Tt and communication range R.

As for relative speed Dv, we can get the derivation results with reference to [9].

• When the two vehicles are all in the fast lane, the pdf of Dv is

fDv1ðuÞ ¼

uþ vmax1�vmin1
ðvmax1�vmin1Þ2 vmin1 � vmax1 � u� 0

�uþ vmax1�vmin1
ðvmax1�vmin1Þ2 0� u� vmax1 � vmin1

0 otherwise

8>><
>>:

ð12Þ

• When the two vehicles are all in the slow lane, the pdf of Dv is

fDv2ðuÞ ¼

uþ vmax2�vmin2
ðvmax2�vmin2Þ2 vmin2 � vmax2 � u� 0

�uþ vmax2�vmin2
ðvmax2�vmin2Þ2 0� u� vmax2 � vmin2

0 otherwise

8>><
>>:

ð13Þ

• When i is in the fast lane and j is in the slow lane, the pdf of Dv is

fDv3ðuÞ ¼
�vmin2�uþ vmax1

ðvmax1�vmin1Þðvmax2�vmin2Þ 0� vmax1 � vmax2 � u� vmax1 � vmin2
u�vmin1 þ vmax2

ðvmax1�vmin1Þðvmax2�vmin2Þ 0� vmin1 � vmax2 � u� vmin1 � vmin2

0 otherwise

8><
>: ð14Þ
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• When i is in the slow lane and j is in the fast lane, the pdf of Dv is

fDv4ðuÞ ¼
u�vmin2 þ vmax1

ðvmax1�vmin1Þðvmax2�vmin2Þ vmin2 � vmax1 � u� vmin2 � vmin1 � 0
�u�vmin1 þ vmax2

ðvmax1�vmin1Þðvmax2�vmin2Þ vmax2 � vmax1 � u� vmax2 � vmin1 � 0

0 otherwise

8><
>: ð15Þ

Due to the randomness of two vehicles’ speed, the vehicle i and j may be far away
from each other or may be close to each other. We discuss the two cases respectively.
We assume that DvmaxTtj j �R to simplify the analysis, where the DvmaxTtj j represents
the upper limit to the variation of the inter-vehicle distance.

When i and j are far away from each other, the conditional connectivity probability
can be expressed as the joint probability of {dt � R}, {di � R} and {vi � vj}.

p1 ¼ Pr dt �R; di �R; vi � vj
� 	

¼ Pr 0� di �R� DvTt;Dv� 0f g

¼ k21
k2

Z vmax1�vmin1

0

Z R�DvTt

0
fdiðzÞfDv1ðuÞdzduþ

k22
k2

Z vmax2�vmin2

0

Z R�DvTt

0
fdiðzÞfDv2ðuÞdzdu

þ k1k2
k2

Z vmax1�vmin2

vmax1�vmax2

Z R�DvTt

0
fdiðzÞfDv3ðuÞdzduþ

k1k2
k2

Z vmin1�vmin2

vmin1�vmax2

Z R�DvTt

0
fdiðzÞfDv3ðuÞdzdu

ð16Þ

When i and j are close to each other, the conditional connectivity probability can be
expressed as the joint probability of {dt � R}, {di � R} and {vi � vj}.

p2 ¼ Pr dt �R; di �R; vi � vj
� 	

¼ Pr di þDvTtj j �R; di �R;Dv� 0f g

¼ k21
k2

Z 0

vmin1�vmax1

Z R

0
fdiðzÞfDv1ðuÞdzduþ

k22
k2

Z 0

vmin2�vmax2

Z R

0
fdiðzÞfDv2ðuÞdzdu

þ k1k2
k2

Z vmin2�vmin1

vmin2�vmax1

Z R

0
fdiðzÞfDv4ðuÞdzduþ

k1k2
k2

Z vmax2�vmin1

vmax2�vmax1

Z R

0
fdiðzÞfDv4ðuÞdzdu ð17Þ

According to the law of total probability and combining (16) with (17), we can get
the joint probability of {dt � R} and {di � R}.

Pr dt �R; di �Rf g
¼ Pr dt �R; di �R; vi � vj

� 	þ Pr dt �R; di �R; vi\vj
� 	

¼ p1 þ p2

ð18Þ

Hence, substituting (9) and (18) to (11), we can get the analytical result of Pcon.

538 B. Pan and H. Wu



4 Simulation Results

In this section, wewill give the analytical and simulation results of the initial inter-vehicle
distance and the conditional connectivity performance for different system parameters,
such as the communication range and the vehicle flow arrival rate in each lane. System
simulation parameters are set as shown in Table 1. In this paper, we adopt the Monte
Carlo simulation method. For different simulation parameters, 105 trials are generated.

In Fig. 3, we can acquire the analytical and simulation results of Fdi(x) with different
vehicle flow arrival rates k1, k2(k2 = k − k1) in two lanes. As shown in the figure, the
value of the cumulative distribution function Fdi(x) will increase with the increase of the
initial inter-vehicle distance di. In addition, with the increase of the vehicle flow arrival
rate k1 in the fast lane, the value of the cumulative distribution function Fdi(x) will be
decreased. For example, the probability that di is not more than 50 meters is about 0.9
when the value of k1 is 0.2. However, that probability can decrease to 0.83 when the k1
increased to 0.8. This is because the higher proportion of vehicles in the fast lane, the
higher mobility of the whole vehicles. Hence, the initial inter-vehicle distance gets larger
and the connectivity performance becomes worse. We can also notice that when the
value of k1 increased, the change of the value of Fdi(x) is not large, because the total
vehicle flow arrival rate k in two lanes is constant. When the value of k1 is 0, the result is
the same as the Fdi(x) in [9] (when k = 1, vmax = 25 m/s, vmin = 15 m/s).

Table 1. Simulation parameters.

Parameters Values

vmin1, vmax2 25 m/s
vmax1 35 m/s
vmin2 15 m/s
Tt 5 s
k1 0, 0.2, 0.5, 0.8, 1 veh/sec
k 1 veh/sec
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Fig. 3. CDF of initial inter-vehicle distance with various k1
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In Fig. 4, we can acquire the performance of conditional connectivity probability
Pcon in different communication range R and vehicle flow arrival rate k1 and k2.
According to the curve in the figure, we can find that Pcon increases with the increase of
R. That is, the improvement of the node communication ability is helpful to achieve the
link connected constantly. Pcon can’t keep increasing or decreasing at all time with the
increasing of k1, but performs decreasing previously and increasing later as shown in
Fig. 5. This is because when the proportions of the vehicles in the fast and slow lane
are the same, the mean value of the speed difference among the vehicles is the largest,
which will result in the worst conditional connectivity performance. In addition, we
consider the cases that the proportions of vehicles in the fast and slow lane are different.
Pcon with k1 = 0.1 is higher slightly than the Pcon with k1 = 0.9. This is because while
in these two cases the mean values of the speed difference among the vehicles are the
same, the low-speed vehicles with k1 = 0.1 are more than k1 = 0.9. The communi-
cation link between the vehicles with low speed is more stable, therefore the condi-
tional connectivity performance is better when k1 = 0.1. When the value of k1 is 0, the
result is the same as the Pcon in [9] (when k = 1, vmax = 25 m/s, vmin = 15 m/s).
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Fig. 4. Conditional connectivity probability with various k1
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5 Conclusion

According to the demand of the users’ service in VANETs, this paper analyzes the
influence of the distribution characteristics of the two-lane vehicle flow and the
parameters of the communication system on the conditional connectivity performance.
The main conditional connectivity performance index is the conditional connectivity
probability. First, a system model in two-lane highway scenario is established. Then we
derive the analytical expressions for the initial inter-vehicle distance and the condi-
tional connectivity probability. Finally, we verify the theoretical results by software
simulation and make an analysis of the conditional connectivity performance of the
communication link. The results of this paper can be applied to design the upper layer
communication protocol. For example, in the two-lane routing protocol, the conditional
connectivity performance can be used as a routing criterion to determine whether the
link can be selected as the next-hop communication link.
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Abstract. With the development of Vehicle-to-Everything (V2X) com-
munication technologies, Vehicular Edge Computing (VEC) is utilized to
speed up the running of vehicular computation workload by deploying
VEC servers in close proximity to vehicular terminals. Due to resource
limitation of VEC servers, VEC servers are unable to perform a large
number of vehicular computation workloads. To improve the perfor-
mance of VEC servers, we propose a new workload allocation framework
where vehicular terminals are divided into Resource Provision Terminals
(RPTs) and Resource Demand Terminals (RDTs). In this framework, we
design an optimized workload allocation strategy through a sequential
Stackelberg game. With the sequential Stackelberg game, a VEC server,
RDTs, and RPTs achieve an efficient coordination of the workload allo-
cation. The sequential Stackelberg game is proven to reach two sequential
Nash Equilibriums. The simulation results validate the efficiency of the
optimized workload allocation strategy.

Keywords: Vehicular edge computing · Workload allocation
Sequential Stackelberg game

1 Introduction

With the development of Vehicle-to-Everything (V2X) communication technolo-
gies, vehicular networks have gained extensive attention in recent years [1]. Mean-
while, vehicular terminals in vehicular networks can run various new applications
such as real-time navigation, interactive gaming and augmented reality. However,
vehicular terminals have relatively limited resources due to the physical size con-
straint. Therefore, it is difficult for vehicular terminals to support real-time and
low-latency applications.

In order to meet the requirement of resource-constraint vehicular terminals,
Vehicular Edge Computing (VEC) was proposed for vehicular network. VEC is
similar to the concept of vehicular fog computing which has been proposed in [2].
VEC locally deploys light-weight cloud servers in close proximity to vehicular
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terminals. Therefore, vehicular terminals can get realtime interaction and low
delay services from VEC servers. Due to resource limitation of VEC servers,
VEC servers are unable to perform a large number of vehicular computation
workloads [3]. Thus, an optimized workload allocation strategy is essential for a
VEC server in vehicular network.

Many researchers engaged in studying the efficient workload allocation strate-
gies. In [3], the authors studied delay constrained offloading for vehicular edge
computing in cloud-enabled vehicular networks and designed an efficient compu-
tation offloading scheme with a contract theoretic approach. In [4], the authors
proposed to combine the vehicular cloud with the infrastructure-based cloud to
expand the current available resources for task requests from smartphones, and
designed an algorithm to select the suitable cloud service provider to perform the
requested task. In [5], the authors proposed a non-cooperation matrix game to
balance the workload of multiple local servers for vehicular terminals. In [6], the
authors used Semi-Markov Decision Process method to optimize computation
resource allocation scheme in vehicular cloud computing.

Vehicular terminals, having idle computation resources, are normally dis-
tributed within the coverage of the VEC server. However, few work has consid-
ered utilizing idle computation resources of vehicular terminals as the compen-
sation of the VEC server. In addition, the mobility of vehicular terminals has
been ignored in those work. In this paper, we propose a new workload alloca-
tion framework in vehicular network. The main contributions of this paper are
summarized as follows.

• We propose a new workload allocation framework. In this framework, vehic-
ular terminals are divided into Resource Provision Terminals (RPTs) and
Resource Demand Terminals (RDTs). We design an optimized workload allo-
cation strategy for the combination of RPTs, RDTs, and a VEC server.

• We elaborately use a sequential Stackelberg game to analyze and solve the
optimized workload allocation. With the sequential Stackelberg game, the
VEC server, RPTs and RDTs can maximize their utilities, respectively.

• The sequential Stackelberg game is proven to reach two unique sequential
Nash Equilibriums. We propose a sequential algorithm to find out the unique
solution for the Nash Equilibriums.

The rest of this paper is organized as follows. System model is introduced
in Sect. 2. Problem formulation is presented in Sect. 3. We present the work-
load allocation strategy and propose a sequential algorithm for the sequential
Stackelberg game in Sect. 4. The simulation results are presented in Sect. 5. We
conclude the paper in Sect. 6.

2 System Model

Figure 1 shows the new workload allocation framework. The framework consists
of a VEC server and vehicular terminals within the communication radius of the
VEC server. In one cycle, when vehicular terminals are executing real-time and
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low-latency applications, they become Resource Demand Terminals (RDTs) who
require computation resources for computation services. We denote N as the set
of RDTs. When vehicular terminals are under low-loaded condition, they become
Resource Provision Terminals (RPTs) who have idle computation resources. We
denote M as the set of RPTs. We denote K as the set of total vehicular terminals.
The roles of the RDTs and RPTs may be converted under different conditions
(K = N + M).

Fig. 1. The workload allocation framework.

RDT n ∈ N wants to purchase computation amount xn from the VEC
server. The unit price charged by the VEC server for computation resource
is denoted as pn. Taking the payment into consideration, each RDT adjusts its
required computation amount. After collecting the required computation amount
from RDTs, the VEC server adjusts the unit price for its own maximum utility.
Finally, the VEC server and RDTs reach a coordination with mutually satisfac-
tory unit price and computation amount. Further, to improve the performance
of the VEC server, the VEC server offers an incentive R0 to recruit idle compu-
tation resources from M to serve RDTs. The computation amount that the RPT
m ∈ M provides is denoted as ym. Considering the cost and obtained incentive,
each RPT adjusts its offered computation amount. After collecting the offered
computation amount from RPTs, the VEC server adjusts the incentive. Finally,
the VEC server and RPTs reach a coordination with mutually satisfactory incen-
tives and computation amount.

3 Problem Formulation

3.1 Utilities of RDTs and RPTs

The satisfaction function monotonically increases on xn. Therefore, we define
the satisfaction function of RDT n as ϕn log(xn + 1 − xmin

n ), where ϕn is a
parameter and xmin

n is the minimum demand computation amount. The cost of
RDT n is the payment to the VEC server, which is given by pnxn. Therefore,
the utility of RDT n is denoted as

un = ϕn log(xn + 1 − xmin
n ) − pnxn. (1)
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Following the principle of proportional sharing, the incentive amount of RPT
m is proportional to its offered computation amount. For convenience, the incen-
tive of RPT m is given by ym∑

m∈M

ym
R0. Therefore, the utility of RPT m is denoted

as
um =

ym∑

m∈M

ym
R0 − emym, (2)

where em is unit energy consumption. According to the realistic measurements
in [7,8], we can set em = 10−11(sm)2, where sm is computation capability of
RPT m.

3.2 Utility of VEC Server

The total cost includes the computation energy consumption and transmission
energy consumption of the VEC server.

Firstly, the VEC server serves RDTs with computation amount
∑

n∈N

xn.

To reduce the energy consumption, the VEC server pays R0 to recruit com-
putation amount

∑

m∈k

ym from RPTs. From [9], the computation energy con-

sumption of the VEC server is denoted as c0 = σ0(z0)
2 + η0z0 + α0, where

z0 =
∑

n∈N

xn − ∑

m∈k

ym. It is provided by the VEC server.

Secondly, the transmission energy consumption of the VEC server is related
to the mobility of RPTs. From [4,10], we know that the wireless channel would
fade when RPT m is driving at high speed. When the speed of RPT m is less
than a threshold speed, the bandwidth resource of m is Bin

m . When the speed of
RPT m exceeds the threshold speed, the fading rate of RPT m is proportional to
its speed and denoted as rm = wvm, where w is a constant factor. Therefore, the
bandwidth resources consumed by RPT m are denoted as Bm = Bin

m +
∫

rmdt,
where t is the residence time of RPT m within the communication coverage of
the VEC server. From [11], the transmission rate of RPT m can be obtained by
Rm = Bmlog2(1 + Pmdm

−η|h0|2
N0

), where η is a parameter and dm is the average
distance between the VEC server and RPT m. Pm is the transmit power of
the VEC server. h0 is the complex Gaussian channel coefficient that follows the
complex normal distribution CN(0, 1). N0 is the additive white Gaussian noise
(AWGN) at the RPT receivers. Therefore, the transmission energy consumption
is denoted by qm = ym

Rm
Pm. The utility of the VEC server is denoted as

u0 =
∑

n∈N

pnxn − c0 − R0 − β0

∑

m∈M

qm, (3)

where β0 is unit cost per energy consumption.
All the RPTs, the VEC server, and the RDTs are assumed to be rational

and want to make multilevel independent decision to maximize their utilities.
It is impossible that the utilities of three-party are satisfied simultaneously, due
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to the heterogenous framework of the workload allocation. A sequential stack-
elberg game studies the sequential decision of the players. Therefore, we model
the sequential decision as the sequential stackelberg game [12]. The problem is
formulated to

max
R0

(u0), (4)

s.t. max
xn∈X

(un |pn, R0), (5)

max
ym∈Y

(um |R0) . (6)

The optimal decisions of the three-party including the VEC server, the RDTs
and the RPTs are analyzed based on their utilities. In the first stage, the VEC
server is the leader and the RDTs are the followers. Their optimal decisions are
charged prices and requested computation amount respectively. In the second
stage, the VEC server is the leader and the RPTs are followers. Their optimal
decisions are optimal incentives and offered computation amount.

4 Solution and Algorithm

In this section, we use the backward induction method to prove the existence
and uniqueness of the sequential Nash Equilibriums for problem (6). We propose
a sequential algorithm for the sequential Stackelberg game.

4.1 Stackelberg Equilibrium Solution

4.1.1 Nash Equilibrium Between VEC Server and RDTs
Theorem 1. A unique Nash Equilibrium exists between the RPTs and the VEC
server.

Proof: by taking the derivative of the utility function un with respect to xn, we
obtain

d2un

dxn
2

= − ϕn

(xn + 1 − xmin
n )2

< 0. (7)

Clearly, the utility function un of n is concave function, which indicates that
the maximum value of the utility function exists. Using first order optimality
condition dun

dxn
= 0, we get the optimal computation amount x∗

n = ϕn

pn
+ xmin

n − 1.
From the above equation, we know the relationship between the price and

the optimal computation amount. We derivative the optimal price, denoted as
p∗

n = ϕn

xn+1−xmin
n

, based on the interaction between RDT n and the VEC server.
We substitute p∗

n into Eq. (3) and get

u0 =
∑

n∈N

ϕn

xn + 1 − xmin
n

xn − c0. (8)
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The second derivative of the function can be obtained as

∂2u0

∂xn
2

= −2
ϕn

(xn + 1 − xmin
n )3

− 2β0σ0 < 0 . (9)

Clearly, the second-order derivative of the utility of the VEC server is negative
and strictly convex function. Therefore a unique Nash Equilibrium exists in the
game. �

4.1.2 Nash Equilibrium Between VEC Server and RPTs
In the stage, the VEC server is the leader and the RPTs are the followers. We
prove that it exists an Nash Equilibrium. The Nash Equilibrium is unique.

Definition 1. When the other followers’ strategies y−m are given, the best
response function fm (ym,y−m ) of RPT can be defined by

fm (ym,y−m ) = arg max um(ym,y−m ). (10)

Theorem 2 (Existence). An Nash Equilibrium exists among RPTs.

Proof: give the second order condition of the RPT’s utility um(ym,y−m ) as

∂2um(ym,y−m )
∂ym

2
= −2

⎛

⎜
⎝

1
ym +

∑

j∈k\m

yj

⎞

⎟
⎠

3

R0 < 0. (11)

Since the second-order derivative of um is negative, the utility um is a strictly
convex function in ym. Therefore an Nash Equilibrium exists in the game. �

The Nash Equilibrium is unique. The key of the Nash Equilibrium is to prove
that the best response function of each RPT is a standard function [14].

Definition 2. f(p) = (f1(p),f2(p), ...,fM (p)), where p = (p1, ...pM ). f(p)
is said to be standard if it satisfies the following properties for all p ≥ 0

• Positivity: f(p) > 0.
• Monotonicity: for all p and p′, if p > p′ then f(p) > f(p′).
• Scalability: for all μ > 1, μf(p) ≥ f(µp).

Theorem 3. The best response function fm (ym,y−m ) of RPT m is a standard
function of y−m .

Proof: from the Theorem 1, we know that the utility function u0(ym,y−m ) is
strictly concave. Let ∂u0

∂xi
= 0, we get the best function fm (ym,y−m ) of m,

fm (ym,y−m ) =

⎧
⎪⎪⎨

⎪⎪⎩

√ ∑

i∈k/m

yiR0

em
− ∑

i∈k/m

ym,

0, R0 ≤ ei

∑

i∈k/m

ym.
(12)

Next, we prove that the best function fm (ym,y−m ) satisfies the three properties
of a standard function.
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• Positivity : when ym > 0 and R0 ≤ ei

∑

i∈k/m

yi are satisfied, we get

fm (ym,y−m ) =

√
√
√
√

∑

i∈k/m

xiR0

em
−

∑

i∈k/m

xi > 0. (13)

• Monotonicity : given the first order condition of fm (ym,y−m ) with respect
to yi, we obtain

∂fm(ym,y−m )
∂yi

=

√
√
√
√

∑

i∈k/m

yiR0

4em
− 1 > 0. (14)

We get the constrain
∑

i∈k/m

yi >
4Econsu

m

R0
. When it is satisfied, the monotonicity

is satisfied.
• Scalability : based on (12), we obtain

λfm (ym,y−m ) − fm (λym,y−m ) = (λ −
√

λ)

√
√
√
√

R0

∑

i∈k/m

yi

em
. (15)

For ∀λ > 1, we have (λ − √
λ) > 0. Therefore, it is positive.

Based on Eq. (12), we get the total amount computation of the RPTs as
∑

m∈k

ym = (k−1)∑

m∈k

em
R0 . We substitute

∑

m∈k

ym into Eq. (6). The problem can be

written as

min(c1), (16)

s.t.k > 1, (17)
R0 > 0, (18)
β0, σ0, η0, α0 > 0, (19)

where

c1 = R0 + β0σ0(
∑

n∈N

xn − (k − 1)
∑

m∈k

em
R0)2 + β0α0

+ β0η0(
∑

n∈N

xn − (k − 1)
∑

m∈k

em
R0) +

(k − 1)R0∑

m∈k

em

∑

m∈k

Pm

Rm
.

(20)

We give the second order condition and get ∂2c1
∂R0

2 = 2A2σ0β0 > 0 , where A =
k−1∑

m∈k

em
. Clearly, the cost of the VEC server is convex, which indicates that the
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minimum value of this function exists. Therefore, given first order optimality
condition dc1

dR0
= 0, we get the optimal R∗

0

R∗
0 =

2A
∑

n∈N

xn + β0η0A − 1 − A
∑

m∈k

Pm

Rm

2A2σ0β0
. (21)

4.2 Sequential Distributed Algorithm

To reach two sequential Nash Equilibrium, we propose a sequential algorithm.
Details are given in Algorithm 1.

Algorithm 1. Reach the Nash Equilibrium
Input: e = (e1, e2, ..., en)
Output: X = (x1, x2, ..., xn), Y = (y1, y2, ..., ym)
Initialize parameters e, N M , Uup

0 , U0, R0, k
′
, error = (uup

o − uo)
2

for RPT m ← 1 to M do

if Econsu
i <

∑

m∈k

Econsu
m

(k−1) then
k

′ ← k
′ ∪ {m} , m ← m + 1

end
end
for RPT m ← 1 to k

′
do

y∗
i = (k−1)∑

m∈k

Econsu
m

R0(1 − (k−1)∑

m∈k

em
ei)

end
for RDT n ← 1 to n do

if xn = ϕn

pn
+ xmin

n − 1 > 0 then
n

′ ← n
′ ∪ {n} , n ← n + 1

end
end
return (y∗

1 , y2∗, ..., yj∗) j ∈ k
′

return (x∗
1, x2∗, ..., xq∗) q ∈ n

′

return
∑

z∈N ′
xz

while (uup
o − uo)

2
> error do

The VEC server calculates the total utility.
if (uup

o − uo)
2

< error then
The algorithm ends.
Output: X = (x1, x2, ..., xn) , Y = (y1, y2, ..., ym)
.

end
R0 ← R0 + 1; uup

o = uo.
end
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5 Numerical Results

We evaluate the performance of the proposed workload allocation strategy by
simulations. The VEC server is assumed to be located in (500, 500) (in m). We
use the following parameter settings as that in [4,5,7,9]: β ∈ [2, 50], σ = 2,
η ∈ (0, 3

2 ), α ∈ [1, 10], ϕ ∈ [10, 20], v ∈ [1, 10], sm = 50 to 100 GZ, Bm = 6 to
10 Mbps.

Figure 2 shows the total energy consumption of the VEC server with respec-
tive to the number of computation resource. The energy consumption of the
VEC server increases as the number of computation resource increases. The
energy consumption of the VEC server by our proposed workload allocation
strategy consumes less energy for the same computation resource. It is because
the VEC server utilizes idle computation resource of the RPTs to reduce its
energy consumption. Figure 3 shows the cost of the VEC server in computation
resources for two values of β0. The VEC server has higher cost with larger β0.
With our proposed strategy, the VEC server consumes lower cost in computa-
tion resources. It is because the VEC server consumes lower cost and cooperates
with the RPTs. Figure 4 shows the impact of the speed of RPTs on the cost of
the VEC server. The cost of the VEC server n increases as the speed of RPTs
increases. It is because that RPTs provide less computation resources as the cost
of RPTs increases.
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6 Conclusion

In this paper, we propose a workload allocation framework in VEC. In the frame-
work, RPTs are recruited to improve the performance of computation services
which serve the RDTs. An optimized workload allocation strategy is proposed
to maximize the utilities of the VEC server, the RPTs and the RDTs. We use
a sequential Stackelberg game to design the strategy. The sequential Stackel-
berg game is proven to reach two sequential Nash Equilibriums. The simulations
validate the efficiency of the optimized workload allocation strategy.
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Abstract. Due to high mobility of vehicles, stability has been always one of the
major concerns of vehicle clustering algorithms. In this paper, we propose a
novel clustering algorithm based on the information of route planned by
vehicular navigation systems. Including route information into cluster mecha-
nism is not trivial due to two issues: (i) stability is a property of time rather than
position, (ii) route diversity may cause high re-clustering overhead at road
intersections. To address the first issue, we propose a function to quantitatively
calculate the overlapping time among vehicles based on route information, with
which a novel clusterhead selection metric is designed. To address the second
issue, we design a mechanism of future-clusterhead, which can help avoid
message exchanges at intersections. The simulation results show that, compared
with similar works, our algorithm can cluster vehicles with higher stability and
at the same time lower communication cost.

Keywords: VANET � Clustering � Mobile computing
Information dissemination � Ad hoc networks

1 Introduction

Vehicular Ad hoc NETwork (VANET) [1, 2] enables vehicles to communicate with
roadside (V2R) or other vehicles (V2V) via wireless communications. VANETs can
help drivers to acquire real-time information about road traffic status. One of major
challenges in VANETs is the rapid change of network topology due to high mobility of
vehicles. Establishing a cluster based hierarchy [3] is an effective and popular approach
to cope with topology dynamics in ad hoc networks, including VANETs.

Most clustering algorithms use leadership metrics based on (relative) speed and
distance. The SP-Clustering algorithm [4] is a typical example of this category, where
the relative speed is calculated by the change of distance. More precisely, the distance of
two vehicles is calculated using the signal strength of hello messages. Based on distance
change, the algorithm can determine whether two nodes are closing to each other, and
then delay cluster re-organization if possible. The affinity propagation (AP) algorithm
[5, 6] is a distance-based clustering algorithm, which requires a lot of iterative loops that
increase the delay time of cluster construction. Another type of leadership metric is
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based on connection/link duration time. A vehicle needs to estimate the duration of the
links with its neighbors and such a value is used to evaluate the priority of being
clusterhead. The algorithms in [7, 8] choose the node with the longest connection
duration as clusterhead, while the MA-Clustering algorithm in [9] takes the distance to
destination points into consideration. The MA-Clustering algorithm takes into account
the destination of vehicles, including the current location, speed, relative destination and
final destination of vehicles, as parameter to arrange the clusters. The metric for clus-
terhead selection is the weighted sum of three parts: current distance of two vehicles,
current speed difference of two vehicles and distance between their destination points.

Although navigation route has not been considered in clustering algorithms, it has
been used in selecting data forwarding nodes in [10], where the term “trajectory” rather
than “route” is adopted. Li et al. [11] propose a network coding with crowd
sourcing-based trajectory estimation method to transmit data in vehicular networks. The
estimation is completed by every node based on the pre-trajectory of GPS navigation.
Network coding is used for data transmission according to the result of trajectory
estimation. The STDFS algorithm proposed in [12] makes use of route information is a
shared way. Such information is used to predict the encounters between vehicles, and a
predicted encounter graph is constructed accordingly. Based on the encounter graph,
STDFS optimizes the forwarding sequence to minimize delivery delay under a specific
delivery ratio threshold. The TMC algorithm in [13] considers navigation route based
multicasting. Route information is used to predict the chance of inter-vehicle encounter
between two vehicles, and then the prediction result is further used to characterize the
capability of a vehicle to forward a given message to destination nodes.

In this paper, we consider to improve the stability of clusters by making use of
navigation route information. The route of a vehicle can be planned in advance by the
navigation system. Such a route obviously indicates the future movement path of the
corresponding vehicle [13, 14]. To improve the stability of clusters, vehicles with
similar routes should be grouped into one cluster.

To construct a better cluster, we design a residual route time function, which
quantitatively calculates the time during which two vehicles may keep to be neighbors.
With this function, we design a metric to evaluate the priority of leadership (being
clusterhead). Our metric also includes the number of neighbors as input, to guarantee
the effectiveness of the cluster structure in terms of topology control.

To reduce the cost of cluster maintenance, we design a mechanism of future-
clusterhead. Considering that some nodes in a new cluster may previously come from
the same old cluster and have known routes of each other, we let only one of them
exchange route data with nodes from other clusters for possible merging. Such a
vehicle is called a future-clusterhead. Future-clusterheads are also elected based on
route information collected during cluster forming.

To examine the performance of our algorithm, we conduct simulations using ns-3.
The results show that, our navigation route based clustering algorithm can achieve
higher stability and at the same time reduce communication cost.

The rest of the paper is organized as follows. Section 2 presents the system model
and assumptions involved in our design. The proposed clustering algorithm is pre-
sented in Sect. 3. Performance evaluation is reported in Sect. 4 and finally Sect. 5
concludes the paper with future directions.
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2 System Model and Assumption

In our work, we assume that each participating vehicle is equipped with a navigation
system. The system can provide information like position (via GPS) and speed of the
vehicle. Each vehicle has a predefined start location and destination location. The route
of a vehicle is planned by the navigation system. A route should be set at the starting
and may be dynamically changed on the way according to traffic conditions, but such
changes should be infrequent.

The route data of a vehicle is a sequence of road segments and turn directions (turn
left, turn right, no turn) at intersection between two adjacent segments. In each route,
there is no repeated segment, and also no loops. For the simplicity of presentation, we
assume the intersection is the typical cross of two roads. The traffic light is placed at the
intersection to control the passing of vehicles. Intersections of other types, i.e. crossing
of more roads, can be handled similarly.

Each vehicle is also equipped with a wireless communication device. Two vehicles
are connected in ad hoc way. The wireless link is assumed to be reliable and no packets
will be lost. Two vehicles within transmission range of each other can communicate
directly and they are neighbors of each other. The transmission range is less than the
length of a road segment. Heartbeat messages are periodically exchanged among
neighbors to probe neighbors, so each vehicle knows its neighbors and maintain a
neighbor list. A heartbeat message also carries the speed and position information of
the sender.

The route of a vehicle consists of a sequence of road segments, and each segment
can be represented by the corresponding intersection ID (or number) and direction to
go. Such information is with small size, so it can also be included into the heartbeat
messages when it is necessary. On the other hand, if the route information is too large
to be integrated into heartbeat message, vehicles can exchange route information via
special messages. Since navigation route of a vehicle is seldom changed after selected,
exchange of route information can be done with a much longer period than heartbeat,
and the overhead of route information exchange would be quite small.

3 The Proposed Algorithm

Same as most existing clustering algorithms, our proposed algorithm consists of two
phases: cluster formation and cluster maintenance. However, our algorithm has an
additional mechanism of future-cluster. Future-clusters are formed in the cluster for-
mation phase and used in cluster maintenance phase to save communication cost.

In the following, we first present the definition and calculation of RRT, and then
describe operations of cluster formation, future-cluster formation and cluster maintenance.

The status of a node may be:

• Undecided state (UN): the node is not in any cluster.
• Clusterhead (CH): the node is a clusterhead.
• Cluster member (CM): the node is a member of some cluster, but not a clusterhead.
• Future-clusterhead (FCH): the node is a future-clusterhead, which is in charge of

coordinating the merge of clusters.
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3.1 The Metric of Residual Route Time

In our design, we define RRT, which is the representation of the “overall” time duration
of neighborhood between a vehicle and its current neighbors. Table 1 lists the notations
used in the definition of RRT.

For a pair of neighbor nodes i and j, we can estimate tij, the time they will keep to
be neighbor in future trip:

tij ¼ R� jlj � lij
jvj � vij þ

X
k2Ci \Cj

ðrk
vk
pkijkÞ ð1Þ

The calculation of tij consists of two parts. The first part is the short-term estimation,
which estimates the time that two vehicles will keep to be neighbors in the current road
segment. It can be calculated using the current speed and position information. The
second part is the long-term estimation, which is the time that two vehicles may be
neighbors of each other in the future overlapping road segments. Since the vehicles have
not entered these segments yet, such a time duration can only be calculated based on the
expected speed obtained from historical data vik. We introduce the parameter pijk to
denote the probability that two neighboring nodes become disconnected at road k. Such
a value can be obtained by historic data analysis.

Then, considering all neighbor nodes of i, we have the total time of neighborhood,
and the number of neighbor nodes. Therefore, we add two parameters in the final value
of residual route time RRT, i.e.:

RRT ¼ hiti where : hi ¼ 1
ni

X
j2Ni

ni
nj

¼
X
j2Ni

1
nj
; ti ¼

X
j2Ni

tij ð2Þ

Table 1. Notations used

Notations Meaning Notations Meaning

R The transmission range li The current position of node i
Ni The set of neighbor

nodes of i
vi The current speed of node i

ni Number of neighbors,
i.e. ni = |Ni|

vk The expected speed of vehicles at road
segment k

Ci The planned route of
node i

pijk The probability that nodes i and j being
neighbors at road segment k

rk The length of road
segment k
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Finally, we have the complete definition of RRT:

RRT ¼
X
j2Ni

1
nj

X
j2Ni

R � ‘j � ‘i
�� ��

vi � vj
�� �� þ

X
k2Ci \Cj

ðrk
vk
pkijkÞ

2
4

3
5 ð3Þ

The above calculation of RRT focuses on the effect of vehicle movement and the
quality of wireless link between neighboring nodes.

3.2 Cluster Formation

Initially, there are no clusters and all the vehicles are in undecided (UN) state. The
clustering algorithm is initiated by the upper layer application or other mechanisms.
The first step is exchanging HELLO messages with its neighbors to collect information
used in the calculation of RRT. More precisely, the HELLO message contains neighbor
number and route data. Notice that in the beginning, the nodes do not know their
neighbors and the neighbor number in the HELLO message is set to be zero. Later, the
number of neighbors is changed according to the HELLO messages from neighbors.

Upon receiving HELLO messages from neighbors, a vehicle i will calculate its
RRT accordingly, and then includes its RRT value into its HELLO message. To adapt
the dynamic changes of network topology and navigation route, RRT value is updated
upon the detection of such changes. Obviously, i will receive HELLO messages
containing RRT value from its neighbors in the third and later rounds.

In the initial state, each node is in the UN state, so there is no clusterhead in the
neighbor list of any node. When an UN node detects no clusterhead in its neighbor-
hood, it will start the clusterhead election procedure. It will firstly include all UN
neighbors into a CH election list, excluding those without sharing/overlapping navi-
gation road segments. Notice that the CH election list contains only UN nodes, and a
non-UN node will not be included, even though it has a greater RRT. If vehicle i has a
greater RRT value than all its neighbors in the CH election list, i itself is selected as a
clusterhead by switching to the CH.

In later rounds, when one or more HELLO messages from clusterhead are received,
i will choose to join the cluster with the highest RRT value by sending a JOIN(CHid,
UNid) message. The corresponding clusterhead will send an ACK(CHid, UNid) message
to confirm the join. Vehicle i then switches to be in the CM state.

On the other hand, if the UN node i does not receive HELLO message from
clusterhead (all neighbors with higher RRT join clusters of other vehicles), i will wait
for more rounds until a suitable CH is found or it has the greatest RRT among all the
UN neighbors.

Since at each round, at least one UN node changes its status to CH or CM,
eventually each UN node will decide its status and the cluster formation procedure
stops.
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3.3 Future-Cluster

The vehicles in one cluster may turn to different directions at the next intersection.
Accordingly, we divide one cluster into multiple future-clusters, each of which contains
vehicles that will turn to the same direction. Then, after passing the intersection,
vehicles in the same future-cluster can simply form a new, even without exchanging
node status information. This can help reduce the overhead of cluster maintenance, in
terms of both message and time.

Since each cluster is coordinated and managed by its clusterhead, the formation of
future-clusters is also conducted by clusterhead. After a cluster is formed, the clus-
terhead must have collected route data from all members.

The future cluster formation is triggered each time the clusterhead detects that it has
entered a new road. By checking the route of cluster members, the clusterhead can
divide them into future-clusters according to their direction at the next intersection. At a
typical intersection with two roads cross with each other (other intersection scenarios
can be handled similarly), vehicles will take one of three directions: LT (left turn), RT
(right turn) or NT (no turn). Then, at most three future-clusters may be formed within
one cluster.

Accordingly, the clusterhead can compare RRT values of all members and assign
the vehicle with the largest RRT in a future-cluster to be the future-clusterhead. To keep
stable, the clusterhead will choose itself as the future-clusterhead of its own
future-cluster. After the clusterhead of a cluster determines future-clusters and assigns
future-clusterhead, it will broadcast the results to all members, via a FCH(fch_list,
fch_fcm_list) message. And each member will learn about its own future-cluster and
future-clusterhead.

Notice that a node assigned to be future-clusterhead will not start the cluster
merging procedure until it passes the corresponding intersection. On the other hand, the
cluster member maintenance mechanism of a future-cluster, which is similar to the
mechanism of a cluster, will begin immediately after the future-clusterhead is assigned.

3.4 Cluster Maintenance

After clusters are already formed, the cluster members and clusterhead of a cluster
monitor each other via HELLO messages. The HELLO message of a cluster member is
different from common HELLO messages. It contains the ID of the cluster it belongs
to, which may be in fact the ID of the clusterhead. When a cluster member is dis-
connected from its clusterhead due to speed difference or turning at intersections, it
needs switch to another cluster. On the other hand, new clusterhead may be selected
due to split and merging at intersections. Moreover, a cluster should be destroyed if
there are too few members or a clusterhead with higher RRT value is in the neigh-
borhood. Such cases are handled by cluster maintenance mechanism.

Cluster switch. When a cluster member i detects disconnection from its current
clusterhead, it will switch to UN state, and try to switch to some cluster with the
clusterhead that is currently in neighbor list by sending a JOIN(CHid, UNid) message.
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The following operations are the same as in the cluster formation procedure. When the
target clusterhead j receives the JOIN(CHid, UNid) message, it will reply with an
ACK(CHid, UNid) message and i becomes a new member of cluster j.

Cluster merging. The case of cluster change at intersection is more complex. After
passing an intersection, one cluster will be split into three or less future-clusters. Once a
future-clusterhead passes the intersection, it will starts the procedure of cluster merging
with other cluster/future-clusters that enter the same lane.

The future-clusterhead will first try to merge with other clusters. It will prepare the
candidate clusterhead list by adding the clusterhead neighbors and excluding those
without overlapping route and those not entered the current lane yet. Then, the
future-clusterhead will select the node with the greatest RRT, say CHid, from candidate
clusterhead list, and send a QUERY(CHid, FCHid, fcm_list) message to CHid, which
carries future-clusterhead id and future-cluster member list. Upon receiving a QUERY
(CHid, FCHid, fcm_list) message, the clusterhead will reply by broadcasting
RESPONSE(CHid, FCHid). Corresponding to the RESPONSE(CHid, FCHid), a cluster
member can join the clusterhead CHid, along with future-clusterhead FCHid. Notice
that we let only clusterhead respond to a query to reduce message cost.

On the other hand, if no clusterhead is in the candidate clusterhead list, clusterhead
re-election is unavoidable. To reduce role changes and simplify operations, clusterhead
re-election is done among only future-clusterheads. The future-clusterhead with the
greatest RRT is elected as the new clusterhead, and other future-clusterheads will join
the new cluster together with their members.

Cluster destruction. A cluster may be destroyed if there are too few members.
A clusterhead keeps monitoring its members and neighbor RRT value via HELLO
messages. If the number of members decreases and becomes less than a predefined
threshold for a time long enough, the clusterhead will destroy the cluster by switching
to be a future-clusterhead and try to join another cluster. The rest operations are the
same as cluster merging.

4 Performance Evaluation

To evaluate the performance of our algorithm, we conduct simulations using ns-3. The
mobility of vehicles is simulated via SUMO. To accurately examine the effect of our
proposed future-clusterhead mechanism, we simulate our algorithm under two different
variants: RT-Clustering is the variant without future-clusterhead and RTF-Clustering is
the variant with the future-clusterhead mechanism. For comparison purpose, we also
simulate three representative existing algorithms: ID-Clustering [15], SP-Clustering
[4], and MA-Clustering [9]. We set a road network of a grid topology, with 4 horizontal
roads and 4 vertical roads. Each road has eight lanes, four for each direction. The
crossing point of two roads is viewed as an intersection. Each road segment between
two crossing points is set to be 1 km. The maximum speed of vehicles is varied from
10 m/s to 35 m/s. The value of pijk plays a significant role in our algorithm. In our
simulation, we adopt the value 0.8 in the discussion of simulation results.
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We adopt four metrics to measure the performance of clustering algorithms.

• Average clusterhead lifetime (CHT): the average consecutive time a node acts as a
clusterhead.

• Average cluster member lifetime (CMT): the average consecutive time a node acts
as a cluster member. This metric is similar to CHT.

• Average cluster size (ACS): the average number of nodes in a cluster.
• Number of messages sent per node (NMS): the average number of messages of a

node sent to form and maintain the cluster architecture.

We now present and discuss simulation results according to metrics. The confi-
dence interval with confidence level 90% is shown in the result figures.

(1) Lifetime of Clusters

The stability of clusters is indicated by the lifetime of clusters, i.e. CHT and CMT, as
shown in Figs. 1 and 2 respectively.

Fig. 1. Average clusterhead lifetime

Fig. 2. Average cluster member lifetime
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From both figures, we can easily see that, with the increase of lane speed, the
lifetime of both clusterhead and cluster member decreases significantly. Among the
three algorithms, ID-Clustering achieves the shortest lifetime. This is because
ID-Clustering does not consider the movement of vehicles at all. Our proposed algo-
rithm outperforms the others in both CHT and CMT. SP-Clustering and MA-Clustering
considers the speed and direction of vehicles, but only the current movement status is
considered. With the help of navigation route information, our algorithm can select
clusterheads with more stable links, where the lifetime in CHT/CMT can be as high as
twice of that of SP/MA-clustering. The different performance of RTF and RT shows
clearly the benefit of our future-cluster mechanism.

Moreover, compared with RT/RTF-Clustering and ID-Clustering, SP-Clustering is
more sensitive to lane speed, which is shown in both CHT and CMT. That is, with land
speed increases, the lifetime of SP-Clustering decreases faster than the other two
algorithms. This can be explained as follows. Since SP-Clustering considers only the
current speed and direction status of vehicles, under a higher lane speed, such infor-
mation is valid for a shorter time, then more cluster switches will occur. In our
RT-Clustering algorithm, however, we consider future segment and speed, and the
effect of current speed and direction will be reduced.

(2) Average Cluster Size

Figure 3 shows the average cluster size (ACS) of different clustering algorithms. The
cluster size of ID-Clustering is the smallest, with a value always less than 2.0. The
cluster in RT-Clustering has about 4.0 members in average, and SP-Clustering’s cluster
size is about 3.0. With the consideration of route information, our algorithm constructs
larger clusters than other algorithms do. This may be the benefit of future cluster
merging at intersections, which try to merge future clusters into a large one.

(3) Number of messages sent per node

NMS measures the communication cost for constructing and maintaining clusters.
Figure 4 shows the cost of all the algorithms. Our algorithm performs better than all

Fig. 3. Average cluster size
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others in all cases. This is certainly the benefit of high stability of clusters constructed.
Since our algorithm can construct clusters with high stability, the message cost of
cluster construction and maintenance should be much less than SP/MA-Clustering.

It is more interesting to compare RT-Clustering and RTF-Clustering.
RTF-Clustering, the variant with Future-cluster mechanism, causes more communi-
cation cost than RT-Clustering, although the difference is not very large. We explain
the additional communication cost of RTF as below. Future-clusterhead mechanism
needs to exchange messages for merging future-clusters. On the other hand,
RT-Clustering may simply keep future-clusters run individually to avoid re-clustering
overhead. This is consistent with the results of cluster size in Fig. 3.

5 Conclusion and Future Work

In this paper, we propose a novel clustering algorithm for VANETs by considering
navigation route of vehicles. Based on the overlapping road segments of routes from
different vehicles, we design a function to estimate the time that two vehicles may keep
to be neighbors in future trip. Clusterheads are elected based on the overall time that a
vehicle can keep its neighborhood in future. Compared with existing clustering algo-
rithms, our solution can improve cluster stability, in terms of various performance
metrics.

Further study is certainly necessary. Possible directions include constructing
models to estimate the probability of being neighbor in future road, optimizing the
cluster size with respect to the upper layer applications.
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Abstract. Vehicular Ad-hoc Network (VANET) has recently attracted wide
public attention. A key challenge is to design suitable routing protocols for
VANET. In order to get high packet delivery ratio and low end-to-end delay,
this paper proposes a social-aware routing protocol based on the “store-carry-
forward” strategy, called Tie and Duration Based Routing Protocol (TDRP). To
select the best relay node, TDRP takes two social metrics into consideration:
community and centrality. We adopt a distributed K-Clique community detec-
tion to divide vehicles into different communities, and calculate global and local
centralities of vehicles by making full use of strong and weak ties, as well as the
duration of historical connections. The ONE simulator is used to evaluate the
performance of TDRP and Bubble Rap, a typical social-aware routing protocol.
Experimental results show that TDRP outperforms Bubble Rap in both city and
highway scenarios in terms of packet delivery ratio and end-to-end delay.

Keywords: VANET � Social-aware routing protocol � Strong and weak ties
City and highway scenarios � The ONE

1 Introduction

As an important part of Intelligent Transportation System (ITS) [1], Vehicular Ad-hoc
Network (VANET) works in a self-organized way with short-range communication
devices installed on vehicles to improve traffic safety and efficiency. Each vehicle is not
only a host, but also a router with a specific routing protocol. However, due to the high
mobility of vehicles and the complexity of communication environment, it is difficult to
maintain the stable communication links between vehicles. So, it is vital to have a
suitable routing protocol for vehicular scenarios.

Opportunistic transmission is based on the “store-carry-forward” strategy, which is
first adopted in the Delay Tolerant Network (DTN) [2]. In this strategy, a message is
forwarded by multiple relay nodes to the destination, without requiring an end-to-end
message routing path. The features of “Delay Tolerant” can meet the demand of
VANET, applying to VANET called Vehicular Delay-Tolerant Network (VDTN) [3].
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In VDTN, though the movement of nodes greatly improves the possibility of con-
nection establishment, it is vital to determine when the best time to send the message
and which the best relay node is.

In order to solve these problems, people in the study of routing protocols, make full
use of dynamic network information (e.g. location information, traffic information and
neighbor information) to make decisions. As we all know, in Social Networks (SN) [4],
the link between people is largely dependent on the social relationship between them.
Liu et al. [5] explored social properties in Vehicular Ad-hoc Networks by using two
traces of mobile vehicles from San Francisco and Shanghai. Further, Vegni and Loscrí
[6] introduced the concept of Vehicular Social Networks (VSN), exploiting the great
impact of social characteristics and human behavior on Vehicular Ad-hoc Networks.
Since the movement and communication of vehicles are impacted greatly by human
social behavior and social relationships, there are many social characteristics can be
used, e.g., community, similarity, centrality, selfishness and so on. Moreover, these
social attributes are much more stable than dynamic network information.

Recently, many routing protocols based on social properties have been proposed.
Wei et al. [7] had made a survey of social-aware routing protocols in DTN. The
properties of social ties such as positive and negative social characteristics are utilized
to design social-aware routing protocols. However, in VANETs, high-speed movement
of vehicles and frequent changes in the topology make it difficult to extract the social
properties from the connection history. Thus it leads to poor performance for most
social-aware routing protocols in the V2V communication.

To address the issue, this paper proposes a social-aware routing protocol called Tie
and Duration Based Routing Protocol (TDRP). In TDRP, each vehicle records a
neighbor list within the transmission range, as well as a connection history list. Then,
we use strong and weak ties, as well as duration of historical connections to calculate
global and local centralities to make protocol more suitable for VANET, compared
with Bubble Rap protocol a typical social-aware routing protocol [8].

The organization of this paper is structured as follows. We briefly review related
work in Sect. 2, and then propose the new centrality algorithm based on strong and
weak ties and duration of historical connections in Sect. 3. In Sect. 4, we use The ONE
simulator [9] to evaluate the performance of TDRP and Bubble Rap routing protocols
in two different scenarios. Finally, we conclude our work briefly in Sect. 5.

2 Related Work

There are some typical social-aware routing protocols in DTN. Daly and Haahr pro-
posed the SimBet algorithm [10]. In [10], the utility of a relay node is evaluated by the
centrality and similarity of nodes, according to a standard rule. Then, the message will
be forwarded to a node with higher utility until to the destination. Hui [11] proposed
the LABEL algorithm using the community of nodes, which assigns each node a label
to distinguish it from different communities. Note that the nodes with the same label are
regarded to belong to the same community. However, the protocol can only improve
the message delivery ratio when the message is in the same community as the desti-
nation, but ignores the situation where the message is transferred from different
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communities to the destination. Moreover, there is a lack of the mechanism for
transmitting the message to different communities. To fill this gap, Hui et al. [8]
proposed a Bubble Rap algorithm combining with community and centrality of nodes
to design forwarding strategy based on LABEL protocol. The algorithm forwards the
message to the node with higher global centrality until the message arrives at the same
community as the destination, and thus improves the message delivery ratio. After that,
in the local community, message will be forwarded to the neighbor node with the
higher local centrality until to the destination.

In Bubble Rap algorithm, the community detection and the centrality calculation are
the most important parts. In the community detection part, the paper [12] proposes three
typical algorithms of community detection: Simple, K-Clique and Modularity. In the
centrality calculation part, Pan Hui proposed two ways to calculate centrality:
S-Windows, and C-Windows, both of which are based on connection history. However,
they ignore the current links, which are more important for highly mobile vehicles.

In this paper, we propose a new protocol by considering strong and weak ties of
neighbor vehicles with the transmission range as well as the duration of historical
connections to make it more suitable for VANET.

3 Design of TDRP Protocol

Due to the features of highly mobile vehicles, in this section, we design a social-aware
routing protocol for vehicular scenarios, called Tie and Duration Based Routing Pro-
tocol (TDRP). Learning from Bubble Rap algorithm, TDRP takes the “community”
and “centrality” into consideration to select the best next relay node. In the community
part, since K-Clique algorithm performs the best, we choose it to detect communities.
In the centrality part, TDRP uses strong and weak ties of neighbor vehicles with the
transmission range, as well as duration of historical connections to calculate global and
local centralities.

When the transmission occurs in the same community, the vehicle carrying the
message chooses the next relay vehicle with the highest local centrality among its
neighbors and higher local centrality than itself. Otherwise, the vehicle carrying the
message selects the next hop with the highest global centrality among its neighbors and
higher global centrality than itself.

3.1 Centrality Calculation

In the social network, the strength of the connection refers to the degree of intimacy
among people, such as the relationship between friends and relatives. This connection
is generally considered as a strong tie. However, if the person is an acquaintance, but
contacts with each other are not so frequent, this connection is considered as a weak tie.
Many studies show that there are a lot of similarities between nodes in the network in
this aspect. There are different standards for measuring the strength of connection,
according to the specific environment, but the form of expression is the same. Strong
ties are gathered into a community, while weak ties exist between communities, as
shown in Fig. 1.
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There are only two cases of message transmission, to the same community and
different communities. In Fig. 1, when the source node a (S) sends a message to node
d (D1), since both of them are in the same community 3, node f with the most of strong
ties is the best choice for next relay. The path of transmission is a -> f -> d. So, local
centrality can be calculated by strong ties. However, when the source node a (S) sends
a message to node o (D2), since they are in different communities, global centrality
works, and a weak tie is required as a bridge to send the message out the community
first. If node f is still chosen as a relay node, it won’t forward message to other nodes
with lower centrality, and the message will be stuck in the community 3.

In this case, the weak ties between different communities are important. Node b and
node c both have weak ties, but only node b has a strong tie with node a. Node b should
be chosen as the next relay node. The path of transmission is a -> b -> q -> r -> o. So,
global centrality should take full account of weak ties. In our real life, the route of taxi
is usually based on the driver’s preferences and the passengers’ requirements, and the
bus has a fixed route. Typically, the route of private car is entirely determined by the
owner, such as work place, home, and shop stores. Therefore, buses and cars are more
likely to constitute communities, while the taxis are more likely to be the bridges
between these communities.

Fig. 1. The strength of ties, weak ties between different communities and strong ties in the same
community
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In addition, due to high-speed mobility of vehicles, network topology changes
frequently in VANET. Hence, the duration of connections becomes very important.
The duration has to be longer than the time of message transmission at least. So, in
TDRP, we will also consider the duration of historical connections in both global and
local centralities.

In order to calculate centrality, we assume every vehicle maintains a neighbor list
within the transmission range and a connection history list recording vehicles that had
ever connected and the meeting time.

The centrality of a node is calculated by TieUtil and DurationUtil. As for node u, it
has a neighbor list. E(u) denotes the set of these neighbor nodes, and node v is in E(u).
Besides, it has a connection history list, connHistory.

For Global Centrality of node u, we just consider the neighbor nodes in different
communities. TieUtil is the number of communities, which the neighbor nodes belong to.

TieUtil uð Þ ¼
X
v2E

c u; vð Þ: ð1Þ

c u; vð Þ ¼ 1
0

if u and v are in different communities
otherwise

�
: ð2Þ

DurationUtil uð Þ ¼
X

v2E&&c u;vð Þ¼1

LongDuration
LongDurationþ ShortDuration

: ð3Þ

TieDurationUtil uð Þ ¼ aTieUtil uð Þþ bDurationUtil uð Þ: ð4Þ

When node u and node v are in different communities, and they have met at least
once time before, DurationUtil is calculated by Formula (3). There is a threshold for
historical connections to distinguish long or short duration connections for every
encounter. The threshold is preferably several times larger than the time of message
transmission. The bigger DurationUtil is, the more LongDuration connections node
u has.

Finally, Global Centrality is denoted by TieDurationUtil uð Þ, which is given by
combining the normalized relative weights of the attributes, as shown in Formula (4).
Wherein a and b are tunable parameters, and aþ b ¼ 1. Thus, these parameters can be
adjusted according to the relative importance of these two utility values in different
scenarios.

For Local Centrality of node u, we just consider the neighbor nodes in the same
community:

c u; vð Þ ¼ 1
0

if u and v are in the same community
otherwise

�
: ð5Þ

Only c u; vð Þ is changed from Formula (2) to Formula (5), the others are the same as
the Global Centrality.
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3.2 Centrality Algorithm

Since the algorithms of calculating the Global Centrality and Local Centrality are
similar, we only show the algorithm of Global Centrality of node u as follows:

4 Performance Evaluation

In this section, we analyze and compare the performance of the proposed TDRP to
Bubble Rap in two different vehicular scenarios. The ONE simulator is used to evaluate
the performance of routing protocols. We mainly consider Packet Delivery Ratio
(PDR) and End-To-End Delay (E2ED) metrics.

• Packet Delivery Ratio (PDR) is the ratio of the number of successfully delivered
packets to that of generated data packets.

• End-To-End Delay (E2ED) is the average latency that delivered packets are sent
from the source node to the destination node.

4.1 City Scenario

In the city scenario, we use the map of Flower City Square in Guangzhou, which is
imported from Open Street Map [13] and edited with JOSM tool to remove redundant
information (see Fig. 2). The ONE simulator only supports .wkt format, so we need to
use osm2wkt tool to transform .osm file into .wkt format. In addition, TDRP needs to be
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imported to The ONE simulator, with a ¼ 0:5; b ¼ 0:5, and threshold = 10 s. Based
on some test experiments, we set K to be 22 and familiar threshold to be 970 in the
K-Clique algorithm under the vehicular scenarios. The simulation time lasts 14000 s,
and the topology size of the map is 2200 m * 2200 m. We deploy 100 vehicles in the
network, with the speed between 10–50 km/h. The interface transmission speed is set
to 6 Mbps and the interface transmission range is set to 500 m, which are commonly
used in VANET. The message is set to 750 kB, generated every 50 s. The simulation
parameters are shown in Table 1.

Fig. 2. Flower City Square in Guangzhou imported from OSM and edited with JOSM

Table 1. The simulation parameters for the city scenario

Parameters Values

Map size 2200 m * 2200 m
Simulation time 14400 s
Number of vehicles 100
Vehicles speed 10–50 km/h
Buffer size 25 MB
Interface transmission speed 6 Mbps
Interface transmission range 500 m
Message size 750 kB
Event interval 50 s
Message TTL 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 min
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We compare the TDRP with the typical social-aware routing protocol, i.e., Bubble
Rap, and run each experiment 10 times to get the average in all the following
simulations.

Figure 3 compares the PDR of two protocols in different Time to Live (TTL) of the
message. Both the PDR of two protocols has first increased as TTL increases.
Until TTL reaches to 30 min, it begins to become stable, and almost unchanged. In all
cases, TDRP consistently outperforms Bubble Rap, with a maximum of 25%
improvement. With the increment of TTL, PDR of TDRP significantly raises, even to
be 93%, which shows good performance. This is because that the longer a message
survives in the network, the more likely it is to reach the destination.

Fig. 3. PDR versus TTL when buffer size is set to 25 MB in the city scenario

Fig. 4. E2ED versus TTL when buffer size is set to 25 MB in the city scenario
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Figure 4 shows the E2ED of TDRP and Bubble Rap, when TTL of messages
varies. At the beginning, E2ED of the two protocols increases with TTL and is almost
equal. After TTL up to 30 min, although TDRP outperforms Bubble Rap, E2ED of
both protocols still keeps increasing, while the corresponding PDR of both protocols
approaches to be stable. In addition, the message with higher TTL means that it
consumes more resources of the network. Consequently, from the Figs. 3 and 4, it
concludes that setting TTL to 30 min is a good choice.

Fig. 5. PDR versus buffer size when TTL is set to 30 min in the city scenario

Fig. 6. E2ED versus buffer size when TTL is set to 30 min in the city scenario
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In order to find the relation between the performance of protocols and buffer size of
the vehicle, another simulation with the same parameters in Table 1 except TTL and
buffer size has been done. Figure 5 compares the PDR of two protocols in different
buffer sizes of the vehicles when TTL is set to 30 min. TDRP obviously outperforms
Bubble Rap in all cases. When buffer size is up to 25 MB, PDR of TDRP is up to 93%,
while PDR of Bubble Rap keeps almost unchanged at around 80% after buffer size up
to 15 MB. The reason is that every vehicle maintains a neighbor list and a connection
history list in TDRP, while only a connection history list in Bubble Rap. Thence, buffer
size has a greater impact on TDRP. Figure 6 illustrates E2ED of two protocols in
different buffer sizes. It is observed that E2ED of TDRP is lower than that of Bubble
Rap in all cases. Given that the buffer of the vehicle becomes bigger and bigger, it
follows that TDRP is more promising than Bubble Rap in the city scenario.

4.2 Highway Scenario

In the highway scenario, we use the map of airport expressway in Guangzhou, and
choose a section of 4.5 km long highway with two-way eight lanes (see Fig. 7). The
speed of vehicles is between 60–100 km/h. Other simulation parameters are the same
with the city scenario, which are shown in Table 2.

Fig. 7. Airport expressway in Guangzhou imported from OSM and edited with JOSM
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Taking the length of this section of highway and the speed of the vehicle into
account, it typically takes 2.7–4.5 s for one vehicle to cover this section of highway.
This section is not circular, but the movement mode of the vehicle in the simulation is a
circle mode, which is very different from the real life. Therefore, TTL of messages can
not be large in the highway scenario. Figure 8 compares the PDR of two protocols
when TTL is gradually increasing from 1 min to 10 min. It is shown that TDRP
outperforms Bubble Rap slightly. When TTL is up to 5 min, PDR is over 95% for both
protocols.

Figure 9 illustrates the E2ED of two protocols, when TTL varies from 1 min to
10 min. We find E2ED of TDRP is less than that of Bubble Rap in all cases, especially
when TTL up to 5 min, reducing by 27%. In summary, TDRP not only has the slight
higher PDR than Bubble Rap, but also reduces the end-to-end delay significantly. It
effectively testifies that TDRP is also a more promising protocol in the highway
scenario.

Table 2. The simulation parameters for the highway scenario

Parameters Values

Map size 4500 m * eight-lane
Simulation time 14400 s
Number of vehicles 100
Vehicles speed 60–100 km/h
Buffer size 25 MB
Interface transmission speed 6 Mbps
Interface transmission range 500 m
Message size 750 kB
Event interval 50 s
Message TTL 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 min

Fig. 8. PDR versus TTL when buffer size is set to 25 MB in the highway scenario
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5 Conclusion

In this paper, we propose a social-aware routing protocol, called Tie and Duration
Based Routing Protocol (TDRP), to optimize the performance of vehicular ad-hoc
network in terms of PDR and E2ED for two different scenarios. It improves the typical
Bubble Rap routing protocol by making full use of the strength of ties and the duration
of connections to calculate global and local centralities of nodes. The proposed algo-
rithm is particularly applicable to the transmission of messages between different
communities, with taking the features of highly mobile vehicles into account. Simu-
lation results further validates the effectiveness of the proposed protocol. In particular,
TDRP obviously outperforms Bubble Rap both in PDR and E2ED performance in the
city scenario. While in the highway scenario, TDRP can improve the PDR performance
slightly, but still maintains its distinct advantage on the E2ED performance. In con-
clusion, TDRP is more suitable and more promising than Bubble Rap for VANET.
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