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Abstract. Social media such as Twitter has been frequently used for
expressing personal opinions and sentiments at different places. In this
paper, we propose a novel crowd sentiment analysis for fostering cross-
cultural studies. In particular, we aim to find similar meanings but differ-
ent sentiments between tweets collected over geographical areas. For this,
we detect sentiments and topics of each tweet by applying neural net-
work based approaches, and we assign sentiments to each topic based on
the sentiments of the corresponding tweets. This permits finding cross-
cultural patterns by computing topic and sentiment correspondence. The
proposed methods enable to analyze tweets from diverse geographical
areas sentimentally in order to explore cross-cultural differences.

Keywords: Crowd sentiment analysis
Similar but sentimentally different + Cross-cultural studies

1 Introduction

Social media offers many possibilities for analyzing cross-cultural differences.
For example, Silva et al. [8] compared cultural boundaries and similarities
across populations in food and drink consumption based on Foursquare data.
Park et al. [6] attempted to demonstrate cultural differences in the use of emoti-
cons on Twitter. Other researches focused on cultural differences related to user
multilingualism in Twitter [4,5]. In this context, sentiment analysis has become
a popular tool for data analysts, especially those who deal with social media
data. It has been recently quite common to analyze public opinions and reviews
of events, products and so on social media using computational approaches.
However, most of the existing sentiment analysis methods were designed based
on a single language, like English, without the focus on particular geographic
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Fig. 1. European language distribution across different European countries in Twitter.

areas and on inter-regional comparisons. It is however necessary to develop new
technology to be able to adapt sentiment analysis to a wide number of other
cultures and areas [7] and to be able to compare the results. Most current meth-
ods cannot explore sentiment differences between diverse geographical areas to
provide customized location-based approaches.

To foster cross-cultural studies between different spatial areas, we propose a
novel crowd sentiment analysis to find similar semantics which are characterized
by different sentiments based on social media data. We use data derived from
different geographic places such as different prefectures, municipalities, or coun-
tries. In particular as an underlying dataset in our study, we utilize Twitter data
gathered using Twitter Streaming API over Western and Central part of Europe
issued during approximately 8 months in 2016. The data consists of 16.5 mil-
lion tweets accumulating to 5 GB memory size. Fig. 1 shows the distribution of
languages in our dataset (we show only European languages) accumulated from
all users from each analyzed country. We can observe that English is a com-
monly used language across European countries in Twitter. Therefore, in this
paper, for simplicity, we focus on English tweets. We then explore cross-cultural
differences based on similar semantics but different sentiments in different geo-
graphical areas. Our method delivers two kinds of output based on the proposed
crowd sentiment analysis: similar-but-sentimentally-different topics and terms.

For start, users need to select two locations. The method then returns the
ranked list of similar-but-sentimentally-different topics (terms) in the form of
term clouds, as well as the list of representative tweets for the extracted topics
in both the locations. User can also select a time period (e.g., one of seasons)
and, by this, the ranked topic (term) list, the term clouds, and the tweet list
can be updated. When a user clicks a given term, the method presents the list
of its most related tweets. We believe that such data could provide comple-
mentary knowledge to many social media studies interested in location-based
sentiment analysis of user activities or in sentiment-based recommendation. The
ranked term list could also help to improve methods that rely on sentiment
analysis by adjusting and correcting sentiment lexicons. Note that although we
focus on Twitter, our cross-cultural sentiment analysis can accept any datasets,
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e.g., services, products, or facilities, for discovering sentiments of topics over
tweets. This should be useful for better recommending particular activities, prod-
ucts, services, events, or places to visit for a given segment of users.

2 Crowd Sentiment Analysis

The processing flow of our crowd sentiment analysis is shown in Fig. 2 on Twit-
ter datasets for two geographical areas (e.g., France and Italy). Our approach
consists of 3 stages: (1) Sentiment Modeling for categorizing tweets into positive
and negative by applying neural networks, (2) Topic Modeling (1, 2) for detect-
ing tweet topics through utilizing LDA model, and (3) Topic-Topic Similarity
Estimation for finding similar topics based on output from Topic Modeling 2.

In order to identify each tweet’s sentiment, we developed a sentiment classi-
fication model based on existing labeled tweet dataset used in [2]. The dataset
consists of 1,600k tweets used as the training set and 498 tweets for the testing
set. Re-tweets and tweets that contain URL have been removed from the dataset.
We then use the deep learning approach to implement the classification model.
There are three necessary steps in this stage: preprocessing, transformation, and
learning. In the preprocessing step, every tweet is cleaned from non-word sym-
bols and converted into a list of terms. Then, these lists are transformed into a
vector representation before being fed into the learning algorithm.
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Fig. 2. Cross-cultural crowd sentiment analysis (e.g., France vs. Italy). For topic out-
put, we propose two methods as listed in Sect.3.2: LDA-J which is based on Topic
Modeling 1, Sentiment Modeling, and Topic Sentiment; and LDA-S based on Sentiment
Modeling, Topic Modeling 2, Topic Sentiment, and Topic-Topic Similarity Estimation.
For term output, we propose ED-Z based on Sentiment Modeling, Topic Modeling 2,
and Topic Sentiment; and TP-S based on LDA-S.
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Next, every tweet is transformed into a feature vector using Doc2Vec algo-
rithm. It can identify tweets that have similar meaning, which could not be well
represented by other feature representation such as bag of words (BoW). Unlike
Doc2Vec, BoW, or TF-IDF have tendency to produce sparse data. However, the
set of human vocabulary consists of almost unlimited number of elements. Hence,
representing a single instance over a set of universal vocabulary will always result
in sparse vector. Doc2Vec allows large number of features (typically thousands
of terms) to be represented in a lower dimensional space. We limit the feature
number to 300 features. Each tweet will then have its own vector representa-
tion. These representations will be fed into a fully connected neural network for
supervised learning.

2.1 Topic Modeling

We perform a topic modeling by using LDA model with TF-IDF scored terms
of either the joint dataset of different geographical areas (Topic Modeling 1) or
on separate datasets, each for a given geographical area (Topic Modeling 2).
LDA is a generative model in which the topic distribution is assumed to
have a Dirichlet prior. After learning is completed, the probability of a term w
to belong to a topic z4 (g € [1,G]), P(w|zy), is known, where G denotes the topic
number (G is set to 300 in the experiments). Then, the probability of z, given a
term w can be easily inferred by applying Bayes’ rule, P(z4|w) o< P(w|zq)P(24),
where P(z,) is approximated by the exponential of the expected value of its
logarithm under the variational distribution [1]. Therefore, through the LDA
model, we can obtain the probabilistic distribution of topics given the joint
dataset of two different geographical areas in Topic Modeling 1, or given the
datasets of each geographical area treated separately as in Topic Modeling 2.

2.2 Topic-Topic Similarity Estimation

Since we have two separate tweet datasets in two different geographical areas for
Topic Modeling 2, we need to synchronize topics from these datasets. In the next
stage, we measure the similarities between topics in two datasets by computing
the topic distributions of each dataset using the LDA model, and then computing
Kullback-Leibler (KL) divergence [3] between the topic distributions of a pair of
topics in two datasets by D (P||Q) = ), P(w) - log %.

We consider a topic z¥ in area x (e.g., France) to be similar to zé’ in area y
(e.g., Italy) if Dk, (P]|Q) < 0.0002 for this topic pair. Hence, tweets that belong
to such topics are assumed to be semantically similar. Note that for computing
KL divergence we always use joint vocabulary from the two datasets.

Finally, we assign sentiment to each topic based on the number of positive
and negative tweets covered by the topic by computing the weighted average
sentiment score over topics. Based on the computed sentiment scores of topics
and the similarities of topics, we can then find semantically similar topics that
have different sentiments. The topic pairs in two datasets of two geographical

areas x and y are ranked by the FEuclidean distance as follows:
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dist(zF,2!) = \/(pos(=7) — #pos())? + (#neg(=7) — #neg(1)? (1)

Here, #pos(z7) (#pos(z])) returns the number of positive tweets about a
topic z¥ (27) in the dataset of geographical area x (y), and #neg(27) (#neg(z}))

returns the number of negative tweets about 27 (2).

3 Experiments

3.1 Dataset

We collected 8.81 x 108 English tweets produced by 7.41 x 10° unique Twitter’s
users in South-West Europe during 2016/4/30-12/21. Currently, we test the
datasets of two countries: France and Italy. Table 1 shows the dataset statistics.

Table 1. Dataset statistics.

France |Italy Total

#Tweets 484,450 | 470,916 | 955,366
#Total unique terms 44,970 |39,762 | 84,732
#Ave. unique terms per tweet 9.78 9.58 -

#Positive tweets: #Negative tweets | 54k:27k | 29k:12k | —

3.2 Metrics and Tested Methods

We use normalized Discounted Cumulated Gain (nDCG) at the following ranks:
@5, @10, @20 and @30. Each result is judged using the 1-to-5 Likert scale, where
5 means the highest quality result and 1 indicates the lowest quality. We also
compare all the methods using Mean Reciprocal Rank (MRR). The reciprocal
rank of scored topics or terms is the multiplicative inverse of the rank of the first
correct answer being the highest ranked result whose score is equal or above 4.

Topic Output Evaluation. For cultural studies of different geographical areas
to show semantically similar but sentimentally different topics in those areas, we
test two methods based on Topic Modeling (1, 2):

1. LDA without topic-topic similarity (LDA-J). This method ranks topics
on the joint dataset of different geographical areas by Topic Modeling 1 using
LDA based on their sentiment scores.

2. LDA with topic-topic similarity (LDA-S). This method ranks topic
pairs on two datasets of different geographical areas by Topic Modeling 2
using LDA based on their sentiment scores and topic-topic similarity.

Term Output Evaluation. We also return terms that have different sentiment
values, while having the same semantics and syntactic forms. Such terms can
be used for improving sentiment lexicons by geo-based customization. In this
context, we set up one baseline and we propose two methods:
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1. Euclidean distance using tweet sentiments (ED-T). This baseline
ranks terms to find semantically similar but sentimentally different terms by
the Euclidean distance scores using Eq. (1) where #pos (#neg) are simply the
numbers of positive/negative tweets from the two datasets of different geo-
graphical areas, respectively. Here, we remove stopwords and low frequency
terms if the frequency is less than 50 times in both datasets.

2. Euclidean distance using topic sentiments (ED-Z). This method ranks
semantically similar but sentimentally different terms by the Euclidean dis-
tance scores in Eq. (1) where #pos (#neg) means the number of posi-
tive/negative topics on two datasets of different geographical areas. Here,
we consider a term to belong to a given topic if P(w|z) > 0.001.

3. Term probabilities with topic-topic similarity (TP-S). We match top-
ics in two datasets of different geographical areas by their similarity and then
obtain top-ranked n (n = 30 by default) topic pairs (same as in LDA-S).
Finally, this method ranks terms of the top-ranked topic pairs by computing
the sum of their probabilities in the two datasets as given by LDA output
within the top-ranked n topic pairs. The score of each term is the sum of
its probabilities: >, P(w[2}) - P(w|z}). Here, we remove stopwords and low
frequency terms if the frequency is less than 50 times in both datasets.

3.3 Experimental Results

Results of Topic Output Evaluation. The main observation is that our
proposed method LDA-S based on Topic Modeling 2 outperforms LDA-J based
on Topic Modeling 1 and that LDA-S performs best according to nDCG@Q10,
@20, @30, and MRR (see Table2). Note that LDA-J does not perform topic-
topic similarity but instead it is using the joint dataset of different geographical
areas. Although LDA-J performs better than LDA-S according to nDCGQ5,
less important common topics in the joint dataset. Future work will improve
LDA-J by using a new topic modeling based on Wikipedia corpus.

Results of Term Output Evaluation. The main observation is that our pro-
posed methods ED-Z and TP-S outperform the baseline ED-T and that ED-Z
performs best according to nDCG@5, @10, @20, and @30 (see Table2). ED-T
baseline does not perform any topic modeling. Instead it is just considering

Table 2. Results of topic (term) output evaluation in nDCG@5, 10, 20, 30, and MRR.

Output | Method | @5 @10 @20 |@30 |MRR
Topic |LDA-J |0.898|0.768 |0.792 |0.816 |0.1
LDA-S |0.861 |0.874|0.883|0.831 |0.188
Term |ED-T |0.826 |0.763 |0.762 | 0.784 |0.077
ED-Z 0.887/0.893 | 0.835 | 0.836 | 0.063
TP-S 0.827 |0.774 |0.796 |0.774 | 0.1
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the difference of sentiments of the tweets containing a target term in the two
datasets. This has the drawback of considering tweets where the terms do not
have important role. It is necessary to detect topics and their key representa-
tive terms by using a topic modeling as our proposed methods. Comparing the
results of the proposed methods ED-Z and TP-S, we found that ED-Z is better
than TP-S according to nDCG@5, @10, @20, @30. Future work will combine
ED-Z and TP-S to rank terms of top-ranked topic pairs based on LDA-S and
compute the score of each term by the Euclidean distance scores of the number
of positive/negative topics in the top-ranked topic pairs.

4 Conclusion

In this research, we have proposed a cross-cultural crowd sentiment analysis for
finding similar topics or identical terms that are however subject to different
sentiments as a part of wider cross-cultural study. In future, we will experiment
using social media data in other geographical areas (e.g., Asia and America). We
will also try to analyze cross-cultural crowd sentiment on each location based
on the multilingual analysis of Twitter data similar to [5]. Furthermore, we
plan to expand the current analysis method to recommend particular activities,
products, services, events, or places to visit for a given segment of users.
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