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Preface

This volume comprises the proceedings of the 12th International Conference on
Parallel Processing and Applied Mathematics — PPAM 2017, which was held in Lublin,
Poland, September 10-13, 2017. It was organized by the Department of Computer and
Information Science of the Czestochowa University of Technology together with Maria
Curie-Sktodowska University in Lublin, under the patronage of the Committee of
Informatics of the Polish Academy of Sciences, in technical cooperation with the IEEE
Computer Society and ICT COST Action IC1305 “Network for Sustainable Ultrascale
Computing (NESUS)”. The main organizer was Roman Wyrzykowski.

PPAM is a biennial conference. Ten previous events have been held in different
places in Poland since 1994. The proceedings of the last six conferences have been
published by Springer in the Lecture Notes in Computer Science series (Nalgczow,
2001, vol. 2328; Czestochowa, 2003, vol. 3019; Poznan, 2005, vol. 3911; Gdansk,
2007, vol. 4967; Wroctaw, 2009, vols. 6067 and 6068; Torun, 2011, vols. 7203 and
7204; Warsaw, 2013, vols. 8384 and 8385; Krakow, 2015, vols. 9573 and 9574).

The PPAM conferences have become an international forum for the exchange of
ideas between researchers involved in parallel and distributed computing, including
theory and applications, as well as applied and computational mathematics. The focus
of PPAM 2017 was on models, algorithms, and software tools that facilitate efficient
and convenient utilization of modern parallel and distributed computing architectures,
as well as on large-scale applications, including big data and machine learning
problems.

This meeting gathered more than 170 participants from 25 countries. A strict review
process resulted in the acceptance of 100 contributed papers for publication in the
conference proceedings, while approximately 42% of the submissions were rejected.
For regular tracks of the conference, 49 papers were selected from 98 submissions,
giving an acceptance rate of 50%.

The regular tracks covered such important fields of parallel/distributed/cloud com-
puting and applied mathematics as:

— Numerical algorithms and parallel scientific computing, including parallel matrix
factorizations and particle methods in simulations

— Task-based paradigm of parallel computing

— GPU computing

— Parallel non-numerical algorithms

— Performance evaluation of parallel algorithms and applications

— Environments and frameworks for parallel/distributed/cloud computing

— Applications of parallel computing

— Soft computing with applications



VI

Preface

The invited talks were presented by:

Rosa Badia from the Barcelona Supercomputing Center (Spain)

Franck Cappello from the Argonne National Laboratory (USA)

Cris Cecka from NVIDIA and Stanford University (USA)

Jack Dongarra from the University of Tennessee and ORNL (USA)

Thomas Fahringer from the University of Innsbruck (Austria)

Dominik Géddeke from the University of Stuttgart (Germany)

William Gropp from the University of Illinois Urbana-Champaign (USA)

Georg Hager from the University of Erlangen-Nurnberg (Germany)

Alexey Lastovetsky from the University College Dublin (Ireland)

Satoshi Matsuoka from the Tokyo Institute of Technology (Japan)

Karlheinz Meier from the University of Heidelberg (Germany)

Manish Parashar from Rutgers University (USA)

Jean-Marc Pierson from the University Paul Sabatier (France)

Uwe Schwiegelshohn from TU Dortmund (Germany)

Bronis R. de Supinski from the Lawrence Livermore National Laboratory (USA)
Boleslaw K. Szymanski from the Rensselaer Polytechnic Institute (USA)
Michela Taufer from the University of Delaware (USA)

Andrei Tchernykh from the CICESE Research Center (Mexico)

Jeffrey Vetter from the Oak Ridge National Laboratory and Georgia Institute of
Technology (USA)

Important and integral parts of the PPAM 2017 conference were the workshops:

Workshop on Models, Algorithms, and Methodologies for Hierarchical Parallelism
in New HPC Systems organized by Giulliano Laccetti and Marco Lapegna from the
University of Naples Federico II (Italy), and Raffacle Montella from the University
of Naples Parthenope (Italy)

Workshop on Power and Energy Aspects of Computation — PEAC 2017 organized
by Ariel Oleksiak from the Poznan Supercomputing and Networking Center
(Poland) and Laurent Lefevre from Inria (France)

Workshop on Scheduling for Parallel Computing — SPC 2017 organized by Maciej
Drozdowski from the Poznan University of Technology (Poland)

The 7th Workshop on Language-Based Parallel Programming Models — WLPP
2017 organized by Ami Marowka from Bar-Ilan University (Israel)

Workshop on PGAS Programming organized by Piotr Bata from Warsaw
University (Poland)

Special Session on Parallel Matrix Factorizations organized by Marian Vajtersic
from the University of Salzburg (Austria) and Slovak Academy of Sciences
Minisymposium on HPC Applications in Physical Sciences organized by Grzegorz
Kamieniarz and Wojciech Florek from the A. Mickiewicz University in Poznan
(Poland)

Minisymposium on High-Performance Computing Interval Methods organized by
Bartlomiej J. Kubica from Warsaw University of Technology (Poland)

Workshop on Complex Collective Systems organized by Pawet Topa and Jarostaw
Was from the AGH University of Science and Technology in Krakow (Poland)
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The PPAM 2017 meeting began with three tutorials:

— Scientific Computing with GPUs, by Dominik Goddeke from the University of
Stuttgart (Germany) and Robert Strzodka from Heidelberg University (Germany)

— Advanced OpenMP Tutorial, by Dirk Schmidl from RWTH Aachen University
(Germany)

— Parallel Computing in Java, by Piotr Bala from Warsaw University (Poland), and
Marek Nowicki from the Nicolaus Copernicus University in Torun (Poland)

A new topic at PPAM 2017 was “Particle Methods in Simulations.” Particle-based
and Lagrangian formulations are all-time classics in supercomputing and have been
wrestling with classic mesh-based approaches such as finite elements for quite a while
now, in terms of computational expressiveness and efficiency. Computationally, par-
ticle formalisms benefit from very costly inter-particle interactions. These interactions
with high arithmetic intensity make them reasonably “low-hanging” fruits in super-
computing with its notoriously limited bandwidth and high concurrency.

Surprisingly, PPAM 2017 was shaped by articles that give up on expensive particle—
particle interactions: discrete element methods (DEM) study rigid bodies which interact
only rarely once they are in contact, while particle-in-cell (PIC) methods use the
physical expressiveness of Lagrangian descriptions but make the particles interact
solely locally with a surrounding grid. It is obvious that the lack of direct long-range
particle—particle interaction increases the concurrency of the algorithms. Yet, it comes
at a price. With low arithmetic intensity, all data structures have to be extremely
fine-tuned to perform on modern hardware, and load-balancing has to be lightweight.
Codes cannot afford to resort data inefficiently all the time, move around too much data,
or work with data structures that are ill-suited for vector processing, while notably the
algorithmic parts with limited vectorization potential have to be revisited and maybe
rewritten for emerging processors tailored toward stream processing.

The new session “Particle Methods in Simulations” provided a platform for some
presentations with interesting and significant contributions addressing these challenges:

— Contact problems are rephrased as continuous minimization problems coupled with
a posteriori validity checks, which allows codes to vectorize at least the first step
aggressively (by K. Krestenitis, T. Weinzierl, and T. Koziara)

— Classic PIC is recasted into a single-touch algorithm with only few synchronization
points, which releases pressure from the memory subsystem (by Y. Barsamian,
A. Chargueraud, and A. Ketterlin)

— Cell-based shared memory parallelization of PIC is revised from a scheduling point of
view and tailored parallelization schemes are developed, which anticipate the enor-
mous per-cell load imbalances resulting from clustered particles (by A. Larin et al.)

— Particle sorting algorithms are revisited that make the particles be stored in memory
in the way they are later accessed by the algorithm even though the particles tend to
move through the domain quickly (by A. Dorobisz et al).

Another new topic at PPAM 2017 was “Task-Based Paradigm of Parallel Com-
puting.” Task-based parallel programming models have appeared in the recent years as
an alternative to traditional parallel programming models, both for fine-grain and
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coarse-grain parallelism. In this paradigm, the task is the unit of execution and tradi-
tionally a data-dependency graph of the application tasks represents the application.
From this graph, the potential parallelism of the application is exploited, enabling an
asynchronous execution of the tasks that do not require explicit fork-join structures.

Research topics in the area are multiple, from the specification of the syntax or
programming interfaces, the definition of new scheduling and resource management
algorithms that take into account different metrics, the design of the interfaces with the
actual infrastructure, or new algorithms specified in this parallel paradigm. As an
example of the success of this paradigm, the OpenMP standard has adopted this
paradigm in its latest releases.

This topic was presented at PPAM 2017 in the form of a session that consisted of
several presentations from various topics:

— “A Proposal for a Unified Interface for Task-Based Programming Models That
Enables the Execution of Applications in Multiple Parallel Environments”
(by A. Zafari)

— “A Comparison of Time and Energy Oriented Scheduling for Task-Based Pro-
grams, Which Is Based on Real Measured Data for the Tasks Leading to Diverse
Effects Concerning Time, Energy, and Power Consumption” (by T. Rauber and
G. Riinger)

— “A Study of a Set of Experiments with the Sparse Cholesky Decomposition on
Multicore Platforms, Using a Parametrized Task Graph Implementation” (by I. Duff
and F. Lopez)

— “A Task-Based Algorithm for Reordering the Eigenvalues of a Matrix in Real
Schur Form, Which Is Realized on Top of the StarPU Runtime System”
(by M. Myllykoski)

A new topic at PPAM 2017 was the “Special Session on Parallel Matrix Factor-
izations.” Nowadays, in order to meet demands of high-performance computing, it is
necessary to pay serious attention to the development of fast, reliable, and
communication-efficient algorithms for solving kernel linear algebra problems. Tasks
that lead to matrix decomposition computations are undoubtedly some of the most
frequent problems encountered in this field. Therefore, the aim of the special session
was to present new results from parallel linear algebra with an emphasis on methods
and algorithms for factorizations and decompositions of large sparse and dense
matrices. Both theoretical aspects and software issues related to this problem area were
considered for submission.

The topics of the special session focused on: (a) efficient algorithms for the
EVD/SVD/NMF decompositions of large matrices, their design and analysis; (b) im-
plementation of parallel matrix factorization algorithms on parallel CPU and GPU
systems; (c) usage of parallel matrix factorizations for solving problems arising in
scientific and technical applications. Seven papers were accepted for presentation,
which covered the session topics. Geographically, the authors were dispersed among
two continents and five countries. The individual themes of the contributions included:

— “New Preconditioning for the One-Sided Block-Jacobi Singular Value Decompo-
sition Algorithm” (by M. Be€ka, G. OkS3a, and E. Vidli¢kov4)
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— “Using the Cholesky QR Method in the Full-Blocked One-Sided Jacobi Algorithm”
(by S. Kudo and Y. Yamamoto)

— “Parallel Divide-and-Conquer Algorithm for Solving Tridiagonal Eigenvalue
Problems on Manycore Systems” (by Y. Hirota and 1. Toshiyuki)

— “Structure-Preserving Technique in the Block SS-Hankel Method for Solving
Hermitian Generalized Eigenvalue Problems” (by A. Imakura, Y. Futamura, and
T. Sakurai)

— “Parallel Inverse of Non-Hermitian Block Tridiagonal Matrices” (by L. Spellacy
and D. Golden)

— “Tunability of a New Hessenberg Reduction Algorithm Using Parallel Cache
Assignment” (by M. Eljammaly, L. Karlsson, and B. Kagstrom)

— “Convergence and Parallelization of Nonnegative Matrix Factorization (NMF) with
Newton Iteration” (by R. Kutil, M. Flatz, and M. Vajtersic).

The organizers are indebted to the PPAM 2017 sponsors, whose support was vital
for the success of the conference. The main sponsor was the Intel Corporation. Another
important sponsor was Lenovo. We thank all the members of the international Program
Committee and additional reviewers for their diligent work in refereeing the submitted
papers. Finally, we thank all the local organizers from the Czgstochowa University of
Technology, and Maria Curie-Sktodowska University in Lublin, who helped us run the
event very smoothly. We are especially indebted to Grazyna Kotakowska, Urszula
Kroczewska, Lukasz Kuczynski, Adam Toma$, and Marcin Wozniak from the
Czestochowa University of Technology; and to Przemystaw Stpiczynski and Beata
Bylina from Maria Curie-Sktodowska University. Also, Pawel Gepner from Intel
offered great help in organizing social events for PPAM 2017, including the excursion
to the Zamoyski Palace in Kozldéwka and the concert of the youth accordion orchestra
“Arti Sentemo” at the Royal Castle in Lublin.

We hope that this volume will be useful to you. We would like everyone who reads
it to feel invited to the next conference, PPAM 2019, which will be held during
September 8-11, 2019, in Bialystok, the largest city in northeastern Poland, located
close to the world-famous Bialowieza Forest.

January 2018 Roman Wyrzykowski
Jack Dongarra

Ewa Deelman

Konrad Karczewski
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Abstract. With the advent of manycore systems, shared memory par-
allelisation has gained importance in high performance computing. Once
a code is decomposed into tasks or parallel regions, it becomes crucial to
identify reasonable grain sizes, i.e. minimum problem sizes per task that
make the algorithm expose a high concurrency at low overhead. Many
papers do not detail what reasonable task sizes are, and consider their
findings craftsmanship not worth discussion. We have implemented an
autotuning algorithm, a machine learning approach, for a project devel-
oping a hyperbolic equation system solver. Autotuning here is important
as the grid and task workload are multifaceted and change frequently
during runtime. In this paper, we summarise our lessons learned. We
infer tweaks and idioms for general autotuning algorithms and we clar-
ify that such a approach does not free users completely from grain size
awareness.

Keywords: Autotuning * Shared memory - Grain size
Machine learning

1 Introduction

Whenever a code is decomposed into parallel regions or tasks, the number of
tasks determines the concurrency level and hence the code’s potential to scale.
It is common knowledge, however, that tasks must be reasonably computation-
ally intense. Otherwise, the system spends precious time in administering the
concurrency [5, p. 197]. Thus, modern parallelisation paradigms allow users to
prescribe a grain size, a minimal subproblem size for parallel loops, while task-
based approaches group logical tasks into one physical task if separate tasks were
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too lightweight. For plain bulk synchronous processing and non-nested tasks,
finding grain sizes is often done manually via trial-and-error since developers
assume that the size vs. performance curve is convex ([9, p. 37] or [6]).

Today, nested parallel loops perform efficiently—older OpenMP versions
sometimes fail to deliver performance here—but yield a high-dimensional grain
size optimisation problem. With the advent of manycores and hierarchical paral-
lelisation, manual search becomes inappropriate. Sophisticated coherence proto-
cols, performance fluctuations, and cache effects invalidate the convexity assump-
tion to some degree. Task formalisms with inhomogeneous execution patterns
gain importance. Machine learning (autotuning) which determines both the cost
function and well-suited grain sizes becomes necessary. This manuscript dis-
cusses an autotuning approach that yields reasonable grain sizes in the ExaHyPE
project [2], which combines dynamically adaptive Cartesian grids [12] with
ADER-DG plus local limiting [3]. Support of interacting solvers with varying
polynomial order (arithmetic intensity), inhomogeneous memory access charac-
teristics and hierarchical hardware [11] render the use of autotuning mandatory.
Our goal is two-fold: To present the algorithmic concept and rationale, and to
document experiences on how this algorithm is made efficient and used effi-
ciently. Our hypothesis is that autotuning never is a pure black box but that
users have to have empirical knowledge to allow autotuning to integrate into soft-
ware projects successfully and perform economically. Naive coding of autotuning
software is often ill-suited for HPC. Both goals interact.

We briefly sketch ADER-DG [3] in Sect. 2. Its task formulation is straight-
forward. However, the tasks differ significantly in arithmetic intensity, and some
may have largely varying runtime. We then present our autotuning concept
(Sect. 3). It tackles the grain size integer optimisation problem [7] parameterised
by real-time measurements via randomised directional search. Emphasis is put on
implementation pitfalls, e.g. the identification of valid real-time measurements.
In Sect. 4, we discuss the algorithm’s impact on the simulation workflow, before
we present numerical results and close the discussion.

2 Use Case: An ADER-DG Solver

In the underlying ExaHyPE project, we solve hyperbolic PDEs

9Q
ot

subject to appropriate initial and boundary conditions. () is the solution, F the
conservative flux, d is the space dimension, V - (-) denotes the tensor divergence,
while V(+) is the vector gradient. We solve (1) on a dynamically adaptive Carte-
sian grid [12] with ADER-DG [3]. In its simplest form, used here, there are three
phases per time step (Fig. 1).

Per grid cell K and time step interval [t,,t], we first implicitly solve

// O 8% dt+// 0, V - F(qp) dadt = 0. (2)

+V-FQ) =0 onQcRY d=23 (1)
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Fig. 1. Two snapshots from a d = 2 simulation of the Euler equations applied to an
setup where the initial system energy (density) is determined by the project logo.

The space-time predictor g5 and the space-time test functions 6}, are constructed
using tensor products of Lagrange polynomials over Gauss-Legendre points. Fol-
lowing Discontinuous Galerkin, they have compact support on each cell. Equa-
tion (2) yields a discrete fixed-point problem solved by Picard iterations [3]. All
cell operations are independent of each other. The concurrent solves of (2) yield
jumps along the cell faces in the solution ¢; and its derivatives determining F.

The second phase traverses all faces of the grid and computes a numerical nor-
mal flux G using ¢, and F from both adjacent cells. We use a Rusanov Riemann
solver. The solves are embarrassingly parallel with low arithmetic intensity.

In the third algorithmic phase, we traverse the cells again and solve

ty ty
/ vy Agp dx = —/ Vo, : F(q) dedt + / / vy, G dsdt (3)
K OK Jtq

K Jt,

for Agn = qn(ts) — qn(ta). The time step (3) is derived from spatially testing and
partially integrating (1). It can be easily inverted given that the ansatz and test
space yield a diagonal mass matrix, is evaluated per cell, and, hence, parallel.

ADER-DG describes three types of parallel tasks corresponding to phases.
One is computationally heavy while two are lightweight. In our implementa-
tion, we either fuse the three task types within one grid sweep through a task
formalism—one task then comprises a triad of predictor, Riemann solve and
time step—or run through the grid three times and launch them through par-
allel force. The runtime of the heavy tasks can typically not been predicted due
to the Picard iteration. There is no single grain size well-suited for all steps.

3 Programming an Autotuning Algorithm

Our autotuning approach picks up concepts from Intel’s TBB [9]. There is a cen-
tral instance, a singleton [4] which is notified by the overall algorithm regarding
which algorithmic phase is to be run next. We call this instance Oracle [6].
Our code runs through the dynamically adaptive Cartesian grid. Whenever
it enters a code section which has a multithreaded implementation using tasks
or contains parallel for loops, it passes the maximum problem size N of the
current subproblem, and an identifier for the current code section to the Oracle.
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The Oracle then returns a GrainSize instance. The latter holds information on
the grain size to be used and the number of logical tasks which can be grouped
into one physical task. After the code exits the code section, the GrainSize
object is destroyed again.

The GrainSize object can also be configured to measure the time which
has elapsed since its creation. The measured time is then reported back to the
Oracle at destruction. Proper move constructors ensure this is only done once.

3.1 Algorithmic Idea

The Oracle manages a database which stores, per entry, a code section, the
algorithmic step, and further:

Npax the maximum problem size w.r.t. code section and algorithmic step.
g the grain size used for this problem; g = Np,.x indicates that parallelisation
of this code section does not pay off.
Ag the delta from g to the previously studied grain size with g + Ag < Npax-
Soia the speedup obtained with this previous grain size g + Ag.
ts the time per problem entity needed without parallelisation.
ty the time per problem entity needed if grain size g is used.

If no entry for these settings exists or N > Np.x, a new database entry with
(Nmax = N, g=C-N,Ag=N—-C-N,Spq = 0,...) is created. C € {0.5, %} for
p threads are convenient choices as detailed later. The Oracle then determines a
well-suited grain size for the calling code section: For N > g, the invoking code
is instructed to use g as grain size. Otherwise, it runs serially.

Our algorithm realises interval halving similar to [6]: We start with relatively
large g and compare the multithreaded performance to a serial setting. If the
serial version is faster, we deactivate the parallelisation, i.e. we set g = Npax-
Otherwise, we successively shrink g with steps Ag until the resulting runtime
starts rising again. Once we observe that g decrements make the runtime rise,
we fall back to the previous choice of g and continue the descending search with
Ag/2.

3.2 Implementation Pitfalls

Whilst our approach is realised straightforwardly and similar concepts have been
proposed, we identified tiny details which decide whether it is successful. One
important detail hereby is the notion of a “valid” timing. We do normalise all
timings w.r.t. time per problem item: if a GrainSize for a problem of size NV
measures that the corresponding code lasts ¢, it reports back a time of ¢/ N to the
Oracle. Working with GrainSize instances ensures that overlapping parallelised
code regions can be handled. Yet, all timings are subject to noise and, more
importantly, any timing is only a characteristic sample if the underlying work per
problem item is not constant. The latter is the case for our nonlinear equation
system solves. Our Oracle thus tracks accumulated times and the number of
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measurements. The resulting average time is declared valid by an additional
Boolean flag once a new measurement does not change the average by more than
€ anymore. It is not evaluated for decision making before. Linux system timers
yield useless data if all code regions are paced simultaneously. Timer invocations
come along with an overhead which quickly pollutes all timings. Our solution is
to introduce a global flag that determines for which code part a timer is enabled
at all. After each grid sweep, this flag is randomly set to another parallel code
fragment known. This way, only one code segment at a time is surveyed.

If we start to determine tg first, the algorithm requires a long time to enable any
parallelism at all. As all timings have to converge subject to €, our simulation runs
in serial for a while if the Oracle first determines the t entries in the database.
This is not acceptable in HPC. Therefore, our Oracle randomises the grain size
selection whenever it is invoked for a code fragment for which timings should
be made. For one out of Nyax/g samples, it instructs the invoking code to run
serially and to report back the serial runtime. Otherwise, g shall be used and the
parallel runtime ¢4 is updated. With shrinking grain sizes, i.e. longer simulation
runtimes, fewer serial samples are taken. The sliding ¢, updates anticipate that
the serial timings of code parts change if parallel regions are embedded into each
other that search for well-suited grain sizes, i.e. have not converged yet.

Proper constants C determine whether the algorithm exploits a reasonable num-
ber of cores in the first place. For C' = 0.5 in the database entry’s initialisation,
the maximum initial concurrency equals two. In a multicore environment, this
is not acceptable. We thus choose C' = 0.5 for N < 2p, i.e. for small problems
compared to the thread count p, and otherwise use C = 1/p.

The initial € choice should take the runtime distribution into account. While we
may expect runtime noise to cancel out for large data sets N and, thus, that
those measurements converge quickly, it is particular important to come up with
working grain sizes for large subproblems quickly as those dominate the walltime.
In our code, we thus scale the initial € with the total serial runtime of a source
code fragment. If a code fragment requests a grain size first, we ask it to run
serially and to report back the time. We then scale € with this time: the longer
a source code fragments runs serially the more relaxed e.

No fixed € works for all parts of the code. Some tasks in our application solve
nonlinear equation systems. Furthermore, we have nested parallelism. While a
too relaxed choice of ¢ makes the Oracle accept garbage measurements and
terminate in suboptimal (local) grain size choices, a restrictive ¢ makes measure-
ments for some code parts never yield valid results. We thus apply widening:
After each grid sweep, we analyse whether the code fragment currently stud-
ied has been supplemented with new timings and whether those timings have
switched on the valid flag for our timings. If this is not the case, we widen the
admissibility constraint by 10 i.e. multiply € with 1.1.

No fixed € works all the simulation through. We work with large initial € to come
up with reasonable grain sizes choices quickly. We thus must accept inaccurate
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measurements at startup. Furthermore, runtime statistics do vary significantly
as long as the grain sizes of embedded, nested parallel sections do vary. We thus
half € each time we have found a better grain size g or roll back to the previous
grain size. Our Oracle increases the reliability of all data successively.

Track good grain sizes per problem size. We have to assume that a good grain
size g depends not only on the algorithmic context but also on the problem size
N. Our approach so far is N-agnostic. While a linear dependency on N might
exist in some cases, we do not assume such a global relation here. Instead, our
approach uses binning. We start searching for good grain sizes for Np.x = 2. If
the code requests a grain size for N > Ny, we recursively add new database
entries for 2Np,.x. Per Oracle request, the database entry ¢ is chosen for which
Niax(i — 1) < N < Npax ().

Restart measurements. After each grid sweep, we examine all database entries
subject of search. If we observe that new measurements would have been made
but all grain sizes belonging to the code fragment of interest are fixed, i.e. all
database entries evaluated hold Ag = 0, we restart the search for these entries
in one out of ten cases. This avoids that we stick to local minima always.

4 Using and Integrating Autotuning

Though we use the autotuning as black box, we found that the user has to
remain aware of their integration into the simulation workflow: Contezt-aware
autotuning is mandatory. We found our code to react sensitively to machine
type, core count, and input data sets. Some data sets may perform poorly with
autotuning settings derived for other data sets. This is likely an effect of the
nonlinear subalgorithms, but certainly holds for many applications. It is thus
important to work with independent autotuning searches per problem setup
rather than one holistic database.

Autotuning for large data sets is problematic in large-scale compute environ-
ments. Autotuning temporarily runs into inefficient parameter choices (if the
grain size becomes too small, e.g.), while large single node parameter studies for
the many required parameter settings might be deemed unsuitable for supercom-
puters or not practical. At the same time, it is important to obtain autotuning
configurations on the actual target machine that later shall host a large-scale
run. We thus augment our binning. Whenever the database can not host an
N, a new entry for a new Np.x copies over all setting from the next smaller
Nuax, scales them, and continues to work with those parameters. Further, if a
valid parameter configuration is found for some Ny, ., our approach extrapolates
this to all database entries with larger Ny ,x and then makes those restart their
search. This allows us to run small-scale, yet characteristic runs briefly and to
automatically extrapolate reasonable grain size to large production runs.

Accuracy improves over time, i.e. the more samples the more reliable the mea-
surement data. It is thus a natural choice to dump and reload autotuning proper-
ties. It further is very reasonable to archive them alongside the simulation data.
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Simulation re-runs then do not start autotuning searches from scratch but reuse
performance knowledge.

We “sacrifice” only one node in a parallel environment. Autotuning introduces
overhead. It has to be used carefully in large-scale simulations where all over-
heads have to be multiplied with the number of nodes used. We thus disable the
autotuning’s search on all MPI ranks besides one. All others read in the auto-
tuning properties from a file and stick to those. The one rank tracking runtimes
dumps all insight into a property file at the end of the simulation from where
this knowledge becomes available to all other ranks in the next simulation. More
sophisticated techniques may pass the responsibility for measurements from one
rank to another throughout the simulation and propagate knowledge on-the-fly.

5 Computational Evidence

We start our computational exercises with the performance model

R ts

Ry N mod g

-

ty=(1— +f-ts+h-rq with f = f +
p) g

min ([EJ ,

g
which extends Amdahl’s law [1] by a task administration overhead h scaling
linearly with the number of tasks. f € [0,1] is the code fraction not benefiting

from multithreading at all. It enters the model through f which anticipates that
problems might not be decomposed exactly.

1.5 : ‘ . .
148 @@ 2cores V-V 16 cores | 1.2
. Bl 4cores <4< 72cores

g 1.3 A—A 8 cores 1.0

Normalised time
o0

0.6 @@ 2cores V-V 16cores |
Bl 4 cores << 72cores
0.4 A—A 8 cores 1
0 10 20 30 40 50 60 70
Grain size Grain size

Fig. 2. Normalised time t4/ts according to our performance model for Npmax = 8, f =
0.1,C = 107" (left) and Nmax = 64, f = 0.2,C = 1072 (right).

Our simplistic model relying on invariant ¢, illustrates (Fig.2) that one has
to be careful not to choose the grain size too small to avoid overhead, while too
large grain sizes do not yield good speedup. This is common knowledge. Different
to textbooks [9] our speedups however do not develop smoothly but exhibit a
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non-convex step pattern. Finally, it might be reasonable not to choose a grain
size for small problems that does keep all threads p busy and thus to spare cores.

The performance model motivates our decision to trigger the search for good
grain sizes with half the maximum grain size for small problems and 1/p- Ny for
bigger problems. As the difference between two local minima becomes the smaller
the smaller g, it is reasonable to start with rather inaccurate time measurements
(noise for large differences can be expected not to pollute any conclusion) and to
increase the accuracy successively throughout the search. From our model, we
derive that good autotuning searches for a different grain size per core number
and problem size: it is reasonable to apply the binning.

Our runtime experiments were run on SuperMUC hosting Haswell Xeon E5-
2697 v3 processors with 28 cores and 2.6 GHz base clock. All shared memory
tests rely on Intel’s TBB [9]. We studied five grain size selection strategies:

serial runs provide the measurement baseline and normalise all runtimes.

dummy is a choice of grain sizes per code part that does not anticipate the algo-
rithmic context. We manually tuned it to yield good performance in many
iterations.

with-finest-grid runs the autotuning strategy.

from-coarse-grid runs a cascade of autotuning experiments: it starts with a
very coarse mesh, runs the autotuning, dumps the grain sizes identified, and
then continues with the next finer mesh. We report only on the final run
where the finest mesh sizes matches the other setups.

from-coarse-grid-without-learning takes the final dump of the cascading
autotuning and reruns the test again but switches off the learning, i.e. no
time measurements are done and grain sizes remain invariant.

2! 2!

2(’ 26 | o oo oo n ou on o on o om o mu o o B
g 2 g 2
= ol = ol J
2 9 S Zm . By N T olY N, S
£Z 2 2 g0ty
g 2 g 2 =3 serial 1
o 20 ® 2l e-@ dummy
_g 91 g 9—1||m-m with-finest-grid

-2 9-2 ® -® from-coarse-grid

A4 from-coarse-grid-without-learning
-3 \ \ \ \ \ \ \ \ -3 " " " " \
2 0 10 20 30 40 50 60 70 80 90 2 0 10 20 30 40 50 60
time step time step

Fig. 3. Cost per time step for d = 2 Euler simulations where all three algorithmic
steps are fused and we use polynomial order p = 3 (left) against a code where the three
algorithmic phases are ran after each other with p = 9 (right).

Comparing cascading autotuning with the experiment switching off all mea-
surements (Fig. 3) reveals that there is a significant overhead to do real-time
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measurements, and that there is a price to pay for the sliding updates of ts.
Once this overhead is removed, our autotuning can cope with a manual (and
laborious) grain size selection. It thus makes sense to turn off autotuning wher-
ever possible, notably on most MPI ranks.

Autotuning starting on the green field for a large problem does yield some
valid grain sizes but the search process suffers from runtime spikes. The spikes
result from unfortunate grain size choices that the autotuning tries and then
discards. If we start autotuning on a coarse grid and then successively extrapolate
the grain sizes to finer grids, we can remove the majority of these peaks.

27
26‘ -8 serial
5 dummy
¢ 2°! m-m with-finest-grid @
= 94| @-@ from-coarse-grid =
fo3 a
3 e
« 2]
E E
g 5
Qo aQ
2 o
£2 £
2™ 2
2 9 ;
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
time step time step

Fig. 4. Cost per time step for a d = 2 simulation of a shock where the ADER-DG
solution is augmented with a Finite Volume limiter. p = 3 (left) vs. p = 9 (right) while
all phases are fused into one grid sweep.

If we run the three ADER-DG phases consecutively, our autotuning requires
longer to identify grain sizes able to compete with a manual optimisation (more
than 60 time steps). It particularly struggles for the two arithmetically cheap
phases. It is thus advantageous to try to fuse algorithmic phases—which can be
read as a task fusion—to end up with computationally heavy individual steps.

We observe that our initial choice of C' € {0.5,1/p} (C = 1/p is the OpenMP
default for static partitioning) is reasonable. Already in the first iteration where
the autotuning is unaware of Np,.x, we exploit the multicore architecture. Once
we switch from ADER-DG to limited ADER-DG (Fig.4), autotuning becomes
particularly important. Here, an additional Finite Volume scheme is interwoven
into ADER-DG, eliminating numerical oscillations. As a consequence, the run-
times per cell start to vary greatly and it is hard to find globally valid good grain
sizes. Our extrapolating approach is no longer robust and requires appropriate
restart mechanisms.

The Oracle’s internal decisions are not visible from the plots. It first tries to
remove parallelism from the code where parallel overhead increases the walltime.
Only afterwards, it starts to tune the grain sizes for the scaling regions. Non-
scaling features may significantly perturb the timings of the scaling regions and,
thus, the Oracle’s decision making.
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6 Conclusion

We describe an autotuning algorithm and summarise realisation decisions which
made, throughout the development, the difference of whether the autotuning
succeeds or not. Though the common perception of a convex runtime curve may
be oversimplified, our autotuning yields proper grain size choices.

Our autotuning approach assumes codes which are completely decomposed
into tasks and use parallel for loops wherever possible. Our algorithm first
switches off parallelism where it does not pay off. Only then, it starts searching
for optimal grain sizes for the remaining code sections. Such an approach, assum-
ing omnipresent parallelism, seems to be a reasonable pattern for future code
development. In terms of implementation difficulty, we regard it to be favourable
to successive automated induction of concurrency.

An interesting next step is to augment the grain size optimisation with an
additional constraint w.r.t. employed cores. We see that we can, at little loss of
efficiency, for many setups reduce the number of used cores. For codes deploying
multiple MPT ranks per node, other ranks then can grab these freed cores [10].
Furthermore, we believe that the proposed implementation pattern and on-the-
fly autotuning approach can help with dynamic scheduling on heterogeneous
systems. Here, tasks typically have to be reallocated to compute resources which
differ in performance per thread and level of parallelism [8].
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Abstract. Data crowdsourcing is one of most remarkable results of per-
vasive and internet connected low-power devices making diverse and dif-
ferent “things” as a world wide distributed system. This paper is focused
on a vertical application of GPGPU virtualization software exploita-
tion targeted on high performance geographical data interpolation. We
present an innovative implementation of the Inverse Distance Weight
(IDW) interpolation algorithm leveraging on CUDA GPGPUs. We per-
form tests in both physical and virtualized environments in order to
demonstrate the potential scalability in production. We present an use
case related to high resolution bathymetry interpolation in a crowdsource
data context.

Keywords: GPGPU - Virtualization - High performance computing
Geographic data - Interpolation

1 Introduction

The rise of democratically distributed computing power thanks to the astonish-
ing achievements of low power embedded and mobile devices acted as a spin-
ning wheel effect of the pervasive technology generally known as Internet of
Things (IoT) [21]. The first and more touchable result is the increase of data
raw availability gathered using ad-hoc sensor networks, sampling campaigns and
data crowdsourcing. Focusing on the earth system science, managing spatial
data and exploiting hidden knowledge makes the difference between reach the
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success in human activities development or completely fail it with potential not
reversible environmental damages. The indirect sampling techniques available
today enabled engineers and scientist to record high resolution land and ocean
digital elevation models (DTM) using different instruments but facing the same
problem: producing surface models from a finite, but huge, amount of measures
irregularly distributed on the spatial domain. The problem size is characterized
by a remarkable complexity due to the number of known points (where the mea-
surements are already done and validated) and the new sampled point rate. The
management problem became even more complex if data have to be periodically
updated from different sources. From the computational point of view, the hierar-
chical and heterogeneous high performance computing paradigm delivery enough
power to process spatial big data leveraging on massive multicore CPUs, general
purpose graphic processing units (GPGPUs) and, recently field-programmable
generic arrays (FPGAs) and supported by solid state storage skyrocketing the
long term memory access performance [30]. While CPU virtualization and elastic
storage is a common practice in public, private and hybrid clouds [28], the same
techniques are not widely available due to the fact that often the accelerators
leverage on closed technologies. In this paper we demonstrate how is possible
to democratize the GPGPU resource availability for spatial marine data science
leveraging on the GVirtuS [27] GPGPU virtualization service presenting a spe-
cific use case related to marine bathymetry processing. In particular we present a
CUDA enabled innovative inverse distance weighting (IDW) interpolation algo-
rithm comparing and contrasting the computation performance carried out on
both on-premises and cloud computing scenarios both leveraging on GPGPU
sharing and multiplexing.

Novelty. GVirtuS has been extended in order to support CUDA ancillary
libraries enabling the use of a novel IDW algorithm based on cuBLAS.

Contributions. The rest of the paper is organized as follows: the Sect.2 is
about the related work on the different semantic components of the paper; in
the Sect. 3 we show the acceleration infrastructure; the Sect. 4 is about the algo-
rithm description, the design choices and the implementation techniques; the
evaluation is carried out in the Sect. 5; finally in the Sect. 6 the conclusions and
some future directions.

2 Related Work

About GPGPU virtualization. One of the most prominent solutions related
to concurrent remote usage of CUDA-enabled devices in a transparent way is
rCUDA [36]. Thanks to the split-driver approach, there is no need to modify
and recompile the CUDA-enabled application in order to use it with rCUDA.
Indeed, the framework takes care of all the necessary details in order to execute
the CUDA kernels on a remote or local GPGPU [32]. The overhead introduced
by using a remote GPU is evaluable as about less than 4% when a high perfor-
mance network fabric is used [33]. At the time of writing, rCUDA delivers high
performance CUDA virtualization [26,29] and it is up to date supporting the
latest CUDA 8.0 framework and its ancillary libraries.
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About CUDA interpolators. The most frequently used spatial interpola-
tion algorithms in geographic information science include the Inverse Distance
Weighting (IDW), Kriging, Discrete Smoothing Interpolation, nearest neigh-
bors, etc. [10-12]; see a comparative survey investigated in [16]. As well-known,
those interpolation algorithms have a computational cost very high when deal-
ing with large-scale datasets. An effective approach to solve this problem is
to perform interpolation algorithms in parallel [31]. There are many research
efforts in this field, using different parallel computing architectures [35]. Among
them, multicore-cluster approaches, parallel pipeline procedures, domain decom-
position strategies. Recently, on the track of current developments of Graphics
Processing Units (GPUs) for High Performance Computing (HPC) [9], interpo-
lation algorithms have been accelerated with good results [14,19]. Here we will
deal with the IDW interpolation algorithm, who has been parallelized on various
platforms [24]. Our parallel implementation starts from [18] and proposes some
variants in the algorithm design, in order to exploit the computational power of
the NVIDIA cuBLAS library, to perform this basic linear algebra operation.

Algorithm 1. G-IDW

Require: locations p(z), known values z(i), query locations ¢(j), search radius R

Ensure: unknown values z* (%)

1: // initialize o

2: loc_q «— q(tid)

3: for each chunk c do

1+ 0

start_ind < tid * stride

while (i < stride) and (i + start_ind) < size(c) do
// put pe(start_ind + i) into shared memory
te—1+1

9:  end while

10:  // synchronize threads

11:  for i« 1...size(c) do

12: // locp — pc(i) from shared memory

13: d — dist(loc_p,loc_q)

14: if d # 0 then

15: if d;; < R then

16: A —d™% 27 (tid) «— 2" (tid) + Azc(4); wsum — wsum + A
17: end if

18: else

19: 2" (tid) «— zc(i); wsum — 1

20: // break and skip this cycle for the next chunks
21: end if

22:  end for

23:  // synchronize threads

24: end for

25: // put z*(tid)/wsum into global memory
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3 Acceleration Infrastructure

The overall architecture is described with more details, referring to GVirtuS (the
GPGPU virtualization and remoting engine) [23,27], designed to be integrated
and deeply cooperate in order to accelerate low-power devices.

3.1 GVirtuS GPU Code Offloading

The GPU virtualization architecture is based on a split-driver model [4], involves
sharing a physical GPU. Hardware management is left to a privileged domain.
A front-end driver runs in the unprivileged VM and forwards calls to the back-
end driver in the privileged domain [15]. The back-end driver then takes care
of sharing resources among virtual machines. This approach requires special
drivers for the guest VM. The split driver model is currently the only GPU
virtualization technique that effectively allows sharing the same GPU hardware
between several VMs simultaneously [22]. This framework offers virtualization
for generic GPU libraries on traditional x86 computers.

3.2 CUDA Ancillary Libraries

It’s well known that NVIDIA provides a set of GPU-accelerated libraries con-
taining several highly optimized algorithms for specific problems. For this reason,
GVirtuS has been extended by providing the support for several CUDA ancillary
libraries, such as cuBLAS. In order to extend the set of CUDA functions supported
by GvirtuS, it’s necessary to define three main components for each library that
are respousible for the communication between the guest and host machine: (i)
Front-end Layer; (ii) Back-end Layer; (iii) Function Handler. The first one con-
tains the definitions of the wrapper functions called by the client, with the same
signature as the library ones, where the name of the requested routine and the
addresses of the input parameters, variables and host/device pointers, are encap-
sulated in a buffer that is sent to the back-end through a communicator.

4 Algorithm Description

The IDW is a deterministic method for spatial interpolation [34], based on the
principle that near points have similar values. Let p; € R™,i =1,..., N, be the
locations whose the values z; are known. The interpolated value z7 of the j-th
query location g; € R™ is obtained by computing the weighted average of known

value, as follows:

N
i—1 AjiZi
Z; _ Zz?vl J ? (1)
i1 Aji
where the weights \j; are defined by the Euclidean distance, as:
1

Njig = ————
J dist(pi, q;)®
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In most application for each point only a subset of points is chosen with respect
to a fixed radius R. Therefore, the weighted average in (1) is computed only for
the sub-set Q; = {p; : d(pi,q;) < R}, i.e:

. _ Sneo, b
Zj = 27)\ (3)

pi€Q; It
The IDW problem can be re-written as a matrix-vector problem as follows:
considering a matrix A with M rows (the number of unknown values) and N
columns (the number of locations p;). The j-th row contains the weights Aj;
that are required to obtain the unknown value z7. Then, indicated with z the
vector that contains the known values, the unknown vector z*

the unknown values, is the solution of the following problem:

, which contains

2" = Az (4)

We implemented two strategies for the IDW parallel algorithm on CUDA
environment:

G-IDW: Each thread interpolates a different value computing the weight for
each known value and updating the weighted mean at the same time. Block
threads are synchronized to store dataset points into shared memory before the
interpolation phase. For too large datasets, the points are stored into shared
memory in different chunks.

G-IDW-MYV: The matrix A is to compute, where the i-th row contains the
weights for the i-th value to be interpolated. Threads are synchronized to store
dataset points into shared memory as the first strategy. The i-th thread com-
putes the elements of the i-th row. A is multiplied by the vector containing
the known values. The i-th element of the result vector is divided by the sum
of the weights for the i-th value in order to get the weighted mean. We com-
puted the matrix-vector multiplication using two different approaches: the first
one demands a thread for each scalar product; the second one (G-IDW-MVblas)
uses the cuBLAS library. For the two strategies, the data transfer, Host-to-Device
and vice versa, is based on two fundamental steps: the host sends to device the
locations p; with its related values z; and the locations g; corresponding to values
to be estimated; the device sends to the host the computed values 2.

The parallel pseudocodes related to the two strategies are shown in Algo-
rithms 1 and 2. We called t¢id the number which uniquely identifies a thread
and stride the number of dataset points which each thread in a block loads into
shared memory. We use the ¢ subscript to indicate a location or value belonging
to the c-th chunk.

5 Use Case and Evaluation

Using commercial and leisure vessels as a sensor network for coastal protection
and marine area management is an application field that could massively benefit
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from high-performance tools for big data collection, information processing, and
dissemination of the generated metadata [6]. In this operational scenario, Fair-
Wind inserts as a smart, cloud-enabled, marine navigation software [25]. Data
collected by FairWind from on-board sensor networks deployed in oceans repre-
sents a major challenge, as these devices generate huge amounts of geolocated
data about the marine coastal environment [1]. By relying on a cloud-based file
transfer protocol, collected data could be sent to remote computing facilities for
conducting further processing with the aim of calibrating on-board instruments,
and enhance depth maps [8]. We made several benchmarks of the proposed
approaches, using the GVirtuS GPGPU virtualization service. The client is an
Ubuntu based machine characterized by poor computational resources (single-
core CPU, 1 GB of RAM), virtualized with KVM. The server machine is charac-
terized by a Xeon E5-2609 v3 CPU, 64 GB of RAM and 2 Nvidia GeForce Titan
X GPUs. Table 1 shows the execution times (Fig. 1) obtained by each algorithm,
increasing firstly the number of the known values and secondly the number of
the query locations. The execution times grow linearly by increasing the number
of query locations.

Algorithm 2. G-IDW-MV

Require: locations p(i), known values z(4), query locations ¢(i), search radius R
Ensure: unknown values z*(7)

1: // initialize @ and R

2: loc-q «— q(tid)

3: for each chunk c do

4: for i« 1...size(c) do
5: // loc_p < pc(i) from shared memory
6: d — dist(loc_p,loc_q)
T if d # 0 then
8: if d;; < R then
9: A — d™%; A(tid, column of pe(i)) < A; wsum «— wsum + A
10: else
11: A(tid, column of pe(i)) < 0
12: end if
13: else
14: // put all row values to 0
15: A(tid, column of pe(i)) < 1; wsum «— 1
16: // break and skip this cycle for the next chunks
17: end if
18:  end for
19:  // synchronize threads
20: end for

21: // use a strategy to compute Az
22: z*(tid) « z*(tid) /wsum

The use case is relative to bathymetry dataset extracted from EMOD-
net Digital Terrain Model (DTM) with original spatial resolution of 1/8
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Table 1. Performance results

Known values | Query locations | IDW (s) | G-IDW (s) | G-IDW-MV (s) | G-IDW-MVblas (s)
108 10* 2.365 | 0.006 0.009 0.009
108 10° 23.711 | 0.045 0.09 0.089
102 5.10° 118.296 | 0.204 0.448 0.411
104 104 23.734 | 0.036 0.071 0.064
104 10° 236.800 | 0.313 0.688 0.560
104 5.10° 1185.581 | 1.545 3.462 2.775
5.10% 10% 120.293 | 0.186 0.406 0.276
5.10% 10° 1183.199 | 1.757 4.315 2.62
5.10% 5-10° 5935.798 | 7.729 19.513 15.227

Performance results - Known Values fixed at 50000
T

IDW

e G-IDW
G-IDW-MV
G-IDW-MVblas

Execution Time (s)

El L
10
104 10° 10
Query Locations

Fig. 1. Execution times of the proposed approaches.

14,08 14 14,12 14,14 14,16 14,18
Fig.2. EMODnet dataset interpolated with G-IDW algorithm on its original spatial

resolution computational grid (1/8* 1/8 arc minutes), fixed R =400 m.
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Fig. 3. Detail of bathymetry in Gulf of Pozzuoli (Italy). (a) EDMOnet dataset inter-
polated with G-IDW algorithm (R =250m) on about 25m spatial resolution grid; (b)
EDMOnet dataset added with 100000 crowdsourced punctual depth data interpolated
on about 25m spatial resolution computational grid (R =250m).

arc minutes in latitude and longitude. The used dataset (Lat,;, =40.558°N,
Latmax =40.84°N, Lony,;,, =13.705°E, Lonmax = 14.490°E), consisting of
about 206908 points (including land mask points) was interpolated, using G-IDW
algorithm, on its original spatial resolution computational grid, fixed R =400 m.
The obtained bathymetry (Fig. 2) has a low accuracy to detect regional sea phe-
nomena, so we interpolated it still on 25 m spatial resolution grid, fixed R =250 m
(Fig. 3a), the new grid (about 2640387 points) is more dense but the depth infor-
mation in coastal area are still few. To fill this gap, we increase the dataset with
a cloud of 100000 points, between 0 and —75m water depth, collected in marine
data-crowdsourcing mode using FairWind. To do this, using the G-IDW algo-
rithm, about 2740387 points have been interpolated on a 25 m spatial resolution
lat-lon regular grid (Fig.3b) to obtain a more accurate seabed morphology.
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6 Conclusions and Future Directions

In this paper we demonstrate the performance achieved by our IDW imple-
mentation in both regular and virtualized environments. Nevertheless some
improvements could be done considering other computational approaches on
HPC systems [20]. An hierarchical approach combining distributed memory
techniques [17] and performance contracts [7] could better exploit the highly
distributed environment in which we set our prototype [5]. In the next steps,
we will focused on infrastructure improvement with regard to cloud based data
movement protocols in order to implement a reliable mechanism able to move
acquired data from the logging equipment to the cloud infrastructure for process-
ing and usage in data assimilation in order to improve the results produced by
prediction models [3] with techniques [2] devoted to improve the scalability [13].
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Abstract. The rise of new multicore CPUs introduced new challenges
in the process of design of concurrent data structures: in addition to
traditional requirements like correctness, linearizability and progress, the
scalability is of paramount importance. It is a common opinion that
these two demands are partially in conflict each others, so that in these
computational environments it is necessary to relax the requirements on
the traditional features of the data structures. In this paper we introduce
a relaxed approach for the management of heap based priority queues on
multicore CPUs, with the aim to realize a tradeoff between efficiency and
sequential correctness. The approach is based on a sharing of information
among only a small number of cores, so that to improve performance
without completely losing the features of the data structure. The results
obtained on a numerical algorithm show significant benefits in terms of
parallel efficiency.

Keywords: HPC heterogeneous systems
Concurrent data structures - Programming models

1 Introduction

Concurrent data structures are widely used in many software stack levels, rang-
ing from high level parallel scientific applications to low level operating systems.
The key issue of these objects is their concurrent use by two or more threads
(or processes) in a shared address space with a high risk of data inconsistency
caused by a bad interleaving of hardware instructions (the so-called race condi-
tion). Such a problem makes the design of these structures much more difficult
compared to their sequential counterpart, because of the need of a synchroniza-
tion protocol to ensure data consistency [24].

Furthermore, the presence of multicore CPUs in last 10 years has dramati-
cally changed the algorithms development methodologies, since these computing
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devices do not merely represent a new generation of CPUs. More precisely, it
is widely recognized that their special architecture (based on several computing
units sharing key resources such as memory, caches and buses) is forcing scien-
tists towards new programming models and new requirements imposed to the
execution of the algorithms, both in the scientific computing field and in the
more general software design field [11,18,31]. Such studies emphasize a tension
between the needs of sequential correctness and efficiency of algorithms, and in
many cases it is evident the need to rethink the software design and data struc-
ture using approaches based on randomization and/or redistribution techniques
in order to fully exploit the computational power of the multicore CPUs.

In very recent years, a new research trend is emerging, where the main under-
lying ideas are the relaxation of the semantic conditions required for the data
structures and a non-deterministic execution of the algorithms. At the same
time, the lack of a inherently sequential protocol, as one based on the critical
sections, makes it possible a higher degree of concurrency [31].

Our work joins the previous research trend and it presents a relaxed approach
to the management of a heap-based priority queue in multicore environment,
aimed to achieve high scalability relaxing the strong conditions related to a
strict replica of the behavior of the sequential data structure.

The rest of the paper is organized as follows: Sect.2 provides an overview
of the computing environment, focusing the attention on the multicore archi-
tectures and the model used to assess the performances. Section 3 is aimed to
describe the core of the paper: a relaxed approach to heap-based priority queues
in multicore environments. Section4 shows numerical tests about the efficiency
and the effectiveness of an algorithm using a relaxed heap described in Sect. 3.
Finally, Sect.5 concludes this paper.

2 The Computing Model

Current general-purpose multicore CPUs can be modeled as a collection of NV
processing elements (the cores) sharing a common memory. Updated examples of
general-purpose multicore CPUs are nowadays the Intel XEON E7 v4 series with
16 cores, the AMD Opteron 6300 series with 16 cores and the IBM POWERS
series with 12 cores. In these CPUs, each core has its own set of processor regis-
ters so that the operating system is able to schedule independent threads among
them, so that a general purposes shared-memory Single Program Multiple Data
programming model can be used. To this end several software tools are available
for the threads management, such as the POSIX Thread Library (pthreads) or
the OpenMP environment. Even if each core can execute efficiently more than
one thread, for our purpose let assume that on the N cores are in execution
just N independent threads p; (i = 0,.., N — 1), one for each core. In our com-
puting model, a multi-threaded task is then represented by the spawning of N
computing threads at the beginning of the execution, that run independently
interacting among them by means of the shared memory, up to the waiting for
their completion, according a fork-join model.
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Based on this model, we define now T'(k,z) as the total elapsed time to
complete a task with problem dimension z using k threads. For our purposes we
then decompose it as [13]:

T.(2)

T =T,
(ky2) =T + =<

+ T (k) (1)

where [13]:

— T is the running time for the serial sections of the algorithm. It is assumed
that T is independent from z and from k;

— T.(2)/k is the running time for the parallelizable sections of the algorithm. It
is assumed that parallelizable sections of the algorithm can be decomposed
in k concurrent tasks of equal running time;

— T,(k) is the synchronization overhead. We assume that T,(1) = 0 and that
T,(k) is a not-decreasing function only depending on k.

Therefore, with these definitions in hand, we can define scalable an algorithm
when, if the number of threads k£ and the problem size z are increased by a same
factor N, the running time (1) remains the same [12]. When the original number
of threads is k = 1, a formal definition for the scalability is for example:

T(1;2)
R(N,z) = ——+— 2
The (2) is often said scaled efficiency or weak scalability and its ideal value is
R(N,z) =1 but in practice a small degradation, due to operating system over-
head, is acceptable. Furthermore, under the above assumptions 1-3, if T.(Nz)/N
is a not decreasing function of NV, it is easy to prove that:

T(,z)
R(IN,2) < ———1—~2 <1 3
SR (IS ik )
The previous expression (3) represents an upper limit for the weak scalability
when the number of threads N increases, and its strong dependence on the
synchronization overhead T,(N).

3 A Loosely Coordinated Heap

It is very frequent that an application uses set of data not requiring a complete
ordering, but only the access to some items tagged with high priority. For exam-
ple many iterative algorithms attempt to reduce the numerical error accessing
only the data with maximum error, or the process scheduling algorithms for real
time applications need to access the data with the closest deadline. A priority
queue S is a dynamical data structure where each node s(k) € S, (k=1,..,K)
is tagged with a problem-dependent priority e(k). A very efficient priority queue
is a heap, that is a partially ordered binary tree where each node has a priority



28 G. Laccetti et al.

higher than its children, so that the item § with highest priority é = maxy e(k)
is in the root (the so called maz-heap property).

A heap, and more generally all dynamical data structures, is used when
there is need to process items produced at run time by the execution of the
algorithm, with an ordering depending on the application data and that cannot
be envisaged. Therefore, in many scientific applications, the heap is periodically
updated in an iterative section as in the following Algorithm 1.

Algorithm 1. Updating heap in an iterative algorithm
while (stopping criterion == false) do iteration j

remove(max_priority_item)
process data

produce new items

insert( new items)

endwhile

Usually, at each iteration j, the item with the highest priority is removed
from the root, and it is replaced by two o more new elements. If all threads
process data with high priority, a fast convergence of the iterative process is
ensured.

In a multicore CPU, an efficient way to reorganize the Algorithm 1 is to pro-
cess several nodes simultaneously by threads running on different cores, with the
aim to share among them the items with the highest priority. In a centralized
approach, where all threads access a single shared heap with a global synchro-
nization, all the basic operations on the heap must be carried out in a critical
section, with a strong scalability degradation.

In the case of N threads entering M times in a critical section one at a time,
the total overhead is T,(N) = M(N — 1)t. = O(N), where t. is the time to
traverse the critical region, so that from (3) follows R(N, z) < O(N~1). Because
of the linear dependence on T,(N) on the number of threads N, the scaled
efficiency R(N, z) will quickly decreases, so the algorithm is poorly scalable. For
these reasons, our first step in the development of a scalable heap, is to remove
all global critical sections from the algorithm. To this aim, we give up the idea
of a single centralized heap, and we reorganize the heap S in N separate heaps
S;, one for each thread p;, each of them accessing its private data structure
without synchronizations with other threads. Without global synchronization,
we have a pleasantly parallel algorithm (e.g. [12]), where it easy to show that
T,(N) = const.

However also this approach has a side effect: because the complete disjunc-
tion of the heaps S;, the N items with the highest priority s; may not be the
ones that globally have the highest priority, so that some threads can process
unimportant items with no significant progress for the whole application. There-
fore it is important to observe that, in case of items with priority very poorly
distributed among the heaps, it should be desirable a periodical redistribution



Relaxing the Correctness Conditions on Concurrent Data Structures 29

strategy for the §; in order to balance the critical items among the threads. Actu-
ally the sequence of items with high priority is unpredictable, and it is impossible
to distribute them uniformly among the several heaps before the computation,
with the aim to process only the items with highest priority at each iteration. In
other words we have to deal with the contraposition between algorithms with cen-
tralized heap requiring several global synchronizations where all threads always
process items with high priority, and algorithms with data structures distributed
in several locations without synchronizations but with the risk that some threads
process unimportant items. Our approach is aimed to address the above contra-
position, by means of a tradeoff based on the periodical reorganization of the
items §;, only among a small group of threads, with a synchronization overhead
that does not depend on the number of threads IN. More precisely the IV threads
p; are logically organized according a 2-dimensional periodical mesh Ms. This
structure is a virtual grid of Ag x A; = N threads, arranged along the points
of a 2-dimensional space with integer non negative coordinates, and where a
shared buffer between each couple of connected nodes is established. The buffers
are used to allow sharing data between two threads according to a producer-
consumer protocol. In addition, the corresponding threads on the opposite faces
of the mesh are connected too, so that the mesh is periodical. In a 2-dimensional
periodical mesh, each thread p; has 4 neighbors: 2 for each direction. In the hor-
izontal direction (dir = 0), we define pg(i) and pl(-i) respectively the leftmost and
the rightmost thread of p; in Mj. Analogously in the vertical direction (dir = 1)
we define pfl_) and pf_lg the lowermost and the uppermost threads of p;.

We now define S* a loosely coordinate heap [21] as a collection of partially
ordered binary trees S; ¢ = 0,.., N — 1 with the max-heap property, where the
roots are connected among them according to a given topology. In our loosely
coordinated approach, at the iteration j, each thread p; attempts to share its item
$; € §;, with highest priority é; only with the next thread pgi”) in the direction
dir = mod(j,2) of the mesh My, that is alternatively in the two horizontal and
vertical directions. More precisely, in a fixed direction dir let é; é;4 and é;_ be
respectively the highest priority of the items in the heap root of the threads
Di, pgfr) and pﬁzr). If é; > é;4 then the item §; € S; with highest priority é;
is moved to the heap S;; along the direction dir, using a producer-consumer
protocol on the shared buffer. In the same way if é;_ > é; the item §;,_ € S;_
with highest priority é;_ is moved to the heap S;. In this way, the critical items
with highest priority are passed from thread in thread, an iteration after the
other, through all the nodes of Ms. The loosely coordinated heap management,
described for the i-th thread p; with a Single Program Multiple Data (SPMD)
programming model, is then reported in Algorithm 2.

About the scalability, it should be noted that in the proposed data redis-
tribution, at each iteration j, there are not global synchronizations among

threads p; and each of them exchanges data only with the two threads pgfr)

and pz(-(i"), so that the cost of threads synchronization is T,(N) = O(1) because
it does not depends on the number of threads N. From (3) it follows that
R(N, z) < const < 1, so that the resulting algorithm can be considered scalable.
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Algorithm 2. SPMD version of Algorithm 1
with a loosely coordinated heap
1 Determine pgd_w) and pl(-iw), (dir =0,1)
2 initialize S;
3 while (stopping criterion == false) do iteration j
4 define dir = mod(j,2)

5  share é; with the closest threads pgd_”) and pgiir)
6 if (él > élJr) then

7 remove (§;) from S;

8 produce (§;) for pgizr)

9  endif
10 if (éi_ > él) then
11 consume (§;_) produced by pgd_w)
12 insert (§;,_)in S;
13  endif

14 remove(max_priority_item)

15  process data

16 produce two o more new items
17 insert( new items)

18

19 endwhile

4 A Numerical Case Study

A scientific computing area where heaps are widely used is the development of
adaptive algorithms for numerical computation of multidimensional integrals:

I(f):/Uf(g)dgz/Uf(scl,...,xd)dml---dxd, (4)

In (4) U = [a1,b1] X - - - X [ag, bq] is a d-dimensional hyper-rectangular region.
Because the scientific importance of such problem, since the 1980’s several effi-
cient parallel routines have been developed for its solution. Most of them (see for
example [3,19,20,22]) are based on adaptive algorithms, that allow high accu-
racy with a reasonable computational cost.

An adaptive algorithm for the computation of (4) is an iterative procedure
processing a family of hyper-rectangular subdomains s(k) (k = 1,..,K) of a
partition P of U with the aim to compute a sequence QU) approaching I(f)
and a sequence |EU)| of approximations of the error |QU) — I(f)| approaching
0, until a stopping criterion is not satisfied. Since the convergence rate of this
procedure depends on the behavior of the integrand function (presence of peaks,
oscillations, and so on), in order to reduce as soon as possible the error, at the
iteration j, the algorithm splits in two parts, s(A) and s(u), the subdomain
§ € P with maximum error estimate é. The two new subdomains take the place
of § in the partition P, that is: P = P — {5} U {s(\) , s(u)}. In a similar way
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the approximations Q) and E\) are updated. A natural implementation of a
such procedure can be done with a priority queue with the max-heap property,
where the nodes of the heap S contain the subdomains s(k) of the partition
P, and where the priority is represented by the error estimate e(k) in each
subdomain. The subdomain § to be split at the iteration j, with maximum error
estimate € is then in the root of the tree. For such a reason, to implement an
adaptive in a multicore based computing environment, it is possible to use the
loosely synchronous approach to the heap management previously described in
Sect. 3. More precisely, after the arrangement of the N threads p; according
a 2-dimensional periodical mesh My at the beginning of the algorithm, the
integration domain U is fairly subdivided in N equal subdomains s;, each of
them assigned to a thread p;. Such a step represents the initialization of S; in p;.
Then, each thread p; of the algorithm repeatedly refines the subdomains in the
heap root §; € S;, sharing them with the neighboring threads pgd_lr) and pgizr),
along the 2 directions dir of M.

To test the effectiveness of our approach we use a test functions family taken
from the Genz’s package [14]:

{0 if 21 > 31 or x5 > (32

flz) = eXp(Ei:l,...,d a; x;) otherways

where U = [0, 1]¢ with d = 10 and «; < 1 and 3; < 1 are positive random value.
The values of o; are scaled according to d? > a; = 100 in order to control the
difficulty of the function. The integrand function has a integrable discontinuity
along the edges of the rectangle [0, 5] x [0, 52]. For such a reason, the error
estimate procedure will compute a very large error only in those subdomains
where x1 = 31 or 9 = (32, that will be managed only by some threads. Without
a suitable redistribution of the subdomains with large errors, only one thread
will perform an useful job, while the other threads will refine subdomains where
the error is already small enough.

For the experiments of this case study we use a computing system based on 2
CPUs Intel Xeon E5-4610 v2 with 8-core at 2.33 GHz, and a shared main memory
DDR3 of 256 GB at 133 MHz. The system runs an operating system Scientific
Linux 6.2, with GNU C compiler version 4.4 and POSIX Thread Library.

A first set of experiments is aimed to measure the scaled efficiency of the
algorithm as defined in (2) with the described test function, with an approach
similar to the one described in [10]. In this case the problem size z when N = 1 is
the total number of evaluations of the integrand function f(z). The quadrature
rule on the basis of the adaptive algorithm is based on the Genz and Malik rule
[15], and in d = 10 dimensions it requires m = 1245 function evaluations, so that
the number of iterations, at the basis of the algorithm stopping criterion, can
be computed by dividing the total number of function evaluations Nz by 2m,
because in each iteration the algorithm evaluate the quadrature rule in the two
subdomains s;(\) and s;(@). Therefore we run the algorithm in two way:

— Option (a): without redistribution procedure (i.e. without rows 4-13 in
Algorithm 2): the integration domain U is equally distributed among the
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N threads p; and the calculation goes on without interaction among threads.
In this case any difficulties in the integration domain are not shared among
the threads.

— Option (b) with redistribution procedure (i.e. with rows 4-13 in Algorithm
2): after the same distribution of U among the threads, the computation
attempts to balance the work load among the local data structures S; of the
loosely coordinated heap &*, as described in Sect. 3. In this case the difficulties
in the integration domain are shared among the threads.

To this aim we used 10 different integrand functions with different values of «;
and (; in order to test different locations and sharpness of the discontinuity.

In Fig. 1 are reported respectively the scaled efficiencies of the algorithm for
both tests with Option (a) and Option (b). More precisely are reported the best
value, the worst value and average values, over the 10 test functions, of the scaled
efficiency as defined in (2) with N = 16 threads and z = 250000, 500000, 750000,
1000000 integrand function evaluations.
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0 ‘ 0 |
250000 500000 750000 1000000 250000 500000 750000 1000000

Fig. 1. Scaled efficiency of the adaptive algorithm. Left: 16 threads and Option (a).
Right: 16 threads and Option (b). o = worst case - /A = average case - 0 =best case

Mainly for large values of the number of function evaluations (z = 750000
and z = 1000,000) we observe a very small difference between the two cases,
confirming, once again, our expectation of a small impact of the redistribution
procedure among the threads on the scaled efficiency. In the worst case, the
scaled efficiency is about R(N, z) ~ 0.6 with both Options (a) and (b), and it is
only 0.1 larger with Option (a) with respect to Option (b) in the best case. The
average values differ of only 0.05 between Option (a) and Option (b).

A second set of experiments is aimed, instead, to measure the benefit of
the proposed redistribution procedure on the accuracy of the results. This is
a critical experiment because it is tested the ability of the loosely coordinated
heap S&* to supply effectively high-priority items to the threads. Also in this
case we used the function described for the previous experiment. In Fig.2
are reported the estimated numerical error, with N = 1 thread and N = 16
threads. Furthermore, with N = 16 threads we executed the Algorithm 3 with
Option (a) and Option (b). In all cases we report the numerical error with
z = 250000, 500000, 750000, 1000000 integrand function evaluations for each
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thread, so that the total number of function evaluations is Nz. It is possible
to observe the great benefit on the numerical error, achieved when the number
of function evaluations z in each thread is increased, as well as when are used
N = 16 threads with Option (b). On the contrary, the execution of the algorithm
with N = 16 threads and Option (a) produces a poorly significant improvement
in numerical accuracy respect to the case with N = 1 thread. That means that,
in this case, only 1 thread performs useful work.

1E-02

1E-04 O

1E-06 A\\E\\E\B
1E-08 I~ \\A
1E-10 \S\\S\e

1E-12

250000 500000 750000 1000000

Fig. 2. Numerical error vs number of function evaluations o =16 threads with Opt.
(b) - A =16 threads with Opt. (a) - O=1 thread

5 Conclusion

In this paper we proposed a relaxed model for heap-based priority queues in
multicore environments. The work is motivated by the need to achieve a balance
between two contrasting requirements on the data structure: correctness and
scalability. The first one requires global access to the data structure in order to
assess traditional issues such as the linearizability [17]; on the other hand, high
efficiency can be achieved in parallel environments only if the synchronization
cost is independent from the number of processing units. To this end, we have
developed an approach based on a distribution of the data structure among the
computing units where the synchronization strategy involves only a small (and
constant) number of processing units.

Our experiments show that such a strategy is able to realize an effective
compromise between the two requirements. More precisely, we compared our
algorithm with a pleasantly version of the same algorithm without redistribution
of the node in the data structure, and we observed a gain of at least 3 significant
digits in accuracy with a loss of efficiency of only 5% in the average case.

In any case it should be noted that modern computing environments are
based on hybrid forms of parallelism, where large clusters are connected together
by means of grid and/or cloud infrastructures. Therefore, we plan to inte-
grate the resulting software in geographically distributed systems or com-
puting environments (e.g. [6,7]) as we did already for other applications in
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[1,2,8,9,16,23,25,26], paying special attention to the techniques developed to
enhance the performance [5], the fault tolerance [4], the transparent use of
resources [27,28,30] and the load balancing among them [29].
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Abstract. Driven by the emerging requirements of High Performance
Computing (HPC) architectures, the main focus of this work is the inter-
play of computational and energetic aspects of a Four Dimensional Varia-
tional (4DVAR) Data Assimilation algorithm, based on Domain Decom-
position (named DD-4DVAR). We report first results on the energy con-
sumption of the DD-4DVAR algorithm on embedded processor and a
mathematical analysis of the energy behavior of the algorithm by assum-
ing the architectures characteristics as variable of the model. The main
objective is to capture the essential operations of the algorithm exhibit-
ing a direct relationship with the measured energy. The experimental
evaluation is carried out on a set of mini-clusters made available by the
Barcelona Supercomputing Center.

Keywords: Data assimilation - 4DVar - Domain Decomposition
Embedded processor architectures + Energy consumption

1 Introduction and Motivations

Data assimilation (DA) is an uncertainty quantification technique by which mea-
surements and model predictions are combined to obtain an accurate representa-
tion of the state of the modeled system [8,13]. Due to the scale of the forecasting
area and the number of state variables used to describe ocean or atmosphere for
climate or weather predictions, DA applications are large scale problems that
should be solved in near real-time. This mandates to design and develop DA
algorithms to be run by exploiting High Performance Computing (HPC) envi-
ronments till to the heterogeneous ones composed by multiprocessors multicores
and graphics accelerators (see for example [10,16,17]).

During the last 20 years, parallel algorithms for DA have been investigated
by a number of federal research institutes and universities. Up to now, the main
efforts towards the development of parallel 4ADVAR DA systems were achieved in
numerical weather prediction applications, namely by the ECMWF (European
© Springer International Publishing AG, part of Springer Nature 2018
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Center for Medium-Range Weather Forecasts), in Reading (UK) and by the
NCAR (National Center for Atmospheric Research), in Colorado (USA). In this
paper, we employ a 4DVAR algorithm described in [1,2,9], named DD-4DVAR,
based on a Domain Decomposition approach. In [5,15,18,19] are described some
different approaches to take full advantage of emerging HPC architectures. In
the model we employ, the parallelism is achieved by dividing the global problem
into multiple local 4DVAR DA sub-problems solved across processors. The global
solution is obtained by collecting the local minimums. The sub-problems are
handled by a slightly modified 4DVAR algorithm, custom implemented on an
ARM-based low-energy node with the aim of minimizing the overall energy-to-
solution experienced by the application.

The performance and energy cost of a parallel algorithm executing on HPC
systems have different trade-offs, depending on how many processors the algo-
rithm uses, at what characteristics these processors have, and the structure of
the algorithm. Due to the interest of the HPC community towards low-power
architectures such as the ones used in smartphone and tablets [20], we report
in this paper the first results on the energy consumption of the DD-4DVAR
algorithm on embedded processor. Note that our approach addresses the prob-
lem in the spirit of scalability analysis of parallel algorithms as distinct from
practical performance analysis on specific architecture. We provide a mathemat-
ical analysis of the energy behavior of the DD-4DVAR algorithm as function
of the architectures characteristics of the platforms where are executed. The
main objective is to capture the essential operations in the algorithm exhibit-
ing a direct relationship with the measured energy. Such analysis will enable
predicting the energy requirements of the DD-4DVAR code, provided that a
set of architecture-dependent parameters are available, as well as understand-
ing its energy breakdown, which may in turn underpin a systematic approach
to combined performance/energy optimization. The experimental evaluation is
carried out on a set of AMR based platforms made available by the Barcelona
Supercomputing Center in the context of the Mont-Blanc European project [21].
The evaluation, aimed at understanding the energy breakdown and the related
scalability issues, pointing out the importance of the underplay between parallel
performance and energy optimization.

2 The DD-4DVAR Computational Kernel

Hereafter we provide a concise formalization of the DD-4DVAR model we imple-
mented in Algorithm 1 [2].

Let t, Kk =0,1,...,n be a sequence of observation times and, for each k, let
be

oy = a(ty) € RY (1)

the vector denoting the state of a sea system such that zp = My (xx—1) with
My, - RN — RN forecasting model.

At each time step tg, let be

Y = Hk(l‘k) c RP (2)
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the observations vector where Hj, : RY +— R? is a non-linear interpolation oper-
ator collecting the observations at time tj.

The aim of DA problem is to find an optimal tradeoff between the current
estimate of the system state (background) defined in (1) and the available obser-
vations yy, defined in (2).

Let (3) be an overlapping decomposition of the physical domain {2 such that
;N §2; = 25 # 0 if 2, and §2; are adjacent and (2;; is called overlapping
region [2].

Nsub

0= UQ (3)

For a fixed time t; = to, according to this decomposition, the DD-4DVAR, com-
putational model is a system of N, non-linear least square problems described
in (4)—(5) where J; in (5) is called cost-function.

Nsup . DA
DA argming, Ji(zg,”) on  §2;
g P4, with g, { 0 on Q-0 (4)

A DA DA
Ji(xg ) = x5 —xq! 1%, +Z|\gk xo ) = yillk, + %64/ 25 — %6 /235l

()
where G, = My o Hy.

zf4 in (4) is the analysis (i.e. the estimation of the vector z5* at time to).
The variables x¢, and yy, are the same vectors xg and y in (1) and (2) defined
on the subdomain 2;, R; and Bj are the covariance matrices whose elements
provide the estimate of the errors on yi, and on x,, respectively.

Let d = [yr — H(zk)] be the misfit, by using the linearization of H such that
H(z) = H(z + dx) + H dx, where H is the matrix obtained by the first order
approximation of the Jacobian of H and, by setting v; = V.I'§z;, with V; such
that B; = V; V., the cost function in (5) is written as:

1
Ji(v;) = 2v v; + = Z (G, Vivy — dy, )TRk (G, Viv; — dy;)
1 _ _
+ i(Vijvj = Vi )T (Vigvi” = Vijvy) (6)

The minimum of the cost function J; in (6) is computed by the L-BFGS method
[22] which implements a quasi Newton method. Then we need to compute
VJ;(v;) such that:

N
VJi(vi) = v+ Y_ViLGE R NG, Vivi — di,) (7)
k=0

where G{, is the adjoint operator of Gy, .
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Algorithm 1. The DD-4DVAR algorithm on each subdomain £2; X [tg, t,]

1: Input: {yk, }r=o,....m and ¢!
2: Define Hy,
3: Compute di, < yr, — Hi, My, ... M1,x)! % compute the misfit
4: Define Ry, starting from the observed data y,
5: Define V; starting from a temporal sequence of hystorical data {I%}k:o,,..,M
6: Define the initial value of dzP#
7: Compute v; — V;I §zP4
8: repeat % start of the L-BFGS steps
9: Send and Receive the boundary conditions from the adjacent domains
10: Compute J; < J;(v;) % Defined in (6)
11: Compute gradJ; — VJ;(v;) % Defined in (7)
12: Compute new values for v;
13: until (Convergence on v; is obtained) % end of the L-BFGS steps
14: Compute xf)A «— xévi[ + Vivi
3 Energy Analysis of the Algorithm
In this section we set a DD-4DVAR algorithm configuration and we perform a

mathematical analysis of the energy behaviour of the algorithm.

For the DD-4DVAR algorithm configuration we assume:
N defined in (1), which is the dimension of the problem, such that

N=ngxnyxn,=nxnx3

as this does not affect the generality, where n € N/, n > 1;
a 2D decomposition along the x-axes and the y-axes such that each subdomain
has dimension:

Nizﬁxﬂx& (8)
p p

where p € A, p > 1. Then, Ny, the number of subdomain in (3) (which
constitutes the domain decomposition) is

Nsub = p2 . (9)

the algorithm be implemented on a parallel architecture by employing nproc
processors such that nproc = Ngyp, i.. from (9), we are assuming

nproc = p*.

Concerning the energy model, we assume that [14]:

the energy consumption is additive and it is essentially proportional to the
respective activity intensity in each component of the computing architecture,
in terms of compute operation count, exchanged messages, memory accesses,
plus a static energy contribution which is not affected by the activity and
only depends on the considered time interval.
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Based on the above assumption, we can write the energy breakdown as:

EHC (p7 n) = Ecomp (pa n) + Emem (p’ ’fl) + Emes (p; n) + Estatic(p7 Tl) (10)

where the superscript HC' denotes the dependency on the computing architec-
ture, and

— Ecomp(p,n) is the energy for computation:

Ecomp(pa n) =E;- f2 : Mcomp(pa n)7 (11)

where Ey is a hardware constant [7], ficomp(p,n) is the number of computa-
tions and f is the frequency;
— Emem(p,n) is the energy for memory accesses:

Emem(pv n) =FEp,- ,umem(pv TL), (12)

where E,, is the energy consumed for a single memory access (both read and
write) and and fimem (p, ) is the number of memory accesses;
— Emes(p,n) is the energy for message transfers:

Emes(pu n) =F;- Mmes(pu n)7 (13)

where E; is the energy consumed for a single message transfer between the
processors and fimes(p, ) is the number of message transfers at all processors;
— FEstatic(p,m) is the static energy:

Estatic(p7 TL) =k - f : Tactive(py TL) (14)

where F) is a hardware constant [7] and T,etive(p, 1) is the execution time for
performing the whole algorithm.

Let

— Nr_Bras,p be the number of L-BFGS steps (see Steps 8-13 of Algorithm 1)
which depends on the sub domains dimension (i.e., from (8), it depends on

p) [3);
— ngc be the maximum size of the allocable problem in the memory cache of
the architecture HC.

— pHC be the maximum number of cores of the architecture HC.

By assuming

n<nf° p<plt (15)

and by analyzing the time complexity of Algorithm 1, we can estimate the order
of magnitude of the energy consumption by the following result.

Theorem 1. By assuming (10), (11)-(14) and (15), it holds:

4

E"C(p,n) = O (cHC<p> ~ 9p2) (16)
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where EHC (p,n) denotes the energy consumption defined in (10) and where
CHC(p).'
C"%(p) = Eq- Nr_prasp + Ei - tiop (17)

with tr10p denotes the unitary time required for the execution in each processor
of one floating point operation.

Proof: Let S;(p,n) and V;(p,n) denote the number of floating point exchanges
at each algorithm iteration and the floating point computations at each iteration
respectively, proportional to surface area and the volume of each subdomain in
Algorithm 1:

Si(p,n) = 12° (18)
p
n2
then ticomp(Ds 1), tmem (1, D) and pimes(p,n) are such that:
/f«comp(py n) = NLfBFGS,p 'P2 : ‘/;2(177 ’I’L), (20)
,umem(pa TL) = 2JVL—BFGS,[) 'p2 . M(pv Tl), (21)
,Umes(pa ’/l) = NL—BFGS,p 'P2 : Si(pv n)a (22)

Also we assume Tyetive(p, 1) be the execution time for performing V2 (p,n) float-
g point operations:

Toctive (p, n) = tflop : ViQ (p7 n) (23)

Then, from (10), (18)—(19) and (20)-(22), it holds

712 2 nQ
E"C(p,n) = Ea- No-pres,y (v°) <3p2> -+ Em - 2Nr_pras () (3])2)

n n n? 2
+ Et . NLfBFGS,p (p2) (6 + 6) + El 'tflop(p2) (32> : f
p p p
(24)

As we run in a single computational node (i.e. p < Pmax as expressed in (15))
this means that we are not implying communications, so the third term can be
neglected. From qualitative observations, we can assume that the second term
can be neglected because we fit the whole data in cache (as expressed in (15)),
therefore a negligible number of access to the main memory are performed. Then
the (16) follows.

Definition 1 (Energy Variation parameter). We denote with Energy Variation
parameter the ratio
EHC (pl ) n)

VEp o = - bt
php? EHC (pQ’ 7’L)

(25)
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The following result holds:

Proposition 1. For a fized architecture and, under the hypothesis of Theorem 1,
it is )
P2 (
—= 26)
I

VEprQ >

for pa > p1.

Proof: From (24) and (16) for a fized value of n, it is

CHC 2
VEy 2 = ¢ (p) 2 (27)

CHC(Pz) p%

We observe that, from (27), it is

CHC(Pl) P%
—>1=VE > =
CHC(pg) pl,p2 p?

which gives:
2

CHC (p1) > CHC(py) = VEy1 0 > % (28)

1
From (28) and (17) it is

CH%p1) > % p2) <= Ea-Ni—5rcsp +Eitfiop > Ea'Ni—prasp,+Eitiop
As for a fized architecture, the values of Eq, E; and tyi.p are also fized, it is

CHO(py) > C%(py) <= Nir_Brasp > NL—BrGsps

Due the better conditioning of the smaller problems, it is Ni_prgs,p, >
]\/VL_BFGSJg2 [3/ Then the (26) holds.

Remark 1. We observe that, if the (15) is not satisfied, then C*C(p) includes
also E,es which increases as the number of processors increases. In that case,
for pg > p1, it is:

CHp2) = €M (p1) (29)

which gives
3
VEpl,p2 < )
1

(30)

4 Experimental Results

The proposed approach is validated on a case study based on the linear Shallow
Water Equation (SWE) for n = 64, i.e. we consider a fixed size configuration of
the DD-4DVAR  algorithm and we discuss results obtained by varying p.
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Table 1. Reference architectures details

Specifications Cavium ThunderX | Nvidia JetsonTx1 | Samsung Exynos
Instruction set ARMvS8 ARMv8 ARMv7

Num. of cores/node | 2-48 4 2

Num. of cluster nodes | 1 16 16

Clock freq. [GHz] 2.5 1.73 1.7

L2 cache size [MB] 16 2 1

The experiments are been conducted on architectures available at the
Barcelona Supercomputing Center (BSC) and the power measurements have
been enabled by the Mont-Blanc computing environment [21].

In Table 1 are summarized the reference architectures. HC' = CT refers to a
single Cavium ThunderX server [23], HC' = JT refers to a cluster of 16 nodes
of Nvidia JetsonTx1, while HC' = M B refers to a partition of 5 nodes of the
Mont-Blanc prototype cluster [21] used for this work.

Relying on the potential of the Mont-Blanc computing environment, we were
particularly interested in the results in terms of power efficiency and energy-
to-solution. Here we provide results in terms of (measured) Energy Variation
Parameter defined in (25) and computed using the values of energy consumptions
given by EHC(p,64) = Pfc . ch, where Pfc and ch are the power and
the execution time respectively. We compare the obtained results with the upper
and lower bounds provided in (26) and (30).

We observe that, in Table1, the Cavium ThunderX has 16 Megabyte of
memory cache which allows to satisfy condition in (15). In fact!,

nET =16 -nc1 =96>64=n, p<pSl =2-48=96.

Under condition (15), the (26) holds as confirmed by the results in Table 2.

Table 2. Cavium ThunderX

P BT LT EYT(p,64) VB, p?/1
125.0W | 9065 | 113250.0 J | 1.0
41255W | 211s| 264805 43 | 4
16 1265W | 42s| 5313.0J 213 |16

J—

The JetsonTx1 and Mont-Blanc, with 2 Megabyte and 1 Megabyte of cache
instead (see Table1) do not satisfy (15). In fact, nZf = 2-nc; = 12 and

! Due the time complexity of the computation, for each Megabyte, the values on
nc which is independent from the computing architecture, is such that: nc1 =

[( 1048576

1
e )6-‘ = 6, where [-] denotes the integer part.
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Table 3. JetsonTx1

f = 800000

p’ BT T E(p,64) VEL, p*/1
5.3W 4295 2273.7J | 1.0
4 6.6W|115s 759.0J 3.0 4
16 6.6W | 45s 297.0J (7.7 16
f = 1700000
p> PJT T ETT(p,64) VE:, p*/1
6.5W | 210s 1365.4J | 1.0
4/10.0W| 86s 860.6J 3.1 4
16 10.0W | 21s| 210.0J |65 16

—

Table 4. Mont-Blanc

f = 800000
p* | BB | T)B | EMB(p,64) | VEL, p*/1
1/5.4W|375s [2025.0 J 1.0

4/5.5W | 86s | 473.0J 4.2 4
16 | 5.5W | 23s | 126.5J 16.0 |16

£ = 1700000
P’ BT TP BME(p,64) | VE1, p?/1
154W 181s | 97747 | 1.0

4|/5.5W | 48s 264 J 3.7 4
16 | 5.5W | 13s 71.5J 13.7 |16

n%B =1-n¢g,1 = 6 for the JT and MB respectively, both smaller than n = 64.
In these cases, the upper bound in (30) holds as confirmed by the results in
Tables 3 and 4.

5 Conclusions

We introduced an energy analysis of the DD-4DVAR algorithm for data assim-
ilation problems. An implementation of the algorithm was evaluated on some
prototype ARM-based platforms made available by the Barcelona Supercomput-
ing Center. We performed the analysis of the energy behaviour of the algorithm
depending on several architectures characteristics. A preliminary experimental
evaluation confirmed the estimations provided by our analysis on a fixed size
problem varying the number of processors. As a future development, we aim
at scaling up the methodology by demonstrating energy-driven parallelization
approaches on production-grade ARM-based HPC clusters.
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Future developments could be straightforwardly take into account the exper-

tise of scientists of our workgroup, to face fault-tolerance problems [4,6,18] as
well as implementations in cloud and/or distributed environments [11,12], and
in heterogeneous ones [15,19].

Acknowledgment. The research has received funding from European Commission
under H2020-MSCA-RISE NASDAC project (grant agreement no. 691184) FP7 Mont-
Blanc and Mont-Blanc 2 (grant agreements no. 288777 and 610402), H2020-FET Mont-
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Abstract. We consider the Incremental Strong constraint 4D VARia-
tional (IS4DVAR) algorithm for data assimilation implemented in ROMS
with the aim to study its performance in terms of strong scaling scalabil-
ity on computing architectures such as a cluster of CPUs. We consider
realistic test cases with data collected in enclosed and semi enclosed seas,
namely, Caspian sea, West Africa/Angola, as well as data collected into
the California bay. The computing architecture we use is currently avail-
able at Imperial College London. The analysis allows us to highlight that
the ROMS-IS4DVAR performance on emerging architectures depends on
a deep relation among the problems size, the domain decomposition app-
roach and the computing architecture characteristics.

Keywords: Data assimilation -+ 4DVAR algorithm
Performance analysis - Parallel algorithm

1 IS4DVAR Algorithm

The Incremental Strong Constraint 4DVAR (IS4DVAR) Algorithm is one of
Data Assimilation modules of the Regional Ocean Modelling System (ROMS)
[18-20]. It solves a regularized Non Linear Least Square (NL-LS) problem of the
type (see [2—4,8,22] for details):

argmingegy Jpa(u) = argmingesy |Fpa(a, M2 u) R, B,v, A, Q)|

where MA*? the predictive model defined in the time-and-space physical
domain A x {2 with initial condition ug, R, and B the covariance matrices
and v the vector of the observations.
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The common approach for solving NL-LS problems consists in defining a
sequence of local approximations of Jp4 where each member of the sequence is
minimized by employing Newton’s method or one its variants (such as Gauss-
Newton, L-BFGS, Levenberg-Marquardt). See Algorithms 1 and 2. Approxima-
tions are obtained by means of truncated Taylor’s series, while the minimum is
obtained by using second-order sufficient conditions [1,24] (see step 7 of Algo-
rithm 1). In particular, two approaches could be employed:

(a) by truncating Taylor’s series expansion of Jp4 at the second order such as
Newton'methods (including LBFGS and Levenberg-Marquardt) following
the Newton’s descend direction (see Algorithm 3);

(b) by truncating Taylor’s series expansion of Jpa at the first order such as
Gauss-Newton’s methods (including Truncated Gauss-Newton or Approx-
imated Gauss-Newton) following the steepest descend direction, which is
computed solving the normal equations arising from the local Linear Least
Squares (LLS) problem (see Algorithm4).

In ROMS-IS4DVAR the NL-LS problem is solved by using Gauss-Newton’s
method, where solution of normal equations system is obtained by applying a

Algorithm 1

1: procedure IS4DVAR(in : M2X? uf, R, B v, A, 2;out : uDA)

2: %Run MA*2 with initial condition u§ for computing u®, in A x 2
3w’ = Mg

4: k:=0,ub, =uby,

5: repeat

6 k=k+1

7 Call NLLS(m MA%2 R B,v,u’, A, 2;out : u, )

8 until |[uf, — ub | < eps

9: end procedure

Algorithm 2

1: procedure NLLS(in : M2*? R, B,v,u®, A, 2;0ut : ul,)

2 Initialize u® := u®;

3 Initialize k£ = 0;

4 repeat

5: % Compute du® 4 = argminJIpa by using QN or LLS
6: If (QN) then

7 Call QN (in: M2*%? R,B,v,u’, A, 2;0ut : u%, )
8: Elself (LLS) then

9: Call LLS (in : M2*? R, B,v,u’, A, 2;0ut : u’h,)
10: EndIf
11: Update u®, = uf , + du’ 4
12: Update k=k+1
13: until (convergence is reached)

14: end procedure
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Algorithm 3

1: procedure QN(M2*? R, B,v,u’, A, 2; out : u ,)
2 Initialize u) 4 := u%;
3 Initialize k£ = 0;
4 repeat
5: %Compute duf, 4, = argmin Jgg, by Newton’s method
6: 1.1 Compute VJIpa(uf ) = VFEL 4 (uh4)VFpa(uby)
7 1.2 Compute V2Ipa(u®) = VFE 4 (u*)VFpa(uh 1) + Q((ub4))
8 1.3 Solve V2Ipa(uf 4)oul, = —VIpa(uba)
9: Update u®, = u® , + dub,
10: Update k=k+1
11: until (convergence is reached)

12: end procedure

Algorithm 4

1: procedure LLS(M“*? R, B,v,u’, A, 2;out : u}))

2 Initialize u® := u®;

3 Initialize k£ = 0;

4 repeat

5: Compute VIpa = VFL 4 (ub 1) VFpa(uh )

6: %Compute duf, 4, = argmin JEL by solving the normal equations system:
7 Solve VFL4(ufa)VFpa(upa)dups = —VEL4(uha)Fpa(upa)

8: Update u®, = uf, + du’ ,

9: Update k=k+1
10: until (convergence is reached)

11: end procedure

Krylov subspace iterative method (this task is also referred to as the inner-
loop while the steps along the descent direction are called the outer-loop) (see
Algorithm 6). IS4DVAR is described in Algorithms 5 and 6 [13]. Finally, in Fig. 1
we report the flowchart of IS4DVAR algorithm as it is implemented in ROMS.

Figure1 illustrates the IS4ADVAR Algorithm as it is implemented in ROMS
and in Fig.2 we describe the software architecture of ROMS. For details see
description in [18].

2 Performance Assessment of Parallel IS4DVAR
Algorithm

As IS4DVAR is part of the ROMS, the parallelization strategy implemented for
the ISADVAR algorithm takes advantage of the parallelization strategy imple-
mented in ROMS. I