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Preface

This volume comprises the proceedings of the 12th International Conference on
Parallel Processing and Applied Mathematics – PPAM 2017, which was held in Lublin,
Poland, September 10–13, 2017. It was organized by the Department of Computer and
Information Science of the Czestochowa University of Technology together with Maria
Curie-Skłodowska University in Lublin, under the patronage of the Committee of
Informatics of the Polish Academy of Sciences, in technical cooperation with the IEEE
Computer Society and ICT COST Action IC1305 “Network for Sustainable Ultrascale
Computing (NESUS)”. The main organizer was Roman Wyrzykowski.

PPAM is a biennial conference. Ten previous events have been held in different
places in Poland since 1994. The proceedings of the last six conferences have been
published by Springer in the Lecture Notes in Computer Science series (Nałęczów,
2001, vol. 2328; Częstochowa, 2003, vol. 3019; Poznań, 2005, vol. 3911; Gdańsk,
2007, vol. 4967; Wrocław, 2009, vols. 6067 and 6068; Toruń, 2011, vols. 7203 and
7204; Warsaw, 2013, vols. 8384 and 8385; Kraków, 2015, vols. 9573 and 9574).

The PPAM conferences have become an international forum for the exchange of
ideas between researchers involved in parallel and distributed computing, including
theory and applications, as well as applied and computational mathematics. The focus
of PPAM 2017 was on models, algorithms, and software tools that facilitate efficient
and convenient utilization of modern parallel and distributed computing architectures,
as well as on large-scale applications, including big data and machine learning
problems.

This meeting gathered more than 170 participants from 25 countries. A strict review
process resulted in the acceptance of 100 contributed papers for publication in the
conference proceedings, while approximately 42% of the submissions were rejected.
For regular tracks of the conference, 49 papers were selected from 98 submissions,
giving an acceptance rate of 50%.

The regular tracks covered such important fields of parallel/distributed/cloud com-
puting and applied mathematics as:

– Numerical algorithms and parallel scientific computing, including parallel matrix
factorizations and particle methods in simulations

– Task-based paradigm of parallel computing
– GPU computing
– Parallel non-numerical algorithms
– Performance evaluation of parallel algorithms and applications
– Environments and frameworks for parallel/distributed/cloud computing
– Applications of parallel computing
– Soft computing with applications



The invited talks were presented by:

– Rosa Badia from the Barcelona Supercomputing Center (Spain)
– Franck Cappello from the Argonne National Laboratory (USA)
– Cris Cecka from NVIDIA and Stanford University (USA)
– Jack Dongarra from the University of Tennessee and ORNL (USA)
– Thomas Fahringer from the University of Innsbruck (Austria)
– Dominik Göddeke from the University of Stuttgart (Germany)
– William Gropp from the University of Illinois Urbana-Champaign (USA)
– Georg Hager from the University of Erlangen-Nurnberg (Germany)
– Alexey Lastovetsky from the University College Dublin (Ireland)
– Satoshi Matsuoka from the Tokyo Institute of Technology (Japan)
– Karlheinz Meier from the University of Heidelberg (Germany)
– Manish Parashar from Rutgers University (USA)
– Jean-Marc Pierson from the University Paul Sabatier (France)
– Uwe Schwiegelshohn from TU Dortmund (Germany)
– Bronis R. de Supinski from the Lawrence Livermore National Laboratory (USA)
– Boleslaw K. Szymanski from the Rensselaer Polytechnic Institute (USA)
– Michela Taufer from the University of Delaware (USA)
– Andrei Tchernykh from the CICESE Research Center (Mexico)
– Jeffrey Vetter from the Oak Ridge National Laboratory and Georgia Institute of

Technology (USA)

Important and integral parts of the PPAM 2017 conference were the workshops:

– Workshop on Models, Algorithms, and Methodologies for Hierarchical Parallelism
in New HPC Systems organized by Giulliano Laccetti and Marco Lapegna from the
University of Naples Federico II (Italy), and Raffaele Montella from the University
of Naples Parthenope (Italy)

– Workshop on Power and Energy Aspects of Computation — PEAC 2017 organized
by Ariel Oleksiak from the Poznan Supercomputing and Networking Center
(Poland) and Laurent Lefevre from Inria (France)

– Workshop on Scheduling for Parallel Computing— SPC 2017 organized by Maciej
Drozdowski from the Poznań University of Technology (Poland)

– The 7th Workshop on Language-Based Parallel Programming Models — WLPP
2017 organized by Ami Marowka from Bar-Ilan University (Israel)

– Workshop on PGAS Programming organized by Piotr Bała from Warsaw
University (Poland)

– Special Session on Parallel Matrix Factorizations organized by Marian Vajtersic
from the University of Salzburg (Austria) and Slovak Academy of Sciences

– Minisymposium on HPC Applications in Physical Sciences organized by Grzegorz
Kamieniarz and Wojciech Florek from the A. Mickiewicz University in Poznań
(Poland)

– Minisymposium on High-Performance Computing Interval Methods organized by
Bartłomiej J. Kubica from Warsaw University of Technology (Poland)

– Workshop on Complex Collective Systems organized by Paweł Topa and Jarosław
Wąs from the AGH University of Science and Technology in Kraków (Poland)
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The PPAM 2017 meeting began with three tutorials:

– Scientific Computing with GPUs, by Dominik Göddeke from the University of
Stuttgart (Germany) and Robert Strzodka from Heidelberg University (Germany)

– Advanced OpenMP Tutorial, by Dirk Schmidl from RWTH Aachen University
(Germany)

– Parallel Computing in Java, by Piotr Bała from Warsaw University (Poland), and
Marek Nowicki from the Nicolaus Copernicus University in Toruń (Poland)

A new topic at PPAM 2017 was “Particle Methods in Simulations.” Particle-based
and Lagrangian formulations are all-time classics in supercomputing and have been
wrestling with classic mesh-based approaches such as finite elements for quite a while
now, in terms of computational expressiveness and efficiency. Computationally, par-
ticle formalisms benefit from very costly inter-particle interactions. These interactions
with high arithmetic intensity make them reasonably “low-hanging” fruits in super-
computing with its notoriously limited bandwidth and high concurrency.

Surprisingly, PPAM 2017 was shaped by articles that give up on expensive particle–
particle interactions: discrete element methods (DEM) study rigid bodies which interact
only rarely once they are in contact, while particle-in-cell (PIC) methods use the
physical expressiveness of Lagrangian descriptions but make the particles interact
solely locally with a surrounding grid. It is obvious that the lack of direct long-range
particle–particle interaction increases the concurrency of the algorithms. Yet, it comes
at a price. With low arithmetic intensity, all data structures have to be extremely
fine-tuned to perform on modern hardware, and load-balancing has to be lightweight.
Codes cannot afford to resort data inefficiently all the time, move around too much data,
or work with data structures that are ill-suited for vector processing, while notably the
algorithmic parts with limited vectorization potential have to be revisited and maybe
rewritten for emerging processors tailored toward stream processing.

The new session “Particle Methods in Simulations” provided a platform for some
presentations with interesting and significant contributions addressing these challenges:

– Contact problems are rephrased as continuous minimization problems coupled with
a posteriori validity checks, which allows codes to vectorize at least the first step
aggressively (by K. Krestenitis, T. Weinzierl, and T. Koziara)

– Classic PIC is recasted into a single-touch algorithm with only few synchronization
points, which releases pressure from the memory subsystem (by Y. Barsamian,
A. Chargueraud, and A. Ketterlin)

– Cell-based shared memory parallelization of PIC is revised from a scheduling point of
view and tailored parallelization schemes are developed, which anticipate the enor-
mous per-cell load imbalances resulting from clustered particles (by A. Larin et al.)

– Particle sorting algorithms are revisited that make the particles be stored in memory
in the way they are later accessed by the algorithm even though the particles tend to
move through the domain quickly (by A. Dorobisz et al).

Another new topic at PPAM 2017 was “Task-Based Paradigm of Parallel Com-
puting.” Task-based parallel programming models have appeared in the recent years as
an alternative to traditional parallel programming models, both for fine-grain and
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coarse-grain parallelism. In this paradigm, the task is the unit of execution and tradi-
tionally a data-dependency graph of the application tasks represents the application.
From this graph, the potential parallelism of the application is exploited, enabling an
asynchronous execution of the tasks that do not require explicit fork-join structures.

Research topics in the area are multiple, from the specification of the syntax or
programming interfaces, the definition of new scheduling and resource management
algorithms that take into account different metrics, the design of the interfaces with the
actual infrastructure, or new algorithms specified in this parallel paradigm. As an
example of the success of this paradigm, the OpenMP standard has adopted this
paradigm in its latest releases.

This topic was presented at PPAM 2017 in the form of a session that consisted of
several presentations from various topics:

– “A Proposal for a Unified Interface for Task-Based Programming Models That
Enables the Execution of Applications in Multiple Parallel Environments”
(by A. Zafari)

– “A Comparison of Time and Energy Oriented Scheduling for Task-Based Pro-
grams, Which Is Based on Real Measured Data for the Tasks Leading to Diverse
Effects Concerning Time, Energy, and Power Consumption” (by T. Rauber and
G. Rünger)

– “A Study of a Set of Experiments with the Sparse Cholesky Decomposition on
Multicore Platforms, Using a Parametrized Task Graph Implementation” (by I. Duff
and F. Lopez)

– “A Task-Based Algorithm for Reordering the Eigenvalues of a Matrix in Real
Schur Form, Which Is Realized on Top of the StarPU Runtime System”
(by M. Myllykoski)

A new topic at PPAM 2017 was the “Special Session on Parallel Matrix Factor-
izations.” Nowadays, in order to meet demands of high-performance computing, it is
necessary to pay serious attention to the development of fast, reliable, and
communication-efficient algorithms for solving kernel linear algebra problems. Tasks
that lead to matrix decomposition computations are undoubtedly some of the most
frequent problems encountered in this field. Therefore, the aim of the special session
was to present new results from parallel linear algebra with an emphasis on methods
and algorithms for factorizations and decompositions of large sparse and dense
matrices. Both theoretical aspects and software issues related to this problem area were
considered for submission.

The topics of the special session focused on: (a) efficient algorithms for the
EVD/SVD/NMF decompositions of large matrices, their design and analysis; (b) im-
plementation of parallel matrix factorization algorithms on parallel CPU and GPU
systems; (c) usage of parallel matrix factorizations for solving problems arising in
scientific and technical applications. Seven papers were accepted for presentation,
which covered the session topics. Geographically, the authors were dispersed among
two continents and five countries. The individual themes of the contributions included:

– “New Preconditioning for the One-Sided Block-Jacobi Singular Value Decompo-
sition Algorithm” (by M. Bečka, G. Okša, and E. Vidličková)
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– “Using the Cholesky QR Method in the Full-Blocked One-Sided Jacobi Algorithm”
(by S. Kudo and Y. Yamamoto)

– “Parallel Divide-and-Conquer Algorithm for Solving Tridiagonal Eigenvalue
Problems on Manycore Systems” (by Y. Hirota and I. Toshiyuki)

– “Structure-Preserving Technique in the Block SS-Hankel Method for Solving
Hermitian Generalized Eigenvalue Problems” (by A. Imakura, Y. Futamura, and
T. Sakurai)

– “Parallel Inverse of Non-Hermitian Block Tridiagonal Matrices” (by L. Spellacy
and D. Golden)

– “Tunability of a New Hessenberg Reduction Algorithm Using Parallel Cache
Assignment” (by M. Eljammaly, L. Karlsson, and B. Kågström)

– “Convergence and Parallelization of Nonnegative Matrix Factorization (NMF) with
Newton Iteration” (by R. Kutil, M. Flatz, and M. Vajtersic).

The organizers are indebted to the PPAM 2017 sponsors, whose support was vital
for the success of the conference. The main sponsor was the Intel Corporation. Another
important sponsor was Lenovo. We thank all the members of the international Program
Committee and additional reviewers for their diligent work in refereeing the submitted
papers. Finally, we thank all the local organizers from the Częstochowa University of
Technology, and Maria Curie-Skłodowska University in Lublin, who helped us run the
event very smoothly. We are especially indebted to Grażyna Kołakowska, Urszula
Kroczewska, Łukasz Kuczyński, Adam Tomaś, and Marcin Woźniak from the
Częstochowa University of Technology; and to Przemysław Stpiczyński and Beata
Bylina from Maria Curie-Skłodowska University. Also, Paweł Gepner from Intel
offered great help in organizing social events for PPAM 2017, including the excursion
to the Zamoyski Palace in Kozłówka and the concert of the youth accordion orchestra
“Arti Sentemo” at the Royal Castle in Lublin.

We hope that this volume will be useful to you. We would like everyone who reads
it to feel invited to the next conference, PPAM 2019, which will be held during
September 8–11, 2019, in Białystok, the largest city in northeastern Poland, located
close to the world-famous Białowieża Forest.

January 2018 Roman Wyrzykowski
Jack Dongarra
Ewa Deelman

Konrad Karczewski
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Department of Computer Science, Durham University, Durham, Great Britain
{dominic.e.charrier,tobias.weinzierl}@durham.ac.uk

Abstract. With the advent of manycore systems, shared memory par-
allelisation has gained importance in high performance computing. Once
a code is decomposed into tasks or parallel regions, it becomes crucial to
identify reasonable grain sizes, i.e. minimum problem sizes per task that
make the algorithm expose a high concurrency at low overhead. Many
papers do not detail what reasonable task sizes are, and consider their
findings craftsmanship not worth discussion. We have implemented an
autotuning algorithm, a machine learning approach, for a project devel-
oping a hyperbolic equation system solver. Autotuning here is important
as the grid and task workload are multifaceted and change frequently
during runtime. In this paper, we summarise our lessons learned. We
infer tweaks and idioms for general autotuning algorithms and we clar-
ify that such a approach does not free users completely from grain size
awareness.

Keywords: Autotuning · Shared memory · Grain size
Machine learning

1 Introduction

Whenever a code is decomposed into parallel regions or tasks, the number of
tasks determines the concurrency level and hence the code’s potential to scale.
It is common knowledge, however, that tasks must be reasonably computation-
ally intense. Otherwise, the system spends precious time in administering the
concurrency [5, p. 197]. Thus, modern parallelisation paradigms allow users to
prescribe a grain size, a minimal subproblem size for parallel loops, while task-
based approaches group logical tasks into one physical task if separate tasks were

This work received funding from the European Union’s Horizon 2020 research and
innovation programme under grant agreement No. 671698 (ExaHyPE). It made use
of the facilities of the Hamilton HPC Service of Durham University. The authors fur-
thermore gratefully acknowledge the Gauss Centre for Supercomputing e.V. (www.
gauss-centre.eu) for funding this project by providing computing time on the GCS
Supercomputer SuperMUC at Leibniz Supercomputing Centre (www.lrz.de). All
software is freely available from www.exahype.eu.

c© Springer International Publishing AG, part of Springer Nature 2018
R. Wyrzykowski et al. (Eds.): PPAM 2017, LNCS 10778, pp. 3–13, 2018.
https://doi.org/10.1007/978-3-319-78054-2_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78054-2_1&domain=pdf
www.gauss-centre.eu
www.gauss-centre.eu
www.lrz.de
www.exahype.eu


4 D. E. Charrier and T. Weinzierl

too lightweight. For plain bulk synchronous processing and non-nested tasks,
finding grain sizes is often done manually via trial-and-error since developers
assume that the size vs. performance curve is convex ([9, p. 37] or [6]).

Today, nested parallel loops perform efficiently—older OpenMP versions
sometimes fail to deliver performance here—but yield a high-dimensional grain
size optimisation problem. With the advent of manycores and hierarchical paral-
lelisation, manual search becomes inappropriate. Sophisticated coherence proto-
cols, performance fluctuations, and cache effects invalidate the convexity assump-
tion to some degree. Task formalisms with inhomogeneous execution patterns
gain importance. Machine learning (autotuning) which determines both the cost
function and well-suited grain sizes becomes necessary. This manuscript dis-
cusses an autotuning approach that yields reasonable grain sizes in the ExaHyPE
project [2], which combines dynamically adaptive Cartesian grids [12] with
ADER-DG plus local limiting [3]. Support of interacting solvers with varying
polynomial order (arithmetic intensity), inhomogeneous memory access charac-
teristics and hierarchical hardware [11] render the use of autotuning mandatory.
Our goal is two-fold: To present the algorithmic concept and rationale, and to
document experiences on how this algorithm is made efficient and used effi-
ciently. Our hypothesis is that autotuning never is a pure black box but that
users have to have empirical knowledge to allow autotuning to integrate into soft-
ware projects successfully and perform economically. Näıve coding of autotuning
software is often ill-suited for HPC. Both goals interact.

We briefly sketch ADER-DG [3] in Sect. 2. Its task formulation is straight-
forward. However, the tasks differ significantly in arithmetic intensity, and some
may have largely varying runtime. We then present our autotuning concept
(Sect. 3). It tackles the grain size integer optimisation problem [7] parameterised
by real-time measurements via randomised directional search. Emphasis is put on
implementation pitfalls, e.g. the identification of valid real-time measurements.
In Sect. 4, we discuss the algorithm’s impact on the simulation workflow, before
we present numerical results and close the discussion.

2 Use Case: An ADER-DG Solver

In the underlying ExaHyPE project, we solve hyperbolic PDEs

∂Q

∂t
+ ∇ · F(Q) = 0 on Ω ⊂ R

d, d = 2, 3 (1)

subject to appropriate initial and boundary conditions. Q is the solution, F the
conservative flux, d is the space dimension, ∇· (·) denotes the tensor divergence,
while ∇(·) is the vector gradient. We solve (1) on a dynamically adaptive Carte-
sian grid [12] with ADER-DG [3]. In its simplest form, used here, there are three
phases per time step (Fig. 1).

Per grid cell K and time step interval [ta, tb], we first implicitly solve
∫

K

∫ tb

ta

θh
∂qh

∂t
dxdt +

∫
K

∫ tb

ta

θh ∇ · F(qh) dxdt = 0. (2)
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Fig. 1. Two snapshots from a d = 2 simulation of the Euler equations applied to an
setup where the initial system energy (density) is determined by the project logo.

The space-time predictor qh and the space-time test functions θh are constructed
using tensor products of Lagrange polynomials over Gauss-Legendre points. Fol-
lowing Discontinuous Galerkin, they have compact support on each cell. Equa-
tion (2) yields a discrete fixed-point problem solved by Picard iterations [3]. All
cell operations are independent of each other. The concurrent solves of (2) yield
jumps along the cell faces in the solution qh and its derivatives determining F.

The second phase traverses all faces of the grid and computes a numerical nor-
mal flux G using qh and F from both adjacent cells. We use a Rusanov Riemann
solver. The solves are embarrassingly parallel with low arithmetic intensity.

In the third algorithmic phase, we traverse the cells again and solve
∫

K

vh Δqh dx = −
∫

K

∫ tb

ta

∇vh : F(qh) dxdt +
∫

∂K

∫ tb

ta

vh Gdsdt (3)

for Δqh = qh(tb)−qh(ta). The time step (3) is derived from spatially testing and
partially integrating (1). It can be easily inverted given that the ansatz and test
space yield a diagonal mass matrix, is evaluated per cell, and, hence, parallel.

ADER-DG describes three types of parallel tasks corresponding to phases.
One is computationally heavy while two are lightweight. In our implementa-
tion, we either fuse the three task types within one grid sweep through a task
formalism—one task then comprises a triad of predictor, Riemann solve and
time step—or run through the grid three times and launch them through par-
allel force. The runtime of the heavy tasks can typically not been predicted due
to the Picard iteration. There is no single grain size well-suited for all steps.

3 Programming an Autotuning Algorithm

Our autotuning approach picks up concepts from Intel’s TBB [9]. There is a cen-
tral instance, a singleton [4] which is notified by the overall algorithm regarding
which algorithmic phase is to be run next. We call this instance Oracle [6].

Our code runs through the dynamically adaptive Cartesian grid. Whenever
it enters a code section which has a multithreaded implementation using tasks
or contains parallel for loops, it passes the maximum problem size N of the
current subproblem, and an identifier for the current code section to the Oracle.
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The Oracle then returns a GrainSize instance. The latter holds information on
the grain size to be used and the number of logical tasks which can be grouped
into one physical task. After the code exits the code section, the GrainSize
object is destroyed again.

The GrainSize object can also be configured to measure the time which
has elapsed since its creation. The measured time is then reported back to the
Oracle at destruction. Proper move constructors ensure this is only done once.

3.1 Algorithmic Idea

The Oracle manages a database which stores, per entry, a code section, the
algorithmic step, and further:

Nmax the maximum problem size w.r.t. code section and algorithmic step.
g the grain size used for this problem; g = Nmax indicates that parallelisation

of this code section does not pay off.
Δg the delta from g to the previously studied grain size with g + Δg ≤ Nmax.

Sold the speedup obtained with this previous grain size g + Δg.
ts the time per problem entity needed without parallelisation.
tg the time per problem entity needed if grain size g is used.

If no entry for these settings exists or N > Nmax, a new database entry with
(Nmax = N, g = C ·N,Δg = N −C ·N,Sold = ∞, . . .) is created. C ∈ {0.5, 1

p} for
p threads are convenient choices as detailed later. The Oracle then determines a
well-suited grain size for the calling code section: For N > g, the invoking code
is instructed to use g as grain size. Otherwise, it runs serially.

Our algorithm realises interval halving similar to [6]: We start with relatively
large g and compare the multithreaded performance to a serial setting. If the
serial version is faster, we deactivate the parallelisation, i.e. we set g = Nmax.
Otherwise, we successively shrink g with steps Δg until the resulting runtime
starts rising again. Once we observe that g decrements make the runtime rise,
we fall back to the previous choice of g and continue the descending search with
Δg/2.

3.2 Implementation Pitfalls

Whilst our approach is realised straightforwardly and similar concepts have been
proposed, we identified tiny details which decide whether it is successful. One
important detail hereby is the notion of a “valid” timing. We do normalise all
timings w.r.t. time per problem item: if a GrainSize for a problem of size N
measures that the corresponding code lasts t, it reports back a time of t/N to the
Oracle. Working with GrainSize instances ensures that overlapping parallelised
code regions can be handled. Yet, all timings are subject to noise and, more
importantly, any timing is only a characteristic sample if the underlying work per
problem item is not constant. The latter is the case for our nonlinear equation
system solves. Our Oracle thus tracks accumulated times and the number of
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measurements. The resulting average time is declared valid by an additional
Boolean flag once a new measurement does not change the average by more than
ε anymore. It is not evaluated for decision making before. Linux system timers
yield useless data if all code regions are paced simultaneously. Timer invocations
come along with an overhead which quickly pollutes all timings. Our solution is
to introduce a global flag that determines for which code part a timer is enabled
at all. After each grid sweep, this flag is randomly set to another parallel code
fragment known. This way, only one code segment at a time is surveyed.

If we start to determine ts first, the algorithm requires a long time to enable any
parallelism at all. As all timings have to converge subject to ε, our simulation runs
in serial for a while if the Oracle first determines the ts entries in the database.
This is not acceptable in HPC. Therefore, our Oracle randomises the grain size
selection whenever it is invoked for a code fragment for which timings should
be made. For one out of Nmax/g samples, it instructs the invoking code to run
serially and to report back the serial runtime. Otherwise, g shall be used and the
parallel runtime tg is updated. With shrinking grain sizes, i.e. longer simulation
runtimes, fewer serial samples are taken. The sliding ts updates anticipate that
the serial timings of code parts change if parallel regions are embedded into each
other that search for well-suited grain sizes, i.e. have not converged yet.

Proper constants C determine whether the algorithm exploits a reasonable num-
ber of cores in the first place. For C = 0.5 in the database entry’s initialisation,
the maximum initial concurrency equals two. In a multicore environment, this
is not acceptable. We thus choose C = 0.5 for N < 2p, i.e. for small problems
compared to the thread count p, and otherwise use C = 1/p.

The initial ε choice should take the runtime distribution into account. While we
may expect runtime noise to cancel out for large data sets N and, thus, that
those measurements converge quickly, it is particular important to come up with
working grain sizes for large subproblems quickly as those dominate the walltime.
In our code, we thus scale the initial ε with the total serial runtime of a source
code fragment. If a code fragment requests a grain size first, we ask it to run
serially and to report back the time. We then scale ε with this time: the longer
a source code fragments runs serially the more relaxed ε.

No fixed ε works for all parts of the code. Some tasks in our application solve
nonlinear equation systems. Furthermore, we have nested parallelism. While a
too relaxed choice of ε makes the Oracle accept garbage measurements and
terminate in suboptimal (local) grain size choices, a restrictive ε makes measure-
ments for some code parts never yield valid results. We thus apply widening:
After each grid sweep, we analyse whether the code fragment currently stud-
ied has been supplemented with new timings and whether those timings have
switched on the valid flag for our timings. If this is not the case, we widen the
admissibility constraint by 10 i.e. multiply ε with 1.1.

No fixed ε works all the simulation through. We work with large initial ε to come
up with reasonable grain sizes choices quickly. We thus must accept inaccurate
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measurements at startup. Furthermore, runtime statistics do vary significantly
as long as the grain sizes of embedded, nested parallel sections do vary. We thus
half ε each time we have found a better grain size g or roll back to the previous
grain size. Our Oracle increases the reliability of all data successively.

Track good grain sizes per problem size. We have to assume that a good grain
size g depends not only on the algorithmic context but also on the problem size
N . Our approach so far is N -agnostic. While a linear dependency on N might
exist in some cases, we do not assume such a global relation here. Instead, our
approach uses binning. We start searching for good grain sizes for Nmax = 2. If
the code requests a grain size for N > Nmax, we recursively add new database
entries for 2Nmax. Per Oracle request, the database entry i is chosen for which
Nmax(i − 1) < N ≤ Nmax(i).

Restart measurements. After each grid sweep, we examine all database entries
subject of search. If we observe that new measurements would have been made
but all grain sizes belonging to the code fragment of interest are fixed, i.e. all
database entries evaluated hold Δg = 0, we restart the search for these entries
in one out of ten cases. This avoids that we stick to local minima always.

4 Using and Integrating Autotuning

Though we use the autotuning as black box, we found that the user has to
remain aware of their integration into the simulation workflow: Context-aware
autotuning is mandatory. We found our code to react sensitively to machine
type, core count, and input data sets. Some data sets may perform poorly with
autotuning settings derived for other data sets. This is likely an effect of the
nonlinear subalgorithms, but certainly holds for many applications. It is thus
important to work with independent autotuning searches per problem setup
rather than one holistic database.

Autotuning for large data sets is problematic in large-scale compute environ-
ments. Autotuning temporarily runs into inefficient parameter choices (if the
grain size becomes too small, e.g.), while large single node parameter studies for
the many required parameter settings might be deemed unsuitable for supercom-
puters or not practical. At the same time, it is important to obtain autotuning
configurations on the actual target machine that later shall host a large-scale
run. We thus augment our binning. Whenever the database can not host an
N , a new entry for a new Nmax copies over all setting from the next smaller
Nmax, scales them, and continues to work with those parameters. Further, if a
valid parameter configuration is found for some Nmax, our approach extrapolates
this to all database entries with larger Nmax and then makes those restart their
search. This allows us to run small-scale, yet characteristic runs briefly and to
automatically extrapolate reasonable grain size to large production runs.

Accuracy improves over time, i.e. the more samples the more reliable the mea-
surement data. It is thus a natural choice to dump and reload autotuning proper-
ties. It further is very reasonable to archive them alongside the simulation data.
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Simulation re-runs then do not start autotuning searches from scratch but reuse
performance knowledge.

We “sacrifice” only one node in a parallel environment. Autotuning introduces
overhead. It has to be used carefully in large-scale simulations where all over-
heads have to be multiplied with the number of nodes used. We thus disable the
autotuning’s search on all MPI ranks besides one. All others read in the auto-
tuning properties from a file and stick to those. The one rank tracking runtimes
dumps all insight into a property file at the end of the simulation from where
this knowledge becomes available to all other ranks in the next simulation. More
sophisticated techniques may pass the responsibility for measurements from one
rank to another throughout the simulation and propagate knowledge on-the-fly.

5 Computational Evidence

We start our computational exercises with the performance model

tg = (1 − f̂) · ts

min
(⌊

N
g

⌋
, p

) + f̂ · ts + h ·
⌈

N

g

⌉
with f̂ = f +

N mod g

N
(1 − f)

which extends Amdahl’s law [1] by a task administration overhead h scaling
linearly with the number of tasks. f ∈ [0, 1] is the code fraction not benefiting
from multithreading at all. It enters the model through f̂ which anticipates that
problems might not be decomposed exactly.

Fig. 2. Normalised time tg/ts according to our performance model for Nmax = 8, f =
0.1, C = 10−1 (left) and Nmax = 64, f = 0.2, C = 10−2 (right).

Our simplistic model relying on invariant ts illustrates (Fig. 2) that one has
to be careful not to choose the grain size too small to avoid overhead, while too
large grain sizes do not yield good speedup. This is common knowledge. Different
to textbooks [9] our speedups however do not develop smoothly but exhibit a
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non-convex step pattern. Finally, it might be reasonable not to choose a grain
size for small problems that does keep all threads p busy and thus to spare cores.

The performance model motivates our decision to trigger the search for good
grain sizes with half the maximum grain size for small problems and 1/p·Nmax for
bigger problems. As the difference between two local minima becomes the smaller
the smaller g, it is reasonable to start with rather inaccurate time measurements
(noise for large differences can be expected not to pollute any conclusion) and to
increase the accuracy successively throughout the search. From our model, we
derive that good autotuning searches for a different grain size per core number
and problem size: it is reasonable to apply the binning.

Our runtime experiments were run on SuperMUC hosting Haswell Xeon E5-
2697 v3 processors with 28 cores and 2.6 GHz base clock. All shared memory
tests rely on Intel’s TBB [9]. We studied five grain size selection strategies:

serial runs provide the measurement baseline and normalise all runtimes.
dummy is a choice of grain sizes per code part that does not anticipate the algo-

rithmic context. We manually tuned it to yield good performance in many
iterations.

with-finest-grid runs the autotuning strategy.
from-coarse-grid runs a cascade of autotuning experiments: it starts with a

very coarse mesh, runs the autotuning, dumps the grain sizes identified, and
then continues with the next finer mesh. We report only on the final run
where the finest mesh sizes matches the other setups.

from-coarse-grid-without-learning takes the final dump of the cascading
autotuning and reruns the test again but switches off the learning, i.e. no
time measurements are done and grain sizes remain invariant.

Fig. 3. Cost per time step for d = 2 Euler simulations where all three algorithmic
steps are fused and we use polynomial order p = 3 (left) against a code where the three
algorithmic phases are ran after each other with p = 9 (right).

Comparing cascading autotuning with the experiment switching off all mea-
surements (Fig. 3) reveals that there is a significant overhead to do real-time
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measurements, and that there is a price to pay for the sliding updates of ts.
Once this overhead is removed, our autotuning can cope with a manual (and
laborious) grain size selection. It thus makes sense to turn off autotuning wher-
ever possible, notably on most MPI ranks.

Autotuning starting on the green field for a large problem does yield some
valid grain sizes but the search process suffers from runtime spikes. The spikes
result from unfortunate grain size choices that the autotuning tries and then
discards. If we start autotuning on a coarse grid and then successively extrapolate
the grain sizes to finer grids, we can remove the majority of these peaks.

Fig. 4. Cost per time step for a d = 2 simulation of a shock where the ADER-DG
solution is augmented with a Finite Volume limiter. p = 3 (left) vs. p = 9 (right) while
all phases are fused into one grid sweep.

If we run the three ADER-DG phases consecutively, our autotuning requires
longer to identify grain sizes able to compete with a manual optimisation (more
than 60 time steps). It particularly struggles for the two arithmetically cheap
phases. It is thus advantageous to try to fuse algorithmic phases—which can be
read as a task fusion—to end up with computationally heavy individual steps.

We observe that our initial choice of C ∈ {0.5, 1/p} (C = 1/p is the OpenMP
default for static partitioning) is reasonable. Already in the first iteration where
the autotuning is unaware of Nmax, we exploit the multicore architecture. Once
we switch from ADER-DG to limited ADER-DG (Fig. 4), autotuning becomes
particularly important. Here, an additional Finite Volume scheme is interwoven
into ADER-DG, eliminating numerical oscillations. As a consequence, the run-
times per cell start to vary greatly and it is hard to find globally valid good grain
sizes. Our extrapolating approach is no longer robust and requires appropriate
restart mechanisms.

The Oracle’s internal decisions are not visible from the plots. It first tries to
remove parallelism from the code where parallel overhead increases the walltime.
Only afterwards, it starts to tune the grain sizes for the scaling regions. Non-
scaling features may significantly perturb the timings of the scaling regions and,
thus, the Oracle’s decision making.
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6 Conclusion

We describe an autotuning algorithm and summarise realisation decisions which
made, throughout the development, the difference of whether the autotuning
succeeds or not. Though the common perception of a convex runtime curve may
be oversimplified, our autotuning yields proper grain size choices.

Our autotuning approach assumes codes which are completely decomposed
into tasks and use parallel for loops wherever possible. Our algorithm first
switches off parallelism where it does not pay off. Only then, it starts searching
for optimal grain sizes for the remaining code sections. Such an approach, assum-
ing omnipresent parallelism, seems to be a reasonable pattern for future code
development. In terms of implementation difficulty, we regard it to be favourable
to successive automated induction of concurrency.

An interesting next step is to augment the grain size optimisation with an
additional constraint w.r.t. employed cores. We see that we can, at little loss of
efficiency, for many setups reduce the number of used cores. For codes deploying
multiple MPI ranks per node, other ranks then can grab these freed cores [10].
Furthermore, we believe that the proposed implementation pattern and on-the-
fly autotuning approach can help with dynamic scheduling on heterogeneous
systems. Here, tasks typically have to be reallocated to compute resources which
differ in performance per thread and level of parallelism [8].
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Abstract. Data crowdsourcing is one of most remarkable results of per-
vasive and internet connected low-power devices making diverse and dif-
ferent “things” as a world wide distributed system. This paper is focused
on a vertical application of GPGPU virtualization software exploita-
tion targeted on high performance geographical data interpolation. We
present an innovative implementation of the Inverse Distance Weight
(IDW) interpolation algorithm leveraging on CUDA GPGPUs. We per-
form tests in both physical and virtualized environments in order to
demonstrate the potential scalability in production. We present an use
case related to high resolution bathymetry interpolation in a crowdsource
data context.

Keywords: GPGPU · Virtualization · High performance computing
Geographic data · Interpolation

1 Introduction

The rise of democratically distributed computing power thanks to the astonish-
ing achievements of low power embedded and mobile devices acted as a spin-
ning wheel effect of the pervasive technology generally known as Internet of
Things (IoT) [21]. The first and more touchable result is the increase of data
raw availability gathered using ad-hoc sensor networks, sampling campaigns and
data crowdsourcing. Focusing on the earth system science, managing spatial
data and exploiting hidden knowledge makes the difference between reach the
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success in human activities development or completely fail it with potential not
reversible environmental damages. The indirect sampling techniques available
today enabled engineers and scientist to record high resolution land and ocean
digital elevation models (DTM) using different instruments but facing the same
problem: producing surface models from a finite, but huge, amount of measures
irregularly distributed on the spatial domain. The problem size is characterized
by a remarkable complexity due to the number of known points (where the mea-
surements are already done and validated) and the new sampled point rate. The
management problem became even more complex if data have to be periodically
updated from different sources. From the computational point of view, the hierar-
chical and heterogeneous high performance computing paradigm delivery enough
power to process spatial big data leveraging on massive multicore CPUs, general
purpose graphic processing units (GPGPUs) and, recently field-programmable
generic arrays (FPGAs) and supported by solid state storage skyrocketing the
long term memory access performance [30]. While CPU virtualization and elastic
storage is a common practice in public, private and hybrid clouds [28], the same
techniques are not widely available due to the fact that often the accelerators
leverage on closed technologies. In this paper we demonstrate how is possible
to democratize the GPGPU resource availability for spatial marine data science
leveraging on the GVirtuS [27] GPGPU virtualization service presenting a spe-
cific use case related to marine bathymetry processing. In particular we present a
CUDA enabled innovative inverse distance weighting (IDW) interpolation algo-
rithm comparing and contrasting the computation performance carried out on
both on-premises and cloud computing scenarios both leveraging on GPGPU
sharing and multiplexing.

Novelty. GVirtuS has been extended in order to support CUDA ancillary
libraries enabling the use of a novel IDW algorithm based on cuBLAS.

Contributions. The rest of the paper is organized as follows: the Sect. 2 is
about the related work on the different semantic components of the paper; in
the Sect. 3 we show the acceleration infrastructure; the Sect. 4 is about the algo-
rithm description, the design choices and the implementation techniques; the
evaluation is carried out in the Sect. 5; finally in the Sect. 6 the conclusions and
some future directions.

2 Related Work

About GPGPU virtualization. One of the most prominent solutions related
to concurrent remote usage of CUDA-enabled devices in a transparent way is
rCUDA [36]. Thanks to the split-driver approach, there is no need to modify
and recompile the CUDA-enabled application in order to use it with rCUDA.
Indeed, the framework takes care of all the necessary details in order to execute
the CUDA kernels on a remote or local GPGPU [32]. The overhead introduced
by using a remote GPU is evaluable as about less than 4% when a high perfor-
mance network fabric is used [33]. At the time of writing, rCUDA delivers high
performance CUDA virtualization [26,29] and it is up to date supporting the
latest CUDA 8.0 framework and its ancillary libraries.
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About CUDA interpolators. The most frequently used spatial interpola-
tion algorithms in geographic information science include the Inverse Distance
Weighting (IDW), Kriging, Discrete Smoothing Interpolation, nearest neigh-
bors, etc. [10–12]; see a comparative survey investigated in [16]. As well-known,
those interpolation algorithms have a computational cost very high when deal-
ing with large-scale datasets. An effective approach to solve this problem is
to perform interpolation algorithms in parallel [31]. There are many research
efforts in this field, using different parallel computing architectures [35]. Among
them, multicore-cluster approaches, parallel pipeline procedures, domain decom-
position strategies. Recently, on the track of current developments of Graphics
Processing Units (GPUs) for High Performance Computing (HPC) [9], interpo-
lation algorithms have been accelerated with good results [14,19]. Here we will
deal with the IDW interpolation algorithm, who has been parallelized on various
platforms [24]. Our parallel implementation starts from [18] and proposes some
variants in the algorithm design, in order to exploit the computational power of
the NVIDIA cuBLAS library, to perform this basic linear algebra operation.

Algorithm 1. G-IDW
Require: locations p(i), known values z(i), query locations q(j), search radius R
Ensure: unknown values z∗(i)
1: // initialize α
2: loc q ← q(tid)
3: for each chunk c do
4: i ← 0
5: start ind ← tid ∗ stride
6: while (i < stride) and (i + start ind) < size(c) do
7: // put pc(start ind + i) into shared memory
8: i ← i + 1
9: end while

10: // synchronize threads
11: for i ← 1 . . . size(c) do
12: // loc p ← pc(i) from shared memory
13: d ← dist(loc p, loc q)
14: if d �= 0 then
15: if dij < R then
16: λ ← d−α; z∗(tid) ← z∗(tid) + λzc(i); wsum ← wsum + λ
17: end if
18: else
19: z∗(tid) ← zc(i); wsum ← 1
20: // break and skip this cycle for the next chunks
21: end if
22: end for
23: // synchronize threads
24: end for
25: // put z∗(tid)/wsum into global memory
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3 Acceleration Infrastructure

The overall architecture is described with more details, referring to GVirtuS (the
GPGPU virtualization and remoting engine) [23,27], designed to be integrated
and deeply cooperate in order to accelerate low-power devices.

3.1 GVirtuS GPU Code Offloading

The GPU virtualization architecture is based on a split-driver model [4], involves
sharing a physical GPU. Hardware management is left to a privileged domain.
A front-end driver runs in the unprivileged VM and forwards calls to the back-
end driver in the privileged domain [15]. The back-end driver then takes care
of sharing resources among virtual machines. This approach requires special
drivers for the guest VM. The split driver model is currently the only GPU
virtualization technique that effectively allows sharing the same GPU hardware
between several VMs simultaneously [22]. This framework offers virtualization
for generic GPU libraries on traditional x86 computers.

3.2 CUDA Ancillary Libraries

It’s well known that NVIDIA provides a set of GPU-accelerated libraries con-
taining several highly optimized algorithms for specific problems. For this reason,
GVirtuS has been extended by providing the support for several CUDA ancillary
libraries, such as cuBLAS. In order to extend the set of CUDA functions supported
by GvirtuS, it’s necessary to define three main components for each library that
are responsible for the communication between the guest and host machine: (i)
Front-end Layer; (ii) Back-end Layer; (iii) Function Handler. The first one con-
tains the definitions of the wrapper functions called by the client, with the same
signature as the library ones, where the name of the requested routine and the
addresses of the input parameters, variables and host/device pointers, are encap-
sulated in a buffer that is sent to the back-end through a communicator.

4 Algorithm Description

The IDW is a deterministic method for spatial interpolation [34], based on the
principle that near points have similar values. Let pi ∈ Rn, i = 1, . . . , N, be the
locations whose the values zi are known. The interpolated value z∗

j of the j-th
query location qj ∈ Rn is obtained by computing the weighted average of known
value, as follows:

z∗
j =

∑N
i=1 λjizi

∑N
i=1 λji

(1)

where the weights λji are defined by the Euclidean distance, as:

λji =
1

dist(pi, qj)α
(2)
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In most application for each point only a subset of points is chosen with respect
to a fixed radius R. Therefore, the weighted average in (1) is computed only for
the sub-set Qj = {pi : d(pi, qj) < R}, i.e.:

z∗
j =

∑
pi∈Qj

λjizi
∑

pi∈Qj
λji

(3)

The IDW problem can be re-written as a matrix-vector problem as follows:
considering a matrix Λ with M rows (the number of unknown values) and N
columns (the number of locations pi). The j-th row contains the weights λji

that are required to obtain the unknown value z∗
j . Then, indicated with z the

vector that contains the known values, the unknown vector z∗, which contains
the unknown values, is the solution of the following problem:

z∗ = Λz (4)

We implemented two strategies for the IDW parallel algorithm on CUDA
environment:

G-IDW: Each thread interpolates a different value computing the weight for
each known value and updating the weighted mean at the same time. Block
threads are synchronized to store dataset points into shared memory before the
interpolation phase. For too large datasets, the points are stored into shared
memory in different chunks.

G-IDW-MV: The matrix Λ is to compute, where the i-th row contains the
weights for the i-th value to be interpolated. Threads are synchronized to store
dataset points into shared memory as the first strategy. The i-th thread com-
putes the elements of the i-th row. Λ is multiplied by the vector containing
the known values. The i-th element of the result vector is divided by the sum
of the weights for the i-th value in order to get the weighted mean. We com-
puted the matrix-vector multiplication using two different approaches: the first
one demands a thread for each scalar product; the second one (G-IDW-MVblas)
uses the cuBLAS library. For the two strategies, the data transfer, Host-to-Device
and vice versa, is based on two fundamental steps: the host sends to device the
locations pi with its related values zi and the locations qj corresponding to values
to be estimated; the device sends to the host the computed values z∗

j .
The parallel pseudocodes related to the two strategies are shown in Algo-

rithms 1 and 2. We called tid the number which uniquely identifies a thread
and stride the number of dataset points which each thread in a block loads into
shared memory. We use the c subscript to indicate a location or value belonging
to the c-th chunk.

5 Use Case and Evaluation

Using commercial and leisure vessels as a sensor network for coastal protection
and marine area management is an application field that could massively benefit
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from high-performance tools for big data collection, information processing, and
dissemination of the generated metadata [6]. In this operational scenario, Fair-
Wind inserts as a smart, cloud-enabled, marine navigation software [25]. Data
collected by FairWind from on-board sensor networks deployed in oceans repre-
sents a major challenge, as these devices generate huge amounts of geolocated
data about the marine coastal environment [1]. By relying on a cloud-based file
transfer protocol, collected data could be sent to remote computing facilities for
conducting further processing with the aim of calibrating on-board instruments,
and enhance depth maps [8]. We made several benchmarks of the proposed
approaches, using the GVirtuS GPGPU virtualization service. The client is an
Ubuntu based machine characterized by poor computational resources (single-
core CPU, 1 GB of RAM), virtualized with KVM. The server machine is charac-
terized by a Xeon E5-2609 v3 CPU, 64 GB of RAM and 2 Nvidia GeForce Titan
X GPUs. Table 1 shows the execution times (Fig. 1) obtained by each algorithm,
increasing firstly the number of the known values and secondly the number of
the query locations. The execution times grow linearly by increasing the number
of query locations.

Algorithm 2. G-IDW-MV
Require: locations p(i), known values z(i), query locations q(i), search radius R
Ensure: unknown values z∗(i)
1: // initialize α and R
2: loc q ← q(tid)
3: for each chunk c do
4: for i ← 1 . . . size(c) do
5: // loc p ← pc(i) from shared memory
6: d ← dist(loc p, loc q)
7: if d �= 0 then
8: if dij < R then
9: λ ← d−α; Λ(tid, column of pc(i)) ← λ; wsum ← wsum + λ

10: else
11: Λ(tid, column of pc(i)) ← 0
12: end if
13: else
14: // put all row values to 0
15: Λ(tid, column of pc(i)) ← 1; wsum ← 1
16: // break and skip this cycle for the next chunks
17: end if
18: end for
19: // synchronize threads
20: end for
21: // use a strategy to compute Λz
22: z∗(tid) ← z∗(tid)/wsum

The use case is relative to bathymetry dataset extracted from EMOD-
net Digital Terrain Model (DTM) with original spatial resolution of 1/8



20 L. Marcellino et al.

Table 1. Performance results

Known values Query locations IDW (s) G-IDW (s) G-IDW-MV (s) G-IDW-MVblas (s)

103 104 2.365 0.006 0.009 0.009

103 105 23.711 0.045 0.09 0.089

103 5 · 105 118.296 0.204 0.448 0.411

104 104 23.734 0.036 0.071 0.064

104 105 236.800 0.313 0.688 0.560

104 5 · 105 1185.581 1.545 3.462 2.775

5 · 104 104 120.293 0.186 0.406 0.276

5 · 104 105 1183.199 1.757 4.315 2.62

5 · 104 5 · 105 5935.798 7.729 19.513 15.227

Fig. 1. Execution times of the proposed approaches.

Fig. 2. EMODnet dataset interpolated with G-IDW algorithm on its original spatial
resolution computational grid (1/8 * 1/8 arc minutes), fixed R = 400m.
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Fig. 3. Detail of bathymetry in Gulf of Pozzuoli (Italy). (a) EDMOnet dataset inter-
polated with G-IDW algorithm (R = 250 m) on about 25m spatial resolution grid; (b)
EDMOnet dataset added with 100000 crowdsourced punctual depth data interpolated
on about 25 m spatial resolution computational grid (R= 250m).

arc minutes in latitude and longitude. The used dataset (Latmin = 40.558◦N,
Latmax = 40.84◦N, Lonmin = 13.705◦E, Lonmax = 14.490◦E), consisting of
about 206908 points (including land mask points) was interpolated, using G-IDW
algorithm, on its original spatial resolution computational grid, fixed R = 400 m.
The obtained bathymetry (Fig. 2) has a low accuracy to detect regional sea phe-
nomena, so we interpolated it still on 25 m spatial resolution grid, fixed R = 250 m
(Fig. 3a), the new grid (about 2640387 points) is more dense but the depth infor-
mation in coastal area are still few. To fill this gap, we increase the dataset with
a cloud of 100000 points, between 0 and −75 m water depth, collected in marine
data-crowdsourcing mode using FairWind. To do this, using the G-IDW algo-
rithm, about 2740387 points have been interpolated on a 25 m spatial resolution
lat-lon regular grid (Fig. 3b) to obtain a more accurate seabed morphology.
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6 Conclusions and Future Directions

In this paper we demonstrate the performance achieved by our IDW imple-
mentation in both regular and virtualized environments. Nevertheless some
improvements could be done considering other computational approaches on
HPC systems [20]. An hierarchical approach combining distributed memory
techniques [17] and performance contracts [7] could better exploit the highly
distributed environment in which we set our prototype [5]. In the next steps,
we will focused on infrastructure improvement with regard to cloud based data
movement protocols in order to implement a reliable mechanism able to move
acquired data from the logging equipment to the cloud infrastructure for process-
ing and usage in data assimilation in order to improve the results produced by
prediction models [3] with techniques [2] devoted to improve the scalability [13].
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Abstract. The rise of new multicore CPUs introduced new challenges
in the process of design of concurrent data structures: in addition to
traditional requirements like correctness, linearizability and progress, the
scalability is of paramount importance. It is a common opinion that
these two demands are partially in conflict each others, so that in these
computational environments it is necessary to relax the requirements on
the traditional features of the data structures. In this paper we introduce
a relaxed approach for the management of heap based priority queues on
multicore CPUs, with the aim to realize a tradeoff between efficiency and
sequential correctness. The approach is based on a sharing of information
among only a small number of cores, so that to improve performance
without completely losing the features of the data structure. The results
obtained on a numerical algorithm show significant benefits in terms of
parallel efficiency.

Keywords: HPC heterogeneous systems
Concurrent data structures · Programming models

1 Introduction

Concurrent data structures are widely used in many software stack levels, rang-
ing from high level parallel scientific applications to low level operating systems.
The key issue of these objects is their concurrent use by two or more threads
(or processes) in a shared address space with a high risk of data inconsistency
caused by a bad interleaving of hardware instructions (the so-called race condi-
tion). Such a problem makes the design of these structures much more difficult
compared to their sequential counterpart, because of the need of a synchroniza-
tion protocol to ensure data consistency [24].

Furthermore, the presence of multicore CPUs in last 10 years has dramati-
cally changed the algorithms development methodologies, since these computing
c© Springer International Publishing AG, part of Springer Nature 2018
R. Wyrzykowski et al. (Eds.): PPAM 2017, LNCS 10778, pp. 25–36, 2018.
https://doi.org/10.1007/978-3-319-78054-2_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78054-2_3&domain=pdf
http://orcid.org/0000-0002-0057-2573
http://orcid.org/0000-0001-9953-1319
http://orcid.org/0000-0002-2643-3483
http://orcid.org/0000-0002-4767-2045


26 G. Laccetti et al.

devices do not merely represent a new generation of CPUs. More precisely, it
is widely recognized that their special architecture (based on several computing
units sharing key resources such as memory, caches and buses) is forcing scien-
tists towards new programming models and new requirements imposed to the
execution of the algorithms, both in the scientific computing field and in the
more general software design field [11,18,31]. Such studies emphasize a tension
between the needs of sequential correctness and efficiency of algorithms, and in
many cases it is evident the need to rethink the software design and data struc-
ture using approaches based on randomization and/or redistribution techniques
in order to fully exploit the computational power of the multicore CPUs.

In very recent years, a new research trend is emerging, where the main under-
lying ideas are the relaxation of the semantic conditions required for the data
structures and a non-deterministic execution of the algorithms. At the same
time, the lack of a inherently sequential protocol, as one based on the critical
sections, makes it possible a higher degree of concurrency [31].

Our work joins the previous research trend and it presents a relaxed approach
to the management of a heap-based priority queue in multicore environment,
aimed to achieve high scalability relaxing the strong conditions related to a
strict replica of the behavior of the sequential data structure.

The rest of the paper is organized as follows: Sect. 2 provides an overview
of the computing environment, focusing the attention on the multicore archi-
tectures and the model used to assess the performances. Section 3 is aimed to
describe the core of the paper: a relaxed approach to heap-based priority queues
in multicore environments. Section 4 shows numerical tests about the efficiency
and the effectiveness of an algorithm using a relaxed heap described in Sect. 3.
Finally, Sect. 5 concludes this paper.

2 The Computing Model

Current general-purpose multicore CPUs can be modeled as a collection of N
processing elements (the cores) sharing a common memory. Updated examples of
general-purpose multicore CPUs are nowadays the Intel XEON E7 v4 series with
16 cores, the AMD Opteron 6300 series with 16 cores and the IBM POWER8
series with 12 cores. In these CPUs, each core has its own set of processor regis-
ters so that the operating system is able to schedule independent threads among
them, so that a general purposes shared-memory Single Program Multiple Data
programming model can be used. To this end several software tools are available
for the threads management, such as the POSIX Thread Library (pthreads) or
the OpenMP environment. Even if each core can execute efficiently more than
one thread, for our purpose let assume that on the N cores are in execution
just N independent threads pi (i = 0, .., N − 1), one for each core. In our com-
puting model, a multi-threaded task is then represented by the spawning of N
computing threads at the beginning of the execution, that run independently
interacting among them by means of the shared memory, up to the waiting for
their completion, according a fork-join model.
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Based on this model, we define now T (k, z) as the total elapsed time to
complete a task with problem dimension z using k threads. For our purposes we
then decompose it as [13]:

T (k, z) = Ts +
Tc(z)

k
+ To(k) (1)

where [13]:

– Ts is the running time for the serial sections of the algorithm. It is assumed
that Ts is independent from z and from k;

– Tc(z)/k is the running time for the parallelizable sections of the algorithm. It
is assumed that parallelizable sections of the algorithm can be decomposed
in k concurrent tasks of equal running time;

– To(k) is the synchronization overhead. We assume that To(1) = 0 and that
To(k) is a not-decreasing function only depending on k.

Therefore, with these definitions in hand, we can define scalable an algorithm
when, if the number of threads k and the problem size z are increased by a same
factor N , the running time (1) remains the same [12]. When the original number
of threads is k = 1, a formal definition for the scalability is for example:

R(N, z) =
T (1; z)

T (N ;Nz)
(2)

The (2) is often said scaled efficiency or weak scalability and its ideal value is
R(N, z) = 1 but in practice a small degradation, due to operating system over-
head, is acceptable. Furthermore, under the above assumptions 1–3, if Tc(Nz)/N
is a not decreasing function of N , it is easy to prove that:

R(N, z) ≤ T (1, z)
T (1, z) + To(N)

≤ 1 (3)

The previous expression (3) represents an upper limit for the weak scalability
when the number of threads N increases, and its strong dependence on the
synchronization overhead To(N).

3 A Loosely Coordinated Heap

It is very frequent that an application uses set of data not requiring a complete
ordering, but only the access to some items tagged with high priority. For exam-
ple many iterative algorithms attempt to reduce the numerical error accessing
only the data with maximum error, or the process scheduling algorithms for real
time applications need to access the data with the closest deadline. A priority
queue S is a dynamical data structure where each node s(k) ∈ S, (k = 1, ..,K)
is tagged with a problem-dependent priority e(k). A very efficient priority queue
is a heap, that is a partially ordered binary tree where each node has a priority
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higher than its children, so that the item ŝ with highest priority ê = maxk e(k)
is in the root (the so called max-heap property).

A heap, and more generally all dynamical data structures, is used when
there is need to process items produced at run time by the execution of the
algorithm, with an ordering depending on the application data and that cannot
be envisaged. Therefore, in many scientific applications, the heap is periodically
updated in an iterative section as in the following Algorithm 1.

Algorithm 1. Updating heap in an iterative algorithm
while (stopping criterion == false) do iteration j

...
remove(max priority item)
process data
produce new items
insert( new items)
...

endwhile

Usually, at each iteration j, the item with the highest priority is removed
from the root, and it is replaced by two o more new elements. If all threads
process data with high priority, a fast convergence of the iterative process is
ensured.

In a multicore CPU, an efficient way to reorganize the Algorithm 1 is to pro-
cess several nodes simultaneously by threads running on different cores, with the
aim to share among them the items with the highest priority. In a centralized
approach, where all threads access a single shared heap with a global synchro-
nization, all the basic operations on the heap must be carried out in a critical
section, with a strong scalability degradation.

In the case of N threads entering M times in a critical section one at a time,
the total overhead is To(N) = M(N − 1)tc = O(N), where tc is the time to
traverse the critical region, so that from (3) follows R(N, z) ≤ O(N−1). Because
of the linear dependence on To(N) on the number of threads N , the scaled
efficiency R(N, z) will quickly decreases, so the algorithm is poorly scalable. For
these reasons, our first step in the development of a scalable heap, is to remove
all global critical sections from the algorithm. To this aim, we give up the idea
of a single centralized heap, and we reorganize the heap S in N separate heaps
Si, one for each thread pi, each of them accessing its private data structure
without synchronizations with other threads. Without global synchronization,
we have a pleasantly parallel algorithm (e.g. [12]), where it easy to show that
To(N) = const.

However also this approach has a side effect: because the complete disjunc-
tion of the heaps Si, the N items with the highest priority ŝi may not be the
ones that globally have the highest priority, so that some threads can process
unimportant items with no significant progress for the whole application. There-
fore it is important to observe that, in case of items with priority very poorly
distributed among the heaps, it should be desirable a periodical redistribution
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strategy for the ŝi in order to balance the critical items among the threads. Actu-
ally the sequence of items with high priority is unpredictable, and it is impossible
to distribute them uniformly among the several heaps before the computation,
with the aim to process only the items with highest priority at each iteration. In
other words we have to deal with the contraposition between algorithms with cen-
tralized heap requiring several global synchronizations where all threads always
process items with high priority, and algorithms with data structures distributed
in several locations without synchronizations but with the risk that some threads
process unimportant items. Our approach is aimed to address the above contra-
position, by means of a tradeoff based on the periodical reorganization of the
items ŝi, only among a small group of threads, with a synchronization overhead
that does not depend on the number of threads N . More precisely the N threads
pi are logically organized according a 2-dimensional periodical mesh M2. This
structure is a virtual grid of Λ0 × Λ1 = N threads, arranged along the points
of a 2-dimensional space with integer non negative coordinates, and where a
shared buffer between each couple of connected nodes is established. The buffers
are used to allow sharing data between two threads according to a producer-
consumer protocol. In addition, the corresponding threads on the opposite faces
of the mesh are connected too, so that the mesh is periodical. In a 2-dimensional
periodical mesh, each thread pi has 4 neighbors: 2 for each direction. In the hor-
izontal direction (dir = 0), we define p

(0)
i− and p

(0)
i+ respectively the leftmost and

the rightmost thread of pi in M2. Analogously in the vertical direction (dir = 1)
we define p

(1)
i− and p

(1)
i+ the lowermost and the uppermost threads of pi.

We now define S∗ a loosely coordinate heap [21] as a collection of partially
ordered binary trees Si i = 0, .., N − 1 with the max-heap property, where the
roots are connected among them according to a given topology. In our loosely
coordinated approach, at the iteration j, each thread pi attempts to share its item
ŝi ∈ Si, with highest priority êi only with the next thread p

(dir)
i+ in the direction

dir = mod(j, 2) of the mesh M2, that is alternatively in the two horizontal and
vertical directions. More precisely, in a fixed direction dir let êi êi+ and êi− be
respectively the highest priority of the items in the heap root of the threads
pi, p

(dir)
i+ and p

(dir)
i− . If êi > êi+ then the item ŝi ∈ Si with highest priority êi

is moved to the heap Si+ along the direction dir, using a producer-consumer
protocol on the shared buffer. In the same way if êi− > êi the item ŝi− ∈ Si−
with highest priority êi− is moved to the heap Si. In this way, the critical items
with highest priority are passed from thread in thread, an iteration after the
other, through all the nodes of M2. The loosely coordinated heap management,
described for the i-th thread pi with a Single Program Multiple Data (SPMD)
programming model, is then reported in Algorithm 2.

About the scalability, it should be noted that in the proposed data redis-
tribution, at each iteration j, there are not global synchronizations among
threads pi and each of them exchanges data only with the two threads p

(dir)
i+

and p
(dir)
i− , so that the cost of threads synchronization is To(N) = O(1) because

it does not depends on the number of threads N . From (3) it follows that
R(N, z) ≤ const ≤ 1, so that the resulting algorithm can be considered scalable.
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Algorithm 2. SPMD version of Algorithm 1
with a loosely coordinated heap
1 Determine p

(dir)
i− and p

(dir)
i+ , (dir = 0, 1)

2 initialize Si

3 while (stopping criterion == false) do iteration j
4 define dir = mod(j, 2)
5 share êi with the closest threads p

(dir)
i− and p

(dir)
i+

6 if (êi > êi+) then
7 remove (ŝi) from Si

8 produce (ŝi) for p
(dir)
i+

9 endif
10 if (êi− > êi) then
11 consume (ŝi−) produced by p

(dir)
i−

12 insert (ŝi−) in Si

13 endif
14 remove(max priority item)
15 process data
16 produce two o more new items
17 insert( new items)
18 ...
19 endwhile

4 A Numerical Case Study

A scientific computing area where heaps are widely used is the development of
adaptive algorithms for numerical computation of multidimensional integrals:

I(f) =
∫
U

f(x) dx =
∫
U

f(x1, ..., xd) dx1 · · · dxd, (4)

In (4) U = [a1, b1]×· · ·× [ad, bd] is a d-dimensional hyper-rectangular region.
Because the scientific importance of such problem, since the 1980’s several effi-
cient parallel routines have been developed for its solution. Most of them (see for
example [3,19,20,22]) are based on adaptive algorithms, that allow high accu-
racy with a reasonable computational cost.

An adaptive algorithm for the computation of (4) is an iterative procedure
processing a family of hyper-rectangular subdomains s(k) (k = 1, ..,K) of a
partition P of U with the aim to compute a sequence Q(j) approaching I(f)
and a sequence |E(j)| of approximations of the error |Q(j) − I(f)| approaching
0, until a stopping criterion is not satisfied. Since the convergence rate of this
procedure depends on the behavior of the integrand function (presence of peaks,
oscillations, and so on), in order to reduce as soon as possible the error, at the
iteration j, the algorithm splits in two parts, s(λ) and s(μ), the subdomain
ŝ ∈ P with maximum error estimate ê. The two new subdomains take the place
of ŝ in the partition P, that is: P = P − {ŝ} ∪ {s(λ) , s(μ)}. In a similar way
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the approximations Q(j) and E(j) are updated. A natural implementation of a
such procedure can be done with a priority queue with the max-heap property,
where the nodes of the heap S contain the subdomains s(k) of the partition
P, and where the priority is represented by the error estimate e(k) in each
subdomain. The subdomain ŝ to be split at the iteration j, with maximum error
estimate ê is then in the root of the tree. For such a reason, to implement an
adaptive in a multicore based computing environment, it is possible to use the
loosely synchronous approach to the heap management previously described in
Sect. 3. More precisely, after the arrangement of the N threads pi according
a 2-dimensional periodical mesh M2 at the beginning of the algorithm, the
integration domain U is fairly subdivided in N equal subdomains si, each of
them assigned to a thread pi. Such a step represents the initialization of Si in pi.
Then, each thread pi of the algorithm repeatedly refines the subdomains in the
heap root ŝi ∈ Si, sharing them with the neighboring threads p

(dir)
i− and p

(dir)
i+ ,

along the 2 directions dir of M2.
To test the effectiveness of our approach we use a test functions family taken

from the Genz’s package [14]:

f(x) =
{

0 if x1 > β1 or x2 > β2
exp(

∑
i=1,..,d αi xi) otherways

where U = [0, 1]d with d = 10 and αi < 1 and βi < 1 are positive random value.
The values of αi are scaled according to d2

∑
αi = 100 in order to control the

difficulty of the function. The integrand function has a integrable discontinuity
along the edges of the rectangle [0, β1] × [0, β2]. For such a reason, the error
estimate procedure will compute a very large error only in those subdomains
where x1 = β1 or x2 = β2, that will be managed only by some threads. Without
a suitable redistribution of the subdomains with large errors, only one thread
will perform an useful job, while the other threads will refine subdomains where
the error is already small enough.

For the experiments of this case study we use a computing system based on 2
CPUs Intel Xeon E5-4610 v2 with 8-core at 2.33 GHz, and a shared main memory
DDR3 of 256 GB at 133 MHz. The system runs an operating system Scientific
Linux 6.2, with GNU C compiler version 4.4 and POSIX Thread Library.

A first set of experiments is aimed to measure the scaled efficiency of the
algorithm as defined in (2) with the described test function, with an approach
similar to the one described in [10]. In this case the problem size z when N = 1 is
the total number of evaluations of the integrand function f(x). The quadrature
rule on the basis of the adaptive algorithm is based on the Genz and Malik rule
[15], and in d = 10 dimensions it requires m = 1245 function evaluations, so that
the number of iterations, at the basis of the algorithm stopping criterion, can
be computed by dividing the total number of function evaluations Nz by 2m,
because in each iteration the algorithm evaluate the quadrature rule in the two
subdomains si(λ) and si(μ). Therefore we run the algorithm in two way:

– Option (a): without redistribution procedure (i.e. without rows 4–13 in
Algorithm 2): the integration domain U is equally distributed among the
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N threads pi and the calculation goes on without interaction among threads.
In this case any difficulties in the integration domain are not shared among
the threads.

– Option (b) with redistribution procedure (i.e. with rows 4–13 in Algorithm
2): after the same distribution of U among the threads, the computation
attempts to balance the work load among the local data structures Si of the
loosely coordinated heap S∗, as described in Sect. 3. In this case the difficulties
in the integration domain are shared among the threads.

To this aim we used 10 different integrand functions with different values of αi

and βi in order to test different locations and sharpness of the discontinuity.
In Fig. 1 are reported respectively the scaled efficiencies of the algorithm for

both tests with Option (a) and Option (b). More precisely are reported the best
value, the worst value and average values, over the 10 test functions, of the scaled
efficiency as defined in (2) with N = 16 threads and z = 250000, 500000, 750000,
1000000 integrand function evaluations.

Fig. 1. Scaled efficiency of the adaptive algorithm. Left: 16 threads and Option (a).
Right: 16 threads and Option (b). ◦ = worst case - � = average case - � = best case

Mainly for large values of the number of function evaluations (z = 750000
and z = 1000, 000) we observe a very small difference between the two cases,
confirming, once again, our expectation of a small impact of the redistribution
procedure among the threads on the scaled efficiency. In the worst case, the
scaled efficiency is about R(N, z) � 0.6 with both Options (a) and (b), and it is
only 0.1 larger with Option (a) with respect to Option (b) in the best case. The
average values differ of only 0.05 between Option (a) and Option (b).

A second set of experiments is aimed, instead, to measure the benefit of
the proposed redistribution procedure on the accuracy of the results. This is
a critical experiment because it is tested the ability of the loosely coordinated
heap S∗ to supply effectively high-priority items to the threads. Also in this
case we used the function described for the previous experiment. In Fig. 2
are reported the estimated numerical error, with N = 1 thread and N = 16
threads. Furthermore, with N = 16 threads we executed the Algorithm 3 with
Option (a) and Option (b). In all cases we report the numerical error with
z = 250000, 500000, 750000, 1000000 integrand function evaluations for each
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thread, so that the total number of function evaluations is Nz. It is possible
to observe the great benefit on the numerical error, achieved when the number
of function evaluations z in each thread is increased, as well as when are used
N = 16 threads with Option (b). On the contrary, the execution of the algorithm
with N = 16 threads and Option (a) produces a poorly significant improvement
in numerical accuracy respect to the case with N = 1 thread. That means that,
in this case, only 1 thread performs useful work.

Fig. 2. Numerical error vs number of function evaluations ◦ = 16 threads with Opt.
(b) - � = 16 threads with Opt. (a) - � = 1 thread

5 Conclusion

In this paper we proposed a relaxed model for heap-based priority queues in
multicore environments. The work is motivated by the need to achieve a balance
between two contrasting requirements on the data structure: correctness and
scalability. The first one requires global access to the data structure in order to
assess traditional issues such as the linearizability [17]; on the other hand, high
efficiency can be achieved in parallel environments only if the synchronization
cost is independent from the number of processing units. To this end, we have
developed an approach based on a distribution of the data structure among the
computing units where the synchronization strategy involves only a small (and
constant) number of processing units.

Our experiments show that such a strategy is able to realize an effective
compromise between the two requirements. More precisely, we compared our
algorithm with a pleasantly version of the same algorithm without redistribution
of the node in the data structure, and we observed a gain of at least 3 significant
digits in accuracy with a loss of efficiency of only 5% in the average case.

In any case it should be noted that modern computing environments are
based on hybrid forms of parallelism, where large clusters are connected together
by means of grid and/or cloud infrastructures. Therefore, we plan to inte-
grate the resulting software in geographically distributed systems or com-
puting environments (e.g. [6,7]) as we did already for other applications in
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[1,2,8,9,16,23,25,26], paying special attention to the techniques developed to
enhance the performance [5], the fault tolerance [4], the transparent use of
resources [27,28,30] and the load balancing among them [29].
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PPAM 2011. LNCS, vol. 7203, pp. 740–749. Springer, Heidelberg (2012). https://
doi.org/10.1007/978-3-642-31464-3 75

27. Montella, R., Giunta, G., Laccetti, G., Lapegna, M.: Virtualizing high-end GPG-
PUs on ARM clusters for the next generation of high performance cloud computing.
Cluster Comput. 17, 139–152 (2014)

28. Montella, R., Giunta, G., Laccetti, G., Lapegna, M., Palmieri, C., Ferraro,
C., Pelliccia, V.: Virtualizing CUDA enabled GPGPUs on ARM clusters. In:
Wyrzykowski, R., Deelman, E., Dongarra, J., Karczewski, K., Kitowski, J., Wiatr,
K. (eds.) PPAM 2015. LNCS, vol. 9574, pp. 3–14. Springer, Cham (2016). https://
doi.org/10.1007/978-3-319-32152-3 1

https://doi.org/10.1007/11508380_99
https://doi.org/10.1007/3-540-48311-X_160
https://doi.org/10.1007/3-540-48311-X_160
https://doi.org/10.1007/978-3-642-31464-3_75
https://doi.org/10.1007/978-3-642-31464-3_75
https://doi.org/10.1007/978-3-319-32152-3_1
https://doi.org/10.1007/978-3-319-32152-3_1


36 G. Laccetti et al.

29. Murli, A., Boccia, V., Carracciuolo, L., D’Amore, L., Laccetti, G., Lapegna, M.:
Monitoring and migration of a PETSc-based parallel application for medical imag-
ing in a grid computing PSE. In: Gaffney, P.W., Pool, J.C.T. (eds.) Grid-Based
Problem Solving Environments. ITIFIP, vol. 239, pp. 421–432. Springer, Boston,
MA (2007). https://doi.org/10.1007/978-0-387-73659-4 25

30. Murli, A., D’Amore, L., Laccetti, G., Gregoretti, F., Oliva, G.: A multi-grained
distributed implementation of the parallel Block Conjugate Gradient algorithm.
Concurr. Comput. Pract. Exp. 22, 2053–2072 (2010)

31. Shavit, N.: Data structure in multicore age. Commun. ACM 54, 76–84 (2011)

https://doi.org/10.1007/978-0-387-73659-4_25


Energy Analysis of a 4D Variational Data
Assimilation Algorithm and Evaluation

on ARM-Based HPC Systems

Rossella Arcucci1(B), Davide Basciano1, Alessandro Cilardo1, Luisa D’Amore1,
and Filippo Mantovani2

1 University of Naples Federico II, Naples, Italy
rossella.arcucci@unina.it

2 Barcelona Supercomputing Center (BSC), Barcelona, Spain

Abstract. Driven by the emerging requirements of High Performance
Computing (HPC) architectures, the main focus of this work is the inter-
play of computational and energetic aspects of a Four Dimensional Varia-
tional (4DVAR) Data Assimilation algorithm, based on Domain Decom-
position (named DD-4DVAR). We report first results on the energy con-
sumption of the DD-4DVAR algorithm on embedded processor and a
mathematical analysis of the energy behavior of the algorithm by assum-
ing the architectures characteristics as variable of the model. The main
objective is to capture the essential operations of the algorithm exhibit-
ing a direct relationship with the measured energy. The experimental
evaluation is carried out on a set of mini-clusters made available by the
Barcelona Supercomputing Center.

Keywords: Data assimilation · 4DVar · Domain Decomposition
Embedded processor architectures · Energy consumption

1 Introduction and Motivations

Data assimilation (DA) is an uncertainty quantification technique by which mea-
surements and model predictions are combined to obtain an accurate representa-
tion of the state of the modeled system [8,13]. Due to the scale of the forecasting
area and the number of state variables used to describe ocean or atmosphere for
climate or weather predictions, DA applications are large scale problems that
should be solved in near real-time. This mandates to design and develop DA
algorithms to be run by exploiting High Performance Computing (HPC) envi-
ronments till to the heterogeneous ones composed by multiprocessors multicores
and graphics accelerators (see for example [10,16,17]).

During the last 20 years, parallel algorithms for DA have been investigated
by a number of federal research institutes and universities. Up to now, the main
efforts towards the development of parallel 4DVAR DA systems were achieved in
numerical weather prediction applications, namely by the ECMWF (European
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Center for Medium-Range Weather Forecasts), in Reading (UK) and by the
NCAR (National Center for Atmospheric Research), in Colorado (USA). In this
paper, we employ a 4DVAR algorithm described in [1,2,9], named DD-4DVAR,
based on a Domain Decomposition approach. In [5,15,18,19] are described some
different approaches to take full advantage of emerging HPC architectures. In
the model we employ, the parallelism is achieved by dividing the global problem
into multiple local 4DVAR DA sub-problems solved across processors. The global
solution is obtained by collecting the local minimums. The sub-problems are
handled by a slightly modified 4DVAR algorithm, custom implemented on an
ARM-based low-energy node with the aim of minimizing the overall energy-to-
solution experienced by the application.

The performance and energy cost of a parallel algorithm executing on HPC
systems have different trade-offs, depending on how many processors the algo-
rithm uses, at what characteristics these processors have, and the structure of
the algorithm. Due to the interest of the HPC community towards low-power
architectures such as the ones used in smartphone and tablets [20], we report
in this paper the first results on the energy consumption of the DD-4DVAR
algorithm on embedded processor. Note that our approach addresses the prob-
lem in the spirit of scalability analysis of parallel algorithms as distinct from
practical performance analysis on specific architecture. We provide a mathemat-
ical analysis of the energy behavior of the DD-4DVAR algorithm as function
of the architectures characteristics of the platforms where are executed. The
main objective is to capture the essential operations in the algorithm exhibit-
ing a direct relationship with the measured energy. Such analysis will enable
predicting the energy requirements of the DD-4DVAR code, provided that a
set of architecture-dependent parameters are available, as well as understand-
ing its energy breakdown, which may in turn underpin a systematic approach
to combined performance/energy optimization. The experimental evaluation is
carried out on a set of AMR based platforms made available by the Barcelona
Supercomputing Center in the context of the Mont-Blanc European project [21].
The evaluation, aimed at understanding the energy breakdown and the related
scalability issues, pointing out the importance of the underplay between parallel
performance and energy optimization.

2 The DD-4DVAR Computational Kernel

Hereafter we provide a concise formalization of the DD-4DVAR model we imple-
mented in Algorithm 1 [2].

Let tk, k = 0, 1, . . . , n be a sequence of observation times and, for each k, let
be

xk ≡ x(tk) ∈ �N (1)

the vector denoting the state of a sea system such that xk = Mk (xk−1) with
Mk : �N �→ �N forecasting model.

At each time step tk, let be

yk = Hk(xk) ∈ �p (2)
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the observations vector where Hk : �N �→ �p is a non-linear interpolation oper-
ator collecting the observations at time tk.

The aim of DA problem is to find an optimal tradeoff between the current
estimate of the system state (background) defined in (1) and the available obser-
vations yk defined in (2).

Let (3) be an overlapping decomposition of the physical domain Ω such that
Ωi ∩ Ωj = Ωij �= 0 if Ωi and Ωj are adjacent and Ωij is called overlapping
region [2].

Ω =
Nsub⋃

i=1

Ωi (3)

For a fixed time tk = t0, according to this decomposition, the DD-4DVAR com-
putational model is a system of Nsub non-linear least square problems described
in (4)–(5) where Ji in (5) is called cost-function.

xDA
0 =

Nsub∑

i=1

x̃DA
0i , with x̃DA

0i =
{

argminx0Ji(xDA
0i ) on Ωi

0 on Ω − Ωi
(4)

Ji(xDA
0i ) = ‖xDA

0i − xM
0i ‖2Bi

+
N∑

k=0

‖Gki
(xDA

0i ) − yi‖2Ri
+ ‖xDA

0i /Ωij − xDA
0j /Ωij‖Bij

(5)
where Gk = Mk ◦ Hk.

xDA
0 in (4) is the analysis (i.e. the estimation of the vector xDA

0i at time t0).
The variables x0i and yki

are the same vectors x0 and yk in (1) and (2) defined
on the subdomain Ωi, Ri and Bi are the covariance matrices whose elements
provide the estimate of the errors on yki

and on x0i , respectively.
Let d = [yk − H(xk)] be the misfit, by using the linearization of H such that

H(x) = H(x + δx) + H δx, where H is the matrix obtained by the first order
approximation of the Jacobian of H and, by setting vi = V T

i δxi, with Vi such
that Bi = ViV

T
i , the cost function in (5) is written as:

Ji(vi) =
1
2
vT
i vi +

1
2

N∑

k=0

(Gki
Vivi − dki

)TR−1
ki

(Gki
Vivi − dki

)

+
1
2
(Vijv

+
i − Vijv

−
i )T (Vijv

+
i − Vijv

−
i ) (6)

The minimum of the cost function Ji in (6) is computed by the L-BFGS method
[22] which implements a quasi Newton method. Then we need to compute
∇Ji(vi) such that:

∇Ji(vi) = vi +
N∑

k=0

V T
ki

GT
ki

R−1
ki

(Gki
Vivi − dki

) (7)

where GT
ki

is the adjoint operator of Gki
.
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Algorithm 1. The DD-4DVAR algorithm on each subdomain Ωi × [t0, tn]
1: Input: {yki}k=0,...,m and xM

0i

2: Define Hki

3: Compute dki ← yki − HkiMki . . . M1ix
M
0i % compute the misfit

4: Define Rki starting from the observed data yki

5: Define Vi starting from a temporal sequence of hystorical data {xM
ki

}k=0,...,M

6: Define the initial value of δxDA
i

7: Compute vi ← V T
i δxDA

i

8: repeat % start of the L-BFGS steps
9: Send and Receive the boundary conditions from the adjacent domains

10: Compute Ji ← Ji(vi) % Defined in (6)
11: Compute gradJi ← ∇Ji(vi) % Defined in (7)
12: Compute new values for vi
13: until (Convergence on vi is obtained) % end of the L-BFGS steps
14: Compute xDA

i ← xM
0i + Vivi

3 Energy Analysis of the Algorithm

In this section we set a DD-4DVAR algorithm configuration and we perform a
mathematical analysis of the energy behaviour of the algorithm.

For the DD-4DVAR algorithm configuration we assume:

– N defined in (1), which is the dimension of the problem, such that

N = nx × ny × nz = n × n × 3

as this does not affect the generality, where n ∈ N , n > 1;
– a 2D decomposition along the x-axes and the y-axes such that each subdomain

has dimension:
Ni =

n

p
× n

p
× 3; (8)

where p ∈ N , p > 1. Then, Nsub the number of subdomain in (3) (which
constitutes the domain decomposition) is

Nsub = p2. (9)

– the algorithm be implemented on a parallel architecture by employing nproc
processors such that nproc = Nsub, i.e. from (9), we are assuming

nproc = p2.

Concerning the energy model, we assume that [14]:

– the energy consumption is additive and it is essentially proportional to the
respective activity intensity in each component of the computing architecture,
in terms of compute operation count, exchanged messages, memory accesses,
plus a static energy contribution which is not affected by the activity and
only depends on the considered time interval.
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Based on the above assumption, we can write the energy breakdown as:

EHC(p, n) = Ecomp(p, n) + Emem(p, n) + Emes(p, n) + Estatic(p, n) (10)

where the superscript HC denotes the dependency on the computing architec-
ture, and

– Ecomp(p, n) is the energy for computation:

Ecomp(p, n) = Ed · f2 · μcomp(p, n), (11)

where Ed is a hardware constant [7], μcomp(p, n) is the number of computa-
tions and f is the frequency;

– Emem(p, n) is the energy for memory accesses:

Emem(p, n) = Em · μmem(p, n), (12)

where Em is the energy consumed for a single memory access (both read and
write) and and μmem(p, n) is the number of memory accesses;

– Emes(p, n) is the energy for message transfers:

Emes(p, n) = Et · μmes(p, n), (13)

where Et is the energy consumed for a single message transfer between the
processors and μmes(p, n) is the number of message transfers at all processors;

– Estatic(p, n) is the static energy:

Estatic(p, n) = El · f · Tactive(p, n). (14)

where El is a hardware constant [7] and Tactive(p, n) is the execution time for
performing the whole algorithm.

Let

– NL−BFGS,p be the number of L-BFGS steps (see Steps 8–13 of Algorithm 1)
which depends on the sub domains dimension (i.e., from (8), it depends on
p) [3];

– nHC
C be the maximum size of the allocable problem in the memory cache of

the architecture HC.
– pHC

max be the maximum number of cores of the architecture HC.

By assuming
n ≤ nHC

C , p < pHC
max (15)

and by analyzing the time complexity of Algorithm1, we can estimate the order
of magnitude of the energy consumption by the following result.

Theorem 1. By assuming (10), (11)–(14) and (15), it holds:

EHC(p, n) = O
(

CHC(p) · 9
n4

p2

)
(16)
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where EHC(p, n) denotes the energy consumption defined in (10) and where
CHC(p):

CHC(p) = Ed · NL−BFGS,p + El · tflop (17)

with tflop denotes the unitary time required for the execution in each processor
of one floating point operation.

Proof: Let Si(p, n) and Vi(p, n) denote the number of floating point exchanges
at each algorithm iteration and the floating point computations at each iteration
respectively, proportional to surface area and the volume of each subdomain in
Algorithm1:

Si(p, n) = 12
n

p
(18)

Vi(p, n) = 3
n2

p2
(19)

then μcomp(p, n), μmem(n, p) and μmes(p, n) are such that:

μcomp(p, n) = NL−BFGS,p · p2 · V 2
i (p, n), (20)

μmem(p, n) = 2NL−BFGS,p · p2 · Vi(p, n), (21)

μmes(p, n) = NL−BFGS,p · p2 · Si(p, n), (22)

Also we assume Tactive(p, n) be the execution time for performing V 2
i (p, n) float-

ing point operations:

Tactive(p, n) = tflop · V 2
i (p, n) (23)

Then, from (10), (18)–(19) and (20)–(22), it holds

EHC(p, n) = Ed · NL−BFGS,p (p2)
(

3
n2

p2

)2

· f2 + Em · 2NL−BFGS (p2)
(

3
n2

p2

)

+ Et · NL−BFGS,p (p2)
(

6
n

p
+ 6

n

p

)
+ El · tflop(p2)

(
3
n2

p2

)2

· f

(24)

As we run in a single computational node (i.e. p < pmax as expressed in (15))
this means that we are not implying communications, so the third term can be
neglected. From qualitative observations, we can assume that the second term
can be neglected because we fit the whole data in cache (as expressed in (15)),
therefore a negligible number of access to the main memory are performed. Then
the (16) follows.

Definition 1 (Energy Variation parameter). We denote with Energy Variation
parameter the ratio

V Ep1,p2 =
EHC(p1, n)
EHC(p2, n)

(25)
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The following result holds:

Proposition 1. For a fixed architecture and, under the hypothesis of Theorem1,
it is

V Ep1,p2 >
p22
p21

(26)

for p2 ≥ p1.

Proof: From (24) and (16) for a fixed value of n, it is

V Ep1,p2 =
CHC(p1)
CHC(p2)

p22
p21

(27)

We observe that, from (27), it is

CHC(p1)
CHC(p2)

> 1 =⇒ V Ep1,p2 ≥ p22
p21

which gives:

CHC(p1) > CHC(p2) =⇒ V Ep1,p2 >
p22
p21

(28)

From (28) and (17) it is

CHC(p1) > CHC(p2) ⇐⇒ Ed·NL−BFGS,p1+El ·tflop > Ed·NL−BFGS,p2+El·tflop
As for a fixed architecture, the values of Ed, El and tflop are also fixed, it is

CHC(p1) > CHC(p2) ⇐⇒ NL−BFGS,p1 > NL−BFGS,p2

Due the better conditioning of the smaller problems, it is NL−BFGS,p1 >
NL−BFGS,p2 [3]. Then the (26) holds.

Remark 1. We observe that, if the (15) is not satisfied, then CHC(p) includes
also Emes which increases as the number of processors increases. In that case,
for p2 > p1, it is:

CHC(p2) ≥ CHC(p1) (29)

which gives

V Ep1,p2 ≤ p22
p21

(30)

4 Experimental Results

The proposed approach is validated on a case study based on the linear Shallow
Water Equation (SWE) for n = 64, i.e. we consider a fixed size configuration of
the DD-4DVAR algorithm and we discuss results obtained by varying p.



44 R. Arcucci et al.

Table 1. Reference architectures details

Specifications Cavium ThunderX Nvidia JetsonTx1 Samsung Exynos

Instruction set ARMv8 ARMv8 ARMv7

Num. of cores/node 2 · 48 4 2

Num. of cluster nodes 1 16 16

Clock freq. [GHz] 2.5 1.73 1.7

L2 cache size [MB] 16 2 1

The experiments are been conducted on architectures available at the
Barcelona Supercomputing Center (BSC) and the power measurements have
been enabled by the Mont-Blanc computing environment [21].

In Table 1 are summarized the reference architectures. HC = CT refers to a
single Cavium ThunderX server [23], HC = JT refers to a cluster of 16 nodes
of Nvidia JetsonTx1, while HC = MB refers to a partition of 5 nodes of the
Mont-Blanc prototype cluster [21] used for this work.

Relying on the potential of the Mont-Blanc computing environment, we were
particularly interested in the results in terms of power efficiency and energy-
to-solution. Here we provide results in terms of (measured) Energy Variation
Parameter defined in (25) and computed using the values of energy consumptions
given by EHC(p, 64) = PHC

p · THC
p , where PHC

p and THC
p are the power and

the execution time respectively. We compare the obtained results with the upper
and lower bounds provided in (26) and (30).

We observe that, in Table 1, the Cavium ThunderX has 16 Megabyte of
memory cache which allows to satisfy condition in (15). In fact1,

nCT
C = 16 · nC,1 = 96 > 64 = n, p < pCT

max = 2 · 48 = 96.

Under condition (15), the (26) holds as confirmed by the results in Table 2.

Table 2. Cavium ThunderX

p2 PCT
p TCT

p ECT (p, 64) V E1,p p2/1

1 125.0 W 906 s 113250.0 J 1.0 1

4 125.5 W 211 s 26480.5 J 4.3 4

16 126.5 W 42 s 5313.0 J 21.3 16

The JetsonTx1 and Mont-Blanc, with 2 Megabyte and 1 Megabyte of cache
instead (see Table 1) do not satisfy (15). In fact, nJT

C = 2 · nC,1 = 12 and

1 Due the time complexity of the computation, for each Megabyte, the values on
nC which is independent from the computing architecture, is such that: nC,1 =⌈(

1048576
8∗3

) 1
6
⌉

= 6, where �·� denotes the integer part.
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Table 3. JetsonTx1

f = 800000

p2 P JT
p T JT

p EJT (p, 64) V E1,p p2/1

1 5.3 W 429 s 2273.7 J 1.0 1

4 6.6 W 115 s 759.0 J 3.0 4

16 6.6 W 45 s 297.0 J 7.7 16

f = 1700000

p2 P JT
p T JT

p EJT (p, 64) V E1,p p2/1

1 6.5 W 210 s 1365.4 J 1.0 1

4 10.0 W 86 s 860.6 J 3.1 4

16 10.0 W 21 s 210.0 J 6.5 16

Table 4. Mont-Blanc

f = 800000

p2 PMB
p TMB

p EMB(p, 64) V E1,p p2/1

1 5.4 W 375 s 2025.0 J 1.0 1

4 5.5 W 86 s 473.0 J 4.2 4

16 5.5 W 23 s 126.5 J 16.0 16

f = 1700000

p2 PMB
p TMB

p EMB(p, 64) V E1,p p2/1

1 5.4 W 181 s 977.4 J 1.0 1

4 5.5 W 48 s 264 J 3.7 4

16 5.5 W 13 s 71.5 J 13.7 16

nMB
C = 1 · nC,1 = 6 for the JT and MB respectively, both smaller than n = 64.

In these cases, the upper bound in (30) holds as confirmed by the results in
Tables 3 and 4.

5 Conclusions

We introduced an energy analysis of the DD-4DVAR algorithm for data assim-
ilation problems. An implementation of the algorithm was evaluated on some
prototype ARM-based platforms made available by the Barcelona Supercomput-
ing Center. We performed the analysis of the energy behaviour of the algorithm
depending on several architectures characteristics. A preliminary experimental
evaluation confirmed the estimations provided by our analysis on a fixed size
problem varying the number of processors. As a future development, we aim
at scaling up the methodology by demonstrating energy-driven parallelization
approaches on production-grade ARM-based HPC clusters.
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Future developments could be straightforwardly take into account the exper-
tise of scientists of our workgroup, to face fault-tolerance problems [4,6,18] as
well as implementations in cloud and/or distributed environments [11,12], and
in heterogeneous ones [15,19].
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Abstract. We consider the Incremental Strong constraint 4D VARia-
tional (IS4DVAR) algorithm for data assimilation implemented in ROMS
with the aim to study its performance in terms of strong scaling scalabil-
ity on computing architectures such as a cluster of CPUs. We consider
realistic test cases with data collected in enclosed and semi enclosed seas,
namely, Caspian sea, West Africa/Angola, as well as data collected into
the California bay. The computing architecture we use is currently avail-
able at Imperial College London. The analysis allows us to highlight that
the ROMS-IS4DVAR performance on emerging architectures depends on
a deep relation among the problems size, the domain decomposition app-
roach and the computing architecture characteristics.

Keywords: Data assimilation · 4DVAR algorithm
Performance analysis · Parallel algorithm

1 IS4DVAR Algorithm

The Incremental Strong Constraint 4DVAR (IS4DVAR) Algorithm is one of
Data Assimilation modules of the Regional Ocean Modelling System (ROMS)
[18–20]. It solves a regularized Non Linear Least Square (NL-LS) problem of the
type (see [2–4,8,22] for details):

argminu∈�N JDA(u) = argminu∈�N ‖FDA(u,MΔ×Ω ,ub
0,R,B,v,Δ,Ω)‖,

where MΔ×Ω the predictive model defined in the time-and-space physical
domain Δ × Ω with initial condition ub

0, R, and B the covariance matrices
and v the vector of the observations.
c© Springer International Publishing AG, part of Springer Nature 2018
R. Wyrzykowski et al. (Eds.): PPAM 2017, LNCS 10778, pp. 48–57, 2018.
https://doi.org/10.1007/978-3-319-78054-2_5
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The common approach for solving NL-LS problems consists in defining a
sequence of local approximations of JDA where each member of the sequence is
minimized by employing Newton’s method or one its variants (such as Gauss-
Newton, L-BFGS, Levenberg-Marquardt). See Algorithms 1 and 2. Approxima-
tions are obtained by means of truncated Taylor’s series, while the minimum is
obtained by using second-order sufficient conditions [1,24] (see step 7 of Algo-
rithm 1). In particular, two approaches could be employed:

(a) by truncating Taylor’s series expansion of JDA at the second order such as
Newton’methods (including LBFGS and Levenberg-Marquardt) following
the Newton’s descend direction (see Algorithm 3);

(b) by truncating Taylor’s series expansion of JDA at the first order such as
Gauss-Newton’s methods (including Truncated Gauss-Newton or Approx-
imated Gauss-Newton) following the steepest descend direction, which is
computed solving the normal equations arising from the local Linear Least
Squares (LLS) problem (see Algorithm 4).

In ROMS-IS4DVAR the NL-LS problem is solved by using Gauss-Newton’s
method, where solution of normal equations system is obtained by applying a

Algorithm 1

1: procedure IS4DVar(in : MΔ×Ω ,ub
0,R,B,v, Δ, Ω; out : uDA)

2: %Run MΔ×Ω with initial condition ub
0 for computing ub, in Δ × Ω

3: ub = MΔ×Ω [ub
0]

4: k := 0,u0
DA = ub

DA

5: repeat
6: k := k + 1
7: Call NLLS(in : MΔ×Ω ,R,B,v,ub, Δ, Ω; out : uk

DA)
8: until ‖uk

DA − uk−1
DA ‖ < eps

9: end procedure

Algorithm 2

1: procedure NLLS(in : MΔ×Ω ,R,B,v,ub, Δ, Ω; out : uk
DA)

2: Initialize u0 := ub;
3: Initialize k = 0;
4: repeat
5: % Compute δuk

DA = argminJDA by using QN or LLS
6: If (QN) then
7: Call QN (in : MΔ×Ω ,R,B,v,ub, Δ, Ω; out : uk

DA )
8: ElseIf (LLS) then
9: Call LLS (in : MΔ×Ω ,R,B,v,ub, Δ, Ω; out : uk

DA)
10: EndIf
11: Update uk

DA = uk
DA + δuk

DA

12: Update k = k + 1
13: until (convergence is reached)
14: end procedure
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Algorithm 3

1: procedure QN(MΔ×Ω ,R,B,v,ub, Δ, Ω; out : uk
DA)

2: Initialize u0
DA := ub

A;
3: Initialize k = 0;
4: repeat
5: %Compute δuk

DA = argminJQD
DA, by Newton’s method

6: 1.1 Compute ∇JDA(uk
DA) = ∇FT

DA(uk
DA)∇FDA(uk

DA)
7: 1.2 Compute ∇2JDA(uk) = ∇FT

DA(uk)∇FDA(uk
DA) + Q((uk

DA))
8: 1.3 Solve ∇2JDA(uk

DA)δuk
DA = −∇JDA(uk

DA)
9: Update uk

DA = uk
DA + δuk

DA

10: Update k = k + 1
11: until (convergence is reached)
12: end procedure

Algorithm 4

1: procedure LLS(MΔ×Ω ,R,B,v,ub, Δ, Ω; out : uk
ji)

2: Initialize u0 := ub;
3: Initialize k = 0;
4: repeat
5: Compute ∇JDA = ∇FT

DA(uk
DA)∇FDA(uk

DA)
6: %Compute δuk

DA = argminJTL
DA by solving the normal equations system:

7: Solve ∇FT
DA(uk

DA)∇FDA(uDA)δuk
DA = −∇FT

DA(uk
DA)FDA(uk

DA)
8: Update uk

DA = uk
DA + δuk

DA

9: Update k = k + 1
10: until (convergence is reached)
11: end procedure

Krylov subspace iterative method (this task is also referred to as the inner-
loop while the steps along the descent direction are called the outer-loop) (see
Algorithm 6). IS4DVAR is described in Algorithms 5 and 6 [13]. Finally, in Fig. 1
we report the flowchart of IS4DVAR algorithm as it is implemented in ROMS.

Figure 1 illustrates the IS4DVAR Algorithm as it is implemented in ROMS
and in Fig. 2 we describe the software architecture of ROMS. For details see
description in [18].

2 Performance Assessment of Parallel IS4DVAR
Algorithm

As IS4DVAR is part of the ROMS, the parallelization strategy implemented for
the IS4DVAR algorithm takes advantage of the parallelization strategy imple-
mented in ROMS. In other words, each part of the IS4DVAR which depends on
the forecasting model (in particular, NLROMS, TLROMS and ADROMS mod-
ules) implement the two dimensional DD approach (2D-DD) approach (i.e. a
coarse-grain parallelism), while Preconditioner and Lanczos Algorithm modules
implement the one dimensional DD (1D-DD) approach (i.e. a fine-grain paral-
lelism). I/O is all happening on the master process unless you specifically ask
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Algorithm 5 (IS4DVAR refined)

1: procedure IS4DVar(MΔ×Ω ,R,B,v,ub, Δ, Ω; out : uk
DA)

2: Initialize u0 := ub = MΔ×Ω [ub
0];

3: Initialize k = 0;
4: repeat
5: Compute dk = v − H(uk

DA)
6: Compute G, V
7: %Solve the normal equations system by using Krylov iterative methods
8: Call Lanczos-4DVAR (G,V,R,B,v,ub, Δ, Ω; out : δuk

DA)
9: Update uk

DA = uk
DA + δuk

DA

10: Update k = k + 1
11: until (convergence is reached)
12: end procedure

Algorithm 6

1: procedure Lanczos-4DVar(G,V,R,B,v,ub, Δ, Ω; out : δuk
DA)

2: Compute G,GT ,R−1, V;
3: Solve (I + GTR−1Gδuk

DA = GTR−1d
4: % by using Lanczos algorithm
5: end procedure

it to use MPI-I/O. Concerning the 1D-DD approach, the parallelism in ROMS
is introduced (into the step (vi) of Fig. 1) by distributing the data among a 1D
processor grid blocked by rows (see the Parallel version of the ARPACK library
[15] for details). We observe that this is the most suitable way to reduce com-
munication overheads in the execution of linear algebra operations required by
concurrently performing Lanczos algorithms.

Let us briefly model the coarse-and-fine parallelization strategy implemented
in IS4DVAR Algorithm.

Definition 1 (1D and 2D Domain Decomposition Strategy). Let the
domain Ω be decomposed in Ntile subdomains (also named tiles) with overlap
areas, where

Ntile = NtileI × NtileJ.

If
size(Ω) = N = N1 × N2 × N3,

then in 2D-DD

size2D−DD(tile) =
N1

NtileI
× N2

NtileJ
× N3;

while in 1D-DD, it is

size1D−DD(tile) =
N1

NtileI
× N2 × N3.

♠
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Fig. 1. A flow chart illustrating ROMS-IS4DVar algorithm where NLROMS, TLROMS
and ADROMS implement the ROMS non linear model, the tangent linear (First Order
Taylor Approximation of ROMS) and the Adjoint (for computing the Adjoint operator
of ROMS) [18]. Parameters k and m (where k � m) are the steps for the linearization
(First Order Taylor approximation) and for the minimization algorithms (by using
Lanczos algorithm) respectively.

The surface S(N,Ntile) of each 2D-DD tile is

S(N,Ntile) = 2
(

N1

NtileI
× N2

NtileJ

)
+ 2

(
2

N1

NtileI
+ 2

N2

NtileJ

)
× N3 (1)

and the volume is

V (N,Ntile) =
N1

NtileI
× N2

NtileJ
× N3. (2)

If the 2D-DD is uniform, i.e. if N1 = N2 = N3 = M, and NtileI = NtileJ = p
then, from (1) and (2) it is

S(M,p) = O

(
2
M2

p2
+ 2

M2

p

)
, V (M,p) = O

(
M3

p2

)
. (3)

As communication is much slower than computation, we will continue to get
slower relative to computation over time, so we address performance of IS4DVAR
Algorithm computing an estimate of the communication overhead, let us say
Ohcom. In particular, we investigate the behavior of the communication over-
head, let us denote Ohcom, in terms of the surface-to-volume ratio, for the 2D-DD
approach.
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Fig. 2. ROMS software architecture. The version 3.6 of ROMS is been installed.
This is the last version available. The ROMS source code is only distributed using
Subversion (SVN). Its parallel framework includes both shared-memory (OpenMP)
and distributed-memory (MPI) paradigms. The Middleware level includes a copy of
ARPACK in the Lib directory which is used for the adjoint-based algorithms. The
Lib directory also contains a copy of the Model Coupling Toolkit (MCT) which you
will need if you wish to couple ROMS to other models. ROMS-IS4DVAR is written
in F90/F95 with dynamic allocation of memory which allows multiple levels of nest-
ing and/or composed grids. Finally, ROMS-IS4DVAR uses extensive C-preprocessing
(CPP) to configure its various numerical and physical options. ROMS supports serial,
OpenMP, and MPI computations, with the user choosing between them at compile
time. Here we focus on the compiling for MPI. Also, details about parallelization strat-
egy and the variables involved are available on www.myroms.org/wiki/Parallelization.

Definition 2 (Surface-to-volume). The surface-to-volume ratio is a measure
of the amount of data exchange (proportional to surface area of domain) per unit
operation (proportional to volume of domain).

Definition 3 (Communication Overhead). Let Tcom denote the total com-
munication time and Tflop the total computation time, then

Ohcom :=
Tcom

Tflop
.

Proposition 1. Let tcom be the sustained communication time for send-
ing/receiving one data in IS4DVAR and tflop the sustained execution time of
one floating point operation in IS4DVAR, such that1.

tcom = αtflop, α = 10q, q > 1.

For the IS4DVAR Algorithm it holds that

Ohcom < 1 ⇔ 0 < k < r − q , q ∈]0, r[. (4)

1 Relation between tcom and tcalc (namely, the value of the parameter q) heavily
depends on how the software under consideration is able to efficiently exploit the
parallelism of such advanced architectures (the so called sustained performance).

https://www.myroms.org/wiki/Parallelization
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Proof: For each m, from (3) it follows

Ohcom =
S

V

Tcom

Tflop
=

2 + 2p · tcom

M · tflop
.

We write N = 10r and p = 10k, then we have

Ohcom = O

(
10q(2 + 2p)

10r

)
= O

(
10q−r(2 + 2 · 10k)

)
= O(10q−r+k)

i.e. the (4).
Expression in (4) states that in order to increase the upper bound on k =

log(p), the problems size should increases, and/or the ratio of the sustained
unitary communication time over the sustained computation time (i.e. parameter
a = 10q) should decreases. Since the experiments which we consider here use
realistic configurations of medium-size, performance results will confirm that
the efficiency degrades below 50% for p > 16.

3 Experiments

We describe the configurations we have chosen for testing and analysing the per-
formance of IS4DVAR on the California Current System, the Caspian sea and
the Angola Basin. All the experiments are carried out on the CX2 (Helen) com-
puting system provided by Imperial College London2. For each experiment, we
report strong scaling results, in terms of execution time, speed up and efficiency.
The variable proc on the tables refer to the number of processors involved, Tp

refers to the execution time, Ntile = p, Sp = T1
Tp

, Ep = Sp

p . Finally, we use the
mapping proc ↔ MPI process. The test cases we have chosen refers to:

– TC1: the California Current System (CCS) with 30 km (horizontal) resolution
and 30 levels in the vertical direction. The global grid is then:

N = 54 × 53 × 30 = 8.586 × 104.

– TC2: the Caspian Sea with 8 km resolution and 32 vertical layers. The vertical
resolution is set with a minimum depth of 5 m. Then, problem dimension in
terms of the grid/mesh size consists of

N = 90 × 154 × 32 = 4.43520 × 105

grid points. A set of sensitivity experiments (not shown) suggests that k = 1
and m = 50. In each of these experiments, only one assimilation cycle (4
days) is conducted.

2 Helen is an SGI ICE 8200EX system. The first part of the system is comprised of
122 nodes. Each node has two 4-core 2.93 GHz Intel X5570 (Nehalem) processors
and 24GB of RAM. The processors are hyperthreaded - each physical core appears
as two logical processors. The second part of the system consists of two extra ICE
8400EX racks with 179 extra nodes. These nodes have two 6-core 2.93 GHz X5670
(Westmere) processors and 24 GB of RAM. Like the Nehalem processors these are
hyperthreaded. Then, the system has a total of 602 processors.
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– TC3: the Angola Basin with 10 km of resolution and 40 terrain-following
vertical levels. The vertical levels are stretched as so to increase resolution
near the surface. The model domain with highlighted bathymetry is shown in
Fig. 1. The experiments consist of a 4 day window using IS4DVar assimilating
satellite Sea Surface Temperature (SST), in situ T&S profiles and Sea Surface
Height (SSH) observations from the 1st to the 5th January 2013 (Table 1).

Table 1. Strong scaling results for TC1, TC2 and TC3 on CX2. As k = log(p) = 1.2
and r = 4, experimental results confirm the upper bound in (4).

p Tp (secs) Sp Ep p Tp (secs) Sp Ep p Tp (secs) Sp Ep

TC1 TC2 TC3

1 7088 1 1 1 42224 1 1 1 109905 1 1

2 3859 1.84 0.92 2 24424 1.7 0.8 2 57550 1.91 0.96

4 2348 3.02 0.76 4 15411 2.7 0.7 4 31648 3.47 0.87

8 1704 4.16 0.52 8 10501 4.0 0.5 8 18697 5.88 0.74

16 1770 4.00 0.25 16 9117 4.6 0.3 16 11755 9.35 0.58

32 8022 13.70 0.43 32 8022 13.70 0.43

64 5814 18.90 0.30

In all the experiments we use realistic configurations of medium-size, so per-
formance results show that the efficiency degrades below 50% for p > 16. As
k = log(p) = 1.2 and r = 4 or r = 5 at most, experimental results confirm the
upper bound in (4), assuming that for the ROMS implementation of IS4DVAR
Algorithm the ratio of the sustained unitary communication time over the sus-
tained computation time is a = 10q where q � 2.8 or q � 3.8.

4 Conclusion and Future Work

The analysis showed that the surface-to-volume of the current parallelization
strategy of IS4DVAR Algorithm strongly limits the performance of the ROMS
software as it does not fulfill the features of the emerging architectures, where the
unitary sustained communication time should be comparable to the computation
time. In line with these issues, and relying on previous activities of the authors
[23], the approach we are going to adopt in the NASDAC research activity meets
the following demand: parallelization of IS4DVAR Algorithm has be considered
from the beginning, which means on the numerical model [6,9,10].

In the next steps in future direction, we will focused on infrastructure
improvement with particular regard to data movement [5,7,11,14,16,17,21] in
order to implement a reliable mechanism able to move acquired data for pro-
cessing, publishing and usage with techniques devoted to improve the scalability
on HPC systems [12].
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Abstract. In a previous work we proposed a new model that predicts
the execution time of a regular application on a heterogeneous parallel
environment. The model considers that a heterogeneous cluster is com-
posed by distinct types of processors, accelerators and networks. This
work further details and proposes some modifications to the original
model, as well as evaluate it on a heterogeneous cluster environment.
The results have show that the worst error in the estimations of the par-
allel execution time was about 12.7%, and, in many cases, the estimated
execution time is equal to or very close to the actual one.

Keywords: Performance modeling · Parallel architectures
Heterogeneous clusters · Scheduling · Resource management

1 Introduction

Scientific simulations usually demand the use of high-end computers, which are
projected to deal with the processing of large amounts of data. Cluster of com-
puters is perhaps the most representative architecture devoted to deal with this
task. Due to the rapid development and adoption of new technologies, this archi-
tecture is becoming more heterogeneous, mixing, in a single system, distinct
processors, accelerators, such as GPUs, and network connections.

The goal of this paper is to present a parallel model, HCM (Heterogeneous
Cluster Model), that estimates the execution time of regular parallel applications
running on small heterogeneous clusters. HCM modifies its previous version [8]
in order to better estimate the time applications spend doing computation. In
this work we also present, in more details, some of the key aspects of HCM,
as well as evaluate it using distinct applications. The preliminary results are
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promising: the model could predict the parallel execution time with a moderate
margin of error (from 0% to 12.7%).

The remaining of this work is organized as follows. Section 2 reviews the
model and presents the proposed modifications. The benchmarks used to eval-
uate HCM are described in Sect. 3. The experimental results are presented in
Sect. 4. Finally, Sect. 5 presents our conclusions and plans for future works.

2 HCM: A Model to Predict the Execution Time
on Parallel Environments

The objective of HCM is to predict, with a moderate margin of error, the total
execution time of a regular parallel application on modern small heterogeneous
cluster environments, composed by distinct processors, accelerators and net-
works. In HCM, the prediction of the execution time takes into account that it
is composed by two distinct phases: (a) computation, and (b) communication.
So, the model introduces some variables that will be used to model the compu-
tation phase, and other variables that will be used to model the communication
phase.

In order to estimate the execution time of a regular parallel application, the
following steps must be followed: (a) a mathematical model that describes the
main computation and communication phases of the application must be written
using the set of variables defined in the HCM model; (b) the time spent by a
CPU to execute a small number of sequential steps of the application must be
collected; and (c) some parameters must be collected from the heterogeneous
cluster. The first two steps varies from application to application, while the last
one depends only on the hardware used and can be collected and stored for all
applications only once, as it will be explained in details below.

2.1 Estimating the Computation Time

The main parameters and variables used in HCM to model the computation time
of a regular parallel application are the following: (a) RP , the relative computing
power of the processing units (i.e., CPU cores and accelerators, such as GPUs);
(b) the total number of iterations(I) that will be executed; and (c) the time (Ts)
to execute a small number of sequential iterations of the program (Is).

Our previous work [8] proposed two ways to measure RP on each processing
unit: (a) running a benchmark to collect the amount of data that can be handled
per time, or (b) using the average computation time that a processing unit takes
to run some sequential iterations of an application. In the first case, given the
size of the problem (size) and the amount of data a device can handle per time
(RP ), the computation time was given by: size/RP . In the second case, the
computation time was given by RP × I.

In this work we propose a new way to compute RP . A benchmark or some
sequential iterations of an application can be executed to collect any metric:
execution time, amount of data processed per time, iterations per second, etc.
The execution is done in each processing unit and, after executed, the value
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obtained by the slowest processing unit is used to normalize the results, so RP is
dimensionless. The following equation is proposed to estimate the computation
time of an application:

Tcomputation =
I

Is
× (

Ts∑n
i=1 RPi

× Fr
), (1)

where I is the total number of iterations of the problem, and Is is the number
of sequential iterations that will be used to predict the computation time of the
application. More accurate values for the prediction of the parallel execution
time are obtained when larger values of Is are used. Ts is the time to execute
Is iterations of the application considering the slowest processing unit, which
is used as reference because the faster ones must wait for it before finishing a
computation step. Even if load balancing is used, the computation time will not
be exactly the same in all processing units due to the overhead imposed by the
load balancing algorithm or because it may be impossible to split the data unit
used in computation, which would be mandatory to obtain a perfect balancing
across multiple heterogeneous devices.

∑n
i=1 RPi

is the sum of the Rp values
for all processing units that will be used in the parallel execution, and Fr is a
correction factor. The correction factor can be used when a linear speedup is
not expected to occur in the computation phase. Constant values equal to, less
than or greater than one or even the result of a function can be used to impose
a speedup factor distinct from the linear one. For example, this could occur due
to the reduction of memory access costs, since more cache space is available with
the use of more processors. Additionally, observe that size is not used anymore
to estimate the computation time.

The use of some sequential steps of the application whose parallel execution
time will be estimate rather than the use of a generic benchmark has the advan-
tage of generating precise results, since the set of instructions present in the
benchmark may be distinct from the set of instructions used by the application.
While a standard benchmark can be executed only once for each processing unit
and then used to estimate the computation time of many distinct applications,
the execution of some sequential steps of the application is necessary each time
a new hardware is included in the parallel environment.

2.2 Estimating the Communication Time

This work proposes the use of a modified version of the LogP [2] model in order
to predict the communication time of a parallel application in a heterogeneous
environment. The main parameters and variables used in HCM are the following:
(a) Ld, that represents an upper bound on the communication latency of a device
d; (b) od, that represents the overhead in device d, i.e., the time that a processor
spends in the transmission or reception of each message and that cannot be used
to execute other instructions; (c) gd, the gap, that represents the minimum time
interval between consecutive message transmissions/receptions by a processor in
a device d; (d) Nop, the number of communication operations per iteration, and
(e) M, the message size. The gap can be replaced by the bandwidth (Bd), since
one is the inverse of the other.
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Some parameters used to estimate the communication time can be acquired
only once, using specific benchmarks for this purpose. For example, the values of
Ld and gd were obtained in this work using a network benchmark. The bench-
mark was executed for each type d of network that was available in the cluster.
The benchmark collected the values of Ld and gd for distinct message sizes,
varying from 0 to 4 MB. Each message size modeled by our model uses their
corresponding Ld and gd values found by the benchmark. Also, the value of
od was obtained using a benchmark [3] that considers that the overhead varies
with the message size. The total overhead in a point-to-point communication
operations is given by: od = os + or, where os and or are respectively the send
and the receive overheads. Again, each message size modeled by our model uses
the corresponding od value found by the benchmark. Benchmarks can be exe-
cuted once to collect the communication costs, overheads, as well as the relative
performance of the processors and accelerators, or each time a new hardware or
network is included in the system.

The communication cost depends basically on two factors: the type of mes-
sage sent (point-to-point or collective), and the message size. The message size
determines the costs, and the type of message sent the number of messages
exchanged. As a general rule, the cost of a single message is equal to:

Tsingle = Ld +
M

Bd
+ od. (2)

The type and the size of each message exchanged by the application can be
found directly in its source code. It is also important to verify how the com-
munication library implements their primitives in a specific network, since some
optimizations can be made. The next section will present some formulas that can
be used to model the communication costs for distinct communication patterns.

The main differences between HCM and the original LogP model are the
following: (a) HCM focus on the prediction of the total execution time; (b)
the LogP model assumes an homogeneous environment, while HCM assumes
an heterogeneous one; (c) the LogP model assumes that all messages are of the
same small size, while HCM makes no assumption about the message size, which
is also a parameter for our model; and (d) new parameters and variables, such
as RP , Nop, M, Is, etc., were introduced in order to better estimate both the
computation and communication times of an application.

3 Benchmarks and Their Models

This section presents the process of building a mathematical model based on
HCM to describe the execution time of an application. Two NAS benchmarks
were selected to illustrate the process: IS and CG. Although this section presents
only two NAS benchmarks, the next section will present the parallel execution
times estimated using HCM for the complete NAS benchmark. Since the NAS
benchmarks were developed to execute in a CPU environment, another applica-
tion, HIS (Human Immune System) [6], was chosen to illustrate how HCM can



62 T. M. Soares et al.

be used to estimate the execution time of an application on a hybrid CPU/GPU
environment.

3.1 IS

Integer Sort (IS) is a kernel that performs sorting operations. This kernel tests
both integer computation speed as well as the communication performance [1].
Algorithm 1 presents the pseudocode of this application.

Algorithm 1. Pseudocode of the IS kernel
main

2: . . . generate sequence of rand numbers and subsequent keys on all processors . . .
. . . get the bucket size for the entire problem using MPI Allreduce . . .

4: . . . determine the redistribution of keys . . .
. . . redistribute using MPI AlltoAll . . .

6: . . . send the keys to the respective processors using MPI Alltoallv . . .
. . . determine total # of keys on all other processors . . .

8: end-main

Equation 3 models the IS benchmark.

Ttotal = Tcomputation + Tcommunication, (3)

where

Tcommunication = Nop × {[2 × (P − 1) × Tsingle] + log2 P × Tsingle}. (4)

For IS and all the following applications, the value of Tcomputation is given
by Eq. 1 and the value of Tsingle is given by Eq. 2.

As one can observe, for each MPI communication primitive in the code, a
distinct equation is used to model it. However, some of them can be modeled
in the same way, since their implementation are similar. The first part of the
equation (inside square brackets) models two MPI primitives: MPI AlltoAll and
MPI Alltoallv. In the MPI library used, these primitives are implemented in the
same way for all network cards used: a process send messages to all other pro-
cesses, except itself. Distinct MPI implementations can implement these prim-
itives in distinct ways depending on, for example, the network characteristics.
The last part of the equation models the MPI Allreduce primitive.

3.2 CG

The CG kernel uses the conjugate gradient method to compute an approxima-
tion to the smallest eigenvalue of a large sparse symmetric positive matrix [1].
This kernel tests irregular long distance communication employing unstructured
matrix vector multiplication [1]. Algorithm 2 presents the pseudocode of this
application, in which only point-to-point communication primitives are used.

Equation 5 models the CG benchmark.

Ttotal = Tcomputation + Nop × Tsingle. (5)
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Algorithm 2. Pseudocode of the CG kernel
main

2: . . . call to the conjugate gradient routine . . .
. . . obtain rho with a sum-reduce using MPI Send . . .

4: . . . sum the partition submatrix-vec A.z’s across rows using MPI Send . . .
. . . exchange pieces of q using MPI Send . . .

6: . . . normalize z to obtain x . . .
end-main

3.3 HIS

A three dimensional simulator of the Human Immune System (HIS) [6] was used
in the model evaluation. The simulator implements a mathematical model that
uses a set of eight Partial Differential Equations (PDEs) to describe how some
cells and molecules involved in the innate immune response react to a pathogen.
A detailed discussion about the model can be found in previous works [5,6].
The implementation is based on the Finite Difference Method [4] for the spatial
discretization and the explicit Euler method for the time evolution. The code
was implemented in C and uses CUDA to solve the PDEs simultaneously in
CPUs and GPUs. The CPU is also responsible for the communication, due to
border exchanges, using MPI for this purpose. As one can observe, this imple-
mentation is distinct from the one used to evaluate our model in our previous
work [8] because HIS used only GPUs for computation [7], and now both GPUs
and CPUs are used. Also, a dynamic load balancing technique (not shown in
the algorithm) is used to improve performance. This represents an additional
challenge to HCM because the application behavior changes along its execu-
tion: the time to execute each iteration is distinct, so this application behaves
like a irregular one and HCM was designed to deal with regular applications.
Border exchange occurs at the end of each iteration. For this application, the
communication between CPU and GPU was not considered. Algorithm 3 gives
an overview of the implementation of the HIS simulator.

Algorithm 3. Implementation of the HIS simulator
main

2: . . . define the mesh slice to be computed by each device . . .
. . . initialize submeshes according to their initial conditions . . .

4: for t from 0 to final time do
. . . Computes points on CPUs and GPUs . . .

6: . . . use MPI Isend and MPI Receive to exchange boundaries . . .
. . . synchronize all machines . . .

8: end-for
end-main

Equation 6 models the HIS benchmark. Point-to-point communication prim-
itives are used to exchange boundaries between distinct machines. The
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simultaneous use of CPUs and GPUs in the computation does not change the
way the Tcomputation is modeled. Although the use of the dynamic load-balancing
technique impacts the amount of data exchanged at each iteration, we assumed
it remains constant in order to simplify the model.

Ttotal = Tcomputation + Nop × Tsingle. (6)

4 Results

In this section, we present the values that HCM estimates to the execution time
of HIS and all NAS benchmarks. The actual execution time was obtained using
the average of 5 executions in order to minimize the standard deviation.

The experiments were executed on a small cluster with 16 machines. Half
of these machines have two Intel Xeon E5620 processors with 16 GB of main
memory, six of these have two Tesla C1060 GPUs (240 CUDA cores and 4 GB of
global memory each) and the other two have two Tesla M2050 GPUs (448 CUDA
cores and 3 GB of global memory). The other eight machines have two AMD
6272 processors, with 32 GB of main memory, two Tesla M2075 GPUs, each one
with 448 CUDA cores and 6 GB of global memory. Linux 2.6.32, CUDA driver
version 6.0, OpenMPI version 1.6.2, nvcc release 6.0 and gcc version 4.4.7 were
used to run and compile all codes. Two distinct networks are available in the
cluster: Intel 82576 Gigabit Ethernet and InfiniBand Mellanox MT26428 with
a QDR of 40 Gb/s. The Intel machines are connected by the Gigabit Ethernet
card, while the AMD machines are connected by both cards. Both cards have
the full-duplex mode, so data can be transmitted and received simultaneously.
For this reason, the model for each application considers only half of the number
of messages exchanged since they occur in parallel. Although the total number
of cores available in each machine is equal to 32 for AMD (2×16) and 8 for Intel
(2 × 4), in all experiments only one core was used per machine.

Two distinct environments were used in the experiments. A homogeneous
environment that uses only one type of CPU and a heterogeneous one, that
mixes distinct types of CPUs. In the homogeneous environment, composed by
AMD processors, we also used distinct types of network cards (Ethernet and
Infiniband). In the heterogeneous environment, half of the processors are AMD
and half are Intel. The only exception are BT and SP benchmarks that were
executed with 9 processors, in which 5 Intel and 4 AMD CPUs were used. Also,
we evaluated our model on a homogeneous and a heterogeneous GPU environ-
ment. The homogeneous environment is composed only by M2075 GPUs, while
the heterogeneous one mixes C1060, M2050 and M2075 GPUs.

4.1 Parameters

For the NAS benchmark, the value of I is given by the problem size. For all
benchmarks, the class C was used in the simulations. The exceptions are FT
and LU, which used class B in the evaluations. For the HIS benchmark, it is
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equal to 10, 000 steps. The value of Is was fixed in a value equal to 10% of I. In
all experiments we considered that Fr is equal to one. The value used for RP is
given in Table 1, which was obtained using the HIS execution time as reference to
establish a relationship among distinct processing units. For some applications,
the Nop value is constant. However, for other applications its value depends on
P . For this reason, and due to the lack of space, its value will be omitted. The
MTU size, 1.5 kbytes, defines the values used for the latency and bandwidth,
which are equal to (a) Leth = 6.9 × 10−5 s and Beth = 93.4 MB/s for Ethernet
and (b) Linf = 5.1 × 10−6 s and Binf = 1,030.3 MB/s for Infiniband. The value
of od depends on the message size M .

Table 1. Values of RP for each processing unit available in the computational platform.

Processing unit RP

AMD 1

Intel 1.78

C1060 131.22

M2050 299.34

M2075 333.73

M2090 364.41

4.2 Results

Table 2 shows the result for HIS. HIS is executed simultaneously on GPUs and
CPUs, which is a very challenge scenario, since we mix distinct GPUs and CPUs.
As one can observe, the errors varied from 0% to 11.8%.

Table 3 presents the results for the NAS benchmark running on a homoge-
neous CPU environment, but using distinct network cards, Ethernet and Infini-
band. The errors varied from 3% to 12.7%. In absolute values, the difference
between the estimated execution time and the actual one was very tiny for IS:
0.1 s in InfiniBand and 0.4 s in Ethernet. Table 4 presents the results for the NAS
benchmark running on a heterogeneous CPU environment, composed by Intel
and AMD processors, and using the Ethernet network card. The errors varied
from 3.2% to 11.1%. The difference between the estimated execution time and
the actual one, in absolute values, was tiny for IS (0.4 s) and EP (0.9 s).

In general, the execution time estimated by HCM was very close to the actual
one for the IS application, both when considering a scenario with heterogeneous
processors, as well as in a scenario with distinct network adapters. On the other
hand, the worst results were obtained for the estimation of the execution time
of SP. The reason is that SP did not scale linearly in our environment: the
computation time reduces about 3.2 times (from 414 s to 130 s) when the number
of nodes increases 4 times (from 4 to 16). Perhaps a good choice is to choose a
function to represent Fr, instead of one, as we used.
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Table 2. Results for HIS using both GPUs and CPUs and Ethernet network. All
times in seconds. Both absolute and percentage errors are presented. Configuration 1:
2 CPUs (1 AMD and 1 Intel) and 2 GPUs (M2075 and C1060). Configuration 2: 3 CPUs
(1 AMDs and 2 Intels) and 3 GPUs (1 M2075 and 2 C1060). Configuration 3: 7 CPUs
(3 AMDs and 4 Intels) and 7 GPUs (3 M2075, 2 M2050 and 2 C1060).

Configuration # Actual Estimated Error

1 47.2 51.2 4.0/8.6%

2 57.4 57.4 0.0/0.0%

3 107.8 95.1 12.7/11.8%

Table 3. Results for the NAS benchmark using 8 AMD processors on two distinct net-
work cards. All times are in seconds. Both absolute and percentage errors are presented.
BT and SP require a square number of processors, and executed in 9 nodes.

Ethernet Infiniband

Actual Estimated Error Actual Estimated Error

FT 73.8 68.7 5.1/6.9% 23.9 21.7 2.2/9.0%

IS 10.0 9.6 0.4/3.4% 3.4 3.3 0.1/5.4%

CG 150.3 169.2 18.9/12.6% 70.5 77.9 7.4/10.5%

MG 38.2 42.3 4.1/10.6% 23.3 25.1 1.8/7.4%

EP 71.3 74.0 2.7/3.8% 71.2 74.0 2.8/3.9%

LU 77.0 74.7 2.3/3.0% 62.0 57.2 4.8/7.7%

BT* 371.1 340.5 30.6/8.3% 294.7 264.5 30.2/10.2%

SP* 309.0 334.9 25.9/8.4% 238.7 266.5 27.8/12.7%

Table 4. Results for the NAS benchmark using 16 processors (8 Intel and 8 AMD) and
Ethernet. All times are in seconds. Both absolute and percentage errors are presented.

Actual Estimated Error

FT 65.7 61.3 4.4/6.7%

IS 4.9 4.5 0.4/7.8%

CG 262.5 253.7 8.8/3.2%

MG 51.8 46.1 5.7/11.1%

EP 28.5 27.6 0.9/3.2%

LU 62.7 57.9 4.8/7.4%

BT 245.8 259.5 13.7/5.5%

SP 343.2 305.1 38.1/11.1%
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5 Conclusion and Future Works

This paper evaluated HCM, a new model to predict the execution time of reg-
ular parallel applications on a small heterogeneous parallel environments. Some
modifications to our previous work were proposed in this paper, basically in the
way the computation time is estimated. The results have shown that HCM can
predict the total execution time of regular applications with distinct communica-
tion characteristics, running on distinct devices and interconnected by different
network types. The error found during the estimation of the total execution time
stayed below to 12.7% and, in some cases, was equal or very close to the actual
execution time. As future work, we plan to use this model to predict the hard-
ware configuration that minimizes the execution time of an application, which is
not necessarily the configuration that uses all computational resources available.
This can be of great impact in the management of computational resources and
scheduling of tasks in a cluster environment.
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Abstract. Current trends in HPC show that exascale systems will be
power capped, prompting their users to determine the best combination
of resources to satisfy a power budget. Hence, performance and energy
models must interplay and aid users in this resource selection based on
the desired application parameters. While existing performance models
may predict application execution at a scale, current power models are
inadequate for this propose due, in part, to the variability of instanta-
neous dynamic power and the need to handle large amount of power
measurements at the runtime to populate the models. In this paper, the
latter challenge is tackled by selecting certain power measurements and
applying to them the empirical mode decomposition (EMD) technique,
which itself already deals with instantaneous variability of power during
the runtime. Specifically, it is proposed here to apply EMD to segments
of a power trace to rapidly generate a quadratic model that describes
overall time, power, and thus energy simultaneously. The proposed mod-
els have been applied to several realistic applications. The error across
the proposed models and the measured energy consumption is within 5%
for the smaller segments consisting of 2,000 trace samples and is about
2% for the segments of 6,000 samples.
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Empirical mode decomposition · Power measurements

1 Introduction

Exascale systems of the future will have more strict power requirements for
devices in order to meet the 20 MW power cap imposed by the U.S. Department
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of Energy [9] to keep the annual cost of the cluster maintainable since power
is expensive, especially when 60% goes toward cooling the system. Thus, it is
not far fetched to believe that future systems will come in two flavors; those
where hardware devices meet power draw limitations, and those where users
must abide by power caps for resource requests. Considering the current trend
in power draw, the later is the more likely scenario in the near-future; thus it is
important to optimize application performance for power constraints. However,
this is quite the endeavor.

One of the many areas of research in HPC is the determination of the optimal
configuration settings for an application on a given hardware platform. A user
may not be able to run long experiments to test all permutations of admissible
configuration options. To alleviate this problem, other methods include auto-
tuning an application for common compatible optimizations, which is difficult
to perform for real-world applications, and still requires testing all permutations.
A less costly option is to run the application fewer times, capture application
behavior using time, power, and energy models, and then use the models to
predict untested options. Although this is more ideal, it is incredibly difficult to
quantify application-hardware interactions in a manner that a model can accu-
rately predict. This work is a step towards predicting application performance on
hardware platforms using a novel energy model, based on the Empirical Model
Decomposition (EMD) method [6,18].

Empirical Mode Decomposition: EMD has been investigated by the authors to
obtain a reliable model for energy [10]. In [10], EMD has been applied to the
entire power trace to avoid breaking it into phases corresponding to specific
parallel patterns, such as communication or computation, to correlate them with
specific power measurements. For the proxy application CoMD, such a phase
distinction within a power trace has been achieved by the authors in [11], leading
to a construction of a sequence of models corresponding to each phase. For real-
world application, this distinction is not always possible; thereby EMD has been
adapted in [10] for the power trace.

EMD provides non-parametric non-stationary time-series analysis, which has
been already successfully applied in a variety of fields, such as medicine, finance,
engineering, and more recently in geosciences. The EMD code used here is based
on the code adapted for analysis of sea level data [4] and climate change stud-
ies [3]. The main advantage of EMD over standard spectral methods is that it
detects oscillating modes with time-dependent amplitudes and frequencies, so
it is useful for analyzing irregular data with unknown frequencies. When EMD
is applied to a time-series, it produces a sequence of intrinsic mode functions
(IMFs) and the resultant trend known as the “residual”; the sum of the resid-
ual and IMFs restores the original time-series [6]. Each IMF has an amplitude
and frequency, which can be used to estimate the Teager Energy of the time-
series. Teager Energy is the amount of physical energy required to generate a
signal, computed as the product of amplitude and frequency [14]. To compute
the Teager Energy, a power trace in its entirety may be required.
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Quadratic-Fit Model for Residual: The EMD-based energy model proposed
in [10] describes power draw as a function of time. The model is obtained by first
applying EMD to a complete power trace and then fitting a quadratic equation
(P (t) = a · t2 + b · t + c) to the residual. In this paper, that model is denoted as
the quadratic-fit residual (QFR) model, an example of which is shown in Fig. 1.
Power is shown on the y-axis, and time is the x-axis in Fig. 1. The power model
describes the trend in power draw over time where power draw always returns to
idle. The coefficients relate to time in maximum power draw as shown in Eqs. (1)
and (2). To obtain these definitions, assume that c = 0 and static power draw is
removed from the trend; then time may be described as the x-intercept greater
than zero, see Eq. (1). Power is defined at the apex, or axis of symmetry [16],
as shown in Eq. (2). Notice that power, even defined as a quadratic, has a static
and dynamic component, where static power is c. Conversely, the coefficients
may then be defined using these definitions; a is shown in Eq. (3) and b is shown
in Eq. (4). The QFR shown in Fig. 1 was created for a time of 450 s, static power
of 80 W, and dynamic power of 90 W - the coefficients are then a = −0.0018,
b = 0.80, and c = 80. Using the QFR to model energy, it has been shown that
measured energy for traces longer than 100 s has an error of 10% or less [10].
Power measurements and analysis of these measurements is important; the influ-
ence of hardware behavior is critical to the power behavior of the application
and must be tested since the hardware behavior is not easily predicted.

The paper is organized as follows: Sect. 2 describes the proposed model and its
variant using certain trace segments instead of the entire trace, Sect. 3 discusses
the error in the proposed energy modeling, and Sect. 4 concludes and notes on
future research directions.

Fig. 1. QFR model of power over time.
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1.1 Related Work

Determination of the optimal hardware-application strategy is challenging. Auto-
tuning [7,8] is a method where many different compiled versions of a code are
tested for performance. However, all permutations must be tested which is time
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consuming but is a practical choice. It would be more ideal to use a model,
but execution performance is not easily quantified into available models. Some
models measure only performance [17]; others require advanced or expert level
knowledge of the application, hardware, or both [1,12]. These requirements are
not feasible for an end-user of an Exascale system. The method proposed in
this work can be used to rapidly generate a model of an application-hardware
combination.

2 Segmented Trace Modeling (STM)

STM approximates the QFR using a power trace of only a fraction of total exe-
cution time, which speeds up the EMD modeling process and makes the power-
trace handling manageable. In particular, modeling with EMD is dominated by
the number of times EMD is applied to the trace, which increases non-linearly
with the number of samples. For example, a trace with 6,000 samples (i.e., 30-s
long at a sampling rate of 5 ms) requires 24 s to perform EMD, and a trace ten
times long, with 60,000 samples, requires as much as 443 s. After 30,000 samples
(150 s) of a trace in this example, the EMD processing time begins to surpass
the trace length, which is detrimental for real-world applications, with typical
runtime on the order of hours or days. And a faster sampling rate may only
exacerbate the problem. Hence, the major aim of the proposed STM is to reduce
the amount of time power must be measured to obtain the EMD residual. The
viability of the segment trace modeling lies in the fact that EMD can be applied
to a time-series of any length as long as there are enough measurement samples,
often as few as few as five [6].

2.1 Segmenting Power Traces

In this work, 2,000 measurement samples are used per segment. EMD is sensitive
to the sampling rate; the more fine-grained the samples, the more information
EMD can yield. However, the more fine-grained, the more space required to
store such a trace. Note that modern systems are also limited in the maximum
sampling rate allowed, which is about 1 ms. For a realistically stable sampling
rate, a value of 5 ms is used, which leads to 10-s trace segments (given 2,000
samples). A 10-s segment may also fit the experimentally found durations of the
pre- and post-execution measurements1, which span five seconds each.

Figure 2 shows the complete power trace (left), the power trace after EMD
has been applied to each 10 s segment (center), and the power trace after every
other segment has been removed (right).2 Notice that when EMD is applied to
each segment (center), it closely mimics the trend of each respective segment in
the original trace (left). This is because EMD acts similar to a low-pass filter
when applied to such short traces. High frequency oscillations are removed from
1 See [10] for a discussion of the importance of these measurements.
2 Here, all the traces were collected for the CoMD proxy application on an Intel Xeon

E5-2650 v1 with 16 cores; processor clock-rate is varied.
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Fig. 2. Segmenting a power trace: the original power trace (left), set of residuals when
EMD was applied to each 10-s segment (center), and a comparison of STM and QFR
residuals for the trace with missing segments (right).

the trace to reveal the underlying trend, as shown in Fig. 2 (right). A quadratic
function may be fit to the segment trends, which provides an estimate of the
QFR that is quite accurate, especially when many segments are used to fit the
model. In fact, the quadratics for QFR and STM appear as overlapping in Fig. 2
(right). Indeed, the difference of these curves is within 1%, albeit the STM has
been calculated using all of the segments shown in Fig. 2 (right), whereas the
QFR is calculated using the residual of EMD when applied to the entire power
trace. This indicates that STM with missing segments is a good candidate for
approximating the QFR.

The STM requires a minimum of three key segments, broadly denoted as
start, end, and workload. The start and end segments are required to capture
power draw at the start and end of the application with respect to idle power.
Generally, an application begins by allocating memory and reading data from
the hard-drive; this causes a large spike in power draw which is captured by the
start segment. Likewise, when the application exits and memory is released, a
large drop in power draw is observed which is captured by end. The workload
segment depends on the application; at least one segment must be provided.
Applications with large variations in power draw may require additional seg-
ments to more accurately estimate workload power draw. In this work, only one
workload segment is used, for the sake of simplicity of exposition. The number of
workload segments, however, may depend of the nature of the application power
trace, and its determination is left as future work.

2.2 EMD on Partial Trace

Figure 3 presents two examples of the STM applied to complex power traces. The
two applications CG [13] and GAMESS [5,15] with class D and 1L2Y inputs,
respectively, were chosen because their power traces exhibit rather erratic vari-
ability. In particular, CG features two sections of execution with distinctly dif-
ferent power draws, see Fig. 3(a): The first section, ending near 200 s, has much
more variability than the remainder of the trace. In Fig. 3(d), GAMESS may be
characterized by multiple sections. For example, there is a distinct rise in power
draw between 50 s and 100 s. Large trace variability is not typically found in
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(a) CG (b) Segment Residuals (c) Raw Segments

(d) GAMESS (e) Segment Residuals (f) Raw Segments

Fig. 3. STM applied to complex power traces. The QFR is shown as a dashed line in
each plot (white and blue), the STM is a solid red line, and segments in black. (Color
figure online)

most benchmarks, which are designed to test a particular computational feature
iterating on data objects, and, hence, present a rather regular power draw. On
the other hand, complex real-world applications may exhibit large variability in
power draw due to the variability in workload throughout the simulation.

Figure 3(a and d) show the original power trace for CG and GAMESS, respec-
tively, as well as their QFRs (white dashed lines). Figure 3(b, c, e, f) compare the
corresponding QFRs and STMs with only three segments, chosen in a certain
way. Specifically, the workload segment is composed of one 10-s interval taken
from the absolute center of the trace; this segment was chosen to keep the result-
ing STM balanced (peak power in the center). At any other location (assuming
only one segment), peak power would be more towards the start or end of execu-
tion which impacts the resulting STM. This may be desired to more accurately
model the power draw of an application that ends with a higher power draw
than that when starting the application (cf. CG in Fig. 3(a)).

Observe the differences between the QFR and STM model curves in Fig. 3(b,
c) and (e, f), respectively. When EMD is applied to each of the three chosen
segments, the error between QFR and STM is within 5% of the measured energy
as shown in Fig. 3(b, e), while the error is greater than 10% when using the raw
traces of the three key segments the for the quadratic fit as in Fig. 3(c, f). Hence,
STM, which employs EMD on the key segments followed by the quadratic fit, is
beneficial.
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Next observe that the QFR model more closely mimics the power trend since
it is based on the entire trace. On the other hand, the STM accuracy may be
improved by adding more workload segments, and thus, capturing various trace
spikes. Hence, a trade-off between the STM accuracy and speed of processing
with EMD may be sought and tailored to the particular needs and resource
availability.

2.3 STM with Segment Approximations

Although STM reduces the amount of measurement samples required to perform
the quadratic fit to the final EMD residual, the few remaining measurements
must still be made throughout the entire execution. With this requirement, one
still has to wait till the execution end to compute the quadratic fit. This may
not be desirable for the large-scale applications that may take hours or days
to execute. Therefore, a further approximation of the STM is proposed, which
relies only on one measured segment, at the start of the execution, and assumes
that the average power draw and the execution time are known (or may be
estimated).

Recall that the STM requires three key segments: start, workload, and end.
The start segment can be measured easily by the user, since only one segment is
needed, and the time for each segment is relatively short compared to the total
execution time. Assuming that average power is known, an artificial segment,
where every sample is equal to the average power, may then be created as sub-
stitute for the workload segment. The end segment may be approximated also, if
assumed that the “cool-down” period mirrors the start-up one—corresponding
to the start segment—with a negative slope. Hence, the start segment charac-
teristics may be used in place of those for the end with the samples in reverse
order (with respect to time). The STM with the start segment mirroring and the
artificial segment creation is denoted henceforth as approximate STM (ASTM).

3 Relative Modeling Error

Power traces were collected for several applications (CoMD, NAS parallel bench-
marks, and GAMESS). CoMD is a molecular dynamics application developed
by the Department of Energy co-design research effort [2] at the Extreme Mate-
rials at Extreme Scale (ExMatEx) center. Both force kernels, Lennard-Jones
and the Embedded Atom Model are tested. The General Atomic and Molec-
ular Electronic Structure System (GAMESS) [5,15] is a widely used quantum
chemistry package capable of performing molecular structure and property calcu-
lations by a rich variety of ab initio methods finding an (approximate) solution
of the Schrödinger equation for a given molecular system. The NAS Parallel
Benchmarks [13] is a collection of programs used to evaluate the performance of
parallel supercomputers, which was derived from computational fluid dynamics
applications.
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(a) CG-D (b) GAMESS-1L2Y

Fig. 4. Energy consumption error for the STM and ASTM applied to complex power
traces.

In this work, applications were run on two hardware platforms while varying
the number of available cores and problem size. The two hardware platforms,
Borges and Rulfo of Old Dominion University, are single-node systems; Borges is
a Sandy-bridge node and Rulfo is a Xeon Phi “Knights Landing” node. Borges
has 2x Intel Xeon E5-2650’s with a total of 16 cores at 2.0 GHz. Rulfo has an
Intel Xeon Phi 7210 with a total of 64 cores at 1.3 GHz.

Figure 4 shows the relative error in energy consumption for three pairs of
models—(QFR, STM), (QFR, ASTM), and (STM, ASTM)—and for measured
energy vs STM and vs ASTM with the increase in the number of samples used.
All but (STM, ASTM) error curves approach zero as the segment size increases,
although errors between STM and measured or QFR errors continue to grow
beyond 30-s segments (i.e., 6,000 samples). The error in the energy consumption
between the STM and ASTM exhibits a horizontal trend, starting from zero
and leveling at about 3% of difference. This indicates that the ASTM is a good
approximation of the STM. In general, the overall small magnitude of errors
demonstrates that the STM and its variant ASTM approximate with an accept-
able accuracy the quadratic fit into the entire trace. Note that, although Fig. 4
only depicts CG and GAMESS modeling errors, the errors computed for all the
other applications tested were found to be of magnitudes and trends compara-
ble to the ones in Fig. 4. That is to say that each method tested using CoMD,
GAMESS, and each benchmark in the NPB converge within 5% error as the
number of samples per segment increases.

4 Conclusion

In the proposed trace segmentation and subsequent use of the Empirical Mode
Decomposition on each segment, large amounts of power trace data may be now
be avoided without sacrificing the accuracy of the EMD energy model QFR,
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which is modified to use a quadratic fit on the residuals of each segment. The
segment length, defined either by the number of samples or by time in seconds,
can be used to improve the accuracy of the STM model without requiring addi-
tional segments. For segments between 10 and 30 s, error is within 5% of the
measured and QFR-modeled energy consumption. Furthermore, the proposed
approximations of the two key STM segments lead to as little as 5% of the
additional error. The future work includes using the proposed trace approxima-
tion modeling techniques for predicting the energy consumption of large-scale
applications.
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Abstract. Nowadays, the wide spectrum of Intel Xeon processors is
available. The new Zen CPU architecture developed by AMD has
extended the number of options for x86 64 HPC hardware. Moreover,
Nvidia has released a custom 64-bit Denver architecture based on the
ARM instruction set. This large number of options makes the optimal
CPU choice for perspective HPC systems not a straightforward proce-
dure. Such a co-design procedure should follow the requests from the
end-users community. Modern computational materials science studies
are among the major consumers of HPC resources worldwide. The VASP
code is perhaps the most popular tool for these research. In this work, we
discuss the benchmark metric and results based on a VASP test model
that give us the possibility to compare different hardware and to distin-
guish the best options with respect to energy-to-solution criterion.

Keywords: Energy-to-solution · VASP · Broadwell · Zen · Denver

1 Introduction

Computational materials science provides an essential part of the deployment
time for high performance computing (HPC) resources worldwide. The VASP
code [1–4] is among the most popular programs for electronic structure cal-
culations that gives the possibility to calculate materials properties using the
non-empirical (so called ab initio) methods. According to the recent estimates,
VASP alone consumes up to 15–20% of the world’s supercomputing power [5,6].
Such unprecedented popularity justifies the special attention to the optimization
of VASP for both existing and novel computer architectures (e.g. see [7]). At the
same time, one can ask a question what type of processing units would be the
most efficient for VASP calculations.
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A large part of HPC resources installed during the last decade is based on
Intel CPUs. Novel generations of Intel CPUs present the wide spectrum of mul-
ticore processors. The number Xeon CPU types for dual-socket systems is 26 for
the Sandy Bridge family, 27 for Ivy Bridge, 22 for Haswell and 23 for Broadwell
families. In each family, the processors share the same core type but differ by
their frequency, core count, cache sizes, network-on-chip structure etc.

In March 2017, AMD released the first processors based on the novel x86 64
architecture called Zen. It is assumed that the efficiency of this architecture for
HPC applications would be comparable to the latest Intel architectures (Broad-
well and Skylake).

In March 2017, Nvidia released the Jetson TX2 minicomputer with the Tegra
“Parker” SoC. This Tegra SoC consists of four 64-bit ARMv8 Cortex-A57 cores,
two custom-made Nvidia Denver cores that use the 64-bit ARMv8 instruction
set [8], a GPU unit and other components. These Denver cores represent a new
type of 64-bit architecture that could be used in HPC systems in the future.

The diversity of CPU types complicates significantly the choice of the best
variant for a particular HPC system. The first criterion is certainly the time-to-
solution of a given computational task or a set of different tasks that represents
an envisaged workload of a system under development.

Another criterion is the energy efficiency of an HPC system. Energy efficiency
becomes one of the most important concerns for the HPC development today
and will remain in foreseeable future [9].

The need for clear guiding principles stimulates the development of models for
HPC systems performance prediction. However, the capabilities of the idealized
models are limited by the complexity of real-life applications. That is why the
empirical benchmarks of the real-life examples serve as a complimentary tool for
the co-design and optimization of software-hardware combinations.

In this work, we present the efficiency analysis of a limited but representative
list of modern Intel, AMD and Nvidia 64-bit systems using a typical VASP
workload example.

2 Related Work

HPC systems are notorious for operating at a small fraction of their peak per-
formance and the deployment of multi-core and multi-socket compute nodes
further complicates performance optimization. Many attempts have been made
to develop a more or less universal framework for algorithms optimization that
takes into account essential properties of the hardware (see e.g. [10,11]). The
recent work of Stanisic et al. [12] emphasizes many pitfalls encountered when
trying to characterize both the network and the memory performance of modern
machines.

The increase of power consumption and heat generation of computing plat-
forms is a very significant problem. Measurement and presentation of the results
of performance tests of parallel computer systems become more and more often
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evidence-based [13], including the measurement of energy consumption, which
is crucial for the development of exascale supercomputers [14].

The work of Calore et al. [15] discloses some aspects of relations between
power consumption and performance using small Nvidia Jetson TK1 minicom-
puter running the Lattice Boltzmann method algorithms. An energy-aware task
management mechanism for the MPDATA algorithms on multicore CPUs was
proposed by Rojek et al. [16].

Minicomputers serve as prototypes that allow benchmarking novel technolo-
gies without spending a significant budget for purchasing full-scale prototypes.
Moreover, minicomputers are considered as a perspective elements of energy-
efficient HPC systems [17].

Our previous results on energy consumption for minicomputers running clas-
sical MD benchmarks were published previously for Odroid C1 [18] and Nvidia
Jetson TK1 and TX1 [19,20].

3 Hardware and Software

In this work, we consider several Intel Xeon CPUs, the novel AMD Ryzen pro-
cessor and the novel Nvidia Tegra “Parker” SoC and compare the results with
the data [21] for the IBM Power 7. The features of the systems considered are
summarized in Table 1.

Table 1. The main features of the systems considered

CPU type Ncores Nmem.ch. LLC (Mb) CPUfreq

(GHz)
DRAMfreq

(MHz)

Single socket, Intel X99 chipset

Xeon E5-2620v4 8 4 20 2.1 2133

Xeon E5-2660v4 14 4 35 2.0 2400

Single socket, AMD B350 chipset

Ryzen 1800X 8 2 16 3.6 2400

Nvidia Jetson TX2 (2 Denver + 4 Cortex-A57 cores)

Tegra “Parker” 2 + 4 4 (32-bit) 2 + 2 2.0 1866

Dual socket, Intel C602 chipset (the MVS10P cluster)

Xeon E5-2690 8 4 20 2.9 1600

Dual socket, Intel C612 chipset (the MVS1P5 cluster)

Xeon E5-2697v3 14 4 35 2.6 2133

Dual socket, Intel C612 chipset (the IRUS17 cluster)

Xeon E5-2698v4 20 4 50 2.2 2400

Quad socket, IBM Power 775 (the Boreasz cluster [21])

Power 7 8 4 32 3.83 1600
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The single socket Intel Broadwell systems benchmarks are performed under
Ubuntu ver. 16.04 with Linux kernel ver. 4.4.0. The single socket AMD Ryzen
system is benchmarked under Ubuntu ver. 17.04 with Linux kernel ver. 4.10.0.
Jetson TX2 is benchmarked under Linux4Tegra Ubuntu 16.04 LTS aarch64 with
Linux kernel ver. 4.4.0.

3.1 Test Model in VASP

VASP 5.4.1 is compiled for Intel systems using Intel Fortran, Intel MPI and
linked with Intel MKL for BLAS, LAPACK and FFT calls. For the AMD and
Nvidia systems, gfortran ver.6.3 is used together with OpenMPI, OpenBLAS
and FFTW libraries.

VASP is known to be both a memory-bound and a compute-bound code. In
general, VASP execution is dominated by the back and forth FFTs (from/to
the real space to/from the Fourier space), and zgemm/dgemm calls [7]. Our test
model in VASP is the same as used previously for the benchmarks of the IBM
775 system [21]. The model represents a GaAs crystal consisting of 80 atoms
in the supercell. The calculation protocol corresponds to the iterative electron
density optimization. We use the time for the first iteration τiter during this
optimization as a target parameter of the performance metric.

The choice of a particular test model has a certain influence on the bench-
marking results. However, our preliminary tests of other VASP models show that
the main conclusions of this study do not depend significantly on a particular
model. In the future, a set of regression tests will be considered.

3.2 Power Consumption Measurement

For the single socket systems considered, the power consumption measure-
ments are performed. For Intel and AMD systems, we use APC Back-UPS Pro
BR1500G-RS and the corresponding apcupsd linux driver for digital sampling
of power consumed during VASP runs.

For Jetson TX2, we use two SmartPower digital wattmeters with the inte-
grated DC source. Each wattmeter provides voltage in the range from 3 to 5.25 V
and measures the current and power consumption every 0.2 s with a nominal
error of less than 0.01 V. The wattmeter shows the data on the display in real
time and allows to transfer the data via USB to the PC for further analysis.
Because both Jetson platforms have nominal voltage values higher than 5.25 V,
we connect two SmartPower wattmeters in a sequential way to achieve higher
voltage [19,20]. The nominal voltage is 19 V for Jetson TX2. However, we dis-
cover that the minicomputer can operate steadily at much lower voltages, and
hence use 10.5 V.

In this way, we measure the total power consum‘ption of the CPU, the mem-
ory, the motherboard and PSU. For the evaluation of the total energy consumed
during one benchmark run, we multiply the average power value during the run
by the time of the first iteration τiter.
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Fig. 1. The dependence of the time for the first iteration of the GaAs test on the
number of cores per socket in the reduced parameters Rpeakτiter and balance B (here
Rpeak is the total peak performance of all the core used, and the balance B corresponds
to total bandwidth for a single/dual socket server.)

4 Results and Discussion

4.1 Computational Efficiency and the Balance Between Rpeak and
DRAM Bandwidth

The performance comparison of different CPUs resembles a comparison of
“apples and oranges”. For comparison of CPUs with different frequencies and
different peak numbers of Flops/cycle, it is better to use the reduced param-
eter of Rpeakτiter [19,22], where Rpeak is the theoretical peak performance in
Flops/sec. Rpeakτiter gives the number floating-point operations that could be
performed during the time τiter if the data are available in registers without any
delay.

Another reduced parameter that characterizes the memory subsystem is the
so-called balance B that is the ratio of Rpeak to the CPU memory bandwidth
(in this work, we measure the latter quantity using the STREAM benchmark).

We detect that for Broadwell systems considered (with 4 memory channels
per socket) τiter saturates at 4 cores per socket and shows no significant decrease
for higher core counts. In order to better understand the dependence on the
number of memory channels, we perform tests with E5-2620v4 CPU with only
2 or 1 memory channels activated (with only 2 DIMMs or 1 DIMM installed
into the motherboard). Figure 1 shows the results for different systems. In this
way, we have eliminated the differences of CPUs considered in floating point
performance and in the memory bandwidth.
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Fig. 2. The average power draw and energy consumption of the single socket systems
under the VASP test model load. The number of active cores is shown near each data
point.

One can see that in these reduced coordinates there is an evident common
trend. The data point for the IBM Power 7 CPU is located at the same trend
that suggests the low sensitivity of the results to the hardware and software
differences between Intel, AMD, Nvidia and IBM systems considered.
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The test model considered defines (by its choice) the total number of arith-
metic operations (Flops) required for its solution NFP . The increase of Rpeakτiter
(that is proportional to the number of CPU cycles) shows the increase of the over-
head due to the limited memory bandwidth. More CPU cycles are required for
the CPU cores involved in computations to get data from DRAM.

We have calculated the number of floating-point operations that corresponds
to τiter. We used a system with Intel Core i7 640UM CPU. This CPU does not
support AVX instructions and the performance counters work unambiguously.
The resulting value of NFP = 5.5 TFlops is shown at Fig. 1 as a dash-dotted
horizontal line. The ratio of Rpeakτiter/NFP shows the overhead of the CPU
cycles that are not deployed for computations because of the required data from
DRAM are not available. As it is shown at Fig. 1, this overhead is about 3 for the
cases with the lowest balance values considered. The overhead becomes about
10–20 if 8 cores per CPU are deployed for the VASP test run.

We should notice that the overall trend at Fig. 1 corresponds very well to the
limiting case Rpeakτiter → NFP when B → 0.

4.2 Analysis of the Energy-to-Solution

For the single socket systems considered (see Table 1) the power consumption
measurements are performed together with the VASP model test runs. The
results are summarized in Fig. 2 that shows the average power and the total
consumed energy as functions of τiter.

Comparing E5-2620v4 (with 8 cores in total) and E5-2660v4 (with 14 cores
in total), we conclude that non-active cores do not contribute significantly to
the power draw during VASP test runs.

AMD Ryzen shows a competitive level of power consumption. However, the
increase of average power consumption after the transition from 1 to 2 cores for
AMD Ryzen is more pronounced than for Intel Broadwell CPUs considered. The
probable reason is the activation of both quad-core CPU-Complexes (CCX) of
the Ryzen 1800X CPU.

In most cases, there is a minimum in energy consumption for a given CPU.
This minimum is mainly connected with the reduction of τiter. Beyond this
minimum, when more cores come into play, further acceleration is connected
with essentially higher power draw, or there is no acceleration at all.

The most power-efficient and energy-efficient case among the x86 64 variants
considered is the use of 4 cores of E5-2660v4. The reason for this advantage is
the large L3 cache size E5-2660v4 in comparison with E5-2620v4. AMD Ryzen
CPU shows a competitive level of energy efficiency and performance.

Benchmarks of the Jetson TX2 minicomputer using one and two Nvidia Den-
ver cores show a much better energy efficiency. Extrapolating the results for
1 and 2 cores for higher core counts, one can say that the energy efficiency is
about 2 times better. Here, we should notice, however, the differences between
the motherboards and PSUs of Intel and AMD systems considered and the Jet-
son TX2 minicomputer. The latter was designed for an essentially lower power
load and thus has a lower power overhead [17].
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From the point of view of the silicon technology, there is no evident reason
of the observed results on energy efficiency. Tegra “Parker” SoC is based on the
16 nm technology. The Ryzen architecture is based on 14 nm technology, as well
as the Broadwell architecture (the oldest among considered).

5 Conclusions

In this work, we have considered several Intel CPUs (from Sandy Bridge, Haswell
and Broadwell families), the novel AMD Ryzen CPU and Nvidia Tegra “Parker”
SoC with novel 64-bit Denver cores. Moreover, we have used the data on IBM
Power 7 for comparison. In all the cases, we have used the test VASP model of
GaAs crystal as a benchmark tool. Power consumption measurements have been
carried out.

Additionally to the variation of the CPU types, we have considered the vari-
ations in the number of active memory channels for E5-2620v4 CPU.

For comparison of different systems, we have used the reduced parame-
ters: the time for iteration normalized by the floating point peak performance
Rpeakτiter and the balance B that is the ratio of the peak floating-point perfor-
mance to the maximum sustained memory bandwidth. The benchmark results
correlate with these reduced parameters quite well. This fact allows us to make
several conclusions on optimal VASP performance.

For VASP, the optimal number of cores per memory channel is 1–2. Using
more that 2 cores per channel provides no acceleration. Comparing different
CPUs at the same level of performance, we conclude that CPUs with larger L3
cache size needs less power and consumes less energy.

The AMD Ryzen system demonstrates a competitive level of performance
and energy efficiency in comparison with the Intel Broadwell systems. The bench-
marks of the Jetson TX2 system with Nvidia Denver cores show a very promising
level of energy efficiency that is about 2 times better than the results for Broad-
well and Ryzen systems.
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Abstract. Hardware accelerators have been widely used in the scientific
community, as the gain in the performance of HPC applications is signif-
icant. Hardware accelerators have been used in cloud computing as well,
though existing cloud simulation frameworks do not support modeling
and simulation of such hardware. Models for the estimation of the power
consumption of accelerators have been proposed by many researchers,
but they require large number of inputs and computations, making them
unsuitable for hyper scale simulations. In previous work, a generic model
for the estimation of the power consumption of accelerators has been
proposed, that can be combined with generic CPU power models suit-
able for integration in hyper scale simulation environments. This paper
extends this work by providing models for the energy consumption of
GPUs and CPU-GPU pairs, that are experimentally validated with the
use of different GPU hardware models and GPU intensive applications.
The relative error between the actual and the estimated energy consump-
tion is low, thus the proposed models provide accurate estimations and
can be efficiently integrated into cloud simulation frameworks.

Keywords: Power consumption modeling
Energy consumption modeling · Accelerators
High Performance Computing · Graphics Processing Units
Central processing units · Heterogeneous clouds

1 Introduction

The power consumption of cloud resources has been investigated by many
researchers during the last years, due to the rapid increase of the energy con-
sumed by massive hardware infrastructures. For simulating the energy consump-
tion of cloud data centres, various energy aware simulators have been developed
such as CloudSim [4], GreenCloud [8], DCSIM [16], iCanCloud [12], SimGrid
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[13] and DCworms [5,9]. Hardware accelerators, such as Graphics Processing
Units (GPUs), have been widely used in High Performance Computing (HPC),
and recently have been adopted by cloud providers. Currently, no cloud simula-
tion framework consider heterogeneity in terms of hardware accelerators in the
computing nodes.

Cloud simulators tend to model the hardware infrastructure with simple gen-
eralized models that require small number of inputs and computations, in order
to keep the computational complexity low. This is essential considering the large
number of hardware resources that have to be simulated, especially when clouds
of thousands or millions of servers are simulated. Simple models for CPU servers
have already been proposed, i.e. linear functions of CPU utilization and its power
consumption, and have been widely used in cloud simulators such as CloudSim
and DCSIM. Models proposed by individual research efforts for hardware acceler-
ators such as GPUs, are not suitable for such simulation platforms, since they are
hardware/application specific and require large number of inputs, [7,11,15,17].
General models for hardware accelerators with simple inputs are recommended
in cloud simulations of large data centers.

A generic power consumption model for accelerators was proposed recently in
[6], which targets HPC cloud environments, that can be combined with existing
CPU power models of cloud simulation frameworks. This model targets hyper
scale cloud simulation environments, as it requires small number of inputs and
computations. This work extends this model by proposing energy models for
GPUs and computing nodes of CPU-GPU pairs, while it provides experiments
for the evaluation of the proposed models.

In Sect. 2, related work on GPU power modeling is discussed. The proposed
GPU power models are presented in Sect. 3, while experiments for the evaluation
of the models are given in Sect. 4. Finally, conclusions and suggestions for future
research are presented in Sect. 5.

2 Related Work

Many research efforts have been devoted aiming at modeling of the power con-
sumption of GPUs. Nagasaka et al. proposed a power model for GPUs that uses
performance counters collected from the runtime profiler, [11]. The proposed
power model uses linear regression that models the GPU power consumption by
assuming linearity between the power consumption of the GPU and the perfor-
mance counter values. Song et al. [15], proposed a model of power-performance
efficiency on GPU architectures, that computes the total energy consumption
of GPU-based clusters. The model uses measurements on performance counters,
which are used for the training of a back-propagation Artificial Neural Network
in order to ease portability to different hardware architectures. The use of per-
formance counters for the modeling of the GPU power consumption introduces
the following limitations: (i) the model can estimate the average power of a given
kernel but not the instantaneous power consumption at arbitrary timings, (ii)
the number of simultaneously monitored counters is limited to four, thus each
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kernel needs to be executed multiple times in order to collect all the counter val-
ues, (iii) each counter records the number of specific events only on a single SM
instead of the whole GPU, which makes the model effective only when the load
is balanced between all the SMs of the GPU, and (iv) some important events in
CUDA, such as data reads from DRAM through texture hardware, are not mon-
itored by the performance counters, thus the models cannot accurately estimate
the GPU power consumption. Finally, these approaches requires a considerable
number of inputs/measurements regarding the specific GPU hardware and the
type of application.

A GPU power model was presented by Hong and Kim in [7], that can predict
the power consumption of GPGPU workloads by using empirical power con-
sumption values of the GPU components and instruction mixture information
of the application (access rates of the application in each architectural compo-
nent). More specifically, the maximum power consumption of each architectural
element (floating point unit, register file, ALU, etc.) is measured, and by using
the access rates of the application in each GPU element, the energy consump-
tion is computed. Such information is hard to be obtained for different types
of applications and hardware types of GPUs. Xie et al. [17], presented a simi-
lar power model based on GPU native instructions. More detailed, the energy
requirements of each native GPU instruction is measured, thus the energy of an
application is computed if the number of each GPU instruction of the application
is given. Thus, the model requires energy measurements of each instruction on
the architectural element of the GPU hardware model, and the number/types of
the instructions that the application is executing on each element. The authors
state that the error of the model does not exceed 15%.

Recently, Sirbu et al. [14], proposed a power model for predicting the power
consumption of future jobs in a hybrid CPU-GPU-MIC system. In this model,
the prediction problem is formulated as a regression task, where the given fea-
ture values are divided into sub-problems for each hardware type (CPU, GPU,
MIC). In each individual problem, Support vector Regression is used, while the
total power is obtained by summing the individual power consumptions. The
model is trained by using data from the user’s history, and can achieve high per-
formance when enough history data are available. Barik et al. [2], presented an
energy aware scheduler for optimizing the power usage on integrated CPU-GPU
systems. This approach is based on power models that are computed in order to
characterize the power consumption of hardware for different kinds of workload.
These efforts contribute significantly on the energy efficiency of heterogeneous
resources, though do not give generic power consumption models that can be
integrated in cloud simulation frameworks.

Concluding, the available GPU power models of the literature use detailed
power measurements on the architectural components of the GPUs, and require
detailed information on the type and the number of instructions that are exe-
cuted by the application. Such approaches are not suitable for integration in
cloud simulation environments, due to the large number of required inputs
for each type of GPU and each type of application. More generic with less
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computational complexity models are required in order to be able to scale up to
millions of hardware cloud nodes. The model proposed in [6] is examined in this
work, that only requires the maximum and the minimum power consumption
values that the application consumes on the GPU, as well as the percentage
of the execution time that the application utilize the GPU. This information
can be easily obtained and the proposed model can be combined with existed
CPU power models for computing the total amount of the power consumption
of heterogeneous nodes.

3 Energy Modeling of HPC Heterogeneous Resources

Generic models for estimating the power consumption of CPU servers, have
been widely used in cloud simulators, [10]. The CPU power models that have
been proposed in CloudSim are the following, [3]: linear (Pcpu(u) = Pmin +
(Pmax −Pmin)u), square (Pcpu(u) = Pmin+(Pmax −Pmin)u2), cubic (Pcpu(u) =
Pmin+(Pmax−Pmin)u3) and square root (Pcpu(u) = Pmin+(Pmax−Pmin)

√
u),

where u ∈ [0, 1], is the CPU utilization and Pmin, Pmax are the CPU’s power
consumption in idle and max state respectively. An additional model has been
proposed, that applies linear interpolation on real measured power consumption
values, obtained from SPEC [1].

Therefore, the energy consumption of an application that is executed on a
CPU server for the time period [t1, t2], can be computed as follows:

Ecpu =
∫ t2

t1

Pcpu(u(t))dt. (1)

By considering constant CPU utilization, i.e. the mean utilization of an applica-
tion is available, the energy consumption of the application on the CPU server
can be computed as follows:

Ecpu = (t2 − t1) · Pcpu(umean). (2)

For modeling the GPU power consumption, it can be assumed that HPC appli-
cations use the full potential of the compute capabilities of GPUs, when the
application run on the GPU. Thus, a binary model can be utilized, [6]:

Pgpu(ρ) = (1 − ρ) · Pgpumin
+ ρ · Pgpumax

, (3)

where Pgpumin
, Pgpumax

are the minimum and the maximum GPU power con-
sumption values that the application can consume, while ρ is the percentage of
the application that is parallelized on the GPU. When the full potential of the
GPU is used, ρ(t) = 1 when the GPU is utilized and ρ(t) = 0 when the GPU
is idle. The model can be extended further to support applications that do not
use the full potential of the GPU by setting ρ(t) < 1 when the GPU is utilized.
In that case, the Eq. (3) is extended to the following form:

Pgpu(ρ) = (1 − ρ′) · Pgpumin
+ ρ · Pgpumax

, (4)
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where ρ′ = 0 when ρ = 0, and ρ′ = 1 when ρ > 0. The energy consumption that
is consumed on the GPU during the interval [t1, t2], can be computed as follows:

Egpu =
∫ t2

t1

Pgpu(ρ(t))dt, (5)

where ρ(t) = 1 when the GPU is utilized and ρ(t) = 0 when the GPU is idle.
The mean value of the parameter ρ can be computed as the ratio of the time
that the GPU is utilized over the total execution time of the application. Using
the mean value of ρ (denoted as ρmean), the GPU energy consumption of the
application can be computed as follows:

Egpu = (t2 − t1) · Pgpu(ρmean). (6)

The combined power consumption of a CPU-GPU heterogeneous node can
be computed as follows, [6]:

Pcpu−gpu(u, ρ) = Pcpu(u) + Pgpu(ρ), (7)

where Pcpu(u) can be any CPU power consumption model, while Pgpu(ρ) is the
GPU power model of Eq. (3). The energy consumption of an application that is
executed on a CPU-GPU heterogeneous node is then:

Ecpu−gpu =
∫ t2

t1

Pcpu−gpu(u(t), ρ(t))dt. (8)

By using the mean values of u and ρ, the energy consumption can be derived as:

Ecpu−gpu = (t2 − t1) · Pcpu−gpu(umean, ρmean). (9)

The proposed GPU power model does not require any detailed information
on the GPU’s hardware or the instruction mixture information of the appli-
cation. The only required parameters are the maximum and minimum power
values that the application consume on the GPU, and the percentage of the
application that is run on the GPU. It is noted that various phenomena, such
as memory bottlenecks, can be tuned through the ρ parameter (i.e., the incre-
ment/decrement that need to be applied on the ρ parameter when memory
bound applications are considered, can be computed through experimentation).
Thus, any application characteristic can be modeled through the ρ parameter.
In the next section the proposed theoretical model is evaluated, for predicting
the total energy consumption of various GPU intensive applications for various
GPU hardware models.

4 Experimentation

4.1 Evaluation of the GPU Power Model

The proposed GPU power model was tested for predicting the energy consump-
tion of three GPU intensive applications1 and on three different GPU hardware
1 Applications retrieved from http://docs.nvidia.com/cuda/cuda-samples/index.

html#simple.

http://docs.nvidia.com/cuda/cuda-samples/index.html#simple
http://docs.nvidia.com/cuda/cuda-samples/index.html#simple
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models. The same instances of applications were executed on all GPUs, which
where the following: a dense matrix multiplication (17920 × 17920), an FFT
convolution (2D, 10240 × 10240) and an NBody simulation (120832 bodies, 10
iterations). The hardware models of the GPUs were the following: a “GeForce
GTX 980”, a “Tesla K20C” and a “Tesla P100”.

The power and utilization measurements of the GPUs were collected using
the nvidia-smi utility, which periodically provides the power consumption and
the utilization of the selected GPU. In order to collect measurements for a longer
time period, the applications were executed multiple times successively in each
experiment. These power consumption measurements were used for computing
the actual energy consumption of each experiment.

In Table 1 the estimation of the mean GPU power consumption of each exper-
iment is depicted, using the mean value of ρ (ρmean) in Eq. (3). The Pgpumin

and Pgpumax
parameters (minimum and maximum GPU power consumption

that each application consumes) were obtained from the recorded power val-
ues of each experiment. The mean value of the parameter ρ (ratio of the time
that the GPU is utilized over the total execution time of the application)
was computed from the GPU utilization measurements of each application as
ρmean = ExecutionTime(gpuUtil > 75%)

ExecutionTime(total) .

Table 1. Inputs of the power model of Eq. (3) and estimation of the mean power
consumption of each experiment in Watts.

Application GPU model Pgpumin Pgpumax ρmean Pgpu

NBodySim GTX980 44.9900 194.9700 0.7662 159.9097

K20C 48.6200 151.2500 0.8592 136.7951

P100 31.4200 198.2500 0.9629 192.0607

MatrixMul GTX980 18.9900 182.0900 0.8872 163.6975

K20C 15.1300 176.8900 0.4794 92.6758

P100 29.9500 250.0800 0.7755 171.4621

FFTConv GTX980 54.0400 105.7400 0.0808 58.2178

K20C 46.3300 125.1500 0.1140 55.3182

P100 32.6200 182.1600 0.0522 32.2992

In Table 2, the actual GPU energy consumption for each experiment (in Wh)
and the GPU energy consumption (in Wh) that was estimated with Eq. (6), are
presented. The last column depicts the error of the estimation for each experi-
ment. The error was computed with the following formula:

Error =
|ActualEnergy − EstimatedEnergy|

ActualEnergy
. (10)

The GPU power consumption over time, for the three applications and the
three GPU hardware implementations is depicted in Fig. 1, where the measured
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Table 2. Errors in the estimation of the energy consumption.

Application GPU model Actual GPU energy Estimated GPU energy Error

NBodySim GTX980 3.3662 3.4203 1.61%
K20C 5.3372 5.3958 1.10%
P100 28.3666 29.6093 4.38%

MatrixMul GTX980 47.5562 48.7910 2.60%
K20C 81.9927 82.4300 0.53%
P100 147.4077 155.1644 5.47%

FFTConv GTX980 1.6217 1.6010 1.28%
K20C 1.6540 1.7517 5.91%
P100 4.6581 4.5367 2.61%

values are presented together with the model estimation over time, using Eq. (3)
for the instantaneous value of ρ.

4.2 Evaluation of the CPU-GPU Power Model

Additional experiments were performed for the estimation of the power con-
sumption of a computing node, consisting of a pair of CPU and GPU. The
experiments were conducted on the “Tesla P100”, coupled with an “Intel R© Xeon R©

CPU E5-2609 v3” processor running at 1.90GHz. The power and utilization mea-
surements of the computing node were collected with the command ipmi-oem
Dell get-instantaneous-power-consumption-data, which periodically provides the
instantaneous CPU utilization and power consumption of the computing node.

The total energy consumption (in Wh) for the three applications is given in
Table 3 (using the inputs of Table 1). Additionally, the corresponding errors in
the estimation of the energy (Eq. (9)) for using each of the generic CPU power
models are given in Table 4.

It can be observed that the CPU-GPU power model achieves accurate esti-
mations of the total energy consumption of the heterogeneous node, where the
Square and the Cubic CPU power models proved less accurate than the Lin-
ear and the Square Root models. Matrix Multiplication also revealed increased
errors compared to the other applications, especially when the Square and the
Cubic power models were used. This error occurs due to the heavy data trans-
mits that take place during the computations, which result in high frequency
increments and decrements of the power consumption.
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Fig. 1. GPU power consumption over time for the three applications. The blue line
depicts the recorded power consumption, while the orange line depicts the GPU power
model estimation (Eq. (3)). (Color figure online)
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Table 3. Inputs of the CPU power model and total estimated and actual energy
consumption for the three applications.

Application Pcpumin Pcpumax umean Linear Square Cubic Sqrt Actual

NBodySim 142.5800 257.7500 0.0828 53.0612 51.7123 51.6005 56.7007 54.1936

MatrixMul 134.0500 280.9200 0.0827 268.7223 260.0935 259.3802 292.0313 282.1008

FFTConv 137.3800 182.3800 0.0823 20.3695 19.9880 19.9566 21.4028 20.2350

Table 4. Errors in the estimation of the energy for each CPU power model.

Application Linear Square Cubic Sqrt

NBodySim 2.09% 4.58% 4.78% 4.63%
MatrixMul 4.74% 7.80% 8.05% 3.52%
FFTConv 0.66% 1.22% 1.38% 0.44%

5 Conclusions and Future Work

GPUs have been widely used as accelerators of HPC applications during the
last years. Many models have been developed for the energy modeling of GPUs,
though these models require a significant number of inputs and complex compu-
tations, which can hardly be integrated into cloud simulation platforms. In this
paper, a generic power and energy model for GPUs was presented and evaluated.
The proposed model can be easily integrated in cloud simulation platforms, as it
requires substantially less number of inputs and number of computations, while
it can be combined with generic CPU power models.

The experimentation on various GPU hardware models revealed that the
proposed model can derive accurate estimations of the energy consumption of
HPC applications. The model was also combined with generic CPU power models
for the estimation of the total energy consumption of a computing node, where
the errors of the estimation remained low (from 0.44% to 8.05%). Since the
proposed model is parameterized (by tuning parameter ρ), it is expected to
achieve accurate results also on different software/hardware configurations.

Future work will be focused on the improvement of the generic CPU power
models and on the development of new and more accurate CPU-GPU power
models. Additionally, evaluating the proposed model on other accelerator hard-
ware types, such as Many Integrated Cores (MICs) and Field-Programmable
Gate Arrays (FPGAs), will be investigated.

Acknowledgment. This work is partially funded by the European Union’s Hori-
zon 2020 Research and Innovation Programme through CloudLightning project under
Grant Agreement No. 643946.
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Abstract. The paper discusses the selected bi-clustering algorithms in
terms of energy efficiency. We demonstrate the need for the power aware
software development, elaborate bi-clustering methods and applications,
and describe the experimental computational cluster with a custom built
energy measurement instrumentation.
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1 Introduction

Parallel processing plays pivotal role in the bioinformatics data processing.
Because of tremendous amount of data and complex processing methods, the
parallel systems makes feasible that computations. With the growing comput-
ing power, the more and more complex tasks can be accomplished, nevertheless
there is notable cost of that capabilities in the growing energy demand for com-
putations and cooling in the computation facilities. High performance computing
(HPC) is of everyday usage in bioinformatics, it causes respective carbon foot-
print, that makes the HPC to be of an interest for the power saving.

The information and communication technologies (ICT) consume ∼5% of the
world electrical energy [2] of which ∼20% is data center share; these numbers
are growing [11]. Due to considerable share in energy consumption, power-aware
ICT is an important aspect for the policy makers, it is one of the objectives in the
European Commission research agenda [1]. Therefore, eco-efficiency evaluation
of the algorithms and implementations seems to be important.

In the field of bioinformatics, we usually deal with data related to the list
of genes or complex protein structures. These are, for example, gene expression
matrices, genetic variation data, etc. Algorithms operating on these data seek to
find patterns that carry relevant information. They may be expression profiles
or patterns of behavior that can distinguish diseased tissue from healthy ones.
Bi-clustering is a technique of data mining which has found itself particularly
well in the analysis of gene expression matrices [5,21,26]. Such matrices are the
c© Springer International Publishing AG, part of Springer Nature 2018
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result of a series of microarray experiments. Microarrays are used to measure
the expression levels of large numbers of genes simultaneously. The procedure is
repeated for many tissues or under different conditions. From the combination
of multiple expression vectors, we get a matrix that in one dimension consists of
genes and in another dimension different tissues/patients/conditions.

Bi-clustering algorithms can be very useful for this type of data because they
perform parallel clustering of both dimensions simultaneously. Whereby they
seek for subgroups of genes highly correlated only to a subgroup of patients.
This is an advantage over the classic approach (clustering) that loses some of the
information by finding subgroups of genes of a similar profile from the perspective
of all conditions or a subset of conditions correlated across the whole set of genes.

The dimensionality of biological data can make the computer short of breath.
The number of dimensions ranges from several thousand to several dozens of
thousands. Such an input data sizes do not even guarantee the finite time of
calculations for some groups of algorithms. Due to the fact that bioinformatics
is one of the most important fields of science, and in addition, every day comes
with more and more data - the question arises whether we make the best use
of our resources. In general, during research, the two most valuable resources
are: (1) the scientist’s time as a precious and non-renewable resource, and (2)
the electricity that generates significant costs (financial and environmental). In
our work, we will try to see usage of these resources by popular bi-clustering
algorithms in typical application.

The articles is organized as follows: Sect. 2 brings overall background on
the computation problem; Sect. 3 outlines the experiment – the computation
methods, data, evaluation criteria, hardware, and software. Section 4 brings the
experimental results and their interpretation. The work is summarized in Sect. 5.

2 Background

2.1 Green Computing in Bio-Informatics

Green computing or green IT is a whole set of manufacturing, organizational,
business, and engineering efforts towards the eco-efficiency of computing [2].
During the computations, the energy is drawn, utilized, and then dissipated as a
waste heat and it is proportional to the algorithm’s computation time, intensity,
and efficiency. Additionally, the power consumption in a computer system is
related to the other factors, not directly related to the implemented algorithms
– energy-efficient hardware design, system power management, software releases.
The guidelines for evaluation of the program efficiency are provided in [2,23].

Most of AI techniques employed in bio-informatics are computationally inten-
sive and operate on a massive amount of data – hundreds to thousands of objects
(e.g. proteins, patients) and tens of thousands of features (e.g. genes). This makes
the notable power consumption and the power-aware computing is known in
bioinformatics for relatively long time [7]. Although, the motivation for the fast
progress (not only) in research overcomes usually the power-efficiency of the
computation. Nevertheless, proper selection of implementation or algorithm by
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the researcher or the HPC staff could result in both obtaining fine results in a
reasonable time at reasonable cost.

Evaluation of energy efficiency in bio-informatics applications has no signif-
icant difference to the general computer science. The main discriminant of bio-
informatics is in usage patterns of HPC by bio- and genomic researchers [10],
who prefer easy available software tools over creating new ones. So it makes the
software deployment decisions by the HPC staff even more important because
these tools are highly re-used in numerous experiments.

2.2 Bi-clustering

Bi-clustering is a data mining technique that in two-dimensional matrix finds a
subset of attributes from one dimensions that reveals similar behavior only on
subset of attributes from second dimensions. In a very simple words bi-clustering
is about finding sub-matrices in data matrix or finding a bi-cliques in bipartite
graphs. Single bi-cluster consist of subset of rows and subset of columns very
strongly correlated with each other. This correlation can take many forms. Rows
and columns inside bi-clusters can be correlated by constant values, constant
values with offset or scaling, etc. A very good survey of the bi-cluster data
structures and algorithms available in literature can be found in work of Madeira,
et al. [22]. Bi-clusters and its data structure is a latent information which must be
extracted by the algorithm. Nevertheless, very often the choice of the appropriate
method depends on the data and information that must be discovered. In order
to solve this problem consensus method were developed [9,12]. The idea of these
algorithms is to combine the results of different bi-clustering methods into one
with better quality. And the quality of the bi-cluster itself is usually expressed
by a function dependent on its data. For data with fixed values, good measures
are functions that measure variance within a bi-cluster (MSR) [5]. More general
measures are those based on the average correlation of each pair of rows and
columns (ACV [34] and ASR [27]). An extensive survey of quality measures can
be found in Orzechowski’s paper [28].

In recent years interest in algorithms for bi-clustering of data has substan-
tially grown due to many new areas of applications, e.g., text analysis [4], pattern
recognition [17], signal analysis [14] bioinformatics [3].

2.3 Parallel Processing

The maximal speedup possible to achieve by means of parallel processing is
described using Amdahl’s law [15], which is given as follows:

S = Tseq/Tpar = 1/ ((1 − P ) + P/N) , (1)

where: Tseq, Tpar – sequential and parallel execution time, S – speedup, P – time
fraction (as executed sequentially) of parallelizable part of code, (1 − P ) – time
fraction of non-parallelizable part, N – number of processing units (CPUs/cores).
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The speedup according to the Amdahl’s law is a theoretical value. It assumes
perfect load balancing, neglects I/O and memory bandwidth, and it does not
include the overhead of communication and synchronization. Just a selection
of communication model – shared memory (SM) or message passing (MP) –
can have notable influence even on the performance of a relatively simple data
mining tasks [31]. Another issue for the computation that may affect efficiency is
the computation locality [24]. For the high performance, the tasks should be well
partitioned, without referencing to the data of other workers and independent
on each other results. Alas, predictable load balancing is not possible in case of
non-deterministic algorithms [8], which results and performance might depend
on the initial data, and which is the case of many of AI methods. Starting from
the initialization they iteratively minimize an objective function. Parallelism is
employed using multi-start to avoid stuck in local minimum.

3 Experiment Plan

The purpose of this research is to evaluate the power efficiency of selected bi-
clustering algorithms. As a final outcome, the energy in Wh (watt-hours) used
by each of the implementations will be provided. The results are obtained for
the small cluster, made of two off-the-shelf workstations.

The scenario includes data for which we know what structure to expect and
would know what algorithm to choose. We will use data containing somatic muta-
tion information - in which data we expect correlation based on constant values
(or bi-clusters with very small variation to be exact) and we know how many
bi-clusters to expect. The scenario will be divided into two parts: (1) 4 NMF
algorithms (PLSA [16], LSE, K-L [21], nsK-L [29]) will be executed. Because the
methods are based on searching for a local minimum - the step will be repeated
8 times, each with another initial condition. This will result in different results
which, (2) using a consensus algorithm [9], will be combined into one that gives
better quality. The main computational burden of the entire experiment rests
on step (1). However, these are tasks that are very easy to divide and disperse
between computational nodes. As a result, we expect many independent comput-
ing threads and little interaction between nodes. This scenario will be evaluated
10 times to obtain statistical values for every computation setup. We tested fol-
lowing configurations: (1) 1 node (4 cores), 1 worker thread; (2) 1 node (4 cores),
4 worker threads; (3) 1 node (4 cores), 8 worker threads; (4) 2 nodes (2 * 4 cores),
8 worker threads. If just one node works the other is turned-off.

The quality of results obtained in the bi-clustering process is evaluated with
average correlation value (ACV ∈ 〈0, 1〉), expressing inter-cluster consistency
because. It is given as a maximal of average correlations R of all-versus-all n
rows (objects) and m columns (attributes):

ACV(A) = max
{∑

i

∑
j |Rrowij

| − n

n2 − n
,

∑
k

∑
l |Rcolkl

| − m

m2 − m

}
. (2)
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3.1 Survey of Algorithms

In terms of computational complexity majority of formulations of bi-clustering
problems belong to the NP-complete class, e.g., [19]. There are numerous algo-
rithms for data bi-clustering, which use variety of different approaches, approx-
imations and heuristics, and their running times scale differently with the data
size. Published approaches can be classified into several groups, heuristic iter-
ative searches along rows and columns of data matrices [32], iterative numeri-
cal optimization [35], using (bipartite) graph theory [33], algebraic operations
on matrices including non-negative matrix factorizations [18], using statistical
models of bi-clusters, likelihood maximization by using an appropriate formula-
tion of the EM algorithm [20], using two-way clustering approach [13] or fuzzy
bi-clustering techniques [25].

Non-negative Matrix Factorization. A very wide range of algorithms are
algorithms based on data matrix decomposition. In such methods data matrix
(A) is factorized into (usually) much smaller matrices. Such a distribution,
because of the much smaller matrices is much easier to analyze, and the obtained
matrices reveal previously hidden features. These algorithms are often called
NMF algorithms. NMF stands for non-negative matrix factorization. Two effi-
cient algorithms were introduced by Seung and Lee [21]. First minimize con-
ventional least square error distance function and second generalized Kullback-
Leibler divergence. Third and last from this group is algorithm that slightly
modify the second approach. Author [29] introduce smoothing matrix for achiev-
ing a high degree of sparseness, and better interpretability of the results. Data
matrix in this techniques is factorized into (usually) two smaller matrices:

A ≈ WH (3)

Finding the exact solution is computationally very difficult task. Instead, the
existing solutions focus on finding local extrema of the function describing the
fit of the model to the data. Following list represent most common algorithms
based on non-negative matrix factorization:

– PLSA witch stands for Probabilistic Latent Semantic Analysis. Introduced
by Hoffman [16], and based on maximizing log-likelihood function. For this
purpose author use Expectation-Maximization (E-M) algorithm [6].

– Based on minimization of Least Square Error distance function

‖A − WH‖2 =
∑
ij

(Aij − WHij)2 (4)

– Based on minimization of Kullback-Leibler divergence

D(A ||WH) =
∑
ij

(Aij log
Aij

WHij
− Aij + WHij) (5)
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– Based on minimization of non-smooth Kullback-Leibler divergence (where S
is a smoothing matrix).

D(A ||WSH) =
∑
ij

(Aij log
Aij

WSHij
− Aij + WSHij) (6)

3.2 Data

The data was carefully prepared from a combination of 3 patient classes. The
values represent the number of somatic mutations in a particular patient genome.
We expect to find exactly 3 bi-clusters in the data and we assume that the
structure of the found bi-clusters will be based on values of very low variance.
This allows to significantly narrow down the spectrum of algorithms. In this
case, we can focus more on finding a solution of very high quality.

Data set was taken from TCGA database. Have been retrieved all patients
with one of three types of cancer - head & neck, prostate and thyroid. For each
patient, we looked at theirs somatic mutations. The final data set was composed
of 3 patient groups (according to cancer type). Such data matrix consist of gene –
patient information where rows represent genes and columns represent patients.
Data showing the relationship of these two dimensions is the number of somatic
mutations of a given gene in a given patient genome. As the following numbers
show - the patient classes in the selected set are very well balanced: (1) head &
neck (510 patients), (2) prostate (505 patients), (3) thyroid (504 patients).

The total number of genes relevant for the above tumors is 43754. Mutation
numbers for a single gene vary from 0 to 2130.

3.3 Hardware Setup

The testbed (see Fig. 1) for the considered algorithms comprises two parts –
instrumentation and system under test (SUT). The instrumentation comprises
a PC with controller/logger role and a custom built power measurement unit
[30]. The controller records power consumption from the measurement device
connected with USB/RS485. The measurement unit is sampling power consump-
tion at 5 Hz and 1% relative error at the operation range.

Fig. 1. Overview of a hardware setup, comprising instrumentation and SUT
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The SUT is a cluster consisting of one master node (which is also a worker)
and workers. For the testing purposes we set up minimalistic cluster of two off-
the-shelf PCs – Lenovo ThinkStation S20 – equipped with: Xeon W3550 CPU
with 4 cores at 3.07 GHz, and max. TDP 130 W; 4 GB RAM; NVidia Quadro
FX580; 0.5 TB WD Caviar blue series HDD; 610 W power supply; GNU/Linux
Debian 9 OS. Hosts’ idle power consumption is between 46–48 W, they offer peak
of 21.50 GFlops in the linpack test, being 155.81 MFlops/watt.

One of the PCs acts as a cluster master and hosts a number of worker threads
as well. In order to obtain clearer results, master node display and network 1 Gb
switch are considered to be out of SUT but they can be considered as a part
of the cluster as well. The cluster operated in the room temperature around
20–22 ◦C with no air conditioning.

3.4 Software

For this work we used the AspectAnalyzer software [9], which was run on a test
cluster (see Sect. 3.3). Figure 2 presents a diagram describing the fragment of the
AspectAnalyzer environment that was used in this work. According to the exper-
imental plan, only NMF algorithms and the author’s own consensus algorithm
were used. The software was written in C++ and mathematical calculations were
made using the Armadillo library. Distributed computations was developed by
authors as ad-hoc cluster and is based on direct TCP/IP communication.

Fig. 2. Schematic diagram of a AspectAnalyzer fragment used in the experiments

4 Results and Discussion

The results are demonstrated for visual examination in Fig. 3 and they are aggre-
gated into statistical descriptors in Tables 1, 2 and 3 representing, energy con-
sumption, time and bi-clustering results quality estimation respectively.

The plots demonstrate a non-deterministic character of the computations.
The clearly visible step in multi-core computations reveals passing form the
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computationally intensive error minimization stage to the consensus stage, which
utilizes up to the declared number of threads but no more than a number of bi-
clusters (3 in our case), so it is less intensive and causes lower power demand.
Both the stages have varying durations as they are dependent on initial con-
ditions. Another non-deterministic behavior observed in the energy profiles is
valley between minimization and consensus stages. It appears due to need for
synchronization need of all workers, it lasts until all realizations are completed.

For the PLSA and K-L we observe more consistent power usage than for
the other two methods, it suggests these two methods are more consistent in
convergence (less dependent of initialization) with just a few inconsistencies in
timing and power drawn during the execution – it is reflected by small value of
standard deviations in Tables 1 and 2.

A special attention should be given to the performance of the K-L method,
which appears to be the most effective in terms of time and energy regardless of
the hardware setup. Moreover, as it is shown in Table 3, K-L method outcomes
are the best for our test data, although, it can be different for other data sets.

We observed no benefit of cluster computations in the tested scenario. Appar-
ently, the test computations were a bit too small. The task migration cost over-
whelmed the advantage of faster computations, which are observed as shorter
intense power consumption during the minimization stage. Supposedly, the larger
computational problem with more initializations would get gain. Another obser-
vation were ‘jaggy’ plots in third column, related to process contexts switching.
Clearly, it had negligible impact on the overall energy consumption.

Table 1. Average energy consumption - mean and standard deviation [Wh]

1 worker @ 4 cores 4 workers @ 4 cores 8 workers @ 4 cores 8 workers @ 8 cores
mean std dev mean std dev mean std dev mean std dev

PLSA 47.7817 0.6833 30.2366 1.5892 29.3323 0.6391 44.6754 0.9258
LSE 25.3439 8.8501 16.2953 8.6965 14.5348 6.4935 27.9426 11.8277
K-L 20.2808 0.0760 10.8141 0.4462 9.4203 0.0361 15.2544 0.2253
nsK-L 56.0443 10.8252 25.2366 6.5378 25.4836 9.0289 55.8117 16.5715

Table 2. Average execution times [seconds]

1 worker @ 4 cores 4 workers @ 4 cores 8 workers @ 4 cores 8 workers @ 8 cores
mean std dev mean std dev mean std dev mean std dev

PLSA 1899.0727 21.6183 998.7361 78.4178 925.0467 22.9704 877.4406 23.4889
LSE 1004.1657 355.2545 546.6430 316.5878 476.4764 229.2346 571.1822 257.4949
K-L 799.4731 2.1240 298.6876 29.0432 238.9589 1.7275 261.0155 5.4058
nsK-L 2219.0811 428.1098 846.2043 218.4888 839.7787 307.4473 1142.7699 353.4086

Table 3. Stats of ACV values for ten experiment realizations

PLSA LSE K-L nsK-L
mean std dev mean std dev mean std dev mean std dev

Cluster 1 0.9598 0.0263 0.9881 0.0108 0.9931 0.0046 0.9872 0.0058
Cluster 2 0.9697 0.0281 0.9881 0.0081 0.9930 0.0044 0.9904 0.0095
Cluster 3 0.9543 0.0229 0.9827 0.0062 0.9929 0.0047 0.9887 0.0070
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Fig. 3. Overview of power usage profiles during the test bi-clusterization task

5 Summary

In the paper we have studied a group of algorithms for a sophisticated and
computationally demanding AI technique – bi-clustering. We have demonstrated
that the parallel processing is a logical way for achieving better performance
and energy-efficiency, but its efficiency scales in hardly predictable way. We also
found out that, fortunately, there is no contradiction between the quality of
results, time and energy efficiency for the considered case – K-L minimization
offers the best performance according to all these criteria. As was shown in the
Fig. 3 one simple guideline can be recommended for the users of NMF based
bi-clustering methods - use K-L divergence measure to achieve results fast with
small energetic cost and of decent quality.

Further studies in this area might include: other bi-clustering algorithms (and
other AI techniques as well), larger computing facilities or different architectures,
and alternative data sets.
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Abstract. Low-power system-on-chip (LPSoC) processors provide an
interesting alternative as building blocks for future HPC systems due to
their high energy efficiency. However, understanding their performance-
energy trade-offs and minimizing the energy-to-solution for an applica-
tion running across the heterogeneous devices of an LPSoC remains a
challenge. In this paper, we describe our methodology for developing an
energy model which may be used to predict the energy usage of appli-
cation code executing on an LPSoC system under different frequency
settings. For this paper, we focus only on the CPU. Performance and
energy measurements are presented for different types of workloads on
the NVIDIA Tegra TK1 and Tegra TX1 systems at varying frequencies.
From these results, we provide insights on how to develop a model to
predict energy usage at different frequencies for general workloads.

Keywords: Energy usage model · LPSoC · Tegra SoC
Energy efficiency · DVFS

1 Introduction

Leading high performance computing (HPC) systems today consist of thousands
of nodes containing heterogeneous elements such as CPUs, GPUS and other cus-
tom cores. The push to increase the scale of these systems presents considerable
challenges in reliability, programmability and energy efficiency. The DARPA
Exascale Technology study [10] has outlined power as the major bottleneck to
achieving exascale computing. With the power requirements of future systems
expected to increase by an order of magnitude using current technologies, meet-
ing such high energy demands is not economically feasible.

Consequently, there has been an increased effort to investigate the suitabil-
ity of low-power hardware, which are traditionally used in a mobile context,
for HPC [15,16]. Low-power system-on-chip (LPSoC) processors, in particular,
provide an interesting alternative as building blocks for future HPC systems.
LPSoCs generally have heterogeneous compute units such as a multi-core CPU
and on-chip accelerators such as Graphics Processing Units (GPU) or other
c© Springer International Publishing AG, part of Springer Nature 2018
R. Wyrzykowski et al. (Eds.): PPAM 2017, LNCS 10778, pp. 113–122, 2018.
https://doi.org/10.1007/978-3-319-78054-2_11
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custom cores on a single chip. Such heterogeneous SoCs have high floating
point capability and consume less power per flop compared to conventional pro-
cessors used in HPC platforms. There are, however, significant challenges for
using such LPSoCs for HPC, including (i) developing application software capa-
ble of utilizing all the processing elements on the LPSoC, (ii) minimizing the
energy-to-solution for an application running across the heterogeneous devices
and (iii) understanding the performance-energy trade-offs. This work (currently
in progress) focuses on how to model and consequently minimize the energy
consumption of an application executing on an LPSoC.

The contributions of this paper are as follows - (i) We present our results
from exploring the effect of Dynamic Voltage and Frequency Scaling (DVFS) on
the performance and power consumption of an application running on an LPSoC
system. (ii) We describe the methodology that we are developing (in progress) to
extend our previous energy usage model [12], in order to predict the energy usage
of application code executing under different frequency settings. The extended
model may subsequently be used to determine the frequency settings to use in
order to minimize total energy consumption. Our methodology involves applying
frequency scaling to the processing elements and observing the variation in per-
formance and energy consumption for various benchmark codes. Although our
approach is applicable to the different components of an LPSoC (such as CPU,
GPU, memory), in this work, we present results only for the CPU. We also mea-
sure the effect of scaling the number of active CPU cores. Results are presented
from experiments on the NVIDIA Tegra K1 and X1 systems. Comparisons of
energy consumption are presented for three benchmark codes - (i) GEMM kernel,
(ii) 2D stencil computation and (iii) Block-Tridiagonal (BT) solver.

2 Related Work

The PEACH model [7] provides an analytical performance and energy model
which captures the performance and energy impact of computation distribution
and energy-saving scheduling to identify the optimal strategy for best perfor-
mance or lowest energy consumption. Evaluation is done on heterogeneous sys-
tems with Intel Sandy Bridge processors and NVIDIA Tesla GPUs and does not
consider ARM and SoC-based systems. Although this work is similar to ours, this
model analyses how power varies with frequency for three particular applications
in isolation and uses the results to make energy optimality predictions for the
same applications. In contrast, our work attempts to study the power behaviour
for different classes of workloads in order to model the energy consumption for
a general application.

Du et al. [6] describe a family of models of power consumption for homo-
geneous multicore systems, which capture the effects of independent frequency
scaling of different cores. Their results support a simple linear model which takes
into account average core speed and speed variation between cores.

Other works [11,17] describe power as a cubic function of frequency and
empirically derive power using non-linear regression models.
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More complex models study the effects on power of micro-architectural fea-
tures and use this information for developing detailed models [13]. Isci and
Martonosi [8] express the power consumption of a Pentium 4 CPU as the sum of
the power consumption of the processor’s 22 major sub-units. Bertran et al. [1]
propose a methodology to develop PMC-based models for multicore processors.
They identify and classify micro-architectural components into three categories,
namely, in-order engine, out-of-order engine, and memory. The authors develop
a set of 97 micro-benchmarks to stress each of these components in isolation
under different scenarios to detect those performance monitoring events (PMEs)
that best reflect the activity level of each component, and use these PMEs to
estimate the power consumption of the CPU cores. Other works employ simi-
lar techniques and methodologies to model the power of Intel and AMD based
CPUs [2,3,18].

3 Platforms

We use two NVIDIA Tegra-based SoC platforms for our experiments as detailed
in Table 1. The Jetson TK1 development kit contains an NVIDIA Tegra K1 SoC
and the Jetson TX1 development kit contains an NVIDIA Tegra X1 SoC. Both
the systems considered have NVIDIA GPUs which share memory with the host.
For the ARM host in TK1, gcc 4.8.4 is used and for TX1, gcc 5.4 is used.

Table 1. Platforms

Platform CPU Max freq RAM GPU
cores

Max freq Linux kernel CUDA

TK1 Cortex-A15 2.3GHz 2GB LPDDR3 192 852MHz 3.10.40armhf v6.5

TX1 Cortex-A57 1.7GHz 4GB LPDDR4 256 998MHz 3.10.67aarch64 v8.0

4 Energy Model

We briefly describe our existing energy usage model [12] that describes the energy
consumed by an application which is partitioned to execute between different
devices on a chip. Consider two processing elements, a CPU and a GPU, denoted
by c and g respectively. These processing elements execute an application at the
computational rates Rc and Rg. The active power draw (in watts) of the CPU
and GPU are denoted by P a

c and P a
g while their idle power draws are denoted by

P i
c and P i

g respectively. The total computational cost of executing the application
is labelled as N , with the fraction of the work given to the CPU denoted as w.
The times spent by the CPU and GPU executing the application are denoted
as Tac and Tag (s) respectively where Tac = Nw

Rc
and Tag = N(1−w)

Rg
. The total

time to solution is labelled as Ts (s) where Ts = max[Tac, Tag]. The total energy
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consumed by the system can then be modelled as the sum of the energy consumed
by the CPU and that consumed by the GPU:

E(w) =
[
(P a

c − P i
c)

Nw

Rc
+ P i

cTs

]
+

[
(P a

g − P i
g)

N(1 − w)
Rg

+ P i
gTs

]
(1)

The results showed that this model is able to accurately predict the energy
usage (error of less than 5% on TK1 and TX1) of a code which was partitioned
to execute on both the CPU and GPU. However, the model is not able to predict
the energy usage when the operating frequencies of the components is varied. It
is also not able to predict the energy usage when number of active cores is scaled.
In this work, we aim to address these shortfalls by characterizing the variation
in energy usage when scaling frequency and number of active cores, which can
then be substituted in Eq. 1.

5 Frequency Scaling

DVFS is a popular method for reducing energy consumption of processors. This
is due to the possibility of getting the same results using much less energy and
often without significant performance penalties. Although frequency scaling can
be applied to different components such as CPU, GPU (or accelerator) and
memory, for the purpose of this paper we focus only on the effects of CPU
frequency scaling.

The power consumption of a processor consists of two parts: (1) dynamic part
that is mainly related to CMOS circuit switching energy, and (2) static part that
addresses the CMOS circuit leakage power. The dynamic portion of power can
be modeled as a cubic function of frequency while the static portion can be
modeled as a linear function of frequency where voltage is linearly proportional
to frequency [9,17].

P = λf3 + μf (2)

6 Microbenchmarks

To characterize the power requirements of the CPU and memory components,
we created two synthetic microbenchmarks: a “CPU-bound” code with a high
proportion of floating-point and integer instructions that operate on data in (on-
chip) cache, and a “memory-bound” code designed to be highly cache-inefficient,
such that a high proportion of time and energy is devoted to off-chip memory
access. We hypothesize that most real world applications will fall somewhere
between these two extremes.

The CPU-bound code evaluates a polynomial function for every element of an
array. The computation has a high flop intensity of 36 flops per memory access.
The size of the vectors is chosen so that the array can be stored entirely in L1
cache. This is to ensure that there is no memory access during computation and
the microbenchmark is thus bound by CPU performance.
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The memory-bound code copies 32-bit values from one array to another.
To ensure that copying of each element involves explicit memory access, after
transferring one element in the array, the next element to be transferred is located
at an offset such that the element will not be present in the cache, thereby
necessitating an off-chip memory access.

6.1 CPU-Bound Workload

In the first experiment, we measured performance and power consumption for the
CPU-bound workload while varying the CPU frequency, on 1, 2 and 4 cores. The
mean of 20 samples are reported for all experiments with a margin of error, at a
confidence level of 95%, of less than 0.5% for performance and 1% for energy and
power. Power consumption was observed to increase non-linearly with increase
in CPU frequency as shown in Fig. 1(a).
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Fig. 1. CPU-bound workload on TK1 - varying CPU frequency

To identify the relation between power and frequency, a non-linear curve-
fitting was done on the measured data. The result describes a cubic relation as
identified by [11,17]. The relations are shown in Eq. 3 for TK1 and Eq. 4 for
TX1.

P = [0.09, 0.18, 0.31] ∗ f3 + [0.36, 0.73, 1.66] ∗ f + 1.95 (3)

P = [0.025, 0.11, 0.25] ∗ f3 + [0.72, 1.04, 1.81] ∗ f + 2.66 (4)

where P is the power consumption in watts, and f is the CPU frequency in GHz.
The equation consists of a cubic term in frequency, a linear term in frequency
and a constant. The coefficients in brackets are for single core execution, 2-core
execution and 4-core execution respectively. The constant term is fixed to the
idle power of the system at lowest CPU frequency under no load, which is 1.95 W
for the TK1 and 2.66 W for the TX1.

The measured performance and energy to solution are shown in Fig. 1(b).
Performance increases linearly with CPU frequency, which is to be expected as
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the workload is executed entirely within the CPU. The overall energy to solution
is lowest at the maximum CPU frequency as execution time is lowest in this case.

The behaviour for multicore execution was very similar, with the performance
scaling linearly with the number of cores as expected. A speedup of around 3.1
is observed for 4 cores compared to 1 on the TK1. The overall energy to solution
is lower when executing with a greater number of cores.

6.2 Memory-Bound Workload

A similar experiment was conducted for the memory bound workload. The
observed increase in power consumption with increasing CPU frequency is shown
in Fig. 2(a).
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Fig. 2. Memory-bound workload on TK1 - varying CPU frequency

The relations obtained from curve-fitting are shown in Eq. 5 for TK1 and
Eq. 6 for TX1. The coefficient for the cubic term is negligible, resulting in a linear
relation between power and CPU frequency for the memory-bound workload.
Similar behaviour is seen for multicore execution.

P = [0.89, 1.30, 1.74] ∗ f + 1.95 (5)

P = [0.90, 1.19, 1.72] ∗ f + 2.66 (6)

Memory bandwidth performance might not be expected to change much when
varying CPU frequency [14]. However, in Fig. 2(b), memory bandwidth is seen
to increase with CPU frequency. This might be explained by the CPU overhead
of loop increment after each memory access and this becomes a bottleneck at
very low CPU frequencies. It may also be explained by the cache performance
at these very low frequencies since cache misses drive memory access.

As the CPU frequency reaches higher values, the memory bandwidth
approaches an asymptote of around 90 MB/s for a single core and around
190 MB/s when using 4 cores on the TK1. Overall energy to solution is observed
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to decrease gradually with increase in CPU frequency and reaches a constant
value at higher CPU frequencies. We also observed, by running the experiment
at lower memory frequencies, that the overall energy to solution increased when
memory frequency was reduced. This suggests it is more energy efficient to run
workloads at higher memory frequencies.

For multicore execution, the performance and energy behaviour are seen to
be similar. On the TK1 (at the highest memory frequency), the bandwidth using
4 cores was only 2.1 times higher than the bandwidth using a single core, due to
memory contention between the cores. However, energy to solution is still lower
with a greater number of cores, due to static power.

7 Predicting Power for a General Workload

Based on the observations of power consumption for the 2 microbenchmarks,
we describe our approach to derive a model (work in progress) for determining
the power consumed by any general workload at a given frequency, which can
be then substituted in Eq. 1. From Eqs. 3 and 5, we observe how power con-
sumption varies with frequency for a completely CPU-bound workload and for
a completely memory-bound workload respectively. Naively one might expect
the power consumed by any general application workload to lie within these
two extremes. To test this hypothesis, we measured the power consumed by
three benchmark codes – Matrix Multiplication, Stencil Computation and Block
Tridiagonal Solver – at different CPU frequencies and compared them with the
results from the microbenchmarks. The result for single core execution is shown
in Fig. 3.
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Fig. 3. Comparison of power consumed by benchmark codes - TK1

From Fig. 3 it is evident that the above hypothesis does not hold, as the
application results fall outside the bounds provided by the CPU-bound and
memory-bound workloads. An alternative would be to model application power
consumption as a linear combination of Eqs. 3 and 5 (power behaviours for com-
pletely CPU-bound and completely memory bound workloads), as follows:

P = x ∗ (a1.f
3 + b1.f + c) + y ∗ (a2.f

3 + b2.f + c) (7)
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The first term in the equation signifies the contribution to the power by on-
chip activity and the second term denotes the contribution by off-chip or memory
activity. To test this hypothesis, we constructed a benchmark that executes both
the CPU-bound and memory-bound workloads disjointly in segments spanning
very short durations of time. We ran an experiment where we varied the time
periods of each segment and measured the power consumption. We compared
this to the power predicted by Eq. 7, by substituting the relative time proportion
of each segment for x and y. We obtained the results for a few configurations
of x and y. An average error of less than 5% is observed for all the predictions,
validating this simple combination model for these workloads. The results for
two configurations (single-core) are shown in Fig. 4.
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Fig. 4. Combination model results for two configurations - TK1

Our aim is to characterize a general workload by examining the relative mix
of instructions executed by the workload in order to estimate the contributions
of the on-chip components and off-chip components to the overall power. With
this in mind, we also collected available hardware performance counters for the
previous experiments with the aim of estimating x and y from the collected met-
rics. The operational intensity metric (in flops:byte) is widely used to describe
compute or memory boundness [4,5]. For our experiments we measure hardware
performance counter metrics such as total instructions per cycle and last level
cache misses per cycle in order to estimate operational intensity since they are
good indicators of levels of on-chip and off-chip activity. However detailed anal-
ysis of these metrics in order to characterize a general workload is currently in
progress and not included in this work. Table 2 lists a few collected performance
metrics for the microbenchmarks and the three benchmark codes.

Table 2. Collected hardware performance metrics on TK1

Metric CPU-bound Memory-bound Stencil BT solver GEMM

inst per cyc 0.815 0.040 0.865 1.302 *

fp ins per tot 0.676 0 0.356 0.264 *

mem ins per tot 0.020 0.376 0.427 0.658 *

llc miss per tot 0 0.347 0.005 0.001 0.011

llc miss per mem 0 0.921 0.011 0.002 0.037

* GEMM counters could not be reliably measured.
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8 Conclusions and Future Work

This paper presented our results from exploring the effect of DVFS on the per-
formance and power usage of an application running on an LPSoC system. We
presented our methodology to model the power consumed by an application
under different frequencies. This involved executing specially designed workloads
which stress on-chip components and off-chip components in isolation. From the
results, it was observed that the power consumed by a CPU-bound workload
varies as a cubic function of frequency while the power consumed by a memory-
bound workload varies as a linear function of frequency on the experimental
platforms. The power behaviour of the workloads under single core and multi-
core execution was also described. It is observed that while power consumption
reduces when reducing CPU frequency, the overall energy consumption is lowest
at higher CPU frequencies for both the CPU-bound and memory-bound work-
loads. It was also observed that increasing the number of cores of execution also
resulted in reduction in overall energy consumption for both types of workloads.

A comparison of the power measurements of three application benchmark
codes was shown along with the measurements from the microbenchmark work-
loads. Based on this, we are in the process of developing a simple model which
describes the power consumed by any general workload at varying frequencies as
a combination of the power consumption behaviour of the on-chip components
and that of the off-chip components. Since the contributions of these different
components to the overall power depends on the mix of instructions involved for
a particular workload, our approach is to collect hardware performance counters
in order to estimate the contributions of the on-chip and off-chip activity to the
overall power consumption. This is currently a work in progress. In our future
work we aim to extend our model by applying the proposed methodology to
the other components of an LPSoC, such as GPU (or other accelerators) and
memory.
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Abstract. Current HPC technologies demand high amounts of power
and energy to achieve good performances. In order to address the next
milestone in peak power, powerful graphic processing units and many-
core processors present in current HPC systems need to be programmed
having energy efficiency in mind. As energy efficiency is a major issue
in this area, the existing codes and libraries need to be adapted to
improve the use of the available resources. Rewriting the code requires
deep knowledge of programming and architectural details to achieve
good efficiency, which is an ad-hoc solution for a concrete system. We
present the Ull Multiobjective Framework, an interface that allows auto-
matic dynamic balance of the workload for parallel iterative codes in
heterogeneous environments. UllMF allows to include the overall energy
consumption as a parameter during the balancing process. This tool hides
all architectural measurement details, requires very low effort to the pro-
grammer and introduces a minimum overhead. The calibration library
has been used to solve iterative problems over heterogeneous platforms.
To validate it, we present an analysis of different Dynamic Programming
problems over different hardware configurations of a MultiGPU hetero-
geneous system.

Keywords: Dynamic load balancing · Energy efficiency
Iterative algorithms

1 Introduction

There is a major concern in high performance computing regarding to the
increasing energy consumption of the top end systems as current Petaflop sys-
tems draw a huge amount of energy at full performance. With the current growth,
by 2020, exascale systems will start to appear, and the main challenge will be
to have them limited to 20 MW to have a bearable infrastructure cost.

Highly heterogeneous environments are nowadays available as computational
resources for institutions. However, applications usually have a performance
penalty when they are not tuned explicitly for the heterogeneous platform and
there is a strong dependence between parallel code and target architectures [4].
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New architectures are still affected by the same well known problems that
affect conventional parallel programming, including the load balancing problem
while solving irregular problems, an aggravated problem when the systems used
have different efficiencies in terms of both energy and time.

As new architectures are developed, good performances per watt can be
achieved by sacrificing performance, allowing distinction between time and
energy efficiency. The principles of load balancing, developed to improve exe-
cution time before the exascale objective, can now be applied to achieve good
performances per watt are achieved by sacrificing performance. We investigate
the load balancing problem appearing when parallel problems are executed in
multiGPU heterogeneous systems and how the energy consumption is related to
imbalance problems.

We designed a simple mechanism to balance the workload between differ-
ent parallel processes dynamically, with few changes to the source code of an
application, the ULL Multiobjective Framework (UllMF ), that allows dynamic
workload balancing inside a parallel program running on a heterogeneous system,
adapting to the conditions of the system during the execution of the application.
This software allows calibration for different objectives, time and energy, with
the time module being ULL Calibrate lib [2] and a new module for energy
calibration. This module uses the Energy Measurement Library (EML) [3] for
energy measurement, that has proven to have a negligible overhead, and provides
all the tools needed to perform the measurement for the calibration phase of the
dynamic load balance operations. We prove that performing different approaches
for balancing is feasible to improve energy efficiency.

The main contributions of this paper are:

– Extending the ideas and methodologies developed for the load balancing of
heterogeneous clusters to energy consumption.

– A new library design, capable of being extended for calibrating based on a
user objective by adding new modules.

– Dynamic load balancing to reduce energy consumption in a heterogeneous
multiGPU environment, with an energy module developed for UllMF.

To validate our proposal, we have executed several Dynamic Programming
algorithms where the portability of the single GPU code to a multiGPU system
is compromised due to load imbalance inefficiencies. The chosen problems corre-
spond to an iterative scheme that is representative of many other problems like
Jacobi, GaussSeidel, Longest Common Subsequence, Matrix Parenthesization
and to some classes of stencil codes. The efficiency level obtained, considering
the minimum code intrusion, makes this methodology a useful tool in the context
of the energy efficiency in heterogeneous platforms.

This paper is structured as follows: Sect. 2 covers the related work in the
field of load balancing workload on heterogeneous systems. Section 3 describes
the problem we address and our proposal. Section 4 illustrates our hardware
configuration and the results obtained after multiple executions performed with
our energy balancing methodology. Finally, Sect. 5 summarizes our conclusions
and future research possibilities.
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2 Related Work

Extensive work has been done in the field of load balancing in heterogeneous
systems to improve time performance. The most direct approach to address the
problem requires to develop code specifically for the architecture in order to
maximize performance. This requires a deep understanding on parallel program-
ming for the target systems and also a manual task allocation according to the
capability of every processing unit. A different approach consist of developing
the applications using skeleton based programming. This concept implies finding
an skeleton that covers your implementation, so that you can develop the partic-
ularities of your exact problem. Once done, this skeletons that are optimized to
obtain an optimal load balance for maximum time efficiency, could be modified to
obtain the best configuration for energy efficiency. Frameworks like SkelCL [11]
and DPSKEL [1,9] are examples for this paradigm. Our approach to balance
the workload of iterative algorithms on heterogeneous systems is closer to the
work presented in ADITHE [7]. This environment and ULL Calibrate lib [1]
follow a similar strategy. Starting from an homogeneous distribution of the work-
load on the heterogeneous system, the speed of every node is estimated during
the first iterations of the algorithm. According to the speed of every node, new
workload distributions are carried out for the remaining iterations of the algo-
rithm. A similar approach can be used to balance workloads in terms of energy
consumption.

Energy-aware scheduling algorithms can be found in datacenters with vir-
tual machines deployments. Examples of this can be found at HEROS [6], that
proposes a load balancing algorithm for energy-efficient resource allocation in
heterogeneous systems, or PVA [12], peer VMs aggregation to enable dynamic
discovery of communication patterns and reschedule VMs based on the deter-
mined communication patterns using VM migration. These techniques minimize
network traffic and deal with an energy efficient scheduling.

In manycore systems, ALEPH [10] is an algorithm that solves the bi-objective
optimization problem for performance and energy (BOPPE) in multicore archi-
tectures by introducing the problem size as a decision variable. In iterative
schemes, E-ADITHE [5] was introduced as a two step process for integrated
CPU-GPUs system on chip (SoC ), where a first step is made for selecting the
most energy efficient resources and then the load balance technique is applied
to maximize performance.

Other techniques use DVFS processor capabilities to implement energy-aware
schedulers to balance energy in iterative algorithms [8].

In UllMF we start the execution of an iterative application with an homoge-
neous distribution of work. The difference with the other authors is that we redis-
tribute workload depending on the current performance of the application rather
than using a model of the application, without a preparation phase. Depend-
ing on the overall performance, the workload gets dynamically redistributed to
improve the execution time or the energy consumption. With this approach, we
exchange a slight performance in order to reduce the overhead of the calibration
methodology.
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3 Dynamic Load Balancing for Energy Efficiency

3.1 Dynamic Load Balancing

The problem we are trying to address is formulated as a variation of the classic
technique of load balancing in iterative algorithms to improve performance in
heterogeneous environments. As every system is different, performing an uniform
workload distribution would result in a resource loss caused by the different
computing capabilities of each computing element. The most powerful hardware
would end its work, and to continue its next step, it would need to wait for the
slower hardware to end. By redistributing the work appropriately, it is possible
to minimize these waiting times in order to improve the overall performance of an
iterative algorithm. The same principle can be applied to energy consumption.

However, when the problem to be solved presents an irregular nature, i.e.,
every iteration requires a different amount of work, the load balance has to
be done not only at the beginning of the execution but multiple times along
the execution. Furthermore, the input may cause variation, forcing to rebalance
after some iterations have been performed. This is why a simple, but dynamic,
method of load balance is required, even if it is less accurate than algorithms
based on models, as it needs to be performed multiple times without sacrificing
the possible gains from a more precise load balance.

Four examples of irregular iterative algorithms have been chosen for the
experimentation using a dynamic programming implementation based on pro-
gramming skeletons. These algorithms are the Knapsack Problem (KP), the
Resource Allocation Problem (RAP), the Cutting Stock Problem (CSP) and
the Triangulation of Convex Polygons (TCP). Their implementations follow the
recurrence formulations described in Table 1.

Table 1. Dynamic programming problems description.

Problem name Recurrence equation

KP fi,j = {fi−1,j , fi−1,j−w + pi}

RAP
fi,j = p1,j if i = 1 and j > 0

fi,j = max0≤k<j{fi−1,j−k + pi,k if (i > 1) and (j > 0)

CSP fi,j = max

⎧
⎪⎨

⎪⎩

max0≤k<object{profitk}
max0≤z≤i/2{fz,j + fi−z,j}
max0≤y≤j/2{fi,y + fi,j−y}

TCP
fi,j = costi · costi+1 · costi+2 if i = (j − 2)

fi,k = mini<j<k{fi,j + Tk,j + (costi · costj · costk)

3.2 Workload Distribution to Increase Energy Efficiency

Current technologies do not always operate at maximum energy efficiency when
they work as fast as possible, minimizing execution time. Figure 1a illustrates
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(a) 3D representation of the solution
space for the Knapsack Problem

(b) 2D representation of the solution
space for the Knapsack Problem, each
curve represents a problem size

Fig. 1. Knapsack problem solution space study

this phenomenon through an exhaustive analysis of the space solutions for KP,
a fine grained memory bounded problem. The 3D surface summarizes different
workload distributions for multiple problem sizes using two different GPUs. X
and Y axis, represent the workload given to each process, the former executed
in a Tesla M2090, and the latter in the Tesla MK40c. The surface itself, in the
Z axis, represents the energy consumed in total by each execution. Additionally,
the best workload distribution for minimizing energy consumption is labelled
with an O symbol and the best workload distribution for minimizing execution
time with the + symbol, for every problem size, which can be calculated by
adding the X and Y values. These sets of optimal solutions are different enough
to demonstrate the disparity between energy consumption and execution time.

The same data set is represented in the two dimensional chart labeled as
Fig. 1b. Each curve with a given color represents a different problem size, labeled
at the end of the curve itself. Energy consumption is depicted in the Y axis, the
lower the better. The X axis is the workload given to the Tesla M2090 Process,
i.e. to left part of the axis less workload is given to the M2090 GPU and to
the right more workload is given to it. As the size of the problem increases, the
workload curves start to display local minima and irregular shapes.

Observing the results obtained in the study, it is valid to conclude that an
optimization for energy consumption can yield results that differ to an optimiza-
tion performed to reduce the execution time of a parallel application. Considering
the following terminology:

– p, number of parallel processes.
– wi, normalized amount of work given to process i, with 0 ≤ wi ≤ 1 and∑p

i=1 wi = 1.
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– d(d1, d2, · · · , dp), workload displacement, with −wi ≤ di ≤ (1 − wi) and∑p
i=1 di = 0.

– Ei, energy consumed by process i.
– Ei

wi
, estimated energy consumed per unit of work by process i.

Our proposal is to reassign the workload between processors dynamically, on
each step of the iterative algorithm by finding the best combination of workload
that minimizes the whole energy consumed by all the processors. To achieve it, we
generate a small set of different workload displacements d(d1, d2, · · · , dp), adding
or subtracting workload of process i depending on its performance. This set of
possible data movements is used to simulate the estimated energy consumption
with Eq. 1.

minf(d), f(d) =
p∑

i=1

[

(wi + di) · Ei

wi

]

(1)

This equation is summarized as the total cost of the current iteration if process
i workload is wi − di. The amplitude of the movement, determined by max(di),
is decreased after every iteration, stopping when a local minima is reached, as
the effort of finding the optimal solution using this methodology outweights the
potential energy savings that can be achieved.

3.3 Ull Multiobjective Framework

We have developed UllMF, a calibration framework, to support the proposal in
the previous section, as well to allow the reutilization of the code of traditional
calibration techniques. UllMF is currently composed of two calibration modules,
the energy calibration module (our proposal) and a time calibration module
(based on Ull calibrate lib). Additionally, we have developed the usage of energy
measurement libraries independently, and while we are using EML to measure
energy, it is possible to modify and substitute the energy measurement module.
The resulting structure is visualized in Fig. 2.

This implementation was done to offer dynamic load balancing capabilities to
non expert programmers, focusing on the ease of use. The overhead introduced
by our system is at most 2% of the total energy consumption in its current state,
as shown in Fig. 3.

Fig. 2. UllMF component diagram. In orange, work in progress. (Color figure online)
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Nodes CPUs (Xeon) GPU Memory
Verode16 2x E5-2660 M2090 64 GB
Verode17 2x E5-2660 K20c 64 GB
Verode18 2x E5-2660 K40m 64 GB
Verode20 2x E5-2698 v3 M2090 128 GB

GPU Type M2090 K20c K40m
# Cores 512 2496 2880
RAM 6GB 5GB 12GB

Mem BW 177.6 GB/s 208 GB/s 288 GB/s
Power 225 W 225 W 235 W

(a) GPU Cluster (b) Overhead

Fig. 3. GPU cluster and overhead caused by energy calibration

The framework provides an unified API to be used. Initially, it requires
four API calls in the code to be used: UllMF setup, UllMF calibrate start,
UllMF calibrate stop and UllMF finalize. To simplify usage, the framework pro-
vides a datatype, calibration t, to encapsulate the workload distribution, which
calibration technique to use, the measurement module to use, and a threshold
to determine when to stop the dynamic calibration.

First, UllMF setup should be called with the workload distribution, the cal-
ibration module, the measurement module and the stop threshold. Then, in the
core of the iterative procedure, UllMF calibrate start and UllMF calibrate stop
need to be called at every computation phase. Workload distributions are mod-
ified by the measurements obtained between these two points, and are redis-
tributed to every process inside the UllMF calibrate stop procedure. After the
work is done, UllMF finalize is called to free the memory allocated for this pur-
pose, and to stop the energy measurements.

4 Computational Results

We have used an heterogeneous cluster as tested architecture to evaluate our
proposals. The cluster consists of 4 nodes with different CPU-GPU configura-
tions. They have two types of CPUs and three types of GPUs that are detailed
in Fig. 3. These nodes use Debian 9 with the kernel 4.9.0-2-amd64. The build
and execution environments have GCC version 4.4.5, OpenMPI 1.6.3 and CUDA
version 7.5. Every compilation was done with the −O2 optimization flag. Energy
measurement was performed for the GPUs using the Nvidia Management Library
(NVML) interface through EML. Every problem is executed for multiple sizes
in different hardware combinations.

Figure 4 collects a subset of all the experimentation that properly represents
the strengths and weaknesses of our methodology. Each subfigure represent a
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(a) KP (b) RAP

(c) CSP (d) TCP

Fig. 4. Energy consumption of UllMF compared to an evenly distributed workload

different problem using multiple column sets, with different problem sizes rep-
resented in the X axis, and the energy consumed by the execution in the Y
axis. Each column set is composed by three columns that visualize a comparison
between three procedures: a uniform workload distribution, labeled as reference;
a workload distribution performed using the UllMF version of Ull Calibrate Lib,
labeled as time; and the newly developed procedure of workload distribution to
minimize energy consumption, labeled as energy cal.

The results for the KP are summarized in Fig. 4a. The UllMF framework is
capable of balancing the work in order to minimize energy consumption, using
one of its modules. The energy module, which we will refer as energy cal, however,
misbehaves in 18% of the cases, where the obtained workload distribution reaches
the opposite effect. In this figure, we observe how for size 6000 and 8000, the
energy consumption increases due to a poor load balance, since the solution gets
trapped in a workload distribution that is worse than the reference, and is not
able to recognize the situation. In the rest of the cases, it achieves results that
improve between 2% and 9% the energy consumption of the Ull Calibrate Lib
module. On average, including the results were the calibration makes the solution
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worse, energy consumption is reduced by 4%. When energy cal works properly,
the average energy consumption is reduced by 13%.

The RAP shares 90% of the code with the KP. The main difference is that
the KP is a fine grain and memory bounded problem, while the RAP is compute
bounded. Figure 4b displays how energy cal obtains very good performances,
in terms of energy savings, in this environment. This is expected as the RAP
irregularity lies in being unbalanced when the work is distributed evenly. The
interesting result here, apart from the noticeable improvement from the reference
(up to 400%), is that energy cal is better than the Ull Calibrate Lib module in
every case studied, with an average improvement of 10.2%.

The CSP, as shown in Fig. 4c, is improved by both the Ull Calibrate Lib mod-
ule and energy cal, with a 2.1% worse performance by the latter, as opposed by
the last problem. Ull Calibrate Lib improves the result of the reference problem
by an average of 15.3% while energy cal improves it by 13.2%.

Both modules behave in the TCP similarly to the CSP as shown in Fig. 4d.
In this case, we observe that the energy cal produces bad balancing when size
is 2000, additionally in size 2500, in spite of improving the reference energy
consumption, its performance is subpar compared to Ull Calibrate Lib. Despite
the possibility of misbehaviour, the energy module of UllMF improves on average
the energy consumption by 6%. When balanced properly, energy cal provides an
average reduction of energy consumption of 18.5%. However, Ull Calibrate Lib
improves the overall energy consumption by 30.5% compared to these values.

These results, though they could still be improved, demonstrate that our
approach is competitive enough to justify its simplicity. In spite of the evident
misbehaviour for some cases, we observe problems where the calibration tech-
nique improve energy consumption greatly, with a little overhead of 3% shown
in Fig. 3.

5 Conclusion

We have developed a library that allow us to perform dynamic load balancing
for energy consumption in heterogeneous systems. We included our library in a
calibration framework we have developed, UllMF. It has been proven to work
using iterative problems and can be easily applied to a wider range of problems
with little effort required by the programmer, adding a few lines to the available
codes. It also has been proven to work properly with most presented cases, but
still requires improvements in order to compete with a time based load balancing.
In the future we will extend the library to allow users a multi-objective approach
where multiple objectives are taken into account so that optimizing workload
distributions can be feasible with a Strategy Selector that choose automatically
the proper load balance calibration technique in order to increase the efficiency
of the system.
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energy by exploiting residual imbalances on iterative applications. In: 21st Inter-
national Conference on High Performance Computing, HiPC 2014, Goa, India, 17–
20 December 2014, pp. 1–10. IEEE (2014). https://doi.org/10.1109/HiPC.2014.
7116895
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Abstract. In this paper, scheduling in a star data gathering network
is studied. The worker nodes of the network produce datasets that have
to be gathered by a single base station. The datasets may be released
at different moments. Each dataset is assigned a due date by which it
should arrive at the base station. The scheduling problem is to organize
the communication in the network so that the maximum dataset lateness
is minimized. As this problem is strongly NP-hard, we propose a heuristic
algorithm for solving it. The performance of the algorithm is evaluated
on the basis of computational experiments.

Keywords: Scheduling · Data gathering · Maximum lateness
Release times

1 Introduction

Parallel and distributed processing has become very popular in recent years.
Complex computations may often be divided between many computers working
in parallel. Distributed networks are also used for sensing and measuring the
environment. In many cases the obtained data have to be collected together
on a single machine for further analysis or storing. The efficiency of the data
gathering process influences the overall performance of a distributed application.
Therefore, scheduling data gathering becomes an important research area.

Data gathering scheduling problems were studied in [5–7,10,21]. In [10,21]
data gathering wireless sensor networks were analyzed. The scheduling problem
was to assign the amounts of measured data to the network nodes and organize
the communications with the base station so that the total time of sensing and
gathering data was minimized. An algorithm for maximizing the lifetime of a
data gathering network with limited node memory was proposed in [5]. Schedul-
ing in data gathering networks whose nodes were able to compress data at some
monetary cost was studied in [6]. The goal was to transfer all data to the base
station within given time at the minimum cost. In [7] scheduling algorithms for
data gathering networks with variable communication speed were proposed.

In this work we analyze gathering the results of a set of applications run in
parallel in a star network. When a worker node completes its job, the dataset
it produced becomes ready to be sent to the base station. Each dataset has a
c© Springer International Publishing AG, part of Springer Nature 2018
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due date by which it should arrive at the base station. The communications
between the worker nodes and the base station have to be scheduled so that the
maximum dataset lateness is minimized.

The rest of this paper is organized as follows. In Sect. 2 we present the net-
work model and formulate the scheduling problem. Related work is outlined in
Sect. 3. In Sect. 4 a heuristic scheduling algorithm is proposed. The results of
computational experiments on its performance are described in Sect. 5. The last
section comprises conclusions.

2 Problem Formulation

We analyze a data gathering network consisting of m worker nodes P1, . . . , Pm

and a single base station, to which the computation results should be passed.
Node Pj generates dataset Dj of size αj at time rj . The due date for receiving Dj

at the base station is denoted by dj . At most one worker can communicate with
the base station at a time. Following the methodology of divisible load theory
(see, e.g., [8,12]), we assume that a dataset can be divided into pieces of arbitrary
(rational) sizes, sent separately. The communication capabilities of the network
are described by two parameters: communication startup S and communication
rate (inverse of speed) C. Thus, sending a message of size x from a worker node
to the base station takes time S+Cx. Hence, if a dataset is sent in many separate
messages, then each additional message increases the total dataset transfer time
by S.

Let Tj denote the time when the whole dataset Dj arrives at the base station.
The lateness of dataset Dj is Lj = Tj−dj . Our goal is to schedule the communica-
tions in the network so that the maximum dataset lateness Lmax = maxm

j=1{Lj}
is minimized.

Since the network nodes communicate with the base station sequentially, our
problem is equivalent to scheduling m preemptive jobs of size pj = Cαj on a
single machine, where setup time S is required when a job is started, whether
initially or after preemption. Following the three-field notation [13], this problem
can be denoted by 1|pmtn, rj , sj = S|Lmax.

3 Related Work

Single machine scheduling with setup times was studied in [9,14,16,19,20]. In
[14] it was assumed that machine maintenance must be performed within cer-
tain intervals. If a job is not fully processed before the maintenance, then an
additional setup is required when the job is resumed. The two analyzed prob-
lems were minimizing the total weighted job completion time and minimizing
the maximum lateness. Both problems were shown to be NP-hard in the case of
a long planning horizon, and dynamic programming algorithms were proposed
for solving them. It was also shown that for a short planning horizon, minimizing
the total weighted completion time is NP-hard, while the total completion time
problem and the maximum lateness problem can be solved in polynomial time.
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Article [19] considered a preemptive scheduling problem with job release
dates, delivery times and setup times. A job-dependent setup time was incurred
whenever a job was started or resumed. The objective was to minimize the
maximum delivery time. It is known that such a scheduling problem is equivalent
to that with due dates rather than delivery times, where the objective is to
minimize the maximum lateness [15]. Thus, the results obtained for problem
1|pmtn, rj , sj |Dmax in [19] can be also applied to problem 1|pmtn, rj , sj |Lmax. It
was proved in [19] that problem 1|pmtn, rj , sj |Dmax is strongly NP-hard even if
each setup time is one unit. Hence, our data gathering scheduling problem is also
strongly NP-hard. Moreover, [19] proposed a dynamic programming algorithm
and a PTAS for solving the analyzed problem. However, both algorithms were
based on an observation that job preemptions need to occur only at the release
times of other jobs. Unfortunately, as we will show in Sect. 4, this observation is
not true, and in consequence, the algorithms are not correct.

In [20] the analyzed problem was to minimize the total weighted completion
time in the same model of processing as in [19]. This problem was also proved to
be strongly NP-hard, and a greedy algorithm with the worst-case performance
guarantee of 25/16 was proposed.

Online minimization of the total flow time subject to job release dates and
setup times was analyzed in [16]. It was proved that the problem is strongly NP-
hard even if the setup time is one unit, and a heuristic algorithm was proposed.
Later on, it was proved in [9] that no online algorithm for this problem can be
competitive.

Scheduling problems with job setup times were also studied for the parallel
machines setting (see, e.g., [24]) and in the flow shop environment [3]. They
emerge in the context of resource constrained project scheduling [1,2] and real
time systems [22,23,25,26]. An extensive survey of scheduling with setup times
can be found in [4].

To conclude this section, let us indicate two special cases of our problem that
boil down to well-known scheduling problems without setup times. For S = 0 our
scheduling problem is equivalent to 1|pmtn, rj |Lmax, and hence can be solved
in O(m log m) time [17]. Moreover, if S �= 0 but C = 0, then the problem
is equivalent to 1|pj = p, rj |Lmax, and hence can be solved in O(m2 log m)
time [11].

4 Heuristic Algorithm

As it follows from [19] that our scheduling problem is strongly NP-hard, in this
section we will construct a heuristic algorithm for solving it. We will first show
that considering schedules with preemptions taking place only at dataset release
times (as suggested in [19]) is not enough to obtain optimum solutions for all
instances.

Proposition 1. Constructing an optimum schedule for the data gathering prob-
lem with maximum lateness objective may require preempting a communication
at a moment when no dataset is released.
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(a)

(b)

(c)

Fig. 1. Schedule structures for the proof of Proposition 1. Gray fields depict startup
time, white fields depict data transfer. (a) D1 preempted by D2 at time t = 2, (b) D1

not preempted by D2, (c) D1 preempted by D2 at time t = 4.

Proof. Let m = 3, S = C = 1. Let the dataset parameters be (α1, r1, d1) =
(4, 0, 10), (α2, r2, d2) = (1, 2, 6) and (α3, r3, d3) = (1, 6, 8). If communications
are preempted only at dataset release times, dataset D1 can be preempted by
D2 either at time t = 2 or not at all. In both cases we obtain a schedule with
Lmax = 1 (cf. Fig. 1a and b). However, if dataset D1 is preempted by D2 at time
t = 4, we obtain the optimum schedule with Lmax = 0 (see Fig. 1c). ��

It follows from Proposition 1 that the approach from [19] cannot be used to
construct an exact algorithm for our data gathering problem, and that it does
not always lead to obtaining optimum solutions for problem 1|pmtn, rj , sj |Dmax.

Let us now prove an intuitive observation that preempting dataset Di by Dj

can be beneficial only if dj < di.

Proposition 2. For any instance of the data gathering problem with maximum
lateness objective there exists an optimum schedule such that for each pair of
indices i, j, such that dataset Di is preempted by Dj, we have dj < di.

Proof. Suppose that there exists an optimum schedule Σ in which dataset Di

is preempted by Dj and dj ≥ di. Let xi, xj denote the amounts of data from
datasets Di and Dj , correspondingly, transferred in the two messages forming
the preemption. Let yi be the size of the next message containing data from
Di. We will transform schedule Σ into a new schedule Σ′ by increasing the
amount of data from Di sent just before the preemption by min{yi, xj + S

C }. As
the communication startup is non-preemptive and has to be performed directly
before dataset transfer, we distinguish three cases: yi < xj or xj ≤ yi ≤ S

C + xj ,
or S

C + xj < yi. Figure 2 shows how to rearrange the communications in each
case. The analyzed preemption is either deleted or delayed (if the message of
size yi was not the last part of Di) in schedule Σ′. Let Lk and L′

k denote the
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(a)

(b)

(c)

Fig. 2. Schedule modifications for the proof of Proposition 2. Σ is the original schedule,
Σ′ is the modified schedule. White and gray fields depict sending datasets Di and Dj ,
correspondingly. (a) Case 1: yi < xj , (b) Case 2: xj ≤ yi ≤ S

C
+ xj , (c) Case 3:

S
C

+ xj < yi.

lateness of dataset Dk in schedules Σ and Σ′, respectively. We have L′
k = Lk

for k �= i, j, and L′
i ≤ Li. Moreover, L′

j ≤ max{Ti − dj , Tj − dj} ≤ max{Li, Lj}.
Hence, Σ′ is an optimum schedule. This procedure can be applied iteratively
until all preemptions that do not have the required property are removed. ��

On the one hand, preempting communications when new datasets with small
due dates are released, may be necessary to construct a good schedule. On the
other hand, each preemption extends the total communication time by S, which
may damage the solution quality. Therefore, we propose algorithm DS which
aims at finding some balance between the due date differences and the com-
munication startup costs. As suggested by Proposition 2, the algorithm pre-
empts transferring dataset Di only when a dataset Dj with a smaller due date is
released, and the difference between due dates di and dj is large enough in com-
parison to startup time S. In more detail, algorithm DS consists in the following
scheduling rules.

1. If the communication network is idle and some datasets are available (i.e.
already released but not fully transferred to the base station), we start sending
an available dataset with the smallest due date.

2. If dataset Di is being transferred at time rj , then it is preempted by Dj if
dj < di − γS, where γ ∈ [0,∞] is a tunable algorithm parameter. If several
datasets are released at time rj and could preempt Di according to this rule,
we choose the one with the smallest due date.

Parameter γ controls the balance between the due dates and the communi-
cation startup times. When γ is small, more communication preemptions occur.
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When γ is big, a dataset may be preempted only by a dataset with a much smaller
due date. In particular, for γ = 0 a preemption is always made if dj < di, i.e.
algorithm DS follows the preemptive EDD rule [17]. When γ = ∞, no preemp-
tions take place, and algorithm DS is equivalent to the non-preemptive EDD
algorithm [18]. In the following text, algorithm DS with a given value of γ will
be denoted by DS(γ).

Since algorithm DS preempts communications only at dataset release times,
it introduces at most m − 1 preemptions, and the total number of messages is
at most 2m − 1. Thus, the algorithm can be implemented to run in O(m log m)
time.

5 Computational Experiments

In this section we analyze the performance of algorithm DS for different values
of parameter γ. Let us remind that this parameter controls the number of com-
munication preemptions. The maximum number of preemptions introduced by
algorithm DS is m − 1, and each preemption extends the total communication
time by S. Therefore, we study the influence of parameters m and S on the
quality of the obtained schedules. The algorithm was implemented in C++ in
Microsoft Visual Studio.

The test instances were constructed as follows. The total size of data to
be gathered was always V = 1E9. The number of datasets m belonged to the
set {10, 20, . . . , 100}. In order to select particular dataset sizes, numbers βj were
chosen from U [1, 2] (the uniform distribution in range [1, 2]) for j = 1, . . . ,m. The
size of dataset Dj was set to αj = βjV/(

∑m
j=1 βj). Thus, the greatest dataset was

at most twice bigger than the smallest one. This construction reflects gathering
a diversified, but not very unbalanced collection of datasets. The communication
rate was C = 1E-8, which corresponds with the bitrate of Gigabit Ethernet. The
experiments were repeated for S ∈ {1E−3, 2E−3, 5E−3, 1E−2}. We present
here the results obtained for S = 1E−2 and S = 2E−3, which represent a big
and a small startup time, correspondingly. For given m and S, the minimum
possible communication time T = mS + CV was computed. The release times
rj were selected randomly from U [0, δrT ], and the due dates dj from U [0, δdT ].
In order to construct more and less demanding sets of instances, we tested all
combinations of δr and δd such that δr, δd ∈ {0.25, 0.5, 0.99}. Due to lack of
space, we report here only on the results obtained for δr = δd = 0.5 and for
δr = 0.25, δd = 0.99. Algorithm DS uses parameter γ to make the decision
whether or not to preempt dataset Di by Dj , only if dj < di. Therefore, in order
to emphasize the influence of γ, we sorted the selected release times and due
dates so that r1 ≤ r2 ≤ · · · ≤ rm and d1 ≥ d2 ≥ · · · ≥ dm. Thus, a newly
released dataset always has a smaller due date than all previous datasets.

In order to assess the quality of the obtained solutions, for each instance
we computed a lower bound LoBo on the maximum dataset lateness by solving
problem 1|pmtn, rj |Lmax with job execution times pj = S + Cαj , job release
times rj and due dates dj , for j = 1, . . . ,m. It follows from the construction of
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Fig. 3. Solution quality vs. m for δr = δd = 0.5. (a) S = 1E−2, (b) S = 2E−3.

our test instances that the last job in the above instance of 1|pmtn, rj |Lmax is
completed after its due date, as

∑m
j=1 pj = mS + CV > maxm

j=1{dj}. Hence,
LoBo > 0, and the schedule quality can be measured by the ratio Lmax/LoBo.
As the maximum dataset lateness is to be minimized, a smaller number means
better quality. The value of algorithm parameter γ was tuned experimentally. We
chose to use γ ∈ {0, 1, 10, 100,∞}. Each point in the following charts represents
an average of 100 instances.

The results obtained for δr = δd = 0.5, S = 1E−2 and different values of m
are shown in Fig. 3a. For small m, the best schedules are obtained for γ = 10.
It seems that for γ ≤ 1 the cost of preemptions is too big, whereas for γ ≥ 100
the delays caused by waiting until previous communications finish are too high.
When m gets bigger, the performance of the algorithm variants with γ ≤ 10
gradually decreases. This is caused by the fact that the number of preemptions
and hence, their total cost, increases with growing m. Contrarily, for γ = 100 and
γ = ∞ the results get better with growing m. Indeed, when the fixed amount of
data V is divided between more processors, dataset transfer times are shorter,
and waiting for the end of some communication takes less time. Therefore, the
delays in sending datasets with the smallest due dates are shorter than in the
case of small m. All in all, in this experiment configuration, the best results are
obtained for γ = 10 when m ≤ 40 and for γ = 100 when m ≥ 50.

Figure 3b presents the results obtained for small startup time, S = 2E−3. In
most cases the influence of m on the performance of the algorithms is similar
as in the previous chart. However, as for finite γ the value of γS is now smaller
than for S = 1E−2, the differences between the algorithms with γ < ∞ become
less significant. In particular, the performance of DS(100) is comparable to the
variants with γ ≤ 10 for small m. As the cost of additional startups is now
lower, the performance of all algorithms with γ < ∞ improves in comparison
to the case with S = 1E−2. The value of S has no influence on the behavior of
DS(∞), which can be confirmed by comparing Fig. 3a and b. A slightly better
quality reported for DS(∞) when S = 2E−3 is caused by the fact that when S
is smaller, the lower bound LoBo is closer to the actual optimum Lmax. When
the startup time is small, it is profitable to make a lot of preemptions for greater
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Fig. 4. Solution quality vs. m, for δr = 0.25, δd = 0.99. (a) S = 1E−2, (b) S = 2E−3.

values of m than in the case of a big startup time. Thus, algorithm DS(10) wins
here for m ≤ 60, and DS(100) for m ≥ 70.

The results obtained for δr = 0.25, δd = 0.99 are depicted in Fig. 4. Decreas-
ing δr means that the datasets are available earlier, and increasing δd that the
due dates are bigger. Hence, these instances may be considered easier than those
with δr = δd = 0.5. However, the results improve only for the algorithms that
create many preemptions. The algorithms that introduce a small number of
preemptions (DS(100) and DS(∞) for S = 1E−2, and DS(∞) for S = 2E−3)
perform much worse than for δr = δd = 0.5. This can be explained in the follow-
ing way. Since all datasets are released rather early, and the first datasets have
quite big due dates, the algorithm should concentrate on transferring the last
datasets (with the largest release times and the smallest due dates) as soon as
possible. This can only be done if a sufficient number of previous datasets are
preempted. Algorithm DS(∞), which does not allow preemptions, starts send-
ing the last datasets too late, which damages its performance. Algorithm DS(10)
wins for all combinations of m and S when δr = 0.25, δd = 0.99.

6 Conclusions

In this work we studied scheduling data gathering with maximum dataset late-
ness objective. As the problem is computationally hard, we proposed a heuristic
algorithm DS(γ) running in O(m log m) time. The quality of schedules generated
by this algorithm for different values of parameter γ was tested experimentally.
The algorithm performance depends on the number of datasets m and the com-
munication startup time S. If m is small, then the algorithm obtains better
results for smaller γ. If both m and S are big, the algorithm variants with big γ
perform better. The quality of the schedules is also influenced by the ranges of
dataset release times rj and due dates dj . For all analyzed experiment settings,
the best results were obtained either by algorithm DS(10) or DS(100), depending
on the instance parameters. It is worth noting that for each tested setting, the
average relative error of the solutions delivered by the algorithm with the best
value of γ was below 3%.
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Future research in this area may include a more detailed experimental anal-
ysis of the algorithm behavior, e.g. for different distributions of dataset sizes,
release times and due dates. In particular, an important question is how to
choose γ in general, in order to obtain good results for various types of problem
instances. Theoretical performance guarantees of algorithm DS should also be
investigated.
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Abstract. In this work, a job-flow scheduling approach for Grid vir-
tual organizations (VOs) is proposed and studied. Users’ and resource
providers’ preferences, VOs internal policies along with local private uti-
lization impose specific requirements for scheduling according to differ-
ent, usually contradictive, criteria. We study the problem of a fair job
batch scheduling with a relatively limited resources supply. With increas-
ing resources utilization level the available resources set and correspond-
ing decision space are reduced. The main problem is a scarce set of job
execution alternatives which eliminates scheduling optimization. In order
to improve overall scheduling efficiency we propose a heuristic anticipa-
tion approach. It generates a reference, most likely infeasible, scheduling
solution. A special replication procedure performs a feasible solution with
a minimum distance to a reference alternative under given metrics.

Keywords: Scheduling · Grid · Resources · Utilization · Heuristic
Job batch · Virtual organization · Anticipation · Replication

1 Introduction and Related Works

Virtual organization (VO) formation and performance largely depends on mutu-
ally beneficial collaboration between all the related stakeholders [1,2]. Applica-
tion level scheduling [3] is based on the available resources utilization and, as a
rule, does not imply any global resource sharing or allocation policy. Job flow
scheduling [4] in user’s VOs supposes uniform rules of resource sharing and con-
sumption, in particular based on economic models [1–3,5]. The VO scheduling
problems may be formulated as follows: to optimize users’ criteria or utility
function for selected jobs [5,6], to keep resource overall load balance [7,8], to
have job run in strict order or maintain job priorities [9], to optimize overall
scheduling performance by some custom criteria [10,11], etc. However, users’,
resource owners’ and administrators’ preferences may conflict with each other.
Users are likely to be interested in the fastest possible running time for their jobs
c© Springer International Publishing AG, part of Springer Nature 2018
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with least possible costs whereas VO preferences are usually directed to avail-
able resources load balancing or node owners’ profit boosting. Thus, the most
important aspect of rules suggested by VO is their fairness. A number of works
understand fairness as it is defined in the theory of cooperative games, such as
fair job flow distribution [8], fair quotas [12,13], fair user jobs prioritization [9],
and non-monetary distribution [14].

The cyclic scheduling scheme (CSS) [15] implements a fair scheduling
optimization which ensures stakeholders interests to some predefined extent.
Scheduling of a job flow using CSS is performed in time cycles, by job batches.
The actual scheduling procedure consists of two main steps. The first step
involves a search for alternative scenarios of each job execution, or simply alter-
natives [16]. The launch of any job requires a co-allocation of a specified num-
ber of slots, as well as in the classic backfilling variation [17]. A single slot is
a time span that can be assigned to run a part of a parallel job. The target
is to scan a list of available slots and to select a window of parallel slots for
the required resource reservation time. The user job requirements are arranged
into a resource request containing the resource reservation time, characteristics
of computational nodes (clock speed, RAM volume, disk space, operating sys-
tem etc.), limitation on the selected window maximum cost. Window search
algorithms were discussed in [16]. During the second step the dynamic pro-
gramming methods [15] are used to choose an optimal alternatives’ combina-
tion. One alternative is selected for each job with respect to the given VO and
user criteria. The downside of centralized metascheduling approaches, includ-
ing CSS [4,13,15], is that they lose their efficiency and optimization features in
distributed environments with a limited resources supply. For example, the tradi-
tional backfilling [17] provides better scheduling outcome when compared to dif-
ferent optimization approaches in resource domain with a minimal performance
configuration [2].

Main contribution of this paper is a heuristic CSS-based job-flow scheduling
approach which retains efficiency even in distributed computing environments
with limited resources. A special replication procedure is proposed and studied to
ensure a feasible scheduling result. The rest of the paper is organized as follows.
Section 2 presents a problem statement for cyclic fair scheduling. The proposed
heuristic-based scheduling technique is presented in Sect. 3. Section 4 contains
simulation experiment setup and results for the proposed scheduling approach.
Finally, Sect. 5 summarizes the paper.

2 Problem Statement for Cyclic Fair Scheduling

Cyclic scheduling is based on a hierarchical job-flow management scheme [15].
Job-flow scheduling is performed in cycles by separate job batches on the basis
of dynamically updated local schedules of computational nodes.

Let Si be the family of appropriate sets of slots for executing job i,
i = 1, . . . , n, in the batch, sj ∈ Sj be the set of slots that are appropri-
ate by the resource request, the cost ci(sj) and the execution time ti(sj),
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j = 1, . . . , N,N = |⋃n
i=1 Si|. Denote by S the family of appropriate sets of slots

and by s = (s1, . . . , sn), s ∈ S, the sequence, which we call the combination of
slots, for executing the batch of jobs. Let fi(sj) be a function determining the
efficiency of executing job i in the batch on the set of slots sj under the admissi-
ble expenses specified by the function gi(sj). For example, fi(sj) = ci(sj) is the
price of using the set sj for the time gi(sj) = ti(sj). The expenses are admissible
if gi(sj) ≤ gi ≤ g∗, where gi is the level of the total expenses for the execution
of a part of jobs from the batch (for example, jobs i, i+1, . . . , n or i, i−1, . . . , 1)
and g∗ is the restriction for the entire set of jobs (in particular, the restriction
on a total time t∗ of slot occupation or a limitation on a VO budget b∗).

Formally, the statement of the problem of the optimal choice of a slot com-
bination s = (s1, . . . , sn) is as follows:

extr
s∈S

f(s) = extr
sj∈Si

n∑

i=1

fi(sj), gi(sj) ≤ gi ≤ g∗, g∗ =
n∑

i=1

g0i (sj), (1)

where g0i (sj) is the resource expense level function of executing the batch.
The recurrences for finding the extremum of the criterion in (1) for the set

of slots sj ∈ Si, i = 1, n, j ∈ {1, . . . , N} based on backward recursion are

fi(gi) = extr
sj∈Sj

{fi(sj) + fi+1(gi − gi(sj))}, gi(sj) ≤ gi ≤ g∗, i = 1, n,

fn+1(gn+1) = 0, gi = gi−1 − gi−1(sk), 1 < i ≤ n, g1 = g∗, sk ∈ Si−1,
(2)

where gi are the total expenses (utilization time or cost) for using the slots for
jobs i, i + 1, . . . , n of this batch. The optimal expenses are determined from the
equation

g∗
i (sj) = arg extr

gi(sj)≤gi

fi(gi), i = 1, n. (3)

The optimal set of slots s∗
i ∈ {1, . . . , N} in the scheme (2), (3) is given by

the relation
s∗
i (sj) = arg extr

sj∈Si

fi(g∗
i (sj)), i = 1, n. (4)

Here (4) represents the solution of the problem (1). An example of a resource
expense level function in (1) is t0i (sj) = [

∑
sj
ti(sj)/li], where li is the number

of admissible (alternative) sets of slots for the execution of job i, [.] is the ceiling
of t0i (sj). Then the constraint on the total time of slot occupation in the current
scheduling cycle can have the form

t∗ =
n∑

i=1

t0i (sj). (5)

Let us consider several problems of practical importance. Suppose it is
required to select a set of slots for executing a batch of n jobs so as to maximize
the total cost of resource utilization fi(ti) = maxsj inSi

{ci(sj)+fi+1(ti−ti(sj))},
i = 1, . . . , n, fn+1(tn+1) = 0 (maximization of profit of resource owners under
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restrictions on the total time of slot utilization). The restriction on the total time
of using slots by all the jobs is given by (5). Minimization of the total completion
time of a batch of jobs under a restriction on the budget b∗ of the virtual organi-
zation: fi(ci) = minsj∈Si

{ti(sj)+fi+1(ci−ci(sj))}, i = 1, . . . , n, fn+1(cn+1) = 0.
An example for a user scheduling criterion Z may be an overall job running time,
an overall running cost, etc. This criterion describes user’s preferences for that
specific job execution and expresses a type of an additional optimization to per-
form when searching for alternatives. Alongside with time T =

∑n
i=1 ti(sj) and

cost C =
∑n

i=1 ci(sj) properties each job execution alternative has a user utility
(U) value: user evaluation against the scheduling criterion. We consider the fol-
lowing relative approach to represent a user utility U . A job alternative with the
minimum (best) user-defined criterion value Zmin corresponds to the left inter-
val boundary (U = 0%) of all possible job scheduling outcomes. An alternative
with the worst possible criterion value Zmax corresponds to the right interval
boundary (U = 100%). In the general case, for each alternative with value Z,
U is set depending on its position in [Zmin;Zmax] interval using the following
formula: U = Z−Zmin

Zmax−Zmin
∗ 100. Thus, each alternative gets its utility in relation

to the best and the worst optimization criterion values user could expect accord-
ing to the job’s priority. A common VO optimization problem may be stated
as either minimization or maximization of one of the properties, having other
fixed or limited, or involve Pareto-optimal strategy search involving both kinds
of properties [1,15,18].

The job batch scheduling performs consecutive allocation of multiple alterna-
tives with nonintersecting slots for each job. Otherwise irresolvable collisions for
resources may occur if different jobs will share the same time-slots. Sequential
alternatives search and resources reservation procedures help to prevent such
scenario. However in an extreme case when resources are limited or overutilized
only at most one alternative execution could be reserved for each job. In this case
the alternative-based scheduling will be no different from the First Fit resources
allocation procedure [2]. In order to address this problem, we propose a heuristic
job batch scheduling scheme discussed in the next section.

3 Anticipation-Based Heuristic Fair Scheduling

The proposed approach consists of three main steps. First, a set of all possible
execution alternatives is found for each job not considering time slots intersec-
tions and without any resources reservations. The resulting alternatives found
for each job reflect a full range of different job execution possibilities user may
expect on the current scheduling interval. Second, CSS procedure (1–4) is per-
formed to select the alternatives combination optimal according to VO policy.
The resulting combination most likely corresponds to an infeasible scheduling
solution as possible time slots intersection will cause collisions on the resources
allocation stage. The main idea of this step is that obtained infeasible solution
will provide some heuristic insights on how each job should be handled during
the scheduling. Third, a feasible resources allocation is performed by replicating
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alternatives selected in step 2. The base for this replication step is an Algorithm
searching for Extreme Performance (AEP) described in details in [16]. In the
current step AEP helps to find and reserve feasible execution alternatives most
similar to those selected in the reference optimal solution (4). After these three
steps are performed the resulting solution is both feasible and efficient as it
reflects scheduling pattern obtained from the reference solution from step 2.

Data: slotList - a list of available slots ordered by start time; job - a job for
which the search is performed; refAlternative – reference alternative
used to find similar job execution window.

Result: closestWindow – execution window similar to refAlternative
minDistance = MAX VALUE;
for each slot in slotList do

windowSlotList.add(slot);
windowStartTime = slot.startTime;
for each wSlot in windowSlotList do

minLength = wSlot.node.getWorkingTimeEstimate();
if (wSlot.endTime - windowStartTime) < minLength then

windowSlotList.remove(wSlot);
end

end
if windowSlotList.size() ≥ job.nodesNeed then

distance = calculateDistance(windowSlotList, refAlternative);
if distance < minDistance then

minDistance = distance;
closestWindow = windowSlotList;

end

end

end
Algorithm 1. AEP modification to allocate a set of job execution alternatives

We use AEP modification to allocate a diverse set of execution alternatives
for each job. Originally AEP scans through a whole list of available time slots
and retrieves one alternative execution satisfying user resource request and opti-
mal according to user custom criterion. During this scan, we save all interme-
diate AEP search results (2) to a dedicated list of possible alternatives. For the
replication purpose a new Execution Similarity criterion was introduced which
helps AEP to find a window with a minimum distance to a reference alternative.
Generally, we define a distance between two different alternatives as a relative
difference or error between their significant criteria values. For example if the
reference alternative has Cref total cost, and some candidate alternative cost is
Ccan, then the relative cost error EC is calculated as EC = |Cref−Ccan|

Cref
. If one

need to consider several criteria the distance D between two alternatives may
be calculated as a linear sum of criteria errors Dl = EC + ET + ...EU or as a
geometric distance in a parameters space Dg =

√
E2

C + E2
T + ... + E2

U .
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AEP modification with Execution Similarity criterion is represented as
Algorithm 1. In this algorithm an expanded window windowSlotList of size M
moves through a whole list of all available slots slotList sorted by their start
time in ascending order. At each step any combination of m slots inside win-
dowSlotList (in the case, when m ≤ M) can form a window that meets all the
requirements to run the job.

The main difference from the original AEP is that instead of searching for
a window with an extreme criterion value (1), we retrieve one of the windows
according to (2) with the minimum distance Dl or Dg to the reference alternative.

For a feasible job batch resources allocation AEP consequentially allocates for
each job a single window with the minimum distance to the reference alternative
from an infeasible solution. Time slots allocated for i-th job are reserved and
excluded from the slot list when AEP search algorithm is performed for the
following jobs i+1, i+2, . . . , etc. Thus this procedure prevents any conflicts for
resources and provides scheduling which in some sense reflects a near-optimal
solution.

4 Simulation Study

An experiment was prepared as follows using a custom distributed environment
simulator [2,15,16]. For our purpose, it implements a heterogeneous resource
domain model: nodes have different usage costs and performance levels. A space-
shared resources allocation policy simulates a local queuing system (like in Grid-
Sim or CloudSim [19]) and, thus, each node can process only one task at any
given simulation time. The execution cost of each task depends on its execu-
tion time which is proportional to the dedicated node’s performance level. The
execution of a single job requires parallel execution of all its tasks.

During each experiment new instances for the computing environment and
the job flow are automatically generated. VO and computing environment gen-
eration properties used for the simulation are the following. The resource pool
includes 80 heterogeneous computational nodes. Each nodes performance level is
given as a uniformly distributed random value in the interval [2,10]. A base cost
of a node is an exponential function of its performance value, so any two nodes
of the same resource type and performance have the same base cost. Effective
node cost during the scheduling interval is then calculated by adding a vari-
able distributed normally as ±0.6 of a base cost, simulating discounts or extra
charges up to 60%. The scheduling interval length is 800 time quanta. The initial
resource load with owner jobs is distributed hyper-geometrically resulting in 5%
to 10% utilization on each node.

Job batch properties are as follows. Jobs number in a batch is 125. Nodes
quantity required simultaneously for a job execution is a whole number dis-
tributed evenly on [2; 6]. Node reservation time is a whole number distributed
evenly on [100; 500]. Job budget varies in the way that some of jobs can pay as
much as 160% of base cost whereas some may require a discount. Every request
contains a specification of a custom user criterion which is one of the following:
minimization of job execution runtime or job execution cost.
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The selected parameters for computing environment are generally suitable to
execute the whole job-flow during the simulation cycle, but not much more The
generated resources are heterogeneous in terms of performance and cost, which
increases fair scheduling efficiency [2]. At the same time we make sure that
resource domain does not contain nodes with performance differing by more
than an order of magnitude. The source code for the simulator as well as for
the current experiment setup is freely available at https://github.com/dmieter/
mimapr.

The main feature of the current simulation is to study and compare schedul-
ing results provided by CSS, Anticipation and Backfilling algorithms. We are
especially interested in integral job-flow execution criteria (such as an average
finish time), as well as compliance with user’s individual criteria.

4.1 Replication Scheduling Accuracy

The first experiment is dedicated to a replication scheduling accuracy study.
First, a general CSS was performed in each experiment for the following job-
flow execution cost maximization problem C → max, limUa = 10%. Ua stands
for the average user utility for one job, i.e. limUa = 10% means that at average
resulting deviation from the best possible outcome for each user did not exceed
10%. Next, linear and geometric replication algorithms were executed to repli-
cate CSS solution using linear Dl and geometric Dg distances. In the current
experiment we used job execution cost error EC and processor time usage error
Et to calculate distances Dl and Dg.

Table 1. CSS replication average scheduling results

Job execution
characteristic

C → max,
Ua ≤ 0%

C → max,
Ua ≤ 10%

Linear
replication

Geometric
replication

C → max,
Ua ≤ 100%

Cost 1283 1349 1353 1353 1475

Processor time 191.6 191.2 190.6 190.5 202.3

Finish time 367.1 353.8 356.2 356.4 358.5

Ua,% 0 9.9 17.6 17.8 65

In order to evaluate the resulting difference in scheduling outcomes, we addi-
tionally performed CSS algorithm for C → max, limUa = 0% (ensuring users’
individual preferences only) and C → max, limUa = 100% (ensuring VO pref-
erence, i.e. maximizing overall cost without taking into account users’ criteria)
problems. These additional problems reflect extreme boundaries for schedul-
ing results, which can be used to evaluate a relative replication error. Table 1
contains scheduling results for all these three problems and two replication algo-
rithms. To address this discrepancy in more details Fig. 1 shows average linear
and geometric replication distances for each job of the batch. There values are

https://github.com/dmieter/mimapr
https://github.com/dmieter/mimapr
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practically independent from an ordinal job number and do not exceed 0.05. For
comparison average distances between the most and the least expensive alterna-
tive executions for the first batch job amounted as follows: 1.15 for linear and
0.88 for geometric metrics.

Fig. 1. Average replication error for user jobs

4.2 Anticipation Scheduling Simulation

The second experiment series consider anticipation scheduling efficiency. Dur-
ing each experiment a VO domain and a job batch were generated and the
following scheduling schemes were simulated and studied. First, a general CSS
solved the optimization problems T → min, limU with different limits Ua ∈
{0%, 1%, 4%, 10%, 16%, 32%, 100%}. Second, a near-optimal but infeasible ref-
erence solution REF was obtained for the same problems. Third, a replication
procedure CSSrep was performed based on CSS solution to demonstrate a repli-
cation process accuracy. For the heuristic anticipation scheduling ANT the same
replication procedure was performed based on REF solution. We used a geo-
metric distance as a replication criterion. Finally, two independent job batch
scheduling procedures were performed to find scheduling solutions most suitable
for VO users (USERopt) and VO administrators (VOopt).

An average number of alternatives found for a job in CSS was 2.6. This result
shows that while for relatively small jobs usually a few alternative executions
have been found, large jobs usually had at most one possible execution option. At
the same time REF algorithm at average considered more than 100 alternative
executions for each job. CSS failed to find any alternative executions for at least
for one job of the batch in 209 experiments; ANT - in 155 experiments. These
results show that simulation settings at the same time provided quite a diverse
job batch and a limited set of resources not allowing executing all the jobs during
every experiment. Figure 2 shows average job execution time (VO criterion) in
T → min, limU optimization problem. Different limits Ua specify to what extent
user preferences were taken into account. Two horizontal lines USERopt and
VOopt represent practical T values when only user or VO administration criteria
are optimized correspondingly, i.e. USERopt was obtained by using only user
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criteria to allocate resources for jobs without taking into account VO preferences.
VOopt was obtained by using one VO optimization criterion (T → min) for each
job scheduling without taking into account user preferences.

Fig. 2. Average job execution time in T → min, lim U problem

Fig. 3. Average job execution cost in C → max, lim U problem

First thing that catches the eye in Fig. 2 is that REF for Ua > 10% pro-
vides job execution time value better (smaller) than those of VOopt. However
such behavior is expected as REF generates an infeasible solution and may use
time-slots from more suitable (according to VO preferences) resources several
times for different jobs. Otherwise ANT provided better VO criterion value than
CSS for all Ua > 0%. The relative advantage reaches 20% when Ua > 20% is
considered. ANT algorithm graph gradually changes from USERopt value at
Ua = 0% to almost VOopt value at Ua = 100% just with changing average user
utility limit. Thereby, ANT represents a general scheduling approach allowing
balancing between VO or user criteria optimization.
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A similar pattern can be observed in Fig. 3, where C → max, limU scheduling
problem is presented. However, in this case ANT advantage over CSS amounts
to 10% against VO criterion.

5 Conclusions and Future Work

In this paper, we study the problem of fair job batch scheduling with a relatively
limited resources supply. The main problem arise is a scarce set of job execution
alternatives which eliminates optimization efficiency.

We propose the heuristic scheme which generates an infeasible reference solu-
tion and then replicates it to allocate a feasible accessible solution. A special
replication procedure is proposed which provides 2–5% error from the reference
scheduling solution. The obtained results show that the new heuristic approach
provides flexible and efficient solutions for different fair scheduling scenarios.
Future work will be focused on replication algorithm study and its possible
application to fulfill complex user preferences expressed in a resource request.

Acknowledgments. This work was partially supported by the Council on Grants of
the President of the Russian Federation for State Support of Young Scientists and Lead-
ing Scientific Schools (grants YPhD-2297.2017.9 and SS-6577.2016.9), RFBR (grants
18-07-00456 and 18-07-00534), and by the Ministry on Education and Science of the
Russian Federation (project no. 2.9606.2017/8.9).

References

1. Kurowski, K., Nabrzyski, J., Oleksiak, A., Weglarz, J.: Multicriteria aspects of
grid resource management. In: Nabrzyski, J., Schopf, J.M., Weglarz, J. (eds.)
Grid Resource Management. State of the Art and Future Trends, pp. 271–293.
Kluwer Academic Publishers, Dordrecht (2003). https://doi.org/10.1007/978-1-
4615-0509-9 18

2. Toporkov, V., Toporkova, A., Tselishchev, A., Yemelyanov, D., Potekhin, P.:
Heuristic strategies for preference-based scheduling in virtual organizations of util-
ity grids. J. Ambient Intell. Human. Comput. 6(6), 733–740 (2015). https://doi.
org/10.1007/s12652-015-0274-y

3. Buyya, R., Abramson, D., Giddy, J.: Economic models for resource management
and scheduling in grid computing. Concurr. Comput. 14(5), 1507–1542 (2002).
https://doi.org/10.1002/cpe.690

4. Rodero, I., Villegas, D., Bobroff, N., Liu, Y., Fong, L., Sadjadi, S.M.: Enabling
interoperability among grid meta-schedulers. J. Grid Comput. 11(2), 311–336
(2013). https://doi.org/10.1007/s10723-013-9252-9

5. Ernemann, C., Hamscher, V., Yahyapour, R.: Economic scheduling in grid com-
puting. In: Feitelson, D.G., Rudolph, L., Schwiegelshohn, U. (eds.) JSSPP 2002.
LNCS, vol. 2537, pp. 128–152. Springer, Heidelberg (2002). https://doi.org/10.
1007/3-540-36180-4 8

6. Rzadca, K., Trystram, D., Wierzbicki, A.: Fair game-theoretic resource manage-
ment in dedicated grids. In: IEEE International Symposium on Cluster Comput-
ing and the Grid (CCGRID 2007), pp. 343–350. IEEE Computer Society, Rio De
Janeiro (2007). https://doi.org/10.1109/ccgrid.2007.52

https://doi.org/10.1007/978-1-4615-0509-9_18
https://doi.org/10.1007/978-1-4615-0509-9_18
https://doi.org/10.1007/s12652-015-0274-y
https://doi.org/10.1007/s12652-015-0274-y
https://doi.org/10.1002/cpe.690
https://doi.org/10.1007/s10723-013-9252-9
https://doi.org/10.1007/3-540-36180-4_8
https://doi.org/10.1007/3-540-36180-4_8
https://doi.org/10.1109/ccgrid.2007.52


Fair Scheduling in Grid VOs with Anticipation Heuristic 155

7. Vasile, M., Pop, F., Tutueanu, R., Cristea, V., Kolodziej, J.: Resource-aware hybrid
scheduling algorithm in heterogeneous distributed computing. Future Gener. Com-
put. Syst. 51, 61–71 (2015). https://doi.org/10.1016/j.future.2014.11.019

8. Penmatsa, S., Chronopoulos, A.T.: Cost minimization in utility computing sys-
tems. Concurr. Comput.: Pract. Exp. 16(1), 287–307 (2014). https://doi.org/10.
1002/cpe.2984

9. Mutz, A., Wolski, R., Brevik, J.: Eliciting honest value information in a batch-
queue environment. In: 8th IEEE/ACM International Conference on Grid Com-
puting, New York, USA, pp. 291–297 (2007). https://doi.org/10.1109/grid.2007.
4354145

10. Blanco, H., Guirado, F., Lrida, J.L., Albornoz, V.M.: MIP model scheduling for
multi-clusters. In: Caragiannis, I., et al. (eds.) Euro-Par 2012. LNCS, vol. 7640, pp.
196–206. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-36949-
0 22

11. Takefusa, A., Nakada, H., Kudoh, T., Tanaka, Y.: An advance reservation-based
co-allocation algorithm for distributed computers and network bandwidth on QoS-
guaranteed grids. In: Frachtenberg, E., Schwiegelshohn, U. (eds.) JSSPP 2010.
LNCS, vol. 6253, pp. 16–34. Springer, Heidelberg (2010). https://doi.org/10.1007/
978-3-642-16505-4 2

12. Carroll, T., Grosu, D.: Divisible load scheduling: an approach using coalitional
games. In: Proceedings of the Sixth International Symposium on Parallel and Dis-
tributed Computing, ISPDC 2007, p. 36 (2007). https://doi.org/10.1109/ispdc.
2007.16

13. Kim, K., Buyya, R.: Fair resource sharing in hierarchical virtual organizations for
global grids. In: Proceedings of the 8th IEEE/ACM International Conference on
Grid Computing, pp. 50–57. IEEE Computer Society, Austin (2007). https://doi.
org/10.1109/grid.2007.4354115

14. Skowron, P., Rzadca, K.: Non-monetary fair scheduling cooperative game theory
approach. In: Proceeding of SPAA 2013 Proceedings of the Twenty-Fifth Annual
ACM Symposium on Parallelism in Algorithms and Architectures, pp. 288–297.
ACM, New York (2013). https://doi.org/10.1145/2486159.2486169

15. Toporkov, V., Yemelyanov, D., Bobchenkov, A., Tselishchev, A.: Scheduling in grid
based on VO stakeholders preferences and criteria. In: Zamojski, W., Mazurkiewicz,
J., Sugier, J., Walkowiak, T., Kacprzyk, J. (eds.) Dependability Engineering and
Complex Systems. AISC, vol. 470, pp. 505–515. Springer, Cham (2016). https://
doi.org/10.1007/978-3-319-39639-2 44

16. Toporkov, V., Toporkova, A., Tselishchev, A., Yemelyanov, D.: Slot selection algo-
rithms in distributed computing. J. Supercomput. 69(1), 53–60 (2014). https://
doi.org/10.1007/s11227-014-1210-1

17. Dimitriadou, S.K., Karatza, H.D.: Job scheduling in a distributed system using
backfilling with inaccurate runtime computations. In: Proceedings of the 2010
International Conference on Complex, Intelligent and Software Intensive Systems,
pp. 329–336 (2010). https://doi.org/10.1109/CISIS.2010.65

18. Farahabady, M.H., Lee, Y.C., Zomaya, A.Y.: Pareto-optimal cloud bursting.
IEEE Trans. Parallel Distrib. Syst. 25, 2670–2682 (2014). https://doi.org/10.1109/
TPDS.2013.218

19. Calheiros, R.N., Ranjan, R., Beloglazov, A., De Rose, C.A.F., Buyya, R.:
CloudSim: a toolkit for modeling and simulation of cloud computing environments
and evaluation of resource provisioning algorithms. Softw.: Pract. Exp. 41(1), 23–
50 (2011). https://doi.org/10.1002/spe.995

https://doi.org/10.1016/j.future.2014.11.019
https://doi.org/10.1002/cpe.2984
https://doi.org/10.1002/cpe.2984
https://doi.org/10.1109/grid.2007.4354145
https://doi.org/10.1109/grid.2007.4354145
https://doi.org/10.1007/978-3-642-36949-0_22
https://doi.org/10.1007/978-3-642-36949-0_22
https://doi.org/10.1007/978-3-642-16505-4_2
https://doi.org/10.1007/978-3-642-16505-4_2
https://doi.org/10.1109/ispdc.2007.16
https://doi.org/10.1109/ispdc.2007.16
https://doi.org/10.1109/grid.2007.4354115
https://doi.org/10.1109/grid.2007.4354115
https://doi.org/10.1145/2486159.2486169
https://doi.org/10.1007/978-3-319-39639-2_44
https://doi.org/10.1007/978-3-319-39639-2_44
https://doi.org/10.1007/s11227-014-1210-1
https://doi.org/10.1007/s11227-014-1210-1
https://doi.org/10.1109/CISIS.2010.65
https://doi.org/10.1109/TPDS.2013.218
https://doi.org/10.1109/TPDS.2013.218
https://doi.org/10.1002/spe.995


A Security-Driven Approach to Online
Job Scheduling in IaaS Cloud

Computing Systems

Jakub G ↪asior1(B), Franciszek Seredyński1, and Andrei Tchernykh2
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Abstract. The paper presents a general framework to study issues
of multi-objective on-line scheduling in the Infrastructure as a Service
model of Cloud Computing (CC) systems taking into account the aspects
of the total work-flow execution cost while meeting the deadline and
risk rate constraints. Our goal is providing fairness between concurrent
job submissions by minimizing tardiness of individual applications and
dynamically rescheduling them to the best suited resources. The system,
via the scheduling algorithms, is responsible to guarantee the correspond-
ing Quality of Service (QoS) and Service Level Agreement (SLA) for all
accepted jobs.

Keywords: Cloud Computing · Service Level Agreement
Security-aware scheduling · Infrastructure as a Service

1 Introduction

The emerging CC paradigm represents an important architectural shift from the
traditional distributed computing approaches [4,13]. From the users’ point of
view, CC moves the application software from their own devices to the Cloud
side, which makes users able to plug-in anytime from anywhere and utilize large-
scale storage and computing resources by dynamically expanding and contracting
their demands with the natural flow of the involved business life-cycle. Specifi-
cally, end-users rent resources from Cloud infrastructure providers, according to
a pay-per-use pricing model, to deploy specific service instances in the form of
Virtual Machines (VMs) or runtime applications [13].

On the other hand, the providers are responsible for dispatching the execution
of these instances on their physical resources. In doing this, they have to focus
on how to automatically and dynamically distribute and schedule the involved
tasks according to the current workloads experienced on their infrastructures.
This elastic management aspect of CC platform allows applications to scale and
grow without needing traditional upgrades.
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The official commitment that prevails between a service provider and the
customer defining aspects of the service such as quality, availability and respon-
sibilities is specified in the SLA. SLAs can be extended to include provider
and consumer responsibilities, bonuses and penalties, availability, conditions of
services supporting, rules and exceptions, excess usage thresholds and charges,
payment and penalty regulation, purchasing options, pricing policy, payment
procedure, security and privacy issues, etc.

In addition to the optimal utilization of computing resources, security has
become another critical concern for a wide range of applications on cloud com-
puting systems [7–10]. Unfortunately, since distributed computing allows a vast
number of users to execute a broad spectrum of unverified third-party applica-
tions, both applications and users can be sources of security threats to computing
environments. However, many existing cloud computing environments have not
employed any security measures to counter security threats [1].

Hence, there is an emergent need to exploit security services to protect
security-critical applications from attacks during their operation in the cloud
data center. However, adding the security services to applications inevitably in-
curs overhead in terms of computation time, which increase the makespan and
operational cost of applications. In this study, we restrict ourselves to the SLA
performance guarantees with the aim of minimizing the total workflow execution
cost while meeting the deadline and risk rate constraints.

The remainder of this paper is organized as follows. In Sect. 2, we present
the works related to the distributed scheduling and load balancing in distributed
computing systems. In Sect. 3, we describe the problem definition, while Sect. 4
presents the proposed scheduling model. The experimental evaluation of the
proposed approach is given in Sect. 5. We end the paper in Sect. 6 with some
conclusions and indications for future work.

2 State of the Art

Distributed scheduling has been widely studied in the context of real-time sys-
tems, when jobs have deadline constraints. Among others, in [15] authors pro-
posed a distributed algorithm to solve general constraint optimization problem
with a guaranteed convergence using only localized, asynchronous communica-
tion between agents involved in this process.

We address in our work the problem of resource provisioning in environments
with multiple CC nodes. Emerging deadline-driven applications require access
to several resources and predictable Quality of Service (QoS) metrics. However,
it is often difficult to provision resources to these applications because of the
complexity of providing guarantees about the start or completion times of appli-
cations currently in execution or waiting in the resources’ queues.

To complicate matters further, users commonly access resources from a Cloud
via mediators such as brokers or gateways [3]. The design of gateways that pro-
vision resources to deadline-driven applications may be complex and prone to
scheduling decisions that are far from optimal. Furthermore, a gateway repre-
senting a Cloud can have peering arrangements or contracts with other gateways
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through which they coordinate the resource provisioning. This complicates pro-
visioning as a gateway needs not only to provision resources to its users, but also
provision spare capacity to other gateways. Previous work has demonstrated how
information about fragments in the scheduling queue of clusters, or free time
slots, can be obtained from RMSs and provided to gateways to be provisioned
to Grid and Cloud applications [11,19].

Due to the distributed nature of such systems, several concurrent jobs origi-
nating from different users are likely to compete for the resources. Traditionally,
schedulers aim at minimizing the overall completion time of a job [2]. Closer
to our problem, Viswanathan in [18] proposed a distributed scheduling strat-
egy specifically designed to handle large volumes of computationally intensive
and arbitrarily divisible workloads submitted for processing involving multiple
sources and processing nodes. In [6] authors proposed a distributed scheduling
solution ensuring a fair and efficient use of the available resources by providing a
similar share of the platform to every application through stretch optimization.

Research on SLAs in CC has also addressed the usage of SLAs for resource
management and admission control techniques, automatic negotiation protocols,
economic aspects associated with the usage of SLAs for service provision. For
example, in [23] authors explored the benefits of power optimization for dis-
tributed systems by turning off or on (activating/deactivating) servers so that
only the minimum number of servers required to execute a given workload is
kept active. A similar concept is used in [17] where authors analyzed the effects
of virtual machine allocation on power consumption.

In another study [16] authors focused on multiobjective planning of cloud dat-
acenters considering SLAs and power profiles. Their experimental analysis per-
formed on realistic datacenters demonstrates that accurate schedules, accounting
for different trade-offs between power, temperature and QoS, can be computed
by combining a traditional NSGA-II multiobjective evolutionary algorithm with
a backfilling technique to deal with sleeping/switched off computing resources.

3 Problem Formulation

In this section we formally define basic elements of the model and provide cor-
responding notation, its characteristics and the type of jobs to be scheduled.
We follow the job, system and cost function model presented in [21,22]. We are
interested in providing QoS guarantees defined in the SLA and optimizing both
the provider income, while meeting the deadline and security constraints.

3.1 Cloud Datacenter Model

We assume that cloud data-center offers a set of VM instances M1,M2, . . . ,Mm

specified by several characteristics, including their processing capacity si in mil-
lion floating point operations per second (MFLOPS), cost per hour ci, memory
and storage space. For the purpose of this paper we follow the specification of
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Compute Optimized - Current Generation VM series provided by Amazon EC2
and shown Table 1. Prices are adjusted for Dedicated On-Demand Instances in
EU region.

Table 1. Compute optimized dedicated on-demand VM instances in Amazon EC2.

CPU (ECU) Processing capacity (MFLOPS) Cost per hour

c4.large 2 (8) 8 800 $0.131
c4.xlarge 4 (16) 17 600 $0.261
c4.2xlarge 8 (32) 35 200 $0.524
c4.4xlarge 16 (62) 70 400 $1.045
c4.8xlarge 36 (132) 140 800 $1.902

VMs are charged based on its leasing time in unit of time (e.g., hour, minute,
etc.), and partial time unit of use is rounded up to the next whole time unit. As
an infinite amount of resources can be accessed in clouds, there is no limit on
the number of VMs that can be executed in the workflow. Moreover, we assume
that all VMs in the cloud datacenter have the same communication bandwidth.

3.2 Job, Security and Pricing Model

Individual users (U1, U2, . . . , Un) submit to the system workflow application Jj
k

for execution. Each application is the set of n tasks or jobs. Users are expected
to pay appropriate fees to the Cloud provider dependent on the SLA requested.

Job (denoted as Jj
k) is jth job produced (and owned) by user Uk. Jk stands

for the set of all jobs produced by user Uk, while nk = |Jk| is the number of
such jobs. Each task has varied parameters defined as a tuple <rj

k, sizej
k, tjk, dj

k>,
specifying its release dates rj

k ≥ 0; its size 1 ≤ sizej
k ≤ mm, that is referred to

as its processor requirements or degree of parallelism; its workload tjk defined in
MFLOPs and a deadline dj

k.
In mapping jobs onto cloud resources, we have to tackle a number of security-

related problems [14]. The first step is for a user to issue a Security Demand (SD)
to all submitted jobs. When setting up the SD values, users should be concerned
about issues related to job sensitivity, job execution environment, access control
and data integration [20], etc. On the other hand, the Security Level (SL) of a
machine can be attributed to the available intrusion detection mechanisms, fire-
walls and anti-virus capabilities, as well as prior job execution success rates. This
defense capability is evaluating the risk existing in the allocation of a submitted
job to a specific machine.

Thus, a job is expected to be successfully carried out when SD and SL satisfy
a security-assurance condition (SD ≤ SL) during the job mapping process. The
SD is a real fraction in the range [0,1] with 0 representing the lowest and 1
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the highest security requirement. The SL is in the same range with 0 for the
most risky resource site and 1 for a risk-free or fully trusted site. Specifically,
we define a Job Failure Model as a function of the difference between the job
security demand and a resource trust (Eq. 1):

PFailure
i,j =

{
0, SDj ≤ SLi,

1 − exp−(SDj−SLi), SDj > SLi.
(1)

Meeting the security assurance condition (SDj ≤ SLi) for a given job-
machine pair guarantees successful execution of that particular job. Such a
scheduling will be further called as a Secure Job Allocation. On the other hand,
successful execution of the job assigned to machine without meeting this condi-
tion (SDj > SLi), will be dependent on the calculated probability and further
referred to as a Risky Job Allocation.

3.3 Job Scheduling Problem Formulation

Once the job is released, the provider has to decide, before any other job arrives,
whether the job is accepted or not. In the case of acceptance, later submitted
jobs cannot cause job Jj

k to miss its deadline. If a deadline violation occurs,
provider will be expected to refund αSecure

Penalty = 90% of costs to the customer in
a case of the Secure Job Allocation policy and αRisky

Penalty = 45% of costs in a case
of the Risky Job Allocation policy. Two related objectives are considered in this
work:

– The minimization of the SLA Violation Count, defined as a weighted sum of
user’s Uk tardy jobs in the schedule Sk, that is SLACount

V iolation =
∑nk

j=1 wj ∗Dj
k.

The weight coefficient wj is equal to 0.25 for jobs with Risky Job Allocation
SLA class and 0.75 for jobs with Secure Job Allocation SLA class. Dj

k stands
for a total number of jobs that fail to meet their deadline or due date measured
calculated as:

Dj
k =

{
1, Cj

k > dj
k,

0, otherwise.
(2)

– The maximization of the Total Provider’s Income, V =
∑nk

j=1

(
(1−αPenalty)∗

pj
k∗sizej

k∗uj
k(sizej

k)
)

. Due to the definition of the problem, we have to assure

a benefit for the service provider. The first term is the sum of the processing
times of all released jobs multiplied by the penalty factor, a number of used
processors and a cost function dependent on a number of used processors (see
Table 1).

4 Scheduling Approach

The machine for job allocation can be determined by taking into account dif-
ferent criteria. In this work we apply a modified version of the approach pro-
posed in [12]. The first step is estimating an accurate availability summary which
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describes node’s capacity to process new jobs submitted by clients. The avail-
ability of a node can be characterized by the size (duration) of a free Time Slot
that can be allocated to the arriving jobs.

Whenever a resource becomes overburdened in comparison with its neighbors,
its local SLA Violation Count, exceeds the local average by a specified threshold
value. Resources in such a state are considered as Overloaded. They will send all
incoming traffic to their neighbors, as well as any surplus workload that cannot
be completed in a required time frame (i.e., before deadline).

Resource that are not overburdened with workload can be considered as
Underloaded. Their estimated SLA Violation Count is lower than the local aver-
age and they are capable of accepting excessive workload from their Overloaded
neighbors, as well as any incoming workload submitted by users. Resources in the
Balanced state are characterized by the estimated SLA Violation Count close to
the local average. They will run jobs, which exist in their local queue and will
accept new jobs as well.

If the arrival of the job triggers the Overloaded transition rule (i.e., causes
workload imbalance), the excessive jobs will be sent to one of the available neigh-
bors. Selection of an appropriate destination can be seen as a bin packing prob-
lem with variable bin sizes and prices, where bins represent the physical nodes;
items are the VMs that have to be allocated; bin sizes are the available CPU
capacities of the nodes; and prices correspond to the power consumption by the
nodes.

5 Experimental Analysis and Performance Evaluation

In this section, we present the experiments in order to evaluate the performance
of the proposed Sandpile CA-based scheduling and load balancing algorithm.
All experiments were conducted using the CloudSim framework [5] to simulate
a cloud environment.

5.1 Workloads

We evaluate the performance of our strategies with a series of experiments using
traces of real HPC jobs obtained from the Parallel Workloads Archive, and
the Grid Workload Archive. The workloads include nine traces from: DAS2-
University of Amsterdam, DAS2-Delft University of Technology, DAS2-Utrecht
University, DAS2-Leiden University, KHT, DAS2-Vrije University Amsterdam,
HPC2N, CTC, and LANL. These workloads are suitable for assessing the sys-
tem because our IaaS model with multiple heterogeneous parallel machines is
intended to execute jobs traditionally executed on Grids and parallel machines.

To adapt these workloads to the problem studied in our work artificial dead-
line constraints were added according to the following formula. Each job’s Jj

k

deadline dj
k was set to be dj′

k [Time Units] from its release dates rj
k. Parameter

dj′
k was generated from a uniform distribution U{pi,j′

k , 50} [Time Units]. Variable
pi,j′

k denotes the job’s Jj
k processing time at the slowest machine in the system.
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Table 2. VM selection policies

Name Description

CA-Stretch
(CS)

Our proposed algorithm, the purpose of which is to
minimize the total workflow execution cost while
meeting the deadline and risk rate constraints

Maximum
Reliability (MR)

This algorithm always meets the security assurance
condition (SDj ≤ SLi) minimizing the failure rate

Minimum Cost
(MC)

This algorithm always disregards the security
assurance condition (SDj ≤ SLi) minimizing the
associated execution cost

Minimum Cost
with Deadline
(MCD)

This algorithm maps each job to the least expensive
VM instance, which can meet the associated deadline
constraints

5.2 Experimental Scenarios

For all scenarios we consider eight infrastructure sizes with the number of
machines from 1 to 128. It does not exactly match all machines on which the
workloads are recorded, and in some cases may cause artifacts in the single
run. To obtain valid statistical values, 50 repetitions per run are simulated. We
employ four allocation heuristics described in Table 2.

Additionally, we randomly assign Security Level (SL) factors to each machine
uniformly selected from the range U{0.3, . . . , 1.0} and Job Security Demand
(SD) factors uniformly selected from the range U{0.6, . . . , 0.9}.

In the following simulation experiments, the efficiency of the analyzed job
scheduling methods was measured in terms of:

– Total Cost: cost function dependent on both the requested level of SLA and
a number of used machines;

– Delayed Jobs: stands for a total number of jobs that fail to meet their
deadline or due date measured by: D =

∑nk

j=1 Dj
k.

The simulation results are given in Fig. 1. It shows that for the given work-
loads we receive the best results by the CA-Stretch allocation strategy. In par-
ticular, the best return on infrastructure per machine can be seen when 8 to
16 machines are used. When we increase the number of machines, the income
generated by each machine is decreased. Figure 1(b) shows the total number of
delayed jobs during simulation. Once again, the CA-Stretch achieves the best
performance of all analyzed lower level scheduling strategies.

It can be attributed to the employed reshuffling and rescheduling mechanisms
in the proposed CA-Stretch scheme and its capability to equalize the workload
in the local balancing domain. As a result, the number of concurrent requests
submitted by the users has less negative impact on the scheduler’s effectiveness.
We can conclude that the QoS provided to the user can be optimized only by
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finding an optimal trade-off between various criteria inherent in the scheduling
process. Single-minded approaches (such as Maximum Reliability or Maximum
Cost policies) might seem like a simple solution to a complex problem, but as
indicated by experimental simulation, such an outlook is not valid in practice.
Their similar goals and optimization criteria result in allocating jobs to the same
pool of machines which leads to the overall congestion and load imbalance, and
in the effect, more frequent delays and higher execution costs.

Fig. 1. Performance results of conducted experiments with eight infrastructure sizes
from 1 to 128 VMs: (a) Total Cost, (b) Delayed Jobs.

6 Conclusion and Future Work

In this paper we have proposed a novel parallel and distributed algorithm based
on the Sandpile Cellular Automata (CA) model for dynamic load balancing and
rescheduling of jobs in a distributed IaaS CC environment. We analyzed a vari-
ety of cloud configurations and workloads considering two objectives: provider
income and SLA compliance. A user submits jobs to the service provider, which
offers a guaranteed level of service. For a given service level the user is charged
by a cost per unit of execution time. In return, the customer receives guarantees
regarding the provided resources. These guarantees are maximum response time
or deadlines used as QoS constraints.

As a future line of work we plan to extend our scheduling framework for
tackling the problem of energy efficiency in CC systems. On the one hand, energy
efficiency can be achieved by a smart consolidation of submitted workloads and
optimizing system utilization. On the other hand, the proposed scheduler can
be easily modified not only for spreading but also for consolidating workloads
between VMs thus finding optimal trade-offs between system performance and
energy consumption.
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Abstract. Half of the ten fastest supercomputers in the world use mul-
tiprocessors and accelerators. This hybrid environment, also present in
personal computers and clusters, imposes new challenges to the program-
mer that wants to use all the processing power available on the hardware.
OpenCL, OpenACC and other standards can help in the task of writing
parallel code for heterogeneous platforms. However, some issues are not
eliminated by such standards. Since multiprocessors and accelerators are
different architectures and for this reason present distinct performance,
data parallel applications have to find a data division that distributes
the same amount of work to all devices, i.e., they have to finish their
work in approximately the same time. This work proposes a dynamic
load balancing algorithm that can be used in small-scale heterogeneous
environments. A simulator of the Human Immune System (HIS) was
used to evaluate the proposed algorithm. The results have shown that
the dynamic load balancing algorithm was very effective in its purpose.

Keywords: Load balancing · Heterogeneous cluster · GPUs
Multiprocessors

1 Introduction

Heterogeneous clusters environments are becoming popular parallel platforms.
These environments are composed by distinct processors and accelerators, such
as GPUs. From a programmer perspective, it is not an easy task to write a
parallel program to take advantage of all the computing resources, CPUs1 and
GPUs, present in such environment. This happens not only due to the fact that
the computing resources have distinct computational power, but also because
of the distinct types of parallelism they were designed to exploit. There are
basically two types of parallelism in applications: Data-Level Parallelism (DLP)
and Task-Level Parallelism (TLP). The first one arises due to the multiple data
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items that must be computed by an application, whereas the second one due
to the multiple tasks that must be executed. CPUs were designed to deal with
TLP and small amounts of DLP, whereas GPUs were designed to explore large
amounts of DLP [6]. Programmers that want to explore DLP in all devices of a
heterogeneous platform must take these differences into account, since they can
impact the way the code is written and executed.

Some tools, such as those based on OpenCL (Open Computing Language)
[15] and OpenACC (Open Accelerators) [1] standards, can help programmers
to write code to execute on heterogeneous architectures. Some issues, however,
remain open, such as the data division between GPUs and CPUs that balance
the amount of work each one will execute. Since GPUs were designed to explore
large amounts of DLP, they must receive more data than CPUs to compute, but
how much more? Also, depending on the type of instruction that is executed
(e.g., float point or integer instruction), the amount of data each computing
resource must receive changes. A load balancing (LB) algorithm can help in this
task. In this work we use the term LB in the sense of the data division that makes
all devices in a heterogeneous cluster composed by CPUs and GPUs finish their
computing in approximately the same time.

In previous works [16,17] we have proposed two distinct algorithms to deal
with LB in Accelerated Processing Units (APUs) [3]. APUs merge, in a single
silicon chip, the functionality of GPUs with the traditional multicore CPUs. In
this paper two new contributions are presented. The first one is the extension
done on the dynamic algorithm in order to execute it on a distinct architec-
ture, a heterogeneous cluster. Some modifications in the original algorithm were
introduced in order to deal with the new environment. The last one is the evalu-
ation of the impact of the dynamic LB algorithm in performance, using for this
purpose the HIS (Human Immune System) simulator.

The remaining of this work is organized as follows. Section 2 presents related
works. Section 3 presents a brief overview of OpenCL. OpenCL and MPI were
used in the implementation of HIS. In Sect. 4 we present the dynamic LB algo-
rithm. Section 5 presents the performance evaluation. Finally, Sect. 6 presents
our conclusions and plans for future works.

2 Related Work

A significant amount of research has been done on heterogeneous computing
techniques [14]. Harmony [4] is a runtime supported programming and execution
model that uses a data dependency graph to schedule and run independent ker-
nels in parallel heterogeneous architectures. This approach is distinct from ours
because we focus on data parallelism, while Harmony focus on task parallelism.
Merge [11] is a library system that deals with map-reduce applications on hetero-
geneous system. Qilin [12] is an API that automatically partitions threads to one
CPU and one GPU. SKMD [9] is a framework that transparently distributes the
work of a single parallel kernel across CPUs and GPUs. SOCL [7] is an OpenCL
implementation that allows users to dynamically dispatch kernels over devices.
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StarPU [2] is a task programming library for hybrid architectures that provides
support for heterogeneous scheduling. Our approach is distinct because we are
not proposing a new library, API, framework or OpenCL implementation, nor
we limit the number of CPUs or GPUs that can be used as Qilin does. Also,
StarPU does not perform inter-node load-balancing as our approach does. Since
the proposed dynamic scheduling approach is implemented in the application
code, we do not have to pay the overheads imposed by the frameworks, runtime
systems or APIs.

3 OpenCL

OpenCL (Open Computing Language) [15] is an open standard framework that
was created by the industry (Khronos Group) in order to help the development
of parallel applications in heterogeneous systems. An OpenCL platform includes
a single host, which submits work to devices. OpenCL devices, such as CPUs,
GPUs, and so on, are divided into compute units, which can further be divided
into processing elements(PEs). An OpenCL application consists of two parts, the
host program and one or more kernels. PEs execute the kernels, while the host
program is executed by the host. The host sends commands to devices through a
command-queue. There are three types of commands that can be issued: kernel
execution, memory and synchronization commands. The commands issued to a
specific queue can be executed in the same order they appear in the command-
queue (in-order execution), or can be executed out-of-order. The programmer
can use explicit synchronization mechanisms to enforce an order constrain to
the execution of commands in a queue. An automatic LB scheme, based on
the master-worker parallel pattern [13,15], can be implemented using command-
queues, specially those that implements out-of-order execution. However, this
parallel pattern is particularly suited for problems based on TLP [13]. In previous
works [16,17] we proposed distinct solutions based on an in-order execution for
problems based on DLP for an APU architecture.

4 Dynamic Load Balancing Scheme

Heterogeneous computers represent a big challenge to the development of appli-
cations that explore DLP. The use of all distinct PEs available to simultaneously
operate in all data items is not easy due to the distinct hardware characteristics.
In fact, heterogeneous computing on CPUs and GPUs using architectures like
CUDA [8] has fixed the roles for each device: GPUs have been used to handle
data parallel work while CPUs handle all the rest. The use of this fixed role has
impacts on performance, since CPUs are idle while GPUs are handling the data
parallel work. Actually CPUs could handle part of the work submitted to the
GPU. In this scenario, OpenCL [15] represents an interesting alternative, since
it is easy to program parallel codes that use all devices to operate in data items.
The point is that the programmer is responsible for the data division between
CPUs and GPUs. A good data division would give to each PE a distinct amount
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of data proportional to its relative performance. So if device A is 1.5 times faster
than device B, it should receive 1.5 times more data to compute than device B.

In previous works we have presented two distinct LB algorithms [16,17] to be
used with data parallel OpenCL codes running on an APU. The key idea behind
the two algorithms is similar: data is split into two parts, one of which will be
computed by the CPU, while the other one will be computed by the GPU. The
amount of data that will be assigned to the CPU and GPU depends on their
relative computing capabilities, which is measured in both LB algorithms during
the execution of the application.

This work further extends our previous LB algorithms to be used in a different
hardware platform: a heterogeneous cluster. Since an APU merges GPUs and
CPUs cores on a single silicon chip, some modifications have to be done in the
algorithm to deal with multiple GPUs and CPUs available in distinct nodes of a
cluster. Also, the algorithm does not assume that all machines in a cluster have
the same configuration, i.e., the same number and types of CPUs and GPUs.

The dynamic LB algorithm can be used in a wide variety of applications
that explore DLP. Usually these applications have at least two aligned loops,
in which the inner loop performs the same operations on distinct data items,
as Algorithm 1 shows. Each step of the inner loop (or a collection of loops, if a
multidimensional data structure is used) could be executed in any order, since
no data dependency occurs between two distinct loop iterations. The number of
steps the outer loop iterates is determined by the nature of the problem, but
usually a dependency exists between two consecutive steps: a new step cannot
proceed without the result of a previous one, since their results will be used
during the computation of the new step. In many applications the outer loop
is related to the progress of a simulation over time, and for this reason will be
referred in this work as time-steps. The dynamic LB algorithm will decide the
amount of data each PE will receive to compute in the inner loop.

During the computation of each data item, some applications require also
access to its neighbors data, which can be located at distinct memory spaces due
to data splitting between CPUs and GPUs. These data, called boundaries, must
be updated between two consecutive iteration of the outer loop. This update
requires the introduction of synchronization operations and the explicit copy of
data. In the case of a heterogeneous cluster, this copy may occur inside a machine
(e.g., copying data between two distinct GPUs or between the memory space of
a CPU and a GPU, and vice-versa) or between machines, which imposes the use
of communication primitives. Both data copy and synchronization operations
are expensive, deteriorating performance, and for this reason should be avoided.

The dynamic LB algorithm is presented in Algorithm 2 and works as follows.
For a single time-step, all GPUs and CPUs receive an equal amount of data to
compute (data size divided by the total number of PEs) and the time required to
compute them is recorded. This information is then used to compute the relative
computing power of each PE and consequently determine the amount of data it
will receive for the next time-steps. Equation 1 is used for this purpose.
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1 for all time-steps do
2 for each data item do
3 call cpus/gpus devices to compute a piece of data;
4 end
5 send/receive boundaries;
6 synchronize devices;

7 end
Algorithm 1. Data parallel algorithm

1 initialize MPI and OpenCL;
2 allocate memory in each device’s memory space;
3 divide data equally among all devices;
4 start clock;
5 for a single time-step do
6 call cpus/gpus to compute their data;
7 synchronize;

8 end
9 finish clock;

10 compute P
(t)
i and transfer data accordingly;

11 for all remaining time-steps do
12 if time-step % LB interval == 0 then
13 start clock;
14 call cpus/gpus to compute their data;
15 synchronize;
16 finish clock;

17 compute P
(t)
i ;

18 if |P (t)
i − P

(t−1)
i | > LB threshold then

19 transfer data accordingly;
20 synchronize devices;

21 end
22 else

23 P
(t)
i = P

(t−1)
i (keeps data distribution);

24 end

25 end
26 else
27 call cpus/gpus to compute interior points and transfer border points in

parallel;
28 synchronize;
29 call cpus/gpus to compute border points;
30 synchronize;

31 end

32 end
Algorithm 2. The dynamic LB algorithm
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(t−1)
k ×T

(t−1)
r

T
(t−1)
k

, (1)

where P
(t)
i is the percentage of data the PE i will receive to compute in the next

time-step, P (t−1)
i is the percentage of data the PE i received in the previous time-

step, T (t−1)
i is the time in which PE i executed the previous time-step, T (t−1)

r is
the time in which an arbitrary reference PE r executed the previous time-step
and k is the total number of PEs available in the heterogeneous cluster. In the
first time-step (t = 0), the percentage of data each PE will receive to compute
is divided equally among all PEs.

After the computation of the amount of data each PE will compute in the
next time-step, memory should be reallocated and data copied from its last
owner to the new one. However, in order to avoid memory reallocations, the
dynamic LB algorithm allocates, at each PE, an additional amount of memory
to avoid memory reallocations, and only data copies are required.

After the first time-step has finished, the LB algorithm will be executed from
time to time to adjust the amount of data each PE will receive till the end of the
computation. This occur because some applications exhibit an irregular behavior
during computation, while other applications that seems to be regular parallel
applications, such as the one that will be used in the performance evaluation,
suffer from irregular execution time phases during their execution. This happens
due to hardware optimizations done in the CPU, which would impact a static
LB algorithm, i.e., an algorithm that keeps the percentage found in the first
time-step until the end of computation [18].

The LB step is a time consuming task, specially due to data transfers between
PEs located in distinct machines. If the change in the amount of data each PE
must compute is minimal, the eventual performance gain is not compensated by
the overhead of moving data. So a parameter, called LB threshold, was added
to avoid this situation. If the difference between P

(t)
i and P

(t−1)
i is lower than

this threshold, the PEs remain with their previous loads until another LB step
is reached.

A final optimization is done in order to reduce the communication costs. Each
PE divides its data into two subsets: borders and interior points. The border
points are composed by the points that must be exchanged with the neighbors,
whereas the interior points are not exchanged. The PE compute first the border
points. While computing the interior points, the PE exchange borders with its
neighbors, so computation and communication overlap.

5 Performance Evaluation

This section evaluates the performance of the LB algorithm presented in this
work using for this purpose a simulator of the HIS [19,20]. This simulator was
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chosen because it is a representative of data parallel algorithm: the same set of
operations must be executed on a large amount of data.

All tests were executed on a small cluster composed by 3 machines. The
machines have two AMD 6272 processors (each machine has 32 cores), 32 GB
of main memory, two Tesla M2075 GPUs, each one with 448 CUDA cores and
6 GB of global memory. Linux 2.6.32, OpenMPI version 1.6.2 and gcc version
4.4.7 were used to run and compile all codes. The machines are connected by
a Gigabit Ethernet network. Although the AMD machines have a total of 96
cores, one Float-Point Unit (FPU) is shared by two cores, so only 48 FPUs are
available in the machines.

5.1 Benchmark

A three dimensional simulator of the HIS [19,20] was used to evaluate the perfor-
mance of the two load-balancing algorithms. The simulator implements a math-
ematical model that uses a set of eight Partial Differential Equations (PDEs) to
describe how some cells and molecules involved in the innate immune response,
such as neutrophils, macrophages, protein granules, pro- and anti-inflammatory
cytokines, react to an antigen, which is represented by lipopolysaccharides. The
diffusion of some cells and molecules are described by the mathematical model,
as well as the process of chemotaxis. Chemotaxis is the movement of immune
cells in response to chemical stimuli by pro-inflammatory cytokine. Neutrophils
and macrophages move towards the gradient of pro-inflammatory cytokine con-
centration. A detailed discussion about the model can be found in [19,20].

The numerical method used in the computational implementation of the
mathematical model was the Finite Difference Method [10], a method commonly
used in the discretization of PDEs. The computation of the convective term (the
chemotaxis term) is a complex part in the resolution of the PDEs. Our imple-
mentation is based on the finite difference method for the spatial discretization
and the explicit Euler method for the time evolution. First-Order Upwind scheme
[5] is used in the discretization of the chemotaxis term. More details about the
numerical implementation, specially how the Laplace operator, that simulates
the diffusion phenomenon, is implemented in 3D, can be found in a previous
work [20]. This previous work used C and CUDA in the implementation, using
only GPUs in the computation, while this work uses C and OpenCL, using all
resources (CPUs and GPUs) available in the cluster.

There are two ways to divide the data mesh: division by planes and division
by individual elements. The division by individual elements allows the algorithm
to use of a fine-grain data partition in the LB. In a previous work [18], we have
found that the division by individual elements performs better and, for this
reason, this division will be used in this work. A mesh of size 50 × 50 × 3200
was used in the experiments. The values used to set the initial conditions and
parameters of HIS are the same used in our previous work [16]. A total of 10, 000
time-steps were executed. The LB interval is equal to 10% of the time-steps and
the LB threshold is equal to 50 elements.
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Three versions of the HIS were executed: a sequential one, a version that
used the dynamic LB algorithm and one that did not use LB. In the version
that did not use the LB, the mesh size was divided equally among all PEs that
were used to execute the code. Each HIS version was executed at least 3 times,
and all standard deviations of the execution time were below 1%.

5.2 Results

Table 1 presents the results. As one can observe, the sequential version of the
code executes in more than 36 h. A typical simulation requires 1,000,000 time-
steps, which represents more than 151 days of computation. The parallel version
of the simulator that does not use the LB algorithm executes up to 435 times
faster. But the dynamic LB algorithm improved the performance even more:
using the same configuration, the application executed 916 times faster than the
sequential one and 2.1 times faster than the version that does not use the LB
algorithm.

Table 1. Experimental results for the parallel version of the code in a small clus-
ter. Average execution time(s) and gains relative to the version without LB and the
sequential one.

Platform w/o LB LB Gain

32 CPUs + 2 GPUs 531.3 283.1 1.9

64 CPUs + 4 GPUs 308.3 182.1 1.7

96 CPUs + 6 GPUs 300.5 142.7 2.1

Sequential 130,694.33 916

Table 2 presents the HIS parallel execution time in a single machine, consid-
ering the use of each computational resource at a time, as well as using all of
them simultaneously, with and without the use of the LB algorithm proposed
in this work. The best result obtained with the use of a single computational

Table 2. Using all resources types available in a single machine × using one at a time.
Times in seconds. Gains compared to the version that uses 2 GPUs to execute the
code.

Platform Execution time Gain

32 CPUs 1,688 -

1 GPU 627 -

2 GPUs 317 -

32 CPUs + 2 GPUs (w/o LB) 531.3 0.6

32 CPUs + 2 GPUs (LB) 283.1 1.12
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resource was 317 s, when 2 GPUs are used to execute the code. The simultane-
ous use of all resources does not guarantee a performance gain: if all CPUs and
GPUs are included in the computation, the parallel execution time increases to
531 s. However, the same configuration can obtain a performance gain if the LB
algorithm is used: the execution time reduces to 283 s.

6 Conclusions and Future Works

This paper presented the implementation of a dynamic LB algorithm in a hetero-
geneous cluster environment. Its key idea is to split data items of an application
that explore DLP into multiple parts that will be computed simultaneously by
CPUs and GPUs. The amount of data that will be assigned to CPUs and GPUs
depends on their relative computing capabilities, which is measured and updated
during all the execution of the application.

A performance evaluation of the dynamic LB algorithm was executed, using
for this purpose the Human Immune System simulator. The results have shown
that the algorithm was very effective in its purpose, resulting in gains up to 916-
fold in execution time compared to the sequential one. Compared to the version
that did not use the LB, the gains in performance were 2.1 times. We have also
shown that performance gains could only be obtained using all resources in a
single machine if the LB algorithm was used.

As future works, we plan: (a) to measure the overheads imposed by the algo-
rithm, specially the time spent with communication due to a new data division;
(b) to develop a static version of the algorithm, and compare it to the dynamic
one; (c) to evaluate the proposed LB algorithm using other benchmarks; and (d)
evaluate the impacts of the algorithm in the scalability of applications.
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Abstract. The paper presents a multi-objective load balancing algo-
rithm based on Extremal Optimization in execution of distributed pro-
grams. The Extremal Optimization aims in defining task migration as
a means for improving balance in loading executive processors with
program tasks. In the proposed multi-objective approach three objec-
tives relevant in processor load balancing for distributed applications are
jointly optimized. These objectives include: balance in computational
load of distributed processors, total volume of inter-processor commu-
nication between tasks and task migration metrics. In the proposed
Extremal Optimization algorithms a special approach called Guided
Search is applied in selection of a new partial solution to be improved.
It is supported by some knowledge of the problem in terms of com-
putational and communication loads influenced by task migration. The
proposed algorithms are assessed by simulation experiments with dis-
tributed execution of program macro data flow graphs.

Keywords: Extremal Optimization · Multi-objective optimization
Processor load balancing

1 Introduction

The focus of this paper is on using a multi-objective optimization approach based
on Extremal Optimization (EO) [1] in the context of processor load balancing.
EO is a nature inspired optimization approach based on improvements of a single
solution which has small computational and memory complexity. These features
justify using this approach in processor load balancing in distributed systems.
Good reviews and classifications of classic load balancing methods are presented
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in [2,7,8]. Good reviews of load balancing methods based on evolutionary algo-
rithms including EO are contained in [5,9]. Based on them, we can state that
except for our works, the known solutions of load balancing methods have not
yet shown interest in EO applied in load balancing algorithms.

In our previous research [3–5], we have proposed to use EO in iterative load
balancing phases to determine periodic migration of tasks among processors
leading to improvement of program task placement on processors. It is based
on a special quality model which covers both computation and communication
parameters of parallel application tasks and component features of the execu-
tive system. In these algorithms, a special EO-GS approach (EO with a Guided
Search) is applied which assures that selection of a new partial solution to be
improved is guided by some knowledge of the problem in terms of computational
and communication loads. It replaces the fully random task and processor selec-
tion in solution improvement by stochastic selection which improves convergence
of the algorithm. In papers [4,5] we have compared our load balancing algorithms
based on EO-GS approach against algorithms based on greedy deterministic and
genetic approaches. It has been shown the proposed algorithm based on the pro-
posed by us EO-GS approach provides better applications parallel execution
speedup than obtained with the use of the other mentioned approaches. Expe-
rience on EO-supported load-balancing gathered by us in our previous research
was suggesting that a multi-criteria approach could be used to improve load
balancing algorithms by search which covers a larger area of optimization space.
The algorithms presented in the current paper concern the EO-GS based load
balancing algorithms similar to the mentioned above but developed by using a
multi-objective optimization approach instead of the single-objective one.

Large surveys on general methods of multi-objective optimization can be
found in [13,14]. Extensive surveys on multi-objective optimization methods
combined with evolutionary algorithms in general can be found in [15,16]. Multi-
objective approach applied to EO has already been discussed in several papers
[17–22]. They propose basic methods of multi-objective optimization and cover
different technical aspects of this approach. However, they are oriented towards
generalized optimization problems and do not cover algorithms applied to pro-
cessor load balancing. In this respect our work has fully originality features.

In the current paper, we show that our multi-objective approach based on
three parameters of program execution in cluster environments: computational
load of processors, inter-processor communication intensity and the number of
task migrations provides better results than that of the EO applied to proces-
sor load balancing presented in our previous papers. The three objectives are
included into a generalized EO algorithm iterative structure in which the algo-
rithm sequentially performs series of steps based on the dynamically changing
three objectives (EO-GS global fitness functions) and on respective methods of
solution element selection for improvement (EO local fitness function). The algo-
rithm delivers the final compromise solution which minimizes the distance to the
ideal point with respect to a given norm which is the Manhattan distance [6].
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The proposed algorithms are validated by experimental results obtained by
simulation.

The paper is organized as follows. Section 2 recalls EO algorithm principles.
Section 3 presents the scheme of the load balancing based on the multi-objective
EO and important details of the applied multi-objective approach. Section 4
describes the experimental assessment of the proposed algorithms including sim-
ulation results.

2 Extremal Optimization Algorithm Principles

Extremal Optimization is an attractive nature-inspired optimization method for
NP–hard combinatorial and physical optimization problems. It was proposed by
Boettcher and Percus [1], following the Bak–Sneppen approach of self–organized
dynamic criticality [10].

A probabilistic version EO operates on a single solution S consisting of a
given number of components si, each of which is a variable of the problem. At
each algorithm iteration, a local fitness value φi is assigned to each of them.
Then, for a minimization problem, the components are ranked in decreasing
order of local fitness values. The worst component sj is of rank 1, while the best
one is of rank G, where G is the number of components. Then, a distribution
probability over the ranks k is considered as follows: pk ∼ k−τ , 1 ≤ k ≤ G for
a given value of the parameter τ . Finally, at each update, a rank k is selected
according to pk so that the component si of rank k randomly changes its state
and the solution moves to a neighboring one, S′ ∈ Neigh(S), unconditionally. At
the end of iteration, the global fitness Φ(S′) is computed, and the new solution
S′ is saved if its global fitness value is better than that of the best solution
found so far. The only parameters are the total number of iterations Niter and
the probabilistic selection parameter τ .

To foster the convergence speed of EO optimization, we have proposed a
modified version of EO algorithm, called Extremal Optimization with Guided
Search (EO-GS) [4,5]. In EO-GS, some knowledge of the problem properties is
used during the next solution selection in consecutive EO iterations with the help
of an additional local target function ωs. The value of this function is evaluated
for all neighbours Neigh(S) of rank k. Then, the neighbour solutions are sorted
and assigned GS-ranks g with the use of the function ωs. The new state S′ ∈
Neigh(S) is selected in a stochastic way using the exponential distribution with
the selection probability p ∼ Exp(g, λ) = λe−λg. Due to this, better neighbour
solutions are more probable to be selected. The bias to better neighbours is
controlled by the λ parameter.

3 Load Balancing Based on the Multi-Objective EO

3.1 Processor Load Balancing Scheme Based
on Multi-Objective EO

The proposed Multi-Objective EO-GS-based load balancing algorithm is meant
for a cluster of multi-core processors interconnected by a message passing
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Fig. 1. The general scheme of load balancing based on Multi-Objective EO with guided
search.

network. Load balancing actions are performed on-line to dynamically preserve
the even distribution of application tasks on processors.

We assume that the load balancing algorithms dynamically control assign-
ment of program tasks tk, k ∈ 1, . . . , |T | to processors (computing nodes)
n, n ∈ 0, 1, . . . , |N | − 1, where T and N are the sets of all the tasks and the
computing nodes, respectively. The goal is the minimal total program execu-
tion time, achieved by task migration between processors. The load balancing
method is based on a series of steps in which detection and correction of pro-
cessor load imbalance is done, Fig. 1. The imbalance detection relies on some
run-time infrastructure which observes the state of processors in the executive
computer system and the execution states of application programs. When load
imbalance is discovered, processor load correction actions are launched. For them
a multi-objective EO-GS algorithm is executed to identify the tasks which need
migration and the processor nodes which will be migration targets. Following
this, the required physical task migrations are performed with the return to the
load imbalance detection.

To evaluate the load of the system two indicators are used. The first is the
computing power of a node n: powerCPU(n), which is the sum of potential com-
puting powers of all the active cores on the node, available for application exe-
cution. The second is the percentage of the CPU power available for application
threads on the node n: timeCPU(n), periodically estimated on computing nodes.

System load imbalance I is a Boolean variable defined based on the difference
of the CPU availability between the currently most heavily and the least heavily
loaded computing nodes:

I = max
n=0,...,|N |−1

(timeCPU(n)) − min
n=0,...,|N |−1

(timeCPU(n)) ≥ α (1)

The load imbalance equal true requires a load correction. The value of α is
determined experimentally (during experiments we set it between 25% and 75%).
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Algorithm 1. Multi-objective EO with Guided Search (MOEO-GS)
initialize configuration S at will
Sbest ← S
DS ← ∅ {the set of non-dominated solutions (Pareto-front)}
while total number of iterations Niter not reached do

c ← a criterion for evaluation in the current iteration
evaluate φi,c for each variable si of the current solution S
rank the variables si based on their local fitness φi,c

choose the rank k according to k−τ so that the variable sj with j = π(k) is selected
evaluate ωs for each neighbour Sv ∈ Neigh(S, sj), generated by sj change of the
current solution S
rank neighbours Sv ∈ Neigh(S, sj) based on the target function ωs

choose S′ ∈ Neigh(S, sj) according to the exponential distribution
accept S ← S′ unconditionally
if S is non-dominated then

include S in DS, remove dominated solutions from DS

end if
end while
select Sbest from DS using Φ(S)
return Sbest and Φ(Sbest)

An application is characterized by two programmer-supplied parameters,
based on the volume of computations and communications tasks: com(ts, td) is
a communication metrics between tasks ts and td, wp(t) is a load weight metrics
introduced by a task t. com(ts, td) and wp(t) metrics can provide exact values,
e.g. for well-defined tasks sizes and inter-task communication in regular parallel
applications, or only some predictions, e.g. when the execution time depends on
the processed data. Even when the values are exact, we assume that there can
some fluctuations of tasks execution or CPU power availability, so the dynamic
load balancing is required.

A task mapping solution S is represented by a vector μ(S) = (μ1, . . . , μ|T |)
of |T | integers ranging in the interval {0, 1, . . . , |N | − 1}. μi = j means that the
solution S maps the i–th task ti onto the computing node j.

In our solution we solve a processor load balancing problem in execution
of distributed programs with the use of a multi-objective EO-GS algorithm
(MOEO-GS), shown as Algorithm 1. The proposed MOEO-GS algorithm fol-
lows the general scheme of EO-GS approach described in the Sect. 2, with the
exception that it uses a set of EO local and global fitness functions and maintains
the Pareto front of non-dominated solutions.

During an iteration, the selection and solution improvement are performed
using a single objective c (i.e. a single EO local and a respective single global
fitness functions). It is selected in a probabilistic way from the MO objectives
specified for our load balancing problem (the local and global fitness functions
used in our MOEO-GS algorithm are defined in the Subsect. 3.2).

The Pareto front is analyzed at the end of the algorithm to deliver the Sbest

solution. The Sbest is selected from DS using some utility function, which in our
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implementation of the algorithm is the Manhattan distance metrics. The Sbest

is then used by the load balancing controller to decrease the load imbalance.

3.2 Global and Local Fitness Functions Applied
in Multi-Objective EO

In our algorithm, we operate using three objective functions oriented on support-
ing the load balancing problem: total computational load imbalance in execution
of application tasks on processors, total volume of communication between tasks
placed on different computing nodes and task migration number which should
be possibly small in fighting imbalance of processor loads. As MOEO-GS is a
minimization algorithm, it looks for the solutions with lower values of the global
fitness (or components with lower values of the local fitness, respectively).

The definitions of fitness functions use two auxiliary formulas:

nwp(S, n) =
∑

t∈T :μt=n

wp(t) (2)

WT =
∑

t∈T

wp(t)/
∑

n=0,...,|N |−1

powerCPU(n) (3)

where nwp(S, n) is the sum of computational load of program tasks allocated to
processor n in the solution S, and WT is the average computational weight of
program tasks attributed to one unit of computational power of processors.

A load imbalance normalization constant is equal to maximal numerical value
of the imbalance (i.e. when all tasks are assigned to the slowest processor):

Dnorm = (|N | − 2) ∗ WT +
∑

t∈T

wp(t)/ min
n=0,...,|N |−1

powerCPU(n) (4)

The first objective concerns the reduction of the computational load imbal-
ance among executive processors in the system during a given phase of dis-
tributed program execution i.e. defined by the current MOEO-GS solution S.
The global fitness functions Φ(S) for objective 1 (computational load imbal-
ance) is defined as follows:

Φ1
l (S) =

{
1 exists at least one unloaded node
deviation(S)/Dnorm otherwise (5)

where:

deviation(S) =
∑

n=0,...,|N |−1

|nwp(S, n)/powerCPU(n) − WT | (6)

The function Φ1
l (S) represents the numerical load imbalance metrics in the solu-

tion S. It is equal to 1 when in S there exists at least one unloaded (empty)
computing node, otherwise it is equal to the normalized absolute load deviation
of tasks from average load in S.
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The local fitness function for MOEO-GS algorithm for the objective 1 is
designed as follows:

φl(t) = γ ∗ load(μt) + (1 − γ) ∗ (1 − ldev(t)) (7)

where the function load(n) indicates how much the load of node n, which exe-
cutes t, exceeds the average load of all nodes. It is normalized versus the heav-
iest load among all the nodes. The function ldev(t) is defined as the difference
between the load metrics of the task t and the average task load on the node μt,
normalized versus the highest such value for all tasks on the node [5].

The second objective for the MOEO-GS algorithm is the global EO-GS fitness
function Φ(S) for objective 2 (external communication) defined as follows:

Φc(S) =
∑

s,d∈T :μs �=μd

com(s, d)/
∑

s,d∈T

com(s, d) (8)

The function Φc(S) ∈ [0, 1] represents the impact of the external (i.e. inter-node)
communication between tasks on the quality of a given mapping S. It is a quo-
tient of the sum of external communication volume and the total communication
volume in a program. When all tasks are placed on the same node Φc(S) = 0,
when tasks are placed so that all communication is external Φc(S) = 1.

The local fitness function for objective 2 is designed as follows:

φc(t) = 1 − attr(t) (9)

where the attraction of the task t to its executive computing node attr(t) is
defined as the amount of communication between task t and other tasks on the
same node, normalized versus the maximal attraction inside the node [5].

The third objective for the MOEO-GS algorithm is concerned with task
migrations induced by the current EO-GS solution S in terms of the compu-
tational load imbalance. The global EO-GS fitness function for objective 3
(migration) corresponds to the number of migrations:

Φ1
m(S) = migration(S) (10)

migration(S) = |{t ∈ T : μS
t �= μS∗

t }|/|T | (11)

where: μS
t is the current node of the task t in the solution S, and μS∗

t is the
node of the task t in the initial solution at the start of the algorithm. The
function Φ1

m(S) ∈ [0, 1] is a migration number metrics. It is equal to 0 when
there is no migration, when all tasks have to be migrated Φ1

m(S) = 1, otherwise
0 ≤ Φ1

m(S) ≤ 1.
The local fitness function φm(t) for migration objective Φ1

m(S) is designed
as follows:

φm(t) =
{

1 when task t is migrated
0 otherwise (12)

The φm(t) local fitness function forces the migration of already migrated tasks,
thus increasing the probability that finally more tasks will occupy their initial
computing nodes.
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An alternative version of the global fitness functions Φ1
m(S) for the

migration objective includes the migration quality coefficient. The function
improvement(n) indicates how much the current placement of tasks on a node
n improves (i.e. decreases) the load imbalance of the application, comparing the
initial task placement:

improvement(n) = | nwp(S, n)
powerCPU(n)

− WT | − | nwp(S∗, n)
powerCPU(n)

− WT | (13)

where S is the currently considered solution and S∗ is the initial task placement
at the start of the algorithm.

Φ2
m(S) =

totalimpr(S) + 1
2

∗ migration(S) (14)

where:

totalimpr(S) =

∑
n=0,...,|N |−1 improvement(n)

Dnorm
(15)

The function totalimpr(S) ∈ [−1, 1] indicates whether there is the improvement
(when totalimpr(S) < 0) or deterioration (when totalimpr(S) > 0) in the total
load balance in the system comparing the initial placement of tasks of the appli-
cation.

We have also designed another variant of the MOEO-GS global fitness
function for objective 1 (computational load imbalance). Instead of the total
load imbalance as in Eq. 5, the second variant of objective 1 function uses the
totalimpr(S) metrics as a load balance indicator:

Φ2
l (S) =

totalimpr(S) + 1
2

(16)

In such a way the task placement which ensures the best total processors balance
improvement is a preferred outcome of the algorithm.

To summarize, the following MOEO-GS variants were designed: MO-1-
GS which uses Φ1

l (S), Φc(S), Φ1
m(S) global fitness functions, MO-2-GS with

Φ1
l (S), Φc(S), Φ2

m(S) and MO-3-GS with Φ2
l (S), Φc(S), Φ1

m(S) global fitness
functions, respectively. These variants use the respective local fitness functions,
defined in Eqs. 7, 9 and 12, which match the used global fitness functions, respec-
tively.

4 Experimental Assessment of the Proposed Algorithms

In this section we present an experimental assessment of the presented load
balancing algorithms. The experiments have been conducted using simulated
execution of application programs in a distributed system. The applied simulator
was built following the DEVS discrete event system approach [11].

The simulated model of execution corresponds to parallelization based on
message-passing, using the MPI library for communication. The general struc-
ture of a program resembled typical numerical programs or physical phenomena



184 I. De Falco et al.

Fig. 2. The general structure of exemplary applications.

simulations. The exemplary programs were modeled as Temporal Flow Graphs,
TFG, [12]. In the TFG model, an application program consists of a set of program
modules called phases, composed of parallel tasks, Fig. 2. Tasks of the same phase
can communicate. At the boundaries between phases there is a global exchange
of data which enables the next phases for execution.

During experiments we used a set of 10 synthetic exemplary programs, which
were randomly generated. The number of tasks in an application varied from
64 to 544. The communication/computation ratio C/E (the quotient of the
communication time to the execution time in our experimental environment) for
applications was in the range [0.05, 0.20].

To assess performance of the presented multi-objective algorithms, we used
two reference single objective load balancing algorithms based on sequential
extremal optimization algorithms EO. One (denoted as SO-C) aims in balancing
exclusively computational loads of processor nodes. It is based on a classical
sequential EO without guided search. The second one (denoted as SO-WS-GS)
is based on a single objective EO with the guided search and is using a global
fitness function which is a weighted sum of the three aforementioned optimization
criteria (see Subsect. 3.2) according to the following equation:

ΦWS(S) = Φc(S)Δ1 + Φ1
m(S)Δ2 + Φ1

l (S)[1 − (Δ1 + Δ2)] (17)

where Δ1 and Δ2 are weights from the range (0,1).
We have compared to these two algorithms three MOEO-GS-based algorithm

variants (MO-1-GS, MO-2-GS, MO-3-GS, see Subsect. 3.2). A comparison of
our reference algorithms SO-C, SO-WS-GS to other common methods of load
balancing like genetic algorithm and deterministic local-search algorithm has
been presented in [3,4].

Load-balanced execution of exemplary applications was studied in systems
containing from 2 to 32 homogeneous processor nodes. The parameters used
in EO, EO-GS, the load balancing control and the weighted sum of the global
fitness function of the single objective EO-WS-GS were selected based on the
results of the experimental research, presented in [3,4]. We applied such param-
eter values for which balanced performance between application speedup and
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migration count was obtained: α = 0.5, τ = 1.5, λ = 0.14, Niter = 500,
β = 0.5, Δ1 = 0.13, Δ2 = 0.17, γ = 0.75. Our simulation environment allowed
us to model the task migration cost.

The results are averages of 10 runs of each application. For each run 4 dif-
ferent methods of initial task placements (random, round-robin, METIS graph
partitioning, packed /i.e. round-robin mapping of equal groups of tasks/) were
used. Thus, the result for each parameter set is an average of 40 runs in total.

Fig. 3. Application parallel speedup for different numbers of computing nodes for all
tested algorithms.

Fig. 4. The number of task migrations per single application execution on different
numbers of computing nodes with different load balancing algorithms.

The application parallel speedup for both EO-based algorithms and the MO-
EO algorithms as a function of the number of executive processors is shown
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Fig. 5. Relative application speedup improvement for different load balancing algo-
rithms versus SO-C for execution on 32 computing nodes with different migration
costs.

in Fig. 3. We have assumed here the cost of migration of a single task to be
equal to 20% of the task computational weight, as a medium migration cost
between 0% and 40% considered in further experiments. The presented results
are averaged over all tested exemplary applications. For these applications the
parallel speedup obtained by multi-objective algorithms MO-1-GS and MO-3-GS
is greater than that obtained with single-objective EO.

To better characterize our proposed MOEO-GS algorithms we collected also
the migration number statistics, Fig. 4. It gives the average total number of task
migrations in application execution resulting from applied different load balanc-
ing algorithms with the migration cost assumed as 20% of the task computational
weight.

Since migration burden can be very different we decided to perform experi-
ments also as a function of variable migration costs, Fig. 5, set as 0%, 20% and
40% of task computational weight.

Figures 3 and 4 have shown the superiority of two multi-objective algorithms
over the single-objective ones, especially for a large number of computing nodes
(32, 16) on which the application was executed. Here the multi-objective versions
MO-1-GS and MO-3-GS are better than single objective versions SO-C and
SO-WS-GS. Figure 5 has shown the superiority of the multi-objective approach
(MO-1-GS and MO-3-GS) over the single objective approach (SO-WS-GS) for
larger migration costs (20% and 40% of task computational weight).

The experimental results confirm advantages of the proposed load balanc-
ing multi-objective algorithms. For a realistic case with not null migration cost,
all multi-objective algorithm variants are much better than the single-objective
SO-C algorithm. The conclusions are that out from three MOEO-GS variants,
MO-3-GS is the best suited for systems with the most demanding load bal-
ancing requirements (high migrations costs, big number of computing nodes),
while MO-1-GS works very well for low or medium migrations costs and the
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medium number of computing nodes. The algorithm MO-2-GS requires further
improvement before it can be advised to be used.

5 Conclusions

The paper has presented a multi-objective approach applied to Extremal Opti-
mization used in processor load balancing in execution of distributed programs.
Additional approach of the EO-GS has been embedded in the fundamental EO
algorithm which improves the convergence of the entire algorithm. In the multi-
objective EO approach, three objectives relevant in processor load balancing
for distributed applications are simultaneously controlled: total computational
load balance, total volume of external communication between tasks placed on
different processors and parameters of task migration. Different global fitness
function variants for computational load balancing and task migration minimal-
ization were designed and verified. The proposed algorithms were assessed by
simulation experiments on EO-controlled execution of macro data flow graphs
of distributed programs. The experiments have shown that the multi-objective
approach added to the EO algorithms for load balancing has improved the qual-
ity of obtained results. More detailed coverage of the internal properties of the
proposed multi-objective algorithms including the analysis of the Pareto front
graph itself will be presented in a larger journal paper which is currently under
preparation.
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19. Gómez-Meneses, P., Randall, M., Lewis, A.: A hybrid multi-objective extremal
optimisation approach for multi-objective combinatorial optimisation problems.
Bond University, Griffith University, Australia (2010)

20. Galski, R.L., de Sousa, F.L., Ramos, F.M., Muraoka, I.: Spacecraft thermal design
with the generalized extremal optimization algorithm. In: Proceedings of Inverse
Problems, Design and Optimization Symposium, Rio de Janeiro, Brazil, 2004

21. Chen, M., Lu, Y., Yang, G.: Multi-objective extremal optimization with applica-
tions to engineering design. J. Zhejiang Univ. Sci. A 8(12), 1905–1911 (2007)

22. De Falco, I., Della Cioppa, A., Maisto, D., Scafuri, U., Tarantino, E.: A multiobjec-
tive extremal optimization algorithm for efficient mapping in grids. In: Mehnen, J.,
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Abstract. Parallel and distributed programming involve substantial
amounts of boilerplate code for process management and data syn-
chronisation. This leads to increased bug potential and often results
in unintended non-deterministic program behaviour. Moreover, algo-
rithmic details are mixed with technical details concerning parallelisa-
tion and distribution. Process calculi are formal models for parallel and
distributed programming but often leave details open, causing a gap
between formal model and implementation. We propose a fully deter-
ministic process calculus for parallel and distributed programming and
implement it as a domain specific language in Haskell to address these
problems. We eliminate boilerplate code by abstracting from the exact
notion of parallelisation and encapsulating it in the implementation of
our process combinators. Furthermore, we achieve correctness guaran-
tees regarding process composition at compile time through Haskell’s
type system. Our result can be used as a high-level tool to implement
parallel and distributed programs.

Keywords: Process calculus · Parallel programming
Distributed programming · Domain specific language · Haskell

1 Introduction

Since the start of the multi-core revolution, parallel programming has gained
more and more importance. Nowadays, multi-core hardware is found not only in
servers and desktop computers, but also in low-end laptops and smartphones. In
order to leverage the available processing power of modern hardware, software
must be implemented accordingly, i.e., in a parallel fashion.

Parallel programs should create the exact same results as their sequential
counterparts and must be distinguished from concurrent programs. While paral-
lelism is used to execute and obtain a program’s result faster by running parallel
parts of the program on different processing units, concurrency is more of a soft-
ware engineering technique to better structure multiple tasks a program has
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to carry out. Concurrency may involve hundreds of threads that are executed
on one or more processing units in an interleaved way and can, but does not
necessarily use parallelism. Whereas determinism is generally a requirement for
parallel programs, there are concurrent algorithms that rely on non-determinism
to find their solution.

Contemporary ways to express parallelism and concurrency are based on the
same programming constructs which allow non-determinism. This includes pro-
cesses and threads which usually have a mutable internal state and can depend
on other processes or threads, making process management and data synchroni-
sation necessary. Process management and data synchronisation, however, result
in large amounts of repetitive boilerplate code and increased software complexity
and give rise to new classes of bugs, such as deadlocks, livelocks or unintended
non-deterministic program behaviour.

On the theory side, process calculi are used to model parallel and concur-
rent systems and to reason about them in a mathematical way. Typically, pro-
cesses are modelled as stateful sequential programs and communication between
them is expressed explicitly. Semantics of parallel process execution is defined
non-deterministically so that, when carried over into a programming model, a
choice of how to represent this non-determinism has to be made, resulting in a
gap between specification and implementation. In order to achieve determinis-
tic programs, software developers have to take special care, but this is far from
trivial.

In this paper, we propose a deterministic process calculus for parallel and
distributed programming to address these problems. We define a set of process
combinators to compose simpler processes into more complex ones and elimi-
nate the need for manual process management and data synchronisation, thus
reducing error-prone boilerplate code and removing potential sources for bugs.
We show that the same abstraction can be used to express both parallel and dis-
tributed programs. Our Haskell implementation is in one-to-one correspondence
with our formal model with no gap between specification and implementation
and gives developers a high-level tool to implement parallel and distributed pro-
grams.

2 Related Work

Various process calculi have been proposed over the past decades, including
Hoare’s Communicating Sequential Processes (CSP) [8] and Milner’s Calculus of
Communicating Systems (CCS) [15]. CSP and CCS (and others) can be derived
from a more general algebraic core [9] and share a set of properties, including
mutable process-internal state, explicit communication between processes, and
non-deterministic process compositions [8,9,15]. Non-deterministic behaviour is
relevant for certain concurrent algorithms and gives rise to interesting research
questions, but is undesired in many real-world applications where reproducible
behaviour is an essential requirement [2,4].
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Various models for parallel programming with different focus have been intro-
duced: while some take a low level approach and require manual management of,
e. g., threads and data locks, others take higher level approaches with different
degrees of automation regarding process management and communication [1].
Although low level approaches have been considered prone to errors and bugs
for over a decade [1,6,11], they are still widely used. High level approaches are
promoted by the scientific community as a way to make parallel programming
easier and better manageable [1,4].

Haskell as a purely functional, statically typed and highly extensible language
with isolated side-effect is well suited for parallel programming [1,4]. Different
embedded domain specific languages for parallel programming have reached a
sufficiently sophisticated level for production use [3,5,12–14,21]. The parallel
package provides the Eval monad for pure, parallel evaluation using so-called
strategies [13,21]. The Par monad from the monad-par package provides a pro-
gramming model based on dataflow parallelism [14]. repa implements parallelised
operations on arrays, and accelerate can be used to exploit massive parallelism
on GPUs [3]. Concurrent programming in Concurrent Haskell is supported by
lightweight threads using forkIO with shared variables (MVars) [16] or Software
Transactional Memory (STM) [7] for synchronisation. Cloud Haskell, which is
heavily influenced by Erlang, is designed for distributed programming and uses
message passing for process communication [5].

3 The Calculus

In this section, we develop our process calculus and define its syntax, static
typing rules, and semantics. For background on the used methodology we point
to [18,20].

But what do we mean by process? A process is (a piece of) a computer
program. It can be executed by supplying it with an input of appropriate type
and it then produces an output. Processes can either be basic or composed. Basic
processes are structurally minimal, i. e., not created by composition. Composed
processes are composed of other (basic or composed) processes.

3.1 Syntax

Our process calculus comprises four syntactic rules. Let P,Q,R be (basic or
composed) processes, then syntactically correct (composed) processes can be
formed using the following rules:

1. (P � Q) (Sequence)
2. (R ∝ P ) (Repetition)

3. (R → P ∨ Q) (Choice)
4. (R ← P |Q) (Parallel)

The set of syntactically correct processes is the smallest set that includes all
basic processes and composed processes constructed with the above rules.
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3.2 Static Typing

For each syntactic rule, there is a corresponding static typing rule. Process com-
position is valid if and only if it follows the static typing rules, all other compo-
sitions are invalid. Without loss of generality, we consider unary processes in the
following, i. e., processes that take exactly one argument, (un-)currying where
necessary. Other arities can be simulated by using the unit type or product types.

Let P be the set of processes, let P,Q,R ∈ P be processes, let a, b, c, d be
type variables and let Bool be the boolean type. Let P : a → b denote that
process P is of type a → b, i. e., P takes an input value of type a and produces
and output value of type b. Let x1 ··· xn

z denote that if x1 ∧· · ·∧xn, then z. The
typing rules for process composition are:

P : a → c Q : c → b

(P � Q) : a → b
(1)

R : a → Bool P : a → a

(R ∝ P ) : a → a
(2)

R : a → Bool P : a → b Q : a → b

(R → P ∨ Q) : a → b
(3)

R : (c, d) → b P : a → c Q : a → d

(R ← P |Q) : a → b
(4)

3.3 Semantics

We define the semantics of processes in a denotational fashion and introduce the
polymorphic higher order function sem : P → (a → b) for this purpose. sem can
be applied to a process P ∈ P to obtain the function calculated by P , we write
sem 〈P 〉 for this. Note that we use lifted types to represent partial functions and
processes where the undefined value is denoted ⊥1.

The semantics of a basic process is straightforward: let P ∈ P be a basic
process and fP be the function calculated by P , then the semantics of P is

sem 〈P 〉 = fP (5)

The semantics of a composed process depends on the semantics of its sub-
processes and the process combinator. Let P,Q,R ∈ P be processes with appro-
priate types for the respective composition in the following. Then the semantics
of composed processes are:

sem 〈(P � Q)〉 = x �→ sem 〈Q〉 (sem 〈P 〉 (x)) = sem 〈Q〉 ◦ sem 〈P 〉 (6)

sem 〈(R ∝ P )〉 = x �→
⎧
⎨

⎩

sem 〈(P � (R ∝ P ))〉 (x) if sem 〈R〉 (x) = true
x if sem 〈R〉 (x) = false
⊥ otherwise.

(7)

1 To be precise, there is an undefined value ⊥a for every type a, e. g., we have Bool =
{⊥Bool, false, true}. We omit the type index since it shall be clear from context.
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sem 〈(R → P ∨ Q)〉 = x �→
⎧
⎨

⎩

sem 〈P 〉 (x) if sem 〈R〉 (x) = true
sem 〈Q〉 (x) if sem 〈R〉 (x) = false
⊥ otherwise.

(8)

sem 〈(R ← P |Q)〉 = x �→ sem 〈R〉 (sem 〈P 〉 (x) , sem 〈Q〉 (x)) (9)

The existence of a solution satisfying Eq. (7) is not immediately obvious.
However, this is a well-studied problem in domain theory and a solution can be
characterised by a least fixed point [20].

4 Implementation

In principle, we could implement our model in virtually any programming lan-
guage, including imperative languages such as C or Java. However, there are
some important restriction: firstly, in order to guarantee type-safe process com-
position, we require a statically typed language. Secondly, in impure languages
where threads operate on shared memory, it is harder, and in some cases not
possible, to achieve determinism. For example, in Deterministic Parallel Java [2],
fallbacks to runtime checks are necessary and runtime exceptions may be thrown
when threads perform concurrent data accesses.

For our implementation, we choose Haskell. Haskell’s purity, static type sys-
tem, and effect system enable us to implement our model in one-to-one corre-
spondence with the definitions given in Sect. 3.

We implement the data type of processes Proc as a generalised algebraic
data type using the language extension GADTs [17], c.f. listing 1. There is one
data constructor for each syntactic rule from Sect. 3.1 with type signatures cor-
responding to Eqs. (1)–(4). We introduce another type constructor to lift basic
processes into the calculus, namely Lifted. Proc has three type parameters:
a basic process type p, an input type a, and an output type b. In order for
processes to be composable, they must share the same basic process type p.
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We use the language extension TypeFamilies [19] to define the type class
Pardis for process execution based on a monad m, c.f. listing 2. Basic processes
and evaluation environments, i. e., Basic m and Env m, are associated with m.
Basic m is of kind * -> * -> *, i. e., it is a type constructor that takes two type
parameters, corresponding to input and output type of a process, and returns
a type. Env m is of kind *, i. e., it is a type, and is used to provide information
that is necessary for process execution in m. The type alias P is introduced for
brevity. Pardis defines functions for process execution for each data construc-
tor of Proc. We specifically do not implement a single function for processes
execution within Pardis since execution of composed processes using Sequence,
Choice, and Repetition is independent of the concrete monad m. We give default
implementations according to Eqs. (6)–(8) for these cases.
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The function runProcess executes processes by pattern matching on their
constructor and dispatching to the corresponding function in Pardis, c.f.
listing 3.

4.1 Parallel Implementation

For process execution in parallel, we use Concurrent Haskell [16] and the IO
monad, c.f. listing 4. Basic processes in this case hold an IO action of type
a -> IO b and a value of type Dict (NFData b), i. e., a proof that b has an
instance of NFData2. Evaluation environments are empty as there is no additional
information needed for parallel processes execution in IO.

We execute basic processes by applying their intrinsic action to their input
as defined in Eq. (5), and processes involving the Parallel combinator in a
(lightweight) concurrent thread with forkIO. The implementation is according
to Eq. (9) and we enforce full evaluation of sub-results in parallel with force.

We make process composition deterministic by introducing implicit synchro-
nisation points in the interpretation of the Parallel process combinator. For
that, we use Haskell’s MVars which represent a data container that can either be
empty or hold exactly one element. Reading a value from an MVar succeeds if
the MVar contains a value and blocks until a value becomes available otherwise.

Note that, in general, we would place constraints such as NFData b in the
context of functions and data constructors where they are required. However,
this is not an option here since adding constraints to Proc or Pardis would be
too strict and enforce them on all possible instances.

2 NFData stands for normal form data and values of data types with an instance of
NFData can be fully evaluated. Haskell’s evaluation strategy is lazy evaluation, i. e.,
values are only evaluated if they are needed. However, through NFData we can enforce
full evaluation in parallel to benefit from parallelisation.
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In order to use force, Haskell’s type system requires instances of NFData
for the respective types in scope. We retrieve these instances from the basic
processes at the bottom layer of process composition with getDict and bring
them into scope by pattern matching, cf. listings 4 and 5.

4.2 Distributed Implementation

For distributed process execution, we use the Process monad from Cloud Haskell
[5], c.f. listing 6. Basic processes in this case hold a closure generator3, i. e., a
function that takes a value and returns a closure, and a value of type Static
(SerializableDict b), i. e., a compile time constant that describes how to
serialise values of type b. Evaluation environments contain an action getNode4

that, when executed, returns a NodeId, i. e., the address of a (local or remote)
node that can be used to execute closures.

We execute basic processes by generating a closure which we then run on a
(local or remote) node using call. Parallel processes are executed by spawning a
(lightweight) local helper process5. One of the two parallel sub-processes is then

3 Roughly speaking, a closure is a data structure that contains an executable compu-
tation together with inputs for that computation.

4 We assume there is a way to obtain a node but omit node management for brevity.
5 Note that there is a difference between Pardis processes and Cloud Haskell processes.
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executed in the helper process while the other one is executed in the current
process. As before, we use an MVar to introduce an implicit synchronisation
point. Once both sub-processes have terminated, we combine their results. In
this case, explicit full evaluation of the results is not necessary as this is done
implicitly before serialisation.

5 Application Example: Web Crawler

Here, we present a rudimentary web crawler for indexing web pages with the pur-
pose to illustrate how Pardis can be used to implement parallel and distributed
programs. The parallel and distributed implementations are almost identical but
differ in technicalities regarding the creation of basic processes. We display the
relevant pieces of the parallel implementation here, while the full source code
(including the distributed version) can be found on github6.

The crawler’s aim is to create an Index. An Index holds URLs that have been
crawled, URLs that should be crawled, as well as the crawling results, i. e., a Map
that associates words with URLs.

page retrieves the document from a given URL and creates a single-page index
from its content, c.f. listing 8. In order to keep the code simple, we ignore errors
and exceptions that may arise when retrieving web pages for now.

The helper functions mkBasic and liftP create basic processes and lift pure
functions into processes, respectively, c.f. listing 7.

When crawling with crawl, we check with continue whether there is work
left to do, c.f. listing 8. We repeat indexing all URLs currently in todo with
crawlAll until todo becomes empty. crawlAll builds up a process structure in
the shape of a binary tree for crawling all URLs in todo. The leaf nodes of the tree
contain crawlOne processes and the inner nodes contain crawlMany processes
that use merge to combine the single-page indices created at the leaf nodes. Note
that the web crawler does not involve any code for process management but is
solely expressed in terms of our process combinators.

6 https://github.com/chrisbloecker/pardis.

https://github.com/chrisbloecker/pardis
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6 Conclusion

Our main goal was to eliminate sources of boilerplate code in parallel and dis-
tributed programming and thereby reducing bug potential. For that, we designed
a process calculus with process combinators for sequence, repetition, choice, and
parallel composition and gave their semantics in a denotational fashion. Our
abstractions are similar to those of arrows [10], a general interface to compu-
tation. However, we make specialisations in order to allow for parallelism and
distribution in the interpretation of computations. Process management and
synchronisation points between processes are implicit and incorporated into the
semantics of our process combinators. In contrast to other calculi, the semantics
of our calculus are deterministic and therefore well suited to express parallel and
distributed programs that behave the same as their sequential counterparts.

We implemented our process calculus as a domain specific language in Haskell
and used Haskell’s type system to ensure that only well-typed processes can be
expressed. We presented two implementations of our calculus, i. e., one for paral-
lel and one for distributed programming. The implementations are in one-to-one
correspondence with our formal model which lays the foundation for automated
reasoning about and optimisation of processes, which we believe is worth inves-
tigating further.

We demonstrated the utility of our approach by implementing a web crawler
that does not involve code for process management or communication but uses
our calculus to model parallelism. Other potential use cases include, e. g., imple-
mentations of data processing pipelines, linear algebra algorithms, or algoritms
for discrete optimisation.

Typical steps to transform sequential programs into parallel ones are to
find a suitable partition into parallel pieces and to implement these pieces.
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The implementation step is where error-prone boilerplate code for process man-
agement is used and bugs are easily introduced. However, our approach replaces
the implementation step by modelling parallel processes using the parallel com-
binator which removes this source of bugs. Our calculus completely isolates the
exact notion of parallelisation inside its implementation which in effect can be
interchanged without modifying programs that use it. As such, Pardis can be
seen as a high-level tool to describe parallel and distributed programs.
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Abstract. Python became the preferred language for teaching in
academia, and it is one of the most popular programming languages for
scientific computing. This wide popularity occurs despite the weak per-
formance of the language. This weakness is the motivation that drives the
efforts devoted by the Python community to improve the performance of
the language. In this article, we are following these efforts while we focus
on one specific promised solution that aims to provide high-performance
for Python applications.

Keywords: Python · Numba · Just-in-Time compilation

1 Introduction

Python is widely used for teaching programming in academia today [1]; it has
been the first choice of coding language among software programmers in the last
four years [2]; it is ranked fifth in the TIOBE Index [3], a measure of popularity
of programming languages; and its popularity is also ranked third in the IEEE
Spectrum ranking for 2016 [4].

Python is also widely used for scientific computing. Scientific applications
make use of a very rich readymade collection of scientific libraries such as SciPy
[5], NumPy [6], and Matplotlib [7]. However, the performance of Python is con-
sidered slow compared to compiled languages such as C, C++, and FORTRAN,
especially for heavy computations. The main reasons for its slowness lie in being
an interpreted programming language and its limitations on concurrency [8].
Therefore, the Python community has developed various solutions in order to
improve the performance and speed of Python.

The range of solutions and techniques offered in order to overcome the
slowness of Python adopt different approaches and various optimization tech-
niques. The following are some examples. NumPy uses specialized data struc-
tures (densely packed arrays of homogeneous type) that use efficient in-memory
representation. Furthermore, NumPy uses efficient, specialized implementations
of operations in C and dynamic optimization; SciPy usually implements time-
intensive loops in C or FORTRAN and uses sophisticated wrappers to wrap
up existing optimized scientific algorithms. PyPy [9] is a Python implementa-
tion written in RPython (a subset of pure Python). RPython code is statically
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compiled and optimized to generate the PyPy interpreter in C while automat-
ically adding in features as garbage collection and a Just-In-Time compiler.
PyCUDA [10] and PyOpenCL [11] are Python wrappers, of the software libraries
CUDA and OpenCL, respectively, which exploit the massive parallelism comput-
ing power provided by GPGPU platforms.

In this article, we describe a select number of solutions that are widely used
by the community and focus on one specific solution: Numba [12]. Numba offers a
comprehensive, user-friendly solution for portable high performance computing.

This article is organized as follows. Section 2 describes a few popular solutions
that enhance Python’s performance. Section 3 introduces the Numba compiler.
Section 4 analyses the performance of a Numba implementation of Matrix Mul-
tiplication algorithm. Finally, Sect. 5 concludes the article.

2 Python Accelerators

In this section, we review a few notable solutions that are widely used in the
scientific computing domain, which is characterized by high performance appli-
cations.

NumPy (Numerical Python) is an open source extension module for scientific
computing in Python. NumPy handles the inefficiency problem of Python by
providing fast, precompiled functions for mathematical and numerical routines
that operate efficiently on multi-dimensional arrays of homogeneous data types
called ndarray objects. Ndarray is internally based on C arrays, and therefore,
it can easily interface NumPy with existing C code. NumPy arrays are a data
structure of elements of the same data type that allows it to efficiently pack the
data and store it in a way that NumPy can perform arithmetic and mathemat-
ical operations at high speed. These routines include mathematical and logical
routines, sorting, shape manipulation, selecting, discrete FFT, basic linear alge-
bra (based on BLAS and LAPACK), basic statistical operations, and random
simulation. Vectorization and broadcasting are the two most powerful features
of the package. Specifically, vectorization enables arithmetic operations to be
performed on an array without writing any for loops. By implementing in C
element-wise operations on the array rather than applying element-by-element
computation, NumPy accelerates computations dramatically. For example, eval-
uation of the function f below over 1e5 numbers stored in an array x while using
a for-loop appears as follows:

Listing 2.1. NumPy Example.

In [ 2 4 ] : de f f ( x ) :
. . . : . . . : r e turn x∗∗3 − 4∗x∗∗2 + 5∗x

In [ 2 5 ] : x = np . arange (1 e5 )
In [ 2 6 ] : y = np . arange (1 e5 )

In [ 2 7 ] : %t ime i t y = [ f ( i ) f o r i in x ]
10 loops , bes t o f 3 : 77 .9 ms per loop
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Applying the function f on the NumPy array x using vectorized loop appears
as follows:

In [ 2 8 ] : %t ime i t y = f (x )
100 loops , bes t o f 3 : 213 micro seconds per loop

As can be observed, a speedup of x365 is obtained.

SciPy (Scientific Python) is an open source package for science and engineering
for Python. It extends the functionality of NumPy with a substantial collection
of efficient numerical routines for minimization, regression, signal and image
processing, Fourier-transformation, and applied mathematical techniques. Com-
paring the performance of LU factorization of square random matrices using
SciPy against pure Python shows incomprehensible speed-up of x4142 [13].

PyPy is a Just-in-Time compiler and interpreter for Python. It aims to provide a
faster, efficient, and compatible alternative implementation of Python language.
It achieves these features by using a different interpreter language (RPython)
instead the original CPython interpreter. Moreover, PyPy has a Just-in-Time
compiler that is capable to compile Python code on-the-fly into a machine code.
Applications written with PyPy demand less memory footprint and have the
capability to use micro-threads for massive concurrency. PyPy trunk (with JIT)
benchmark yielding a geometric average speed-up of x7.6 compared to pure
Python [14].

Cython [15] is a superset compiled language of Python aimed to achieve com-
parable performance to C programming language. By enabling declarations of
static typing to functions, variables, and classes, Cython allows C code to be
generated once and then compiles with C/C++ compilers to produce efficient C
code. In average, Cython exhibits speedup of x30 compared to pure Python.

Numexpr [16] is a module that aims to accelerate evaluation of a numeri-
cal expression operation on NumPy arrays while using less memory footprint
compared to pure Python. Moreover, Numexpr uses an efficient multithreading
mechanism for speedup computations by taking advantage of multi-core archi-
tectures. These capabilities are reached by avoiding memory allocation of tempo-
rary results that improve cache utilization, using an integrated virtual machine
that parses expressions into its own op-codes, and splitting array operands into
chunks that fit in cache memory. In average, Numexpr outperforms NumPy by
x30 for four threads.

Parallelism is often one of the solutions offered by almost any programming
language today for increasing performance. The Python community offers many
solutions based on parallelism. For example, the multiprocessing module [17],
which is part of the standard library of the language, implements process-based
parallel programming for shared memory systems.

In the next section, we describe in more detail how to use Numba compiler,
in order to increase the performance of applications that are written in Python
language.
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Listing 3.1. An example for annotating a function by using @jit compiler directive.

1 from numba import j i t
2 @j i t ( nopython=True | nog i l=True | cache=True )
3 de f mult (x , y ) :
4 re turn x ∗ y

3 Numba in a Nutshell

Numba is a NumPy-aware Python programming model and a Just-in-Time com-
piler based on source-code annotations. Numba uses the LLVM compiler for gen-
erating optimized machine code similar in performance to C. It was designed in
mind for array-oriented and numerical code that supports CPUs, CUDA GPUs,
and HSA APUs. Numba is in active development (the current version is 0.30.1).
Numba is part of Anaconda Accelerate [18], which is available under a free
license for academic users. It runs on top of Anaconda Python [19], which is a
completely free package and environment manager for large-scale data process-
ing and scientific computing. It includes hundreds of open source packages to
include the popular packages of NumPy, SciPy, Matplotlib, IPython, and Spider
IDE.

Numba Just-in-Time Compilation
The example in Listing 3.1 demonstrates how annotation of a function mult

that adds two scalars is performed. The compiler directive @jit, which is attached
to the function header, will cause the function mult to be compiled on-the-fly
for generating optimized code.

There are three compiler options that can be passed to the called function.
The first one is nopython=True that instructs the compiler to run in a nopython
mode that generates faster code while preventing Numba to fall back to the
slower mode (object mode) when an error occurs. The nogil=True option instructs
the compiler to release Python’s global interpreter lock (GIL) that allows the
compiled code to run in parallel while using the code’s threads to take advantage
of multi-core machines. The cache=True option instructs the compiler to write
the compiled function into a file-based cache for avoiding the need to compile
the code each time the Python program is invoked.

Numba Vectorization
Numba vectorization can be applied in one of two forms: vectorize or guvec-

torize. Vectorize uses scalar arguments, which are passed by Python functions,
as NumPy universal functions that work on one element of input array at a
time (but not in a loop fashion), while guvectorize work on a chunk of ele-
ments of input arrays. Listing 3.2 and Listing 3.3 show how to apply @vectorize
and @guvectorize decorators respectively to the function mult that computes
2-vectors multiplication.

The first argument of the annotation is the type signatures. The second argu-
ment in Listing 3.3 is the declaration, in symbolic form, of input and output lay-
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Listing 3.2. An example of using @vectorize for multiplication two vectors.

1 from numba import v e c t o r i z e , f l o a t 6 4
2 @vector i ze ( [ f l o a t 6 4 ( f l oa t64 , f l o a t 6 4 ) ] )
3 de f mult (X, Y) :
4 re turn X ∗ Y

Listing 3.3. An example of using @guvectorize for multiplication of two vectors.

1 @guvector ize ( [ ( in t64 [ : ] , i n t64 [ : ] , i n t64 [ : ] ) ] ,
’ ( n ) , ( n )−>(n) ’ , t a r g e t =’cpu ’ )

2 de f mult (X, Y, RES) :
3 f o r i in range (X. shape [ 0 ] ) :
4 RES[ i ] = X[ i ] ∗ Y[ i ]

outs. In our example, the expression (n), (n)− > (n) tells that the function f takes
two n-element one-dimension arrays and returns a n-element one-dimension array.
The third argument, target, instructs the compiler to generate code for one of three
target architectures: cpu, parallel or cuda. The cpu target means a single-threaded
CPU, parallel means multi-core CPU and cuda means CUDA GPU.

Numba for Accelerators
Numba supports CUDA GPU programming and HSA APU programming. For

example, Numba’s NVIDIA CUDA GPU support is able to compile a restricted
subset of Python code into CUDA kernels and device functions and then follow-
ing the CUDA execution framework. NumPy arrays have direct access from those
kernels, while their transformation between the host and the driver is done auto-
matically. Furthermore, managing the memory hierarchy of threads can be per-
formed by Numba’s CUDA specific functions that are similar to those supported
by CUDA C language. Listing 3.4 demonstrates how to use the @cuda.jit compiler
directive in order to compile the function mult into a CUDA kernel. This function
multiplies two vectors on the device. The memory hierarchy of threads is deter-
mined in lines 10–11 before calling to the function mult by initializing the variable
threadsperblock and computing the variable blockspergrid. Then, these variables
are passed as parameters when calling the function mult in line 13.

4 Test Case: Matrix-Matrix Multiplication

In this section, we examine and analyze the performance of various implementa-
tions of Matrix-Matrix Multiplication algorithm. We compare the performance of
the pure Python version against those of Numba, NumPy, Numba CUDA API,
Numba scientific library, pure CUDA, and pure C code. Table 1 summarizes
the times and the computed speedups of our measurements. The matrices sizes
used for all the benchmarks are 320× 320. The times in Table 1 are the aver-
age running time of each implementation over one-hundred runs. Our bench-
marking environment includes Python 2.7; Anaconda version 4.2.13; Numba
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Listing 3.4. An example of using @cuda.jit for multiplication of two vectors.

1 import numpy as np
2 from numba import cuda
3
4 @cuda . j i t
5 de f mult (x , y , r e s ) :
6 pos = cuda . g r id (1 )
7 i f pos < x . s i z e :
8 r e s [ pos ] = x [ pos ] + y [ pos ]
9

10 threadspe rb lock = 32
11 b l o ck sp e r g r i d = (x . s i z e + ( threadspe rb lock − 1) )

// threadspe rb lock
12
13 mult [ b l ockspe rg r id , th readspe rb lock ] ( x , y , r e s )

0.30.1; Spyder 3.0; NumPy 1.11.1; SciPy 0.18.1; Cython 0.25.2; Numexpr 2.6.2;
PyPy2.7 v5.6.0; Visual Studio C++ 2015; OpenMP 3.0; CUDA 8.0; GPU pro-
cessor NVIDIA GeForce GTX 550 Ti with compute capability 2.1 (It is a relative
old processor but was sufficient for our purpose); and Intel Core-i7 3.4 GHz multi-
core processor. All the running times of the GPU implementations do not include
the time required to transmit data from the host to the driver and vice versa. The
rationale for not taking into account the time overhead of the communication is
due to the fact that heterogeneous processors that will be lunched in the fore-
seeable future will include physical unified shared memory for the host and the
driver. Therefore, the communication time between them will be negligible.

Table 1 is devised into two groups of implementations: serial and parallel
implementations. All the computed speedups are relative to the running time of
the pure Python implementation. The implementations in Table 1 are sorted in
ascending order of the speedup obtained from our benchmarks.

Listing 4.1 presents the pure Python implementation based on for-loop of
the Matrix Multiplication algorithm.

Let’s start with the serial implementations. Annotating the function matmul
with the annotation @jit (nopython=True) instructs the compiler to compile
the function matmul to the fastest code possible. The time measurement in
Table 1 shows an impressive speedup of x534. This result reflects the difference
in performance that can be obtained from an interpreted code compared to a
compiled code.

Generating matmul function as a NumPy generalized universal function is
completed by annotating the function matmul by the following annotation:

@guvector ize ( [ ’ void ( f l o a t 6 4 [ : , : ] , f l o a t 6 4 [ : , : ] ,
f l o a t 6 4 [ : , : ] ) ’ ] , ’ (m, n ) , ( n , p)−>(m, p ) ’ ,
nopython=True , t a r g e t =’cpu ’ )
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Table 1. Times and speedups of various Matrix Multiplication implementations.

Program Time (in seconds) Speedup

Serial implementations

Pure Python 18.6031195509 x1

Numba @jit 0.0347767734007 x534

Numba @guvectorize Target = ‘cpu’ 0.0333741619215 x558

C on windows 0.02513 x740

Pure NumPy 0.000834 x22,302

Parallel implementations

Numba @guvectorize Target = ‘parallel’ 0.0668405298234 x278

Python threading

1 thread Nogil = False 0.03643389......x1

4 thread Nogil = False 0.03849981......x0.94

4 thread Nogil = True 0.01314321......x2.73 x1415

C-OpenMP, 4 cores 0.00860 x2162

Pure CUDA 0.000830 x22,409

Numba @guvectorize Target = ‘cuda’ 0.000377642710865 x49,258

Numba CUDA API 0.000131226685019 x141,740

cuBLAS GEMM 0.0000753513070663 x246,848

The first list is the type signatures of the input and the output arguments of
the function. The second argument is a symbolic declaration of the function mat-
mul that takes as input (m,n)-element and (n,p)-element two-dimension arrays
and returns a (m,p)-element two-dimension array. The third argument, target,
instructs the compiler to generate code for a single-threaded CPU. As observed
in Table 1, when the target is ’cpu,’ the speedup achieved is x558 compared to
the result of pure Python which is 4.4% better than the performance achieved
by automatic compilation using @jit decorator.

Implementing the matrix-matrix multiplication algorithm using pure C lan-
guage with Microsoft Visual Studio C++ 2015 increases the speedup up to x740.

Listing 4.1. A pure Python Matrix Multiplication algorithm.

1 de f matmul (A, B, C ) :
2 m, n = A. shape
3 n , p = B. shape
4 f o r i in range (m) :
5 f o r j in range (p ) :
6 C[ i , j ] = 0
7 f o r k in range (n ) :
8 C[ i , j ] += A[ i , k ] ∗ B[ k , j ]
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This result is usually considered, by mistake, to the upper limit of the speedup
attainable. However, comparing the running time of the pure Python algorithm
against pure NumPy: C = np.dot(A,B), yield an imaginary speedup of x22302!
In other words, the upper limit term in applied computer science must be taken
with a grain of salt.

Now, let’s examine the results of the parallel implementations. Generating
parallel matmul function as a NumPy generalized universal function is done by
annotating the function matmul similar to the single-core case, but this time
with the compiler option target=’parallel’

As observed in Table 1, the achieved speedup is x278. However, this result
shows no gain in performance compared to the running time on a single-core.
There are two reasons for this disappointing outcome. First, @guvectorize actu-
ally parallelizes the “loop” dimension of the matrices which has only one entry
in our case. Second, the overhead incurred by attempting to parallelize the algo-
rithm is high relative to the gain from parallelizing the matrices. Another exam-
ple involves parallelism overhead cost which will be further discussed a few lines
ahead when the results of explicit parallelism of the algorithm will be introduced.

Numba compiler supports explicit parallelism using Python threading pack-
age [20]. However, the threading package is unable to parallelize code using its
multithreading mechanism. The reason for this limitation is that the Python
interpreter, CPython, is not thread-safe. In order to enforce it to be thread-safe,
the threading module makes use of a global lock called the Global Interpreter
Lock (GIL). This means that only one thread can execute a bytecode instruction
at the same time; Python routinely switches between threads after a quantum
of time. In other words, all threads in Python run on the same core, so no per-
formance is gained by using multiple threads. Nevertheless, Numba allows the
bypass of this problem by using the option nogil=True. The measurements that
appear in Table 1 confirm our claims. When using the option nogil=False, we
get speedup of x0.94 when running with four threads. However, when we set the
option to nogil=True, then for four threads, we get speedup of x2.7 relative to
the running time of one thread. The speedup relative to pure Python is x1415.
The parallelism overhead inhibits us from gaining better speedup. However, by
increasing the input size of the matrices to 2000 by 2000, we increase the work
of each thread and therefore increase the computation time relative to the over-
head time. The speedup, as expected, increases to x3.38 (times are not shown
in Table 1).

The next entry in Table 1 is the implementation using C-OpenMP with four
threads. In this case, the speedup soared to x2162.

All other implementations in Table 1 are exploiting the massive parallelism
of the GPU processors. The first in this group of implementations is the Pure
CUDA implementation that was borrowed from the CUDA 8.0 samples that were
inspired from [21]. It has been written for clarity of exposition to illustrate var-
ious CUDA programming principles, not with the goal of providing the optimal
performance of generic kernel for matrix multiplication. This implementation
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Listing 4.2. Matrix Multiplication using CuBLAS GEMM routine.

1 import numpy as np
2 import time
3 import a c c e l e r a t e . cuda . b l a s as cub las
4
5 b la s = cub las . Blas ( )
6
7 n = 320
8 A = np . random . random ( ( n , n ) ) . astype (np . f l o a t 6 4 )
9 B = np . random . random ( ( n , n ) ) . astype (np . f l o a t 6 4 )

10 C = np . z e r o s l i k e (A, order=’F ’ )
11
12 b la s .gemm( ’T’ , ’T’ , n , n , n , 1 . 0 , A, B, 1 . 0 , C}
13
14 a s s e r t (np . a l l c l o s e (np . dot (A, B) , C) )

has achieved a result that is a quantum leap compared with the previous ones
with a remarkable speedup of up to x22169.

Now, we return to the generation of a parallel matmul function as a NumPy
generalized universal function, but this time with the compiler option tar-
get=’cuda’.

The recorded result shows more than double improvement in performance
compared to the previous results, while the speedup reached to a level of x49,258.
It is worth mentioning again that the timing measurements of the implementa-
tions running on the GPU are net time which does not include the communi-
cation costs of downloading and uploading the data from the host to the driver
and vice versa.

The implementation of matrix-matrix multiplication using Numba CUDA
GPU programming API introduces a new level of performance while attaining
an astonishing speedup of x141740 that looks like an unbreakable achievement.
However, the last implementation leaves no doubt that when it comes to opti-
mizing the performance of parallel applications, the sky is the limit.

Anaconda Accelerate provides access to optimized numerical libraries for high
performance on Intel CPUs and NVidia GPUs. One such binding is cuBLAS that
provides an interface that accepts NumPy arrays and Numba’s CUDA device
arrays. The binding automatically transfers NumPy array arguments to the
device as required. Listing 4.2 presents an example that uses cuBLAS GEMM
routine to perform matrix-matrix multiplication. GEMM transposes the input
matrices so that they can be in C order. Note that the output matrix is still
in FORTRAN array. The string arguments in GEMM tell it to apply trans-
formation on the input matrices. GEMM routine archives speedup of x246848
compared to pure Python code.
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5 Conclusion

Today, the presence of Python in many academic courses and as emerging soft-
ware development tool for scientific applications is not in doubt. This presence
has accelerated the development community’s motivation and the users of the
language to find effective solutions to improve its performance. In this article, we
reviewed the main proposed solutions that are adopted by the Python develop-
ers’ community while we focused on Numba, a much-promised solution that is in
its advanced stages of development. This solution also preserves the performance
improvement of code while it is ported to different target architectures.
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Abstract. This paper describes actor system of a new functional lan-
guage called Anemone and compares it with actor systems of Scala and
Erlang. Implementation details of the actor system are described. Per-
formance evaluation is provided on sequential and concurrent programs.
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1 Introduction

Creating a new language is a complex task, requiring a lot of time and human
resources. Creating a functional language is even more difficult, as it contains
many high-level concepts, e.g., higher-order functions or closures. This work
presents design and implementation of Anemone – fully useful, secure, functional
language with user-friendly syntax, which can be enriched with new components
and optimized in future.

Anemone [4] supports concurrent programming model based on actors com-
municating via messages. Polymorphic type system of Anemone supports error
detection at compile time and encourages code reuse. Complete type inference
disposes a programmer of defining explicit type signatures. Anemone functions
are first class citizens [1] and memory is automatically managed with the garbage
collector module. Mechanism of external functions gives access to functions and
libraries written in C. Anemone compiler is based on the LLVM infrastruc-
ture, which generates high quality code for many computer architectures [6].
Created language draws inspiration from many mechanisms present in various
programming languages, including Scala, Erlang, Haskell and ML. Actor sys-
tem integrated directly into language, safe programming style encouraged by
immutable variables, coherent type system with subtyping, pattern matching
mechanism, and compiler retargetability make Anemone attractive compared to
other languages.
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The aims of this work were the following:

1. Implementation of a functional language compiler, analysis of such languages
and ways of their implementation.

2. Convenient model of parallel processing based on actors mechanism and mes-
sage passing.

3. Performance comparison of the implemented model with existing mechanisms
in other languages.

2 Related Work

Threads are a low-level abstraction of concurrent programming, but using them
is difficult because they share memory. Secure, concurrent access to shared mem-
ory requires synchronization with a critical section along with structures like
semaphores, mutexes or critical sections. A programmer has to pay attention to
avoid race conditions, starvation, dead locks or live locks.

Actor model [2,5] offers several advantages over thread model. Actors intu-
itively model real world, and writing reliable applications using actors is sim-
ple. Asynchronous communication between actors leads to better utilization of
CPU time, as idle cycles are not wasted while waiting for an answer. Sepa-
ration between actors makes programs easier to understand. The whole actor
system can be understood by analysing each actor behaviour in isolation. Actors
are well suited for problems requiring high performance, responsiveness or multi-
scaling [7], as they can delegate tasks to workers. Actors are also lightweight and
thousands of instances can be created, which is impossible for system threads.
With actor model, synchronization mechanisms present in thread model are no
longer needed. As actors do not share a global state, critical sections are neither
needed. Taking into account above advantages, actor model has been adopted
as concurrency model in Anemone.

2.1 Actors in Erlang and Scala

Erlang implements actors at a language level and calls them processes. Erlang
processes are lightweight, as they are implemented at the level of Erlang virtual
machine and do not involve threads or processes of a operating system. Each
actor is assigned its own dynamic memory, and garbage collection is performed
for each actor independently. Sent messages are copied between heaps, which
prevents them sharing by two or more actors. Actor scheduling is a duty of the
Erlang virtual machine, and no synchronization mechanism, e.g., semaphores, is
needed. Erlang actor system ensures scalability (one actor needs only 300 bytes
of memory) and high reliability of written programs [3].

Figure 1(a) presents two actors, ping and pong, defined as functions in Erlang.
It is worth noting code conciseness, built-in message sending operator, a block
for receiving messages, and message identification with pattern matching.

Scala provides actors implementation in the Akka library [8]. Message passing
is done in shared memory, if actors run within one Java virtual machine. If actors
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perform on different virtual machines, messages are serialized before sending
them. Garbage collection applies to all the actors from a given JVM instance.
Actors are scheduled by the Akka library. Akka does not impose immutable
messages and avoiding global state although strongly recommends them.

ping(N, Pong) ->

Pong ! {self(), ping}.

class Ping extends Actor {

val state: Int = 1

def receive = {

case Ping =>

pong ! PingMsg

}

}

pong() ->

receive

{From, ping} ->

From ! pong,

pong();

end.

class Pong extends Actor {

def receive = {

case PingMsg =>

sender ! PongMsg

}

}

(a) Erlang implementation (b) Scala implementation

Fig. 1. Two actors ping and pong implemented in Erlang and Scala

Erlang actors are implemented as ping and pong functions, while Scala actors
are represented with instances of Ping and Pong classes. In both cases, messages
are sent with ! operator and received within receive block.

Figure 1(b) presents actor definitions with Akka. In contrast to Erlang, Akka
actors are defined as classes. Pattern matching, message sending operator, and
a block for receiving messages are exploited similarly as in Erlang. Actor state
is represented as a field of an actor instance. Continuity of actor work is ensured
by Akka, so an actor does not have to call itself, as it is in Erlang.

3 Actor Model of Anemone

Anemone does not provide a programmer low-level model of threads, which,
although very expressive, does not fit needs of a high-level, secure functional
language.

Actor model is more restrictive than thread model, as actors communicate
only through message passing. It makes manual synchronization redundant and
allows to write programs more easily, due to imposed style of communication
and message identification. Continuity of actor work is provided in Anemone
by internal implementation, which, similarly to Akka, calls actor function for
each new message. Similarly to Erlang, Anemone models actors as functions,
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which can accept an initial state and pass it through. Message passing model in
Anemone is similar to Akka, as they both use shared memory to implement it.

Actor model of Anemone characterizes with:

– asynchronous communication
– possibility of creating many actors in one thread
– possibility of dynamic creation of new actors
– complete integration with the garbage collector
– modeling actors as functions, similarly to Erlang
– actor control similar to Akka
– message handling through pattern matching.

Implementation of many actors within one system thread was especially chal-
lenging, as it required their proper scheduling. Construction of the garbage
collector which correctly and effectively cooperates with multithreaded actors
architecture was equally challenging.

Figure 2 presents a complete program implementing two actors which com-
municate with each other via messages. Function createActorSystem creates an
actor system on the basis of two system threads, and next, actors ping and pong
are created. Function sendFromOutside starts activities of actors, i.e., sending
messages. Actors exploit pattern matching to identify received messages, func-
tion sendMsg to send messages, and maintain the state identifying the address
of the second actor.

4 Implementation of Actor System

Anemone models concurrent computing with the actor module, which provides
abstraction for convenient work on multicore architectures. Figure 3 presents
detailed architecture of the actor module. Actor module consists of the following
submodules:

– Mailbox module defines how received messages are stored and is responsible
for actors adding and removing.

– Actor management module defines architecture of a single actor.
– Threads module is responsible for management of OS threads.
– Dispatcher module is responsible for running actors on system threads.

In Anemone using actors is possible due to the actor module. The actor
library is an interface to this module from Anemone. Figure 4 presents func-
tions to handle actors. The actors library provides the following functions to
manipulate actors:

– createActorSystem creates an actor system running on a given number of
system threads.

– createActor creates a new actor in the actor system. Two parameters define
actor behaviour and an initial state of actor. Function returns the id of a
created actor.
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fun ping(state, msg) {

var otherActorId = state in {

match msg {

| s :: String => {

printStr(s)

sendMsg(otherActorId, "fromPing")

nap(1)

state

}

| otherActorId :: ActorId => {

sendMsg(otherActorId, "fromPing - first")

otherActorId

} } } }

fun pong(state, msg) {

var otherActorId = state in {

match msg {

| s :: String => {

printStr(s)

sendMsg(otherActorId, "fromPong")

nap(1)

state

} } } }

fun main_fun() {

createActorSystem(2)

var pingActorRef = createActor(ping, 0),

pongActorRef = createActor(pong, pingActorRef) in {

sendFromOutside(pingActorRef, pongActorRef)

} }

Fig. 2. Creation and starting actor system

Mailbox module

Actor management module Threads module

Dispatcher module

Fig. 3. Main submodules of module of actors and message passing
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– killActor returns an object, which sent to an actor or passed as its new
state terminates its action.

– sendMsg sends a message, specified in the second parameter, to an actor
defined by the first parameter. Function can be called only by an actor.

– become can be called only by an actor. The function takes as its argument a
function determining actor new behaviour.

type:: (double) -> unit

fun createActorSystem(n)

type:: ((’s, ’m) -> ’s, ’s) -> ActorId

fun createActor(f, a)

type:: (ActorId, ’a) -> unit

fun sendMsg(to, msg)

type:: ((’s, ’m) -> ’s) -> unit

fun become(f)

Fig. 4. Functions of actor library of Anemone

4.1 Creating Actor System

Creating actor system is equivalent to creating a number of threads and initial-
ization of their data structures. The actor system of Anemone distinguishes two
kinds of threads: system threads and actor threads. Each actor thread contains
a system thread and a number of actors.

struct __athread_t {

int64_t thread_id;

int64_t actors_array_capacity;

int64_t actors_array_occupied;

int64_t current_actor_idx;

actor_t** actors_array;

};

typedef struct __athread_t athread_t;

Fig. 5. Structure of actor module describing an actor thread of Anemone

Function createActorSystem creates a new actor system with a given num-
ber of threads. In particular, it creates a table of athread t structures, describ-
ing actor threads (Fig. 5). Each athread t structure corresponds to one system
thread and many actors (actors array).

System threads are created and managed with the help of the POSIX pthreads
library. Function athread main fun creates system threads and defines their
behaviour. Function athread main fun works as follows:
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– initializes structures describing an actor thread.
– waits for the first actor in this thread.
– takes the next actor assigned to this actor thread.
– starts handling at most max msg handled per actor messages in the

mailbox of the actor. Variable max msg handled per actor is tunable.
– removes an actor from the system in the following cases:

• an actor received a message being a result of killActor call
• an actor returned a new state equal to the return value of killActor

call.
– serves next actor, if it is present.
– terminates, if no actors are present in this actor thread.

4.2 Implementation of an Actor and Message Passing

Actors and message passing are implemented in the actor module in C. Figure 6
presents the structure of the actor module used by the actor management mod-
ule. It consists from the following fields:

– user cls - a closure describing actor behaviour,
– state - actor state, it is passed as a parameter to a closure describing actor

behaviour,
– actor id - actor id in the actor management module,
– mailbox - a pointer to the mailbox of an actor.

struct __actor_t {

closure_t *user_cls;

void *state;

uint64_t actor_id;

mailbox_t *mailbox;

};

typedef struct __actor_t actor_t;

Fig. 6. Structure of actor module describing a single actor of Anemone

An actor mailbox stores messages sent to a given actor. Each message has
a sender, a receiver, and the content. Messages are processed under the FIFO
regime. Sending a message does not incur copying the whole message but only
a lightweight copying of a pointer to the message, as message passing is done in
shared memory.

Function pong takes as its arguments a current actor state and a new message.
It sends a message of type string to an actor identified by pingActorID. The
function returns a new state (in this case unchanged) as a result of its call.

At any time, an actor thread can run at most one actor. Figure 7 presents a
simple actor definition. Function sendMsg, responsible for sending a message to
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fun pong(state, msg) {

printStr("Pong: " ^ msg)

sendMsg(pingActorId, "PONG" ^ msg)

state

}

Fig. 7. An example of a function defining actor behaviour

void* threads_getspecific() {

return pthread_getspecific(THREAD_KEY);

}

void threads_setspecific(void* data) {

pthread_setspecific(THREAD_KEY, data);

}

Fig. 8. Getting and setting local state of a given actor thread

another actor, does not specify explicitly the sender of a message. The sender
(currently running actor) is identified due to the local context of the actor thread,
implemented by the actor module.

Function threads getspecific gets local state of a actor thread, while
threads setspecific sets it. Key THREAD KEY defines local data of a given
actor thread. Both functions are implemented in pthreads.

Figure 8 presents functions of the actor management module, responsible for
associating actor threads with contextual data. Function threads setspecific
is used in the main loop of athread main fun to set thread context to current
actor. When function responsible for sending messages is called, it can access
local context of a thread to get the id of the actor. The advantage of such a
solution is a support for many actors in one system thread through changing
value of thread context and conciseness of function sendMesg.

In addition to local context setters and getters, implementation of the actor
module uses synchronization primitives – mutexes and conditional variables of
pthreads. Correct and effective realization of the actor system on the basis of
above mechanisms is a duty of the runtime system of Anemone. Anemone users
profit from multicore architectures without using difficult and insecure low-level
synchronization mechanisms.

4.3 Scheduling Many Actors in One System Thread

The actor module can create a huge number of actors, significantly exceeding
the number of running threads of the operating system, as an Anemone actor is
defined by a lightweight data structure (several hundred bytes). An actor thread
associates a system thread with many actors. Actor scheduling in Anemone is
a duty of the actor module and is based on the number of received messages.
Each running actor may receive no more than max msg handled per actor



Actor Model of a New Functional Language - Anemone 221

messages. If an actor receives all the messages from its mailbox (but not exceed-
ing the max msg handled per actor threshold), the next actor belonging to
the same actor thread will be scheduled. Above scheduling algorithm promotes
implementation of actors as quickly performing functions. Time-consuming tasks
should be delegated by an actor to its child workers. The drawback of this solu-
tion is that some system threads will be blocked by these heavy computations.

4.4 Pattern Matching

With pattern matching supported by Anemone, defining actors and their
behaviour is easier.

fun anActor(state, msg) {

match msg {

| Bar(b) => { ... }

| f :: Foo => { ... }

}

}

Fig. 9. Usage of pattern matching in definition of Anemone actor

Figure 9 presents an actor defined with pattern matching. Message msg,
received by an actor, is matched to the first pattern, Bar(b), where Bar denotes
a data type defined in Anemone, and b denotes a field of this data type. If the
first match fails, pattern f :: Foo will be checked. The second pattern will be
matched if msg is of type Foo. Identifier f introduces variable f, which refers to
matched object, msg, and has type Foo.

5 Experiments

To assess quality of Anemone implementation and its runtime system, perfor-
mance tests have been conducted and execution time of programs written in
Anemone, Scala and Java have been compared. For each language, the arith-
metic mean of ten measurements with time command was reported. The experi-
ments were performed under dual-core Intel Core i3-2310M CPU with 2.10 GHz
clock and Linux Ubuntu 13.10. Heap size for Scala and Java was set to default
values. For Anemone heap size was set to 100 KiB and the threshold triggering
collection to 0.8.

The first experiment, which assessed quality of generated code and efficiency
of the runtime system, compared time performance of a sequential program
(computation of 20th element of the Fibonacci sequence) written in Java, Scala
and Anemone. Results in Table 1 show that implementation in Scala was two
times faster, while implementation in Java three times faster. It can be partly
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attributed to memory organization in Anemone. Language performance is signifi-
cantly influenced by efficiency of the memory allocation module. While Anemone
is a new language, memory allocation algorithm in JVM used by Scala and Java
has been fine-tuned for many years.

Table 1. Execution time of the program computing 20th element of the Fibonacci
sequence

Language Execution time [s] Ratio

Java (1.7.0 60) 0.45 3.09

Scala (2.10.4) 0.75 1.87

Anemone 1.41 1.00

The second experiment assessed efficiency of the Anemone actor system.
Implementations in Anemone and Akka of two actors communicating with each
other were compared. Actors sent in total 10000 messages.

Table 2. Execution time of the program creating simple actor system

Language Execution time [s] Ratio

Scala (2.10.4) + Akka (2.2-M3) 1.86 6.12

Anemone 11.41 1.00

Implementation in Akka turned out to be six times faster than implemen-
tation in Anemone (Table 2). Efficiency of the memory allocation module of
Anemone could have significant impact on results.

6 Conclusions

Model and implementation of actor system of a new functional language,
Anemone, have been described. Anemone was developed within a limited period
of time. Proposed language was few times slower than Scala or Java, which is
a very good result, taking into account that latter languages have been already
developed and optimized for a long period of time by large teams of experts.

Acknowledgements. This research was financed by AGH University of Science and
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Abstract. The row-wise and column-wise prefix-sum computation of
a matrix has many applications in the area of image processing such
as computation of the summed area table and the Euclidean distance
map. It is known that the prefix-sums of a 1-dimensional array can be
computed efficiently on the GPU. Hence, the row-wise prefix-sums of a
matrix can also be computed efficiently on the GPU by executing this
prefix-sum algorithm for every row in parallel. However, the same app-
roach does not work well for computing the column-wise prefix-sums,
because inefficient stride memory access to the global memory is per-
formed. The main contribution of this paper is to present an almost
optimal column-wise prefix-sum algorithm on the GPU. Since all ele-
ments in an input matrix must be read and the resulting prefix-sums
must be written, computation of the column-wise prefix-sums cannot
be faster than simple matrix duplication in the global memory of the
GPU. Quite surprisingly, experimental results using NVIDIA TITAN X
show that our column-wise prefix-sum algorithm runs only 2–6% slower
than matrix duplication. Thus, our column-wise prefix-sum algorithm is
almost optimal.

Keywords: Prefix computation · Parallel algorithms · GPU · CUDA

1 Introduction

A GPU (Graphics Processing Unit) is a specialized circuit designed to acceler-
ate computation for building and manipulating images [2,5,14]. Latest GPUs
are designed for general purpose computing and can perform computation in
applications traditionally handled by the CPU. Hence, GPUs have attracted the
attention of many application developers. NVIDIA provides a parallel computing
architecture called CUDA (Compute Unified Device Architecture) [13], the com-
puting engine for NVIDIA GPUs. CUDA gives developers access to the virtual
instruction set and memory of the parallel computational elements in NVIDIA
GPUs. In many cases, GPUs are more efficient than multicore processors [5],
since they have thousands of processor cores and very high memory bandwidth.

When we develop programs running on GPUs, we can use the CUDA pro-
gramming model [13]. Usually, a CUDA program executed on the host computer
c© Springer International Publishing AG, part of Springer Nature 2018
R. Wyrzykowski et al. (Eds.): PPAM 2017, LNCS 10778, pp. 224–233, 2018.
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invokes CUDA kernels one or more times. A CUDA kernel executes one or more
CUDA blocks with at most 1024 threads running on streaming multiprocessors
of the GPU. CUDA blocks in a CUDA kernel are identical in the sense that they
have the same number of threads executing the same program. CUDA blocks are
dispatched to a streaming multiprocessor in turn. Threads in a CUDA block is
partitioned into groups of 32 threads each called warp. All threads in a warp are
dispatched to cores in a streaming multiprocessor at the same time and execute
the same instruction.

CUDA uses two types of memories in the NVIDIA GPUs: the shared mem-
ory and the global memory [13]. The shared memory is an extremely fast on-
chip memory with lower capacity such as 16–96 Kbytes. The global memory is
implemented as an off-chip DRAM, and thus, it has large capacity such as 1.5–
12 Gbytes, but its access latency is quite large. The efficient usage of the shared
memory and the global memory is a key for CUDA developers to accelerate
applications using GPUs. In particular, we need to consider bank conflicts of the
shared memory access and coalescing of the global memory access [5,12]. The
address space of the shared memory is mapped into several physical memory
banks. If two or more threads access different addresses in the same memory
bank at the same time, they are processed sequentially in turn. Hence, to max-
imize the memory access performance, threads should access distinct memory
banks to avoid bank conflicts. To maximize the bandwidth between the GPU
and the DRAM chips, the consecutive addresses of the global memory must be
accessed at the same time. Thus, CUDA threads should perform coalesced access
when they access the global memory.

Let a0, a1, . . ., an−1 be n numbers. The prefix-sums â of a are n numbers such
that âi = a0 + a1 + · · · + ai for all i (0 ≤ i ≤ n − 1). Suppose that each variable
A[i] stores ai. After executing A[i] ← A[i] + A[i − 1] for all i (1 ≤ i ≤ n − 1)
in turn, each A[i] stores the prefix-sum âi. The computation of the prefix-sums
of a 1-dimensional array is one of the most important computation for many
algorithms. For example, list ranking problem which determines the position of
each item in a linked list can be solved by computing the prefix-sums. It is also
used for computing the positions of keys in radix sort. In [1], several fundamental
algorithms for computing the prefix-sums on the GPU have been shown. Also,
Merrill et al. [6,7] has presented a more sophisticated GPU implementation for
the prefix-sums using decoupled look-back technique. As far as we know this
algorithm is the most efficient GPU implementation for computing the prefix-
sums of a 1-dimensional array. For later reference, we call this algorithm CUB-
prefix in this paper.

Suppose that a matrix a with n × n elements ai,j (0 ≤ i, j ≤ n − 1) is given.
As usual, we assume that each ai,j is an element in the i-th row and j-th column.
The row-wise prefix-sums correspond to a matrix r of the same size such that
ri,j = ai,0+ai,1+· · ·+ai,j for all i and j (0 ≤ i, j ≤ n−1). Similarly, the column-
wise prefix-sums correspond to a matrix c such that ci,j = a0,j + a1,j + · · · + ai,j

for all i and j (0 ≤ i, j ≤ n − 1). Figure 1 illustrates the row-wise and the
column-wise prefix-sums of a 4 × 4 matrix. They have many applications in the
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input matrix row-wise prefix-sums column-wise prefix-sums

Fig. 1. Row-wise and column-wise prefix-sums of a 4 × 4 matrix

area of image processing. For example, the summed area table [3,4,11] can be
obtained by computing the row-wise prefix-sums and the column-wise prefix-
sums. Also, in the computation of Euclidean distance map of a binary image,
the column-wise prefix-minima is computed [5].

The main contribution of this paper is to present the Look-back Column-wise
Prefix-sum (LCP) algorithm, which computes the column-wise prefix-sums of
a matrix very efficiently on the GPU. It partitions the matrix into small tiles
and the column-wise sums and prefix-sums of every tile are computed using one
CUDA block for each tile in parallel. The LCP algorithm involves several GPU
computing techniques including the warp prefix scan [1], the diagonal arrange-
ment of a matrix [10], and the decoupled look-back [7] to minimize memory access
and synchronization overhead. The LCP algorithm does not perform stride access
to the global memory, shared memory access with bank conflicts, or separated
kernel calls for global synchronization, which involve large overhead. Clearly, no
GPU implementation of column-wise prefix-sum computation of an n×n matrix
can be faster than matrix duplication, in which n2 elements are read and writ-
ten. Thus, we can say that a column-wise prefix-sum algorithm is optimal if the
computing time is equal to matrix duplication. Quite surprisingly, the experi-
mental results on NVIDIA TITAN X GPU show that our LCP algorithm runs
only 2–6% slower than matrix duplication. Thus, our LCP algorithm is almost
optimal.

2 Preliminary

This section shows several fundamental techniques on the GPU necessary to
understand our LCP algorithm and naive algorithms for computing the column-
wise prefix-sums.

Let A be an n×n 2-dimensional array storing a matrix of n×n numbers. We
assume that each A[i][j] storing ai,j is arranged in offset i · n + j of the memory
space for A. Suppose that A stores the values of an n×n matrix a. The row-wise
prefix-sums of a can be computed using n threads as follows:

[Naive row-wise prefix-sum algorithm]
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for i ← 0 to n − 1 do in parallel
for j ← 1 to n − 1 do

thread i performs A[i][j] ← A[i][j] + A[i][j − 1];

Clearly, n threads access A[0][j], A[1][j], . . . , A[n − 1][j] for each j. Since these n
elements are not coalesced, a lot of clock cycles are necessary to read/write these
elements. Similarly, the column-wise prefix-sums can be computed by executing
A[j][i] ← A[j][i]+A[j−1][i]. Since n threads access A[j][0], A[j][1], . . . , A[j][n−1]
for each j, the memory access is coalesced and this naive algorithm may run
efficiently on the GPU. However, only n threads are used and it is not possible
to fully utilize high memory bandwidth of the GPU.

Clearly, the row-wise prefix-sums can be computed efficiently by executing
CUB-prefix [6,7] for every row in parallel. Since CUB-prefix can compute the
prefix-sums of a 1-dimensional array efficiently, this CUB-based row-wise prefix-
sum computation also works very efficiently. However, the same parallel compu-
tation does not work well for the column-wise prefix-sums, because each CUDA
block computes the prefix-sums of stride elements and memory access to the
2-dimensional array in the global memory is not coalesced. Thus, the naive algo-
rithm and the CUB-based algorithm should be used for the column-wise and
the row-wise prefix-sums computations. Further, the CUB-based algorithm run
faster than the naive algorithm because it uses more threads. Hence, we will
develop more efficient algorithm for the column-wise prefix-sums.

Let w = 32 denote the number of threads in a warp of the GPU. Suppose
that each thread in a warp has a register a storing a number and we write
A[i] (0 ≤ i ≤ w − 1) to denote register A of thread i. We assume that a 1-
dimensional array a of size n are stored in register A’s such that each A[i] stores
ai. The prefix-sums of a can be computed in log2 w steps as follows:

[Warp prefix scan]
for k ← 0 to log2 w − 1 do

for i ← 0 to w − 1 do in parallel
thread i performs A[i] ← A[i] + A[i − 2k] if i ≥ 2k;

Figure 2 illustrates how the warp prefix scan computes the prefix-sums. The
reader should refer [1,8,9] for the details. In the warp prefix scan, each thread
i (0 ≤ i ≤ w − 1) must read register A[i − 2k] of thread i − 2k. This register
read can be done very efficiently by warp shuffle function shfl up(A,2k), which
directly reads the value of register A of thread i − 2k. Since no memory access
to the shared memory or the global memory is performed, the warp prefix scan
runs very efficiently on the GPU.

Suppose that we have a w × w 2-dimensional array A stored in the shared
memory with w memory banks. Each A[i][j] is in offset wi + j of S, which is
arranged in bank (wi + j) mod w = j. Thus, the row-wise memory access to
A[i][0], A[i][1], . . . , A[i][w − 1] has no bank conflict while the column-wise mem-
ory access to A[0][j], A[1][j], . . . , A[w − 1][j] is destined for the same bank j. By
the diagonal arrangement which maps each A[i][j] to offset wi+((i+ j) mod w),
both the row-wise memory access and the column-wise memory access have



228 H. Tokura et al.

0 1 2 3 4 5 6 7

0 0-1 1-2 2-3 3-4 4-5 5-6 6-7

0 0-1 0-2 0-3 1-4 2-5 3-6 4-7

0 0-1 0-2 0-3 0-4 0-5 0-6 0-7

0,0

0

0,1

1

0,2

2

0,3

3

0,4

4

0,5

5

0,6

6

0,7

7

1,0 1,1 1,2 1,3 1,4 1,5 1,61,7

2,0 2,1 2,2 2,3 2,4 2,52,6 2,7

3,0 3,1 3,2 3,3 3,43,5 3,6 3,7

4,0 4,1 4,2 4,34,4 4,5 4,6 4,7

5,0 5,1 5,25,3 5,4 5,5 5,6 5,7

6,0 6,16,2 6,3 5,4 6,5 6,6 6,7

7,07,1 7,2 7,3 7,4 7,5 7,6 7,7

warp prefix scan diagonal arrangement

Fig. 2. Illustrating warp prefix scan and diagonal arrangement for w = 8

no bank conflict. Figure 2 illustrates the diagonal arrangement for w = 8.
Since w elements A[i][0], A[i][1], . . . , A[i][w − 1] are arranged in banks i mod w,
(i + 1) mod w, . . ., (i + w − 1) mod w, respectively, the row-wise memory access
is conflict-free. Similarly, the column-wise memory access has no bank conflict.
Thus, the column-wise (or the row-wise) prefix-sums can be computed very effi-
ciently by executing warp prefix scan for each column (or row) in parallel. For
later reference, we call the column-wise prefix-sum computation by this tech-
nique column-wise warp scan.

As we have mentioned, the CUB-based row-wise prefix-sum computation
runs very efficiently, while the CUB-based column-wise prefix-sum performs
stride memory access with large overhead. To avoid stride memory access, we
can transpose the input matrix in advance. More specifically, the column-wise
prefix-sums can be computed, by matrix transposition, the row-wise prefix-sum
computation, and matrix-transposition. Since matrix transposition can be done
very efficiently by coalesced memory access to the global memory [10], this 3-step
algorithm may run more efficiently on the GPU.

3 The Look-back Column-wise Prefix-sums (LCP)
Algorithm on the GPU

This section shows our LCP algorithm that computes the column-wise prefix-
sums on the GPU. Again, let w = 32 denote the number of threads. We use
CUDA blocks with w2 = 1024 threads each and let ti,j (0 ≤ i, j ≤ w − 1) denote
thread j in warp i, i.e. thread iw + j in a CUDA block. Suppose that an n × n
matrix a in the global memory is partitioned into n

wd × n
w tiles of size wd × w

each as illustrated in Fig. 3, where d ≥ 1 is an integer parameter. Let T (i, j)
(0 ≤ i ≤ n

wd − 1 and 0 ≤ j ≤ n
w − 1) denote a tile. We assume that serial

numbers from 0 to n2

w2d − 1 are assigned to tiles in row major order, that is, each
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Fig. 3. Serial numbers assigned to tiles

T (i, j) is assigned a serial number i nw +j. We also call T (i, j) tile k for k = i nw +j
and the computation performed for tile k task k. Each tile is further partitioned
into w strips 0, 1, . . ., w − 1 of size d × w each as illustrated in Fig. 3.

Each tile k (0 ≤ k ≤ n2

w2d − 1) is assigned a CUDA block, which performs
task k in three steps. Let a[i][j] (α ≤ i ≤ α + wd − 1 and β ≤ j ≤ β + w − 1) be
elements of tile k. In Step 1 of task k, the local column-wise sums (LS) of tile k,
a[α][j]+a[α+1][j]+· · ·+a[α+wd−1][j] for all j (β ≤ j ≤ β+w−1), are computed
and written in the global memory. Step 2 computes the global column-wise sums
(GS), a[0][j] + a[1][j] + · · · + a[α + wd − 1][j] for all j (β ≤ j ≤ β + w − 1) and
writes them in the global memory. Finally, the global column-wise prefix-sums
(GP), a[0][j] + a[1][j] + · · · + a[i][j] for all i and j (α ≤ i ≤ α + wd − 1 and
β ≤ j ≤ β + w − 1) are computed and written in the global memory in Step 3.
Thus, when Step 3 of all tasks is completed, all column-wise prefix-sums of a are
stored in the global memory. Figure 4 illustrates the LS, the GS, and the GP of
a tile.

For later reference, we define the state of a tile in the LCP. Initially, all tiles
are in null state. A tile changes to State LS when values of the LS are written
in the global memory in Step 1. After that, it changes to State GS when values
of the GS are written in the global memory in Step 2. The LCP algorithm uses
a 2-dimensional array of size n

wd × n
w in the global memory to store the states

of all n
wd × n

w tiles. A CUDA block assigned to a tile updates the corresponding
element of this 2-dimensional array when the tile changes the state.

A CUDA block is assigned to one of the tiles in increasing order of serial num-
ber in turn. For this purpose, a global counter c initialized by zero in the global
memory is used. A CUDA kernel for the LCP algorithm invokes min( n2

w2d ,m)
CUDA blocks, where m is the maximum number of CUDA blocks that can be
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Fig. 4. The LS, the GS, and the GP of a tile and the computation of three steps

dispatched in the GPU at the same time. For example, NVIDIA TITAN X has
28 streaming multiprocessors with 2048 resident threads each and the LCP uses
CUDA blocks with 1024 threads each, we have m = 28·2048

1024 = 56. The first
thread 0 of every CUDA block performs atomicAdd(&c,1), which exclusively
increments c and returns the value of c before addition. Thus, atomicAdd(&c,1)
returns 0, 1, . . . in turn and no two threads receive the same return value. A
CUDA block with the first thread receiving return value k performs task k for
tile k if k < n2

w2d . It terminates if k ≥ n2

w2d . After task k is completed, it executes
k ←atomicAdd(&c,1) again and performs task k provided that return value k

satisfies k < n2

w2d . Otherwise, it terminates. The same procedure is repeated as
long as return value k satisfies k < n2

w2d .
We first show how w2 threads in a CUDA block perform task 0 for tile 0.

Tasks 1, 2, . . ., n
w − 1 can be done in the same way. Let a[i][j] (0 ≤ i ≤ wd − 1

and 0 ≤ j ≤ w − 1) be elements in tile 0. A CUDA block assigned to tile 0
uses a w × w 2-dimensional array E with the diagonal arrangement. Thus, the
row-wise/column-wise memory access to E is conflict-free. The details of the
algorithm are spelled out as follows:

Step 1.1. Each thread ti,j (0 ≤ i, j ≤ w−1) reads d elements a[id][j], a[id+1][j],
. . ., a[id + d − 1][j] one by one and store them in d registers.

Step 1.2. Each thread ti,j computes the sum a[id][j]+a[id+1][j]+ · · ·+a[id+
d − 1][j] of the d registers and write it in E[i][j] in the shared memory.
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Step 1.3. Execute the column-wise warp prefix scan for E. Clearly, each E[i][j]
stores the value of a[0][j] + a[1][j] + · · · + a[id + d − 1][j] for all i and j.

Step 1.4 and 2. The LS of tile 0, the values stored in E[w − 1][0], E[w − 1][1],
. . ., E[w − 1][w − 1] are written in the global memory. Since tile 0 is in the
topmost row, they are also the GS of tile 0.

Step 3. Each thread ti,j (0 ≤ i, j ≤ w − 1) computes the prefix-sums of E[i −
1][j]+a[id][j], a[id+1][j], a[id+2][j], . . . , a[id+d−1][j] in an obvious way, and
writes them in the global memory. For simplicity, we assume E[−1][j] = 0 for
all j. Since E[i − 1][j] = a[0][j] + a[1][j] + · · · + a[id − 1][j], these prefix-sums
thus obtained are the GP of tile 0.

Clearly, all memory access operations to the global memory are coalesced, and
those to the shared memory are conflict-free.

Next, we will show how tasks n
w and larger are performed. For simplicity, we

show the algorithm for task l nw for tile T (l, 0) such that 1 ≤ l ≤ n
wd − 1. The

other tasks can be done in the same way. Step 1, which computes the LS, can
be done in the same way as task 0 for tile 0. Steps 2 and 3 of task l nw are spelled
out as follows:

Step 2.1. The GS of tile T (l − 1, 0), a[0][j] + a[1][j] + · · · + a[lwd − 1][j] for all
j (0 ≤ j ≤ w − 1), are computed and stored in registers. We will show how
these values are computed later. Let g[j] = a[0][j]+a[1][j]+ · · ·+a[lwd−1][j]
be the GS of tile T (l − 1, 0) thus obtained.

Step 2.2. Each thread tw−1,j (0 ≤ j ≤ w−1) computes g[j]+E[w−1][j], which
is equal to the GS of tile T (l, 0), a[0][j] + a[1][j] + · · · + a[(l + 1)wd − 1][j],
and writes it in the global memory.

Step 3. Each thread ti,j (0 ≤ i, j ≤ w−1) computes the prefix-sums of g[j]+E[i−
1][j]+a[lwd+id][j], a[lwd+id+1][j], a[lwd+id+2][j], . . . , a[lwd+id+d−1][j],
which are equal to the GP of tile T (l, 0), and writes them in the global
memory.

The reader should refer to Fig. 4 illustrating computation performed in three
steps. Step 2.1 is implemented by looking back above tiles. If T (l − 1, 0) is in
State GS, then the GS of T (l−1, 0) can be obtained simply by reading the global
memory. If it is not in State GS then tiles are looked back upwards until it finds
a tile with State GS. Since CUDA blocks run asynchronously, tile 0 may not be
in State GS when it is looked back. If this is the case, it repeatedly reads the
state of tile 0 until it is changed to State GS. Let tile T (l′, 0) (l′ ≤ l − 1) be the
first tile in State GS. The GS of tile T (l − 1, 0) can be computed by summing
the GS of T (l′, 0), the LS of T (l′ + 1, 0), the LS of T (l′ + 2, 0), . . ., and the LS
of T (l − 1, 0). To read the LS of these tiles, the state of each tile stored in the
global memory is repeatedly read until it changes to State LS.

4 Experimental Results

We have used NVIDIA TITAN X GPU, which has 28 streaming multiprocessors
with 128 processor cores each to evaluate GPU implementations of column-wise
prefix-sum computation.
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Table 1. The running time (in milliseconds) of the column-wise prefix-sums computa-
tion for a n×n matrix and the ratio of the running time over that of matrix duplication

n 1K 2K 4K 8K 16K 32K

Duplicate Time 0.0274 0.0974 0.379 1.50 6.00 22.3

Naive Time 0.277 0.557 1.26 3.12 8.48 41.0

Ratio 10.1 5.72 3.33 2.07 1.41 1.84

Column-wise CUB Time 0.138 0.376 1.38 5.25 20.5 83.3

Ratio 5.04 3.86 3.64 3.49 3.41 3.74

Transposed CUB Transpose time 0.101 0.246 0.877 3.90 15.8 61.9

Row-wise time 0.0527 0.125 0.433 1.62 6.32 25.6

Total time 0.154 0.370 1.31 5.52 22.1 87.5

Ratio 5.60 3.80 3.46 3.67 3.68 3.93

LCP Time 0.0281 0.101 0.392 1.58 6.33 23.5

Ratio 1.02 1.04 1.04 1.05 1.05 1.06

Table 1 shows the running time in milliseconds for an n×n matrix with 4-byte
single precision floating point numbers from n =1K (1024) to 32K (32768). In
“duplicate” the input matrix is duplicated using cudaMemcpy, which reads all n2

elements of the matrix and writes them in the other space of the global memory.
Clearly, no column-wise prefix-sum algorithm cannot be faster than “duplicate”,
we can say that the running time of “duplicate” is the lower bound of that of any
column-wise prefix-sum computation. In “naive”, the naive column-wise prefix-
sum algorithm executed using n

32 CUDA blocks with 32 threads each. In the
table, “ratio” is the running time ratio over “duplicate”, that is, the running
time of “naive” divided by that of “duplicate.” Thus, the ratio indicates the
computation overhead, that is, the algorithm has ε overhead if it is 1 + ε. Since
“naive” uses only n threads, the ratio is much larger than 1. In particular, the
overhead is more than 900% when n = 1K, because it uses only 1024 threads on
the GPU with 3584 cores.

In “column-wise CUB”, CUB-prefix is executed for every column in parallel.
Since memory access to the global memory is not coalesced, the overhead is
more than 200% for all n. In “transposed CUB”, matrix transpose, row-wise
CUB, and matrix transpose are executed to compute the column-wise prefix-
sums. In the table, “transpose time” is the time for performing matrix transpose
twice and “row-wise time” is that for executing CUB-prefix for every row in
parallel. We can see that row-wise CUB is much faster than column-wise CUB,
because memory access to the global memory by row-wise CUB is coalesced.
However, due to large overhead of matrix transpose, the running time is almost
the same as “column-wise CUB.”

In our LCP, we fix d = 8, because the running time of LCP for d = 8 is faster
than d = 1, 2, 4, 16, and 32 for all n. Thus, the size of each tile is fixed to 256×32.
Since each of 28 streaming multiprocessor has 2048 resident threads, we should
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invoke min( n2

8192 , 56) CUDA blocks with 1024 threads each. Since n ≥ 1024, only
56 CUDA blocks are invoked. From the table, we can see that the LCP is much
faster than “naive”, “column-wise CUB”, and “transposed CUB.” In particular,
the ratio is very close to 1 and the overhead is only 2–6%. Thus, we can say that
computation performed by our LCP is almost hidden by necessary coalesced
memory access to the global memory.

5 Conclusion

In this paper, we have shown an almost optimal parallel algorithm for com-
puting the column-wise prefix-sums of a matrix on the GPU. The computation
overhead over necessary global memory access is only only 2–6%. Hence, our
implementation is almost optimal.
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Abstract. Since today’s clusters consist of nodes with multicore pro-
cessors, modern parallel applications should be able to deal with shared
and distributed memory simultaneously. In this paper, we present a novel
hybrid work stealing scheme for the APGAS library for Java, which is
a branch of the X10 project. Our scheme extends the library’s runtime
system, which traditionally performs intra-node work stealing with the
Java Fork/Join framework. We add an inter-node work stealing scheme
that is inspired by lifeline-based global load balancing. The extended
functionality can be accessed from the APGAS library with new con-
structs. Most important, locality-flexible tasks can be submitted with
asyncAny, and are then automatically scheduled over both nodes and
cores. In experiments with up to 144 workers on up to 12 nodes, our
system achieved near linear speedups for three benchmarks.

Keywords: Task pool · Work stealing · APGAS · Java

1 Introduction

Almost all present high performance computing systems deploy multicore pro-
cessors and a high speed network. Efficient use of these architectures requires a
combination between the traditional approaches of shared and distributed mem-
ory parallel programming.

The Partitioned Global Address Space (PGAS) model is a popular base for
such hybrid programming. In this model, a partition of the global address space,
together with some computational resources, is denoted as place. Each place
can access every memory partition, but accesses to the local partition are faster
than accesses to remote partitions. Beside the original PGAS model, there is an
asynchronous variant, in which sequential tasks can be spawned at runtime on
user-defined places.

This asynchronous PGAS variant is, for instance, implemented in the lan-
guage X10 [5] and the related APGAS library for Java [15]. In both, tasks can
be created on the current place with the async construct, and on a specified
remote place with a combination of the constructs async and at.
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Many applications involve locality-flexible tasks that can run equally well on
any resource of the overall system. For these tasks, programmers want to achieve
load balancing without the need to worry about their placement. Habaner-
oUPC++, another implementation of the asynchronous PGAS variant, provides
an asyncAny construct for spawning locality-flexible tasks [7]. These tasks are
automatically distributed over all places and place-internal computing resources,
called workers. Implementation strategies are described in [7]. Unfortunately,
that publication does not report speedup values, and we were not able to obtain
speedups with the code provided by the authors [14].

As of yet, asyncAny is unique to HabaneroUPC++, whereas other asyn-
chronous PGAS implementations only support intra-place work stealing in their
runtime systems. X10’s standard library additionally supports inter-place work
stealing for task-based irregular applications with the separate Global Load Bal-
ancing (GLB) framework [18]. In previous work, we developed a multithreaded
GLB variant for APGAS [12]. Still, both GLB implementations have a limitation
of one worker per place. Thus, exploiting a multicore system requires to start
a separate place on each core, which results in unnecessary communication and
increased memory load.

This paper introduces a novel hybrid work stealing scheme for the APGAS
library. We selected this library, since it is based on Java, one of the most popular
programming languages in general, which also gains more and more attention as
an interesting language in high-performance computing [1].

Our hybrid work stealing scheme is inspired by the asyncAny construct of
HabaneroUPC++, but the implementation is different. Our scheme combines
the intra-place work stealing of Java’s ForkJoinPool with GLB’s lifeline-based
inter-place work stealing. We customized the ForkJoinPool to enable polling
out multiple tasks at once, which can then be sent to a remote thief. In contrast,
HabaneroUPC++ utilizes the scalable locality-aware adaptive work stealing
scheduler for intra-place work stealing [4]. In its inter-place scheme, a good vic-
tim is selected with the help of network Remote Direct Memory Access (RDMA),
and an unlimited number of remote victims is contacted.

Our implementation extends the APGAS source code [6]. New constructs are
asyncAny, asyncAnyFinish and a few others that supports storing and reducing
task results. The asyncAnyFinish construct resembles X10’s finish. It defines
a scope, in which asyncAny-tasks may be spawned recursively and synchronize
at the end. Overall, this paper makes the following contributions:

– It introduces a hybrid work stealing technique that combines GLB’s lifeline
scheme with Java’s ForkJoinPool.

– It describes the implementation of this technique in the APGAS library for
Java.

– It presents experimental results for three benchmarks (Unbalanced Tree
Search, Betweenness Centrality and NQueens) that show near linear speedups
over sequential execution with up to 144 workers on up to 12 places.

The paper is structured as follows. Section 2 provides background informa-
tion about APGAS and the GLB lifeline scheme. After that, Sect. 3 explains
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programming with the novel constructs. The design and implementation of
the hybrid work stealing technique are explained in Sect. 4. Experiments are
described and discussed in Sect. 5. The paper finishes with related work and
conclusions in Sects. 6 and 7, respectively.

2 Background

2.1 APGAS Library

The APGAS library is written in Java 8. It brings the parallel programming
concepts of X10 to Java by using lambdas [15]. Each place is represented by a
Java Virtual Machine (JVM).

APGAS programmers encapsulate computations in lightweight asynchronous
tasks, and specify the mapping of each task to a place. The APGAS runtime exe-
cutes the different tasks with multiple workers. Inside each place, it deploys a task
pool that is an instance of the Java class ForkJoinPool [9]. Thus, workers corre-
spond to Java threads. Users can set the number of workers via APGAS THREADS,
default is the number of CPU cores.

The async construct submits a task to the local ForkJoinPool. It is exe-
cuted right away, or when a worker becomes available. The call always returns
immediately. The at construct sends a task to a specified remote place, where
it is inserted into the local ForkJoinPool. The at construct blocks until the
transferred task has been executed. The asyncAt construct performs the same
actions as at, but in an asynchronous manner such that it returns immediately.
The immediateAsyncAt construct immediately starts a new Java thread on the
remote place, which executes a specified task. Such a thread runs concurrently
to the ForkJoinPool.

When task spawning is enclosed by a finish block, the block’s execution
ends only when all submitted async and asyncAt-tasks, including recursively
spawned ones, have been executed.

2.2 Lifeline-Based Global Load Balancing

GLB deploys the so-called lifeline scheme. Each worker runs on a separate place,
where it maintains its own task pool. It takes tasks from the pool for processing,
and inserts any newly generated tasks there. The following task model is used:

– Tasks are free of side effects.
– Each task generates a result and possibly new tasks.
– Each worker accumulates task results in a partial result.
– The final result is computed from partial results by a reduction operation.
– All results have the same type. The reduction operator matches this type,

and is commutative and associative.

If a worker runs out of tasks, it tries to steal tasks from another worker. First,
the thief contacts up to w random victims and, if not successful, afterwards up
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to z lifeline buddies. If a victim has no tasks, it responds with a reject message,
otherwise it sends tasks, called loot. When all w + z steal attempts have returned
unsuccessfully, the thief goes inactive. An inactive thief is restarted when a
lifeline buddy sends loot in reaction to an earlier recorded steal request. When
all workers have become inactive, the final result is computed.

3 Programming with AsyncAny-Tasks

We provide the following constructs for APGAS:

– asyncAny: Submits a locality-flexible task, which is initially placed in the
local pool.

– asyncAnyFinish: Returns when all submitted tasks from a block have been
processed.

– staticInit: Creates a copy of static data (e.g. constants), which are passed
as parameter on each place.

– staticAsyncAny: Resembles asyncAny, but allows to specify an initial place-
ment and refers to a list of tasks.

– mergeResult: Merges a task result into a partial result.
– reduceAsyncAny: Computes the final result by reduction and returns it.

Listing 1.1 shows an example. In line 1, an asyncAnyFinish block is spawned
to detect when all asyncAny-tasks that are submitted in line 3 of the loop have
been finished.

1 asyncAnyFinish (() -> {
2 for (int i = 0; i < n; i++) {
3 asyncAny (() -> {
4 UserResult r = new UserTask ().compute ();
5 mergeResult(r);
6 });
7 }
8 }, 1000);
9 reduceAsyncAny ().display ();

Listing 1.1. Submitting asyncAny-tasks within an asyncAnyFinish block

The class UserTask must be provided by the user for each type of task. Its
compute() method contains the application code for the task. The computation
returns a result of type UserResult (line 4). This class has to extend the abstract
APGAS class AsyncAnyResult<T>, where T is the result type. Therefore, the user
result class must implement the methods display(), getResult() and a few
others.
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Internally, the APGAS runtime deploys a result array of type
AsyncAnyResult<T> on each place. Its length corresponds to the number of
workers. The call of mergeResult (line 5) saves the task result by accumulating
it in the worker’s array entry.

The final result of all tasks is computed by the call to reduceAsyncAny
(line 9). This call must be placed behind an asyncAnyFinish-block and refers
to the result computed in this block. The asyncAnyFinish construct provides
an optional second parameter which switches on a periodic computation and
display of a preliminary result. In line 8, the parameter is set to 1000, such that
the preliminary result is displayed every 1000 ms.

4 Design and Implementation

We extended the open source code of APGAS and will commit our changes to
the official APGAS repository [6].

As mentioned in Sect. 2, APGAS deploys the Java class ForkJoinPool for
the place-internal pools. A call of asyncAny inserts a task into the local instance
of this pool, from where it can be stolen away later. We combined the intra-
place work stealing of the internal pool with inter-place work stealing, which is
performed by a dedicated management worker.

4.1 Management Worker

A call to asyncAnyFinish starts one management worker on each place. This
worker is not scheduled by the ForkJoinPool, but runs in a separate Java thread
concurrently to the pool. The management worker realizes a modified variant
of the lifeline scheme. Pseudocode of its main loop is shown in Listing 1.2. The
operations in the loop are performed once per second, except when the worker is
inactive (line 10). In GLB, in contrast, a worker performs these operations after
processing n tasks.

If the local pool contains less unprocessed tasks than there are available
workers, work stealing starts (line 4). This is a difference to GLB, where the
stealing only starts when a worker has no tasks left. Stealing is performed with
immediateAsyncAt. Unlike the lifeline scheme, our work stealing scheme involves
direct accesses to remote task pools, in which a thief tries to pull half of the
unprocessed tasks from the victim’s pool itself. We modified the ForkJoinPool
to enable pulling multiple tasks at once. This polling can be performed concur-
rently to the running computation, because the task pool deploys internal syn-
chronization. If the victim is out of work, the thief aborts the stealing request.
Otherwise, the loot is sent with staticAsyncAny.

If w + z stealing attempts were unsuccessful, the management worker sends
a notification to place 0 and goes inactive (line 6–9).

The management worker is reactivated when an asyncAny-task is submitted
on its place. This can happen through a user call to asyncAny or when loot
arrives via staticAsyncAny.
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1 while (tasks available) {
2 send loot to recorded lifeline thieves;
3 if (not enough local tasks left) {
4 try to steal from up to w+z victims;
5 }
6 if (all local tasks have been executed &&

all potential victims were contacted) {
7 notify place 0;
8 go inactive;
9 }

10 sleep one second;
11 }

Listing 1.2. Main loop of management worker

4.2 AsyncAnyFinish

The existing finish implementation observes every single task, which induces a
high overhead when the number of tasks is large. Therefore, we implemented a
new asyncAnyFinish construct, which observes loot only. This construct inter-
nally starts a new thread that executes the corresponding block, and afterwards
cyclically checks whether (1) the internal pool contains unprocessed tasks, and
(2) there are unprocessed tasks in remote pools.

The first condition is checked with standard methods from the ForkJoinPool
class. To check the second condition, each place holds an int array stealCounts
with one entry per place. Entries are initialized with 0. Before a victim sends
loot, it increments its local stealCounts[thief]. When a thief receives loot,
it decrements its local stealCounts[thief]. Just before a management worker
goes inactive, it sends its stealCounts array to place 0 (line 7 in Listing 1.2).
On place 0, the received arrays are added to the local stealCounts array. If all
entries are 0, the second condition from above must be met, and all management
workers have become inactive. Thus, the asyncAnyFinish thread on place 0
terminates all management workers and itself.

5 Experiments

Experiments were run on a cluster with 12 homogeneous nodes. Each node has
256 GB of main memory and two six-core Intel Xeon E5-2643-v4E5 CPUs [16].
First, we measured the intra-place speedup by varying the number of workers
from 1 to 12. Then, we measured the inter-place speedup by varying the number
of places from 1 to 12. Here, each place was mapped to a separate node and
deployed 12 workers internally. Java was used in version 1.8.0 121.

As benchmarks we adapted Unbalanced Tree Search (UTS) [8], NQueens and
Betweenness Centrality (BC) [2]. UTS and BC were taken from X10’s standard
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library [5], and NQueens was taken from the HabaneroUPC++ repository [14].
We ported the three benchmarks to Java, thereby using APGAS and our novel
constructs.

UTS counts the number of nodes in a highly irregular tree, which is dynami-
cally generated from node descriptors. NQueens calculates the number of place-
ments of N queens on an N × N chessboard, so that no two queens threaten
each other. BC calculates a centrality score for each node of a given graph. UTS
and NQueens start with a single task, which is submitted with asyncAny, while
the other tasks are spawned dynamically. BC initializes all tasks statically at the
beginning and spreads them evenly over all places with staticAsyncAny. The
result is a single long value for UTS and NQueens, and a long array with one
entry per graph node for BC.

UTS was started with geometric tree shape, branching factor b = 4, random
seed s = 19, and tree depth d = 17. Like in GLB [5], the initial task processes
up to 511 tree nodes, and afterwards submits a new asyncAny-task for half of
the remaining tree nodes. Any subsequent task does the same. NQueens was
started with N = 17, but asyncAny-tasks are only spawned up to a tree depth
of 6, as in the HabaneroUPC++ implementation [14]. BC was started with
random seed s = 2, number of graph nodes N = 215 for intra-place experiments
and with N = 217 for inter-place experiments. Moreover, we observed the best
performance with a chunk size of 32.

Figures 1(intra-place) and 2(inter-place) depict the measured speedups for
the three benchmarks. As we can see, all benchmarks achieve near linear speedup.
NQueens even has a slightly superlinear speedup with 12 workers, which is prob-
ably caused by its exploratory decomposition [3]. NQueens deviates up to 2.40%
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Fig. 1. Intra-place speedup over sequential execution time
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from the linear speedup, UTS deviates up to 22.78% (both with 11 workers),
and BC deviates up to 11.12% (with 12 workers).

Figure 2 shows that all benchmarks perform well with the new hybrid work
stealing scheme. They get close to near linear speedup, although the deviation
is a bit higher with 14.78% for BC and 26.54% for NQueens, both on 12 places.
UTS, on the other hand, has a smaller deviation of 17.62% on 12 places. The
overall slightly lower performance of inter-place work stealing is probably caused
by communication costs. Comparing the hybrid variants with 144 workers to the
sequential base variants, UTS achieves a speedup of 100 and NQueens of 109.

0

1

2

3

4

5

6

7

8

9

10

11

2 3 4 5 6 7 8 9 10 11 12

Sp
ee
du

p

Number of Places

UTS
NQueens

BC

Fig. 2. Inter-place speedup over one place execution time with 12 workers

Furthermore, we ran experiments with 11 workers per place instead of 12,
so that one CPU core was reserved for the management worker. The loss in
speedup was about proportional to the reduction in the number of workers, from
which we conclude that the management workers needs almost no computational
resources. Consequently, it does not pay off to reserve a core for it.

6 Related Work

As mentioned before, the idea of hybrid work stealing with asyncAny tasks was
adopted from HabaneroUPC++ [7], but our implementation is fundamentally
different. The HabaneroUPC++ scheme does not limit the number of remote vic-
tims and selects them with the help of network Remote Direct Memory Access
(RDMA). A performance comparison between variants with and without RDMA
in [7] reveals an enhancement by up to 7% with RDMA. In contrast, we have
adopted the lifeline scheme from GLB [18], and thus steal from up to w + z
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remote victims, which are selected without RDMA. Like HabaneroUPC++, we
utilize a dedicated management worker for the inter-place work stealing. How-
ever, HabaneroUPC++ runs it on a dedicated CPU core that does not partici-
pate in the actual computation, whereas we use as many computation workers
as cores. Finally, HabaneroUPC++ binds to C++, and APGAS to Java.

An earlier outcome of the Habanero project is Habanero-C MPI (HCMPI).
It integrates the place-internal task parallelism of Habanero-C [13] with MPI’s
message passing model between the places.

Yamashita and Kamada [17] present multistage execution and multithreading
for GLB in X10. Each worker maintains an own queue, and each place holds two
shared queues for intra- and inter-place work stealing, respectively. However, the
overall scheme is quite complicated, and the implementation has problems with
network message scheduling.

Paudel et al. investigate hybrid task placement in X10 with work stealing and
work dealing, respectively [10,11]. Both papers deploy a dedicated thread for
inter-place communication. Programmers use annotations to distinguish tasks
into location-sensitive and location-flexible ones. Both task types are handled
together in their work stealing scheme, which uses multiple deques per place.
Work dealing achieves speedups from 2% to 16% [10], and work stealing achieves
speedups from 12% to 31% [11], each in comparison to X10’s default scheduler.

7 Conclusions

In this paper, we have presented a combined intra- and inter-place work stealing
technique for the APGAS library. APGAS programmers can submit locality-
flexible tasks via asyncAny, and the APGAS runtime automatically schedules
them over all places and their computational resources. We have described the
usage and implementation of the extended APGAS library. Moreover, we ported
three benchmarks to this library, and observed near linear speedups with up to
144 workers on up to 12 places.

Future work should measure performance on a larger scale. Furthermore, we
plan to combine the submission of locality-flexible and standard APGAS tasks
inside the same finish, and support nested asyncAnyFinishs.

Acknowledgments. This work is supported by the Deutsche Forschungsgemein-
schaft, under grant FO 1035/5-1.
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Abstract. Molecular Dynamics (MD) is a widely used tool for simu-
lations of particle systems with pair-wise interactions. Since large scale
MD simulations are very demanding in computation time, parallelisa-
tion is an important factor. As in the current HPC environment different
heterogeneous computing architectures are emerging, a benchmark tool
for a representative number of these architectures is desirable. OpenCL
as a platform-overarching standard provides the capabilities for such a
benchmark. This paper describes the implementation of an OpenCL MD
benchmark code and discusses the results achieved on different types of
computing hardware.

Keywords: Molecular Dynamics · OpenCL
Shared memory parallelisation · Many-core architectures

1 Introduction

Molecular Dynamics (MD) is widely used in various scientific domains, e.g.
materials science or biophysics, where the evolution of specific systems can be
described by point-like or extended particles, obeying the classical equations
of motion [5,8]. Parametrised potentials describe pair-wise interactions between
particles that may have either short-ranged (e.g. Lennard Jones interactions [5])
or long-ranged (e.g. electrostatics [7]) influences. The essential difference between
long- and short-range interactions is the number of interaction partners, which
strongly determines the performance of the method and also determines differ-
ent types of, e.g., parallelisation schemes. While long range interactions require
essentially all atoms in the system as interaction partners, short range interac-
tions can be restricted to a narrow range, defined by a spherical region of radius
Rc (the cutoff radius), in which interactions decrease to a sufficiently small value
which can be tolerated as error.

In the present paper we will focus on short-range interactions, for which
also neighbour list techniques will be considered which allow for a linear com-
putational complexity with increasing number of particles in the system (cmp.
Fig. 1).
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For a shared-memory parallelisation the construction of these neighbour lists
must avoid race conditions which would occur, when multiple threads try to
update the list of a single cell at the same time, which can be expected for the
case of a thread-parallel implementation where particles are divided between
threads and are sorted into the cell structure simultaneously. To avoid possible
race-conditions there exist basically three options: (i) explicit synchronisation;
(ii) list copies; or (iii) atomic memory access implemented via compare-and-swap
(CAS) operations.

Rc

Fig. 1. Schematic of a particle sys-
tem in 2D with overlayed cell struc-
ture for sorting. The circle with
radius Rc illustrates the interac-
tion range of a tagged particle.

In order to implement a function portable
benchmark that can be run on a variety of
different architectures, it is required to use a
programming language that supports a large
variety of architectures. OpenCL is one pos-
sible choice as it supports code execution on
CPUs, GPUs, FPGAs as well as Intels Xeon
Phi architecture. [1] Although other languages
or language extensions, such as Intel TBB or
OpenACC exist, which provide the possibility
to run code on a set of different architectures,
for this work OpenCL was chosen, because it
supports all of the platforms available at the
Jülich Supercomputing Centre (JSC). The set
of features of OpenCL that can be used for
a platform-overarching benchmark is limited
by the lowest commonly supported OpenCL
standard as well as by the set of extensions

commonly available on these platforms. While the standard level defines the
syntax and general features that can be used, some functionality is kept in
extensions, e.g. the use of double-precision calculations or CAS functionality.
To execute the same program version on all considered architectures we had to
comply with OpenCL 1.2, which was found as common standard level on all
machines.

2 Benchmark

In the present article we focus on short range interacting particle systems, where
the range of influence is defined by the cutoff radius RC . When introducing
the concept of linked-cell lists, the computational complexity is O(NM), where
N is the number of particles in the system and M the maximum number of
particles in a cell [8,10]. As benchmark system we consider particles in a cuboid
3-dimensional box of lengths Lα (α = x, y, z) with periodic boundary conditions,
interacting via the repelling part of the Lennard-Jones potential [5], which is a
typical representative for a short range potential

U(r ≤ r∗) = 4ε
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−
(σ

r

)6

+
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with cut-off radius r∗ = 21/6σ and U(r > r∗) = 0 from where forces F = −∇U(r)
onto particles are computed; r is the distance between two particles, ε the depth
of the potential well and σ the characteristic size of a particle. To propagate
particles continuously in space the classical equations of motion are integrated
via the standard Verlet algorithm [5].

In the present article we consider a constant average number of particles
per cell 〈M〉, which leads to a total number of particles in the system N =
nxnynz〈M〉, with nx, ny, nz being the number of cells in each cartesian direction.
The relation of cell size lc to the cutoff radius Rc is simply given by Rc = lc =
21/6σ or σ = lc/21/6 and therefore the boxsize is Lα = nαRc.

In the next section different techniques are described, which improve the
performance of the simulation before presenting the results of the benchmarks
in the final section.

3 Implementation of the Algorithm and Data Structures

3.1 Algorithmic Implementation Details

While a multi-node parallelization of MD simulations, e.g. based on a domain
decomposition [9], is standard, the shared-memory parallelization of neighbor
cell construction within each of the decomposed domains is not trivial. Since
the most efficient way to sort particles into spatial cells is to distribute particles
onto different threads. This might lead to possible concurrent memory accesses,
if more than one thread attempts to sort particles into the same cell. As the
memory access is not synchronized by default, race conditions can occur due to
simultaneous write operations into single memory locations, leading to erroneous
accounting of particles and list constructions.

Three different approaches will be described to avoid such race conditions: (i)
list copying, (ii) explicit synchronization and (iii) atomic memory access. Each
of these approaches has its specific advantages and disadvantages.

Of the three different approaches the synchronization-based approach is the
one that requires the fewest changes to the sequential implementation (ref.
Algorithm 1). The array containing the cell entries needs to be initialized with a
terminating value indicating the end of the list, the array containing the particle
lists needs to be initialized similarily.

Algorithm 1. Sequential implementation of neighbor cell sorting
entry ← EOA; list ← EOA // initialize to end-of-array (EOA)
for all particles pidx ∈ {i}N do

cidx ← f (x[pidx], y[pidx], z[pidx]) // calculate cell index from particle coordinates
list[pidx] ← entry[cidx] // update list element to current cell entry
entry[cidx] ← pidx // update cell entry;

end

As is seen in Algorithm 1 a problem might occur if two threads try to simul-
taneously update the cell information. If these threads execute the first step,
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i.e. updating list[pidx], before any of them completes the second step, i.e.
updating entry[cidx], it follows that their particles are pointing in list to
the same former entry particle, entry[cidx], ignorant of each other. Then, after
updating entry[cidx] in the second step, entry[cidx] will contain only one of
those particle indices, the linked list is broken and excludes the other particle
from being accessible through the list.

In order to combine the two statements into one ’atomic’ statement, one can
either use critical sections or locks. Both of these techniques introduce overhead
cost due to the implicit synchronization. Of the two the latter shows a much
better scaling behavior than the first, since the creation of a critical section will
serialize that section [6]. For this benchmark all of these synchronization-based
approaches are not feasible, since the asynchronous execution of work groups
excludes global synchronization. Therefore race-conditions happening between
two different work groups cannot be avoided by these techniques.

In contrast to the synchronization-based approaches the copy-based approach
utilizes thread-local partial copies of the final result in order to avoid race-
conditions. Each thread independently works on its local copy and sorts all of
its particles into this copy. After each thread has finished the local copies are
merged. While this variant can be very efficient for a small number of threads,
it becomes less effective once the number of threads reaches a threshold value,
which depends on memory size and bandwidth [6]. This is due to the increased
number of copies, which have to be filled simultaneously, leading to random
access to (main) memory. For massively parallel systems, this approach is not
feasible since the memory size requirements grow linearly with the number of
threads, particularly on GPUs or Intel MICs, where hundreds and thousands of
threads work concurrently. As a consequence, this approach has been discarded
for the present benchmark.

Listing 1. Creation of a neighbor list using CAS operations in OpenCL

1 int old , cmp;
2 // arrays of particle positions (x,y,z), NC = no. of cells per dim
3 int cidx = (int)(x[pidx]/l_c) +
4 (int)(y[pidx]/l_c) * NC +
5 (int)(z[pidx]/l_c) * NC * NC;
6 // application of CAS operation to update list/entry
7 do
8 {
9 // store old entry particle index

10 old = entry[cidx];
11 // update next particle in list for particle pidx
12 list[pidx] = old;
13 // try to update entry particle of target cell cidx
14 cmp = atomic_cmpxchg(entry+idx ,old ,gid);
15 }
16 // if update failed , repeat the process
17 while(old != cmp);

Therefore, an approach is required which ensures the correctness of a parallel
list construction without exacerbating the memory demand. Atomic memory
access is a possible solution utilizing the compare and swap (CAS) operation.
This hardware operation compares the value stored at a memory address to a
test value before updating the memory address. Listing 1 shows as an example
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for the parallel list construction implemented with a CAS operation in OpenCL:
First, the cell index cidx is calculated for the local particle pidx. Within a
loop the first entry of the particle list of this cell entry[cidx] is stored in a
temporary test value old. Then, the particle list at index pidx is updated to the
value of old. This operation can be performed safely, since no other work item
processes particle pidx. Next, the CAS operation is used to attempt an update
of entry[cidx]. Now two different outcomes might occur: (i) entry[cidx] was
changed in the mean time by another work item. In this case the value of old
is not equal to the current value of entry[cidx], the update is omitted and
the loop is repeated. (ii) the value of entry[cidx] was not changed and its
value is identical to that of old. In this case entry[cidx] is updated. The CAS
operation returns the current value of entry[cidx], for (i) a value different from
old, for (ii) the same value as old. In order to check the success of the update,
the return value of the CAS operation is stored to cmp and compared with old
at the end of the loop.

Compared to an update of a memory location by an assignment, hardware
supported CAS operations slightly increase the runtime due to the performed
compare operation. The essential advantage of the CAS operation is that it can
be applied to work items of different work groups in an OpenCL implementa-
tion. Therefore the implementation using the CAS operation was the method of
choice for this benchmark.

3.2 Organization and Distribution of Data Structures

An important aspect concerns data locality, i.e. both the important differ-
ence between sorted and unsorted particle data and their access as well as
the layout of the data structures containing this data. To this end, two dif-
ferent memory layouts were implemented for the arrays used to store the par-
ticle data. The first is an array of structures (AoS), where each structure con-
tains the data of a single particle, the second is a structure of arrays (SoA),

Table 1. List of implemented OpenCL
kernels: distribution of (p) particles or (c)
cells onto work items.

Kernel function Distrib.
Creation of particles p
Initial. of cells c
Initial. of particle lists p
Creation of neighbor lists p
Counting of cell contents c
Prefix sums calc. (sorting) c
Resort of particle array c
Calculation of interactions c
Integration of particles p

where a single structure contains a
collection of arrays, each represent-
ing a parameter of a particle. In a
SoA the data of a single particle has
the same index in each of the arrays.
For both implementations (AoS and
SoA) a sorting algorithm was imple-
mented, that sorts the particle data
array with regard to the neighbor list,
i.e. particles in the same neighbor cell
are grouped together in the particle
data array to have higher data local-
ity. In the result section differences
between these four possible implemen-
tations will be shown.



Benchmarking Molecular Dynamics with OpenCL 249

In order to compare a representative set of multi- and many-core architec-
tures, while avoiding a rewrite of the code for each individual type, OpenCL
was selected as a portable programming language. Basic parts of the MD algo-
rithm were implemented into different OpenCL kernels (see Table 1), in order to
benchmark the functional units of the program independently. The table shows
the different ways of distributing data to the work items and related kernel
functions which either act on a single particle or on a complete cell. Some of
the kernel functions require data of all particles in a cell to compute properties
resulting from the whole environment of a particle, e.g. the calculation of total
forces on a particle. Others can update the individual particle state information
independently from other particles, e.g. the propagation of position or velocities.

If not mentioned otherwise, the number of work items (wi) within a work
group (wg) is kept constant, so that the number of required work groups for a
given system is calculated by nwg = n/nwi, where n = N (number of particles)
or n = Nc (number of cells), depending on the kernel (Table 1).

4 Architectures

The benchmarks were conducted on three different machines: JURECA [2],
JUROPA3 [3] (two of the supercomputer systems at JSC) as well as on
a testing system for GPUs. Table 2 shows the specifications for the differ-
ent architectures used for benchmarking. JUROPA3 has different partitions,

Table 2. Specifications of the systems used for the dif-
ferent architectures: (sp) single precision (dp) double
precision

Architecture Relevant components Peak performance

GPU (K20) NVIDIA K20X 3.95 TF (sp), 1.31 TF (dp)
GPU (K80) NVIDIA K80 5.6 TF (sp), 1.87 TF (dp)
GPU (S10000) AMD S10000 5.91 TF (sp), 1.48 TF (dp)
Xeon Phi (5110P) Intel Xeon Phi 5110P 1.011 TF (sp)
CPU (SandyBridge) Intel Xeon E5 2650 128 GF

that employ the same
CPUs (Intel E5 2650), but
contain different acceler-
ators. For the scope of
this paper the bench-
marks were run on the
GPU and the Intel Xeon
Phi partitions. Due to the
availability of the Intel
OpenCL driver on the Intel Xeon Phi partition, the CPU comparison was con-
ducted on JUROPA3 instead of running them on the faster E5-2680 Haswell
processors on JURECA, where no OpenCL support is available for the CPU.
Since the AMD GPU has less memory available than its NVIDIA counterparts,
larger benchmarks could not be performed on the card. For all the tests the
code was compiled with the GNU compiler version 4.9.3., with operating system
CentOS 7.

5 Results

To compare the performance on the different architectures, several benchmark
runs were conducted. The most basic one was the comparison of the nor-
malised runtime of the interaction kernel on each architecture (see Fig. 2a–f).
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Fig. 2. Runtime comparison on all architectures, using single-precision calculations.
Note the shift in scale in (d) and (f) in order to show the full range.
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Here, normalisation is defined as the measured runtime divided by the num-
ber of particles and the number of timesteps. No data transfer times were
included, since the data is kept resident in the device memory for the com-
plete benchmark and no additional data transfer is required. For the case
of resorting the time required to resort the data is included into the pre-
sented times, i.e. the runtime is the sum of the time spent in the interac-
tion kernel and the time spent to resort the data. All results were obtained
with single precision calculations. For the AMD GPU (Fig. 2c) the AoS vari-
ant of the benchmark failed to execute for unknown reasons and therefore
only the SoA results are presented. When comparing the benchmark results,
it can be seen that the different architectures show a specific behavior;

104 105 106 107
10−8

10−7

10−6

10−5

number of particles

no
rm

al
iz
ed

ru
nt
im

e K20
K80
AMD
MIC
CPU

Fig. 3. All architecture comparison
(double precision)

since the K20X (Fig. 2a) and the K80
GPUs (Fig. 2b) are different versions of
the same production line, their results
look fairly similar. With the excep-
tion of the Xeon E5-2650 CPU (Fig. 2e)
all benchmarks suggest an architecture-
dependent minimum problem size that
must be reached before a stable perfor-
mance is achieved. I.e. for small system
sizes the specific runtime is exceedingly
large compared with large system sizes.
Exemplary this is shown in Fig. 2a and
is due to the latency of high frequency
accesses to small chunks of memory. Since
transfer times are excluded in the results,
an additional contribution to this behaviour is expected to result from a device-
dependent overhead induced by the scheduling of the work-groups on the device.
On the CPU this behaviour can only be observed to a smaller extent than on
the other devices. For nearly all architectures, except the Xeon Phi (Fig. 2d) it
can be observed that in the case of non-sorted data the runtime for larger prob-
lem sizes increases again. This can be understood by the fact that non-sorted
data are scattered over memory and will have an unfavourable access pattern
compared to the case of sorted data, where all particles belonging to a single cell
are stored consecutively in memory. A possible explanation, why this behaviour
cannot be observed on the Xeon Phi is the much lower overall performance of
the Xeon Phi which hides the data access time behind a large computation time.
For all other architectures the compute time is already so small that data access
time is a crucial measure for the overall performance.

The choice of the data structure has a strong impact on the GPU performance
and to a smaller extent also on the Xeon and Xeon Phi architectures. Since for the
calculation of the forces within the interaction kernel only parts of the particle
data is required (position and forces), it is very inefficient to store the whole
set of data (velocities, masses, indices) within a single structure. In this case all
the particle data within the complete structure would be loaded into the cache,
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filling it with nonessential data, i.e. leading to unnecessary data transfer and
inefficient cache usage. However, if data is stored in individual arrays, data of
consecutive particles is loaded into cache, and can be reused more efficiently.
The difference between GPU and CPU performance comes into play when con-
sidering the size of data loaded into the registers. CPUs have a smaller capacity
of data size loaded into registers, i.e. the load-operations need to be performed
with a higher frequency than on a GPU. Therefore, the ratio between perfor-
mance and load-operations is less favourable on a CPU and data layout patterns
have less impact on the overall performance. On the other hand a GPU can
operate most efficiently on large streams of data which can be consecutively
processed. If the overall number of data loading operations is increased due
to nonessential items in the data structures, performance degradation becomes
more severe. This might explain the differences in the performance between GPU
architectures (NVIDIA GPUs in Fig. 2a, b) and CPUs (Fig. 2e).

One peculiar detail that was observed on the AMD S10000 is the low single-
precision performance compared to the NVIDIA cards. From the specification
of the peak performance characteristics (cmp. Table 2), the AMD card should
perform on the same level as the K80. However, the memory bandwidth of the
S10000 is lower when compared to the NVIDIA GPUs leading to a reduced
overall performance of the single-precision benchmark. For the case of double
precision calculations, the frequency of load operations gets lower and therefore
the effect of memory bandwidth limitations gets less pronounced (cmp. Fig. 3).
Therefore, measuring double-precision performance on the AMD GPU shows
comparable results to the NVIDIA K80, as could be expected.

Overall the benchmark shows a better performance for GPUs in comparison
to the Xeon E5-2650 when test systems have a sufficient size, i.e. beyond showing
memory latencies (Fig. 2f). Only for double-precision calculations it is observed
that the K20X is only as fast as the CPU (cmp. Fig. 3). We only note here that
the performance on the Xeon Phi is lacking behind all other architectures, since
it is roughly a magnitude slower than other machines (Fig. 2f). A main reason
for this behaviour is the missing vectorisation optimisation of the code, which
was out of focus for this paper. Furthermore, the OpenCL drivers might lack
best optimisation for the Intel Xeon Phi KNC, since the OpenCL support for
KNC is deprecated [1].

6 Conclusion

One of the main goals of the present investigation was to investigate the per-
formance characteristics of a function portable cell based MD program on vari-
ous architectures. OpenCL has been selected as a programming language which
allows for interoperability on different types of architectures, e.g. CPU and GPU
based systems. Without any changes of the code it was possible to execute the
code on several multi- and many-core systems available at JSC. As a downside of
that approach the benchmark was not optimised for either of the architectures
and therefore did not present optimal performance achievable. This especially
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accounts for the Xeon Phi system, where vectorisation is an essential issue to
outperform a simple porting of a given program in comparison to running (even
not optimised) on other architectures. On the other side this approach offers the
possibility to have a comparison between basic features on the different archi-
tectures, e.g. memory bandwidth and core speed. To account for different data
access patterns, we included the comparison of AoS and SoA, which is an impor-
tant issue for the GPU architectures. It could be shown, that the SoA layout
even improves the performance on the CPU for the non-sorted case and does
not degrade performance in the sorted case. In this respect it can be concluded
that further optimisation for GPU architectures will lead most probable to a
significant performance gain compared to CPUs. Since the OpenCL support for
Xeon Phi is already deprecated, it remains to be seen, if OpenCL will remain to
be a valid option supporting newer Intel Xeon Phi architectures, e.g., KNL. Nev-
ertheless, the choice of OpenCL provides the option to design MD simulation
packages that can run on a variety of different architectures, without the need
to provide specialised kernels or programs for each individual machine. In the
present article we focused the work on function portability. At least as impor-
tant as this is the request for performance portability, which we excluded from
the present investigation, but which is of high importance in view of the devel-
opments towards more complex and heterogeneous architectures. International
consortia are considering this aspect and it has to be awaited whether this leads
to simplified porting and improved accessibility of future architectures (for a
collection of contributions, see e.g. [4]).
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Abstract. The aim of this paper is to evaluate Cilk Plus as a language-
based tool for simple and efficient parallelization of recursively defined
computational problems and other problems that need both task and
data parallelization techniques. We show that existing source codes can
be easily transformed to programs that can utilize multiple cores and
additionally offload some computations to coprocessors like Intel Xeon
Phi. We also advise how to improve simplicity and performance of data
parallel algorithms by tuning data structures to utilize vector extensions
of modern processors. Numerical experiments show that in most cases
our Cilk Plus versions of Adaptive Simpson’s Integration and Belman-
Ford Algorithm for solving single-source shortest-path problems achieve
better performance than corresponding OpenMP programs.

Keywords: Cilk Plus · Multicore · Xeon Phi · Vectorization
Offload · Recursive algorithms · Shortest-path problems

1 Introduction

Recently, multicore and manycore computer architectures have become very
attractive for achieving high performance execution of scientific applications
at relatively low costs [8,17,20]. Modern CPUs and accelerators achieve per-
formance that was recently reached by supercomputers. Unfortunately, the pro-
cess of adapting existing software to such new architectures can be difficult if
we expect to achieve reasonable performance without putting much effort into
software development. For example, the use of OpenCL [10] leads to a substan-
tial increase of software complexity. However, sometimes the use of high-level
language-based programming interfaces devoted to parallel programming can
get satisfactory results with rather little effort [19].

Software development process for modern Intel multicore CPUs and many-
core coprocessors like Xeon Phi [8,17] requires special optimization techniques to
obtain codes that would utilize the power of underlying hardware. Usually it is
not sufficient to parallelize applications because in case of such computer archi-
tectures efficient vectorization is crucial for achieving satisfactory performance
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[8,20]. Unfortunately, very often compiler-based automatic vectorization is not
possible because of some non-obvious data dependencies inside loops [1,21]. On
the other hand, people expect parallel programming to be easy and they prefer to
concentrate on algorithms and use simple and powerful programming constructs
that can utilize underlying hardware.

Cilk Plus introduces new extensions to C/C++ programming languages
to express task and data parallelism using high-level constructs [8,9,12,18].
Although Cilk Plus has more usability than OpenMP [6], it is not very pop-
ular (several interesting applications can be found in [2,3,13,15]).

In this paper we show that Cilk Plus can be very easily applied to parallelize
recursively defined adaptive Simpson’s integration rule [11] and such implemen-
tation can be easily transformed to utilize coprocessors like Intel Xeon Phi. We
also advise how to simplify move from OpenMP to Cilk Plus and improve the
performance of such algorithms by tuning data structures to utilize hardware
(i.e. vector units) of modern multicore and manycore processors. As an example
we consider our Cilk Plus implementation of Belman-Ford algorithm for solving
the single-source shortest-path problem [7] which achieves better performance
than the corresponding simple OpenMP version of the algorithm. These two
computational problems have been chosen to demonstrate the most important
features of Cilk Plus that can be easily added to sequential C/C++ programs.

2 Short Overview of Cilk Plus

Cilk Plus offers several powerful extensions to C/C++ that allow to express
both task and data parallelism [8,17]. The most important constructs are useful
to specify and handle possible parallel execution of tasks:

cilk for followed by the body of a for loop tells that iterations of the loop can
be executed in parallel. Runtime applies the divide-and-conquer approach to
schedule tasks among active workers to ensure balanced workload of available
cores.

cilk spawn permits a given function to be executed asynchronously with the
rest of the calling function.

cilk sync tells that all tasks spawned in a function must complete before exe-
cution continues.

Another important feature of Cilk Plus is the array notation which introduces
vectorized operations on arrays. Expression A[start:len:stride] represents an
array section of length len starting from A[start] with the given stride. Omit-
ted stride means 1. The operator [:] can be used on both static and dynamic
arrays. There are also several built-in functions to perform basic computations
among elements in an array such as sum, min, max etc. It should be noticed that
the array notation can also be used for array indices. For example, A[x[0:len]]
denotes elements of the array A given by indices from x[0:len].

Intel Cilk Plus also supports Shared Virtual Memory which allows to
share data between the CPU and the coprocessor what is promising especially
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for complex data structures [8,17]. Such shared variables are declared using
Cilk shared keyword. It also allows to declare functions that should be avail-
able for CPU and coprocessors. Computations can be offloaded to coprocessors
for asynchronous execution using Cilk spawn Cilk offload construct. In such
a case all necessary data are moved to the coprocessor. Memory synchronization
between the CPU and the coprocessor takes place when an offloaded function is
called by CPU or an offloaded function returns (i.e. when cilk sync is used).
The description of other features of Cilk Plus (like reducers) can be found in [17].

3 Two Examples of Computational Problems

Now we will present two exemplary problems which can be easily parallelized
and optimized using Cilk Plus. All implementations have been tested on a server
with two Intel Xeon E5-2670 v3 (totally 24 cores with hyperthreading, 2.3 GHz),
128 GB RAM, with Intel Xeon Phi Coprocessor 7120P (61 cores with multi-
threading, 1.238 GHz, 16 GB RAM), running under CentOS 6.5 with Intel Par-
allel Studio ver. 2017, C/C++ compiler supporting Cilk Plus. Experiments on
Xeon Phi have been carried out using its native and offload modes.

3.1 Adaptive Simpson’s Integration Rule

Let us consider the following recursive method for numerical integration called
Adaptive Simpson’s Rule [11]. We want to find the approximation of

I(f) =
∫ b

a

f(x)dx (1)

with a user-specified tolerance ε. Let S(a, b) = h
6 (f(a) + 4f(c) + f(b)), where

h = b − a and c is a midpoint of the interval [a, b]. The method uses Simpson’s
rule to the halves of the interval in recursive manner until the following stopping
criterion is reached [14]:

1
15

|S(a, c) + S(c, b) − S(a, b)| < ε. (2)

Figure 1 shows our parallel version of the straightforward recursive implementa-
tion of the method [4]. Note that we have only included keywords Cilk spawn
and Cilk sync. The first one specifies that cilkAdaptiveSimpsonsAux() can
execute in parallel with the remainder of the calling kernel. Cilk sync tells that
all spawned calls in the current call of the kernel must complete before execu-
tion continues. For comparative purposes we have also implemented the method
using OpenMP tasks [16], where the keywords Cilk spawn and Cilk sync are
simply replaced with task and taskwait constructs.

Another Cilk implementation of the method assumes that some computa-
tions can be offloaded to a coprocessor (i.e. Xeon Phi, if available). The auxil-
iary kernel cilkAdaptiveSimpsonsAux() should be declared with the keyword
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Fig. 1. Parallel version of Adaptive Simpson’s method

Cilk shared, what makes the function available for CPU and coprocessors. In
the main kernel cilkAdaptiveSimpsonsOff(), the integration over the first half
of the interval [a, b] can offloaded to Xeon Phi using Cilk spawn Cilk offload
construct, while the rest is to be done by CPU.

Table 1 shows the execution time of our three parallel implementations
applied for finding the approximation of

∫ 4.4

−4.4
exp(x2)dx with ε = 1.0e − 7 and

depth = 40 (namely OpenMP with tasks, Cilk, and Cilk with offload). We can
observe that cilkAdaptiveSimpsons() outperforms ompAdaptiveSimpsons()
significantly (about four times faster for CPU and three times for Xeon Phi). It
should be noticed that the execution time (seconds) of the sequential version of
the method is 62.8 for CPU and 638.04 for Xeon Phi. Thus, the speedup achieved
by our Cilk implementation is 14.35 (CPU) and 70.66 (Xeon Phi), respectively.

Our non-offloaded Cilk version scales very well when the number of Cilk
workers increases up to 24 for CPU and 60 for Xeon Phi, respectively, i.e. to the
number of physical cores. The further increase in the number of workers results
in smaller and rather marginal gains. For cilkAdaptiveSimpsonsOff(), we can
observe that the shortest execution time is achieved for twelve workers. Then the
execution time of cilkAdaptiveSimpsonsAux() on CPU and Xeon Phi working
on the halves of the interval is approximately the same.

3.2 Bellman-Ford Algorithm for the Single-Source Shortest-Path
Problem

Let G = (V,E) be a directed graph with n vertices labeled from 0 to n − 1
and m arcs 〈u, v〉 ∈ E, where u, v ∈ V . Each arc has its weight w(u, v) ∈ R
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Table 1. Execution time (s) of ompAdaptiveSimpsons(), cilkAdaptiveSimpsons()

and cilkAdaptiveSimpsonsOff() for
∫ 4.4

−4.4
exp(x2)dx

2x E5-2670 and Xeon Phi 7120P (coprocessor)

number of threads/workers (CPU) 2 4 6 12 24 48

ompAdaptiveSimpsons() 202.71 101.43 68.03 34.36 17.43 15.45

cilkAdaptiveSimpsons() 61.99 31.06 20.64 10.57 5.39 4.32

cilkAdaptiveSimpsonsOff() 34.28 17.06 11.33 5.67 5.78 5.95

Xeon Phi 7120P (native mode)

number of threads/workers 2 30 60 120 180 240

ompAdaptiveSimpsons() 1355.67 92.60 45.57 31.13 29.22 28.52

cilkAdaptiveSimpsons() 478.11 32.44 16.71 10.51 9.33 9.03

and we assume w(u, v) = ∞ when 〈u, v〉 �∈ E. For each path 〈v0, v1, . . . , vp〉 we
define its length as

∑p
i=1 w(vi−1, vi). We also assume that G does not contain

negative cycles. Let d(s, t) denotes the length of the shortest path from s to t or
d(s, t) = ∞ if there are no paths from s to t.

Algorithm 1 is the well-known Belman-Ford method for finding shortest
lengths of paths from a given source s ∈ V to all other vertices [7].

Algorithm 1. Bellman-Ford Algorithm
Data: G = (V,E), |V | = n, s ∈ V , w(u, v) for all u, v ∈ V
Result: D[v] = d(s, v) for all v ∈ V

1 for v ∈ V do
2 D[v] ← w(s, v)
3 end
4 D[s] ← 0
5 for k = 1, . . . , n − 2 do
6 for v ∈ V \ {s} do
7 for u ∈ V such that 〈u, v〉 ∈ E do
8 D[v] ← min (D[v],D[u] + w(u, v))
9 end

10 end

11 end

The most common basic implementations of the algorithm assume that a
graph is represented as an array that describes its vertices. Each vertex is
described by an array containing information about incoming arcs. Each arc
is represented by the initial vertex and arc’s weight. It is also necessary to store
the length of arrays describing vertices. In order to parallelize such a basic imple-
mentation using OpenMP (see Fig. 2, left), we should notice that the entire algo-
rithm should be within the parallel construct. Then the loops 7–13 and 18–26
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can be parallelized using for construct with clause schedule(dynamic,ChS).
Thus, iterations are divided into pieces having a size specified by chunk size ChS
and such pieces are dynamically dispatched to threads. The assignment in line 4
needs to be a single task (i.e. defined by single). Moreover, we need two copies
of the array D for storing current and previous updates within each iteration of
the loop 20–25. It should be noticed that this loop is automatically vectorized by
the compiler. For the sake of simplicity, we also assume that the vertex labeled
as 0 is the source.

Fig. 2. Belman-Ford algorithm implemented using OpenMP and Cilk Plus

In our Cilk Plus implementation (see Fig. 2, right), the loops 7–13 and 18–26
are parallelized using cilk for construct. We also assume that each vertex of
a given graph is represented by two arrays of the same size. The first one (i.e.
inv) sorted in increasing order contains labels of initial vertices of incoming
arcs. The next one (i.e. inw) stores weights of corresponding arcs. Then (lines
21–24) we can simply vectorize the body of the loop using built-in function
sec reduce min() to find minimum among elements in the array given by the

sum of the array inw and necessary elements from the array d1 given by indices
from inv. This is a very fine example of using the array notation.

Table 2 shows the results of experiments performed for the considered imple-
mentation of Belman-Ford algorithm, namely basic, ompBF1, ompBF2 and
cilkBF. Note that ompBF2 is another implementation that uses OpenMP and
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Table 2. Execution time (in seconds) of three implementations of Algorithm 1

2x E5-2670 Xeon Phi 7120P

max deg basic ompBF1 ompBF2 cilkBF basic ompBF1 ompBF2 cilkBF

The number of nodes n = 4000

10 0.20 0.16 0.16 0.19 4.73 0.48 0.43 0.99

20 0.30 0.21 0.16 0.20 6.24 0.84 0.87 1.03

50 0.57 0.25 0.19 0.25 10.04 1.76 1.63 1.38

100 1.05 0.25 0.26 0.35 15.29 2.34 2.05 1.50

200 2.07 0.38 0.31 0.32 27.37 2.26 2.08 1.94

500 5.13 0.67 0.35 0.42 54.97 1.75 1.93 1.70

1000 10.34 0.71 0.92 0.59 100.37 2.60 2.87 2.40

2000 22.22 1.51 1.49 1.07 200.16 5.68 6.22 4.16

The number of nodes n = 10000

10 1.70 0.75 0.83 0.52 31.89 1.02 1.10 3.07

20 2.20 0.80 0.74 0.55 39.66 1.16 1.23 3.26

50 3.74 0.82 0.79 0.71 61.50 1.48 1.54 3.60

100 6.72 0.98 0.96 0.78 97.62 2.31 2.41 4.84

200 13.09 1.22 1.35 1.08 168.09 3.72 3.60 4.98

500 32.99 2.53 2.38 1.61 369.67 7.68 8.90 9.34

1000 71.88 3.90 4.87 4.01 684.38 14.49 16.01 10.85

2000 156.82 12.65 12.68 11.63 1331.26 27.82 30.62 18.25

the same data layout as cilkBF. All results have been obtained for graphs gen-
erated randomly for a given number of vertices and maximum degree (i.e. the
maximum number of incoming arcs). We can observe that the parallel implemen-
tations are much faster than the basic (i.e. non-parallelized) implementation of
Algorithm 1. Usually ompBF2 is faster than ompBF1. cilkBF outperforms
ompBF1 and ompBF2 for larger and wider graphs. However, in case of our
OpenMP implementations, Table 2 shows the best results chosen from several
runs for various values of ChS. Thus, one can say that our OpenMP versions
have been manually tuned. In case of cilkBF, the runtime system has been
responsible for load balancing.

We can observe that for sufficiently large graphs all parallel implementa-
tions utilize multiple cores achieving reasonable speedup (see Fig. 3). Moreover,
cilkBF outperforms ompBF significantly, especially on Xeon Phi. This is the
effect of the efficient and explicit vectorization of the loop 7–9 in Algorithm1. For
this architecture it is also important to vectorize sufficiently long loops. Indeed,
the speedup grows when the maximum degree (i.e. the length of the arrays inv
and inw) grows.
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Fig. 3. Speedup of OpenMP and Cilk Plus implementations versus non-parallelized
basic version of Belman-Ford algorithm

It should be noticed that we have also tested another version of cilkBF
that uses Cilk spawn Cilk offload construct and where all data structures
have been shared between CPU and coprocessors. Unfortunately, the need for
synchronization of Shared Virtual Memory at the end of each iteration (i.e. the
loop 16–28) leads to a very large increase in processing time and our imple-
mentation with offloading is over 10× slower than cilkBF. However, Shared
Virtual Memory is perfect for exchanging irregular data with limited size, when
explicit synchronization is not used frequently. Both sides (CPU and coproces-
sor) should operate on memory allocated locally. Local data can be persisted
using more sophisticated techniques (the use of Cilk Plus together with #pragma
offload).
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4 Conclusions and Future Work

We have shown that Cilk Plus can be very easily applied to parallelize recursively
defined problems like Adaptive Simpson’s Integration Rule and such implemen-
tation can be easily modified to utilize coprocessors like Intel Xeon Phi. It is also
easy to move from OpenMP to Cilk Plus and improve the performance of such
algorithms by tuning data structures to utilize hardware (i.e. vector units) of
modern multicore and manycore processors. For sufficiently large graphs, our
Cilk implementation of Belman-Ford algorithm for solving the single-source
shortest-path problem achieves really better performance than corresponding
OpenMP versions of the algorithm. Thus, Cilk Plus is a good choice for people
who want to concentrate on algorithms and prefer to use simple high-level pro-
gramming constructs to express parallelism. Of course, it is clear that the use
of OpenMP together with more advanced programming tools allows to fine-tune
programs for a particular architecture [17,20]. However, this involves a much
greater effort.

In the future, we plan to implement some other important computational
problems using Cilk Plus. It would also be interesting and important to find
problems that can benefit from using Shared Virtual Memory.
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Abstract. Task-based programming models for shared memory – such
as Cilk Plus and OpenMP 3 – are well established and documented.
However, with the increase in heterogeneous, many-core and parallel sys-
tems, a number of research-driven projects have developed more diver-
sified task-based support, employing various programming and runtime
features. Unfortunately, despite the fact that dozens of different task-
based systems exist today and are actively used for parallel and high-
performance computing, no comprehensive overview or classification of
task-based technologies for HPC exists.

In this paper, we provide an initial task-focused taxonomy for HPC
technologies, which covers both programming interfaces and runtime
mechanisms. We demonstrate the usefulness of our taxonomy by clas-
sifying state-of-the-art task-based environments in use today.

Keywords: Task-based parallelism · Taxonomy · API
Runtime system · Scheduler · Monitoring framework · Fault tolerance

1 Introduction

A large number of task-based programming environments have been developed
over the past decades, and the task-based parallelism paradigm has proven widely
applicable for consumer applications. Conversely, in high-performance comput-
ing (HPC) loop-based and message-passing paradigms are still dominant. In this
work, we specifically aim to categorize task-based parallelism technologies which
are in use in HPC.

For the purpose of this work, we define a task as follows
c© Springer International Publishing AG, part of Springer Nature 2018
R. Wyrzykowski et al. (Eds.): PPAM 2017, LNCS 10778, pp. 264–274, 2018.
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A task is a sequence of instructions within a program that can be processed
concurrently with other tasks in the same program. The interleaved execu-
tion of tasks may be constrained by control- and data-flow dependencies.

Many programming languages support task-based parallelism directly with-
out external dependencies. Examples include the C++11 thread support library,
Java via its Concurrency API, or Microsoft TPL for .NET. Except for C++, we
do not study these languages in detail in this paper, since they are not common
in the HPC domain.

The Cilk language1 [19] allows task-focused parallel programming, and is an
early example of efficient task scheduling via work stealing. OpenMP [4], which
we consider a language extension, integrates tasks into its programming interface
since version 3.0. Industry-standard and well-supported parallel libraries based
on task parallelism have emerged, such as Intel Cilk Plus [24] or Intel TBB [25].
Task-based environments for heterogeneous hardware have also naturally devel-
oped with the emergence of accelerator and GPU computing; StarPU [8] is an
example of such an environment.

In addition, task-based parallelism is increasingly employed on distributed
memory systems, which constitute the most important target for HPC. In this
context, tasks are often combined with a global address space (GAS) program-
ming model, and scheduled across multiple processes, which together form the
distributed execution of a single task-parallel program. While some examples of
global address space environments with task-based parallelism are specifically
designed languages such as Chapel [6] and X10 [18], it is also possible to imple-
ment these concepts as a library. For instance, HPX [10] is an asynchronous GAS
runtime, and Charm++ [23] uses a global object space.

This already very diverse landscape is made even more complex by the recent
appearance of task-based runtimes using novel concepts, such as the data-centric
programming language Legion [1]. Many of these task-based programming envi-
ronments are maintained by a dedicated community of developers, and are often
research-oriented. As such, there might be relatively little accessible documen-
tation of their features and inner workings.

Crucially, at this point, there is no up to date and comprehensive taxon-
omy and classification of existing common task-based environments. This makes
it very difficult for researchers or developers with an interest in task-based
HPC software development to get a concise picture of the alternatives to the
omnipresent MPI programming model. In this work, we attempt to address
this issue by providing a taxonomy and classification of both state-of-the-art
task-based programming environments and more established alternatives. We
consider a task-based environment as consisting of two major components: a
programming interface (API) and a runtime system; the former is the inter-
face that a given environment provides to the programmer, while the latter

1 Note that we use the term “language” for Cilk and Cilk Plus, even though they
build on C/C++. The reasoning is that a Cilk Plus compiler is strictly required for
compilation (unlike e.g. OpenMP).
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encompasses the underlying implementation mechanisms. We present a set of
API characteristics allowing meaningful classification in Sect. 2. For discussing
the more involved topic of runtime mechanisms, we further structure our analy-
sis into the overarching topics of scheduling, performance monitoring, and fault
handling (see Sect. 3). Finally, based on the taxonomy introduced, we classify
and categorize existing APIs and runtimes in Sect. 4.

2 Task-Parallel Programming Interfaces (APIs)

The Application Programming Interface (API) of a given task-parallel program-
ming environment defines the way an application developer describes parallelism,
dependencies, and in many cases other more specific information such as the
work mapping structure or data distribution options. As such, finding a way to
concisely characterize APIs from a developer’s perspective is crucial in providing
an overview of task-parallel technologies.

In this work, we define a set of characterizing features for such APIs which
encompasses all relevant aspects while remaining as compact as possible. A sub-
set of these features was adapted from previous work by Kasim et al. [11]. To
these existing characteristics we added additional information of general impor-
tance – such as technological readiness levels – as well as features which relate to
new capabilities particularly relevant for modern HPC like support for hetero-
geneity and resilience management. We will now define each of these character-
istics and their available options for categorization. Explicit (e) support refers
to features which require extra effort or implementation by the developer, while
implicit (i) support means that the toolchain manages the feature automatically.

Technology Readiness. The technology readiness of the given API and its
implementations according to the European Commission definition.2

Distributed Memory. Whether targeting distributed memory systems is sup-
ported. Options are no support, explicit support, or implicit support. explicit
refers to, for example, message passing between address spaces, while auto-
matic data migration would be an example of implicit support.

Heterogeneity. Indicates whether tasks can be executed on accelerators (e.g.
GPUs). Explicit support indicates that the application developer has to
actively provision tasks to run on accelerators, using a distinct API.

Worker Management. Whether the worker threads and/or processes need to
be started and maintained by the user (explicit) or are provided automatically
by the environment (implicit).

Task Partitioning. This feature indicates whether each task is atomic – can,
thus, only be scheduled as a single unit – or can be subdivided/split.

Work Mapping. Describes the way tasks are mapped to the existing hardware
resources. Possibilities include explicit work mapping, implicit work mapping
(e.g. stealing), or pattern-based work mapping.

2 https://ec.europa.eu/research/participants/data/ref/h2020/wp/2014 2015/
annexes/h2020-wp1415-annex-g-trl en.pdf. Accessed: 2017-05-03.

https://ec.europa.eu/research/participants/data/ref/h2020/wp/2014_2015/annexes/h2020-wp1415-annex-g-trl_en.pdf
https://ec.europa.eu/research/participants/data/ref/h2020/wp/2014_2015/annexes/h2020-wp1415-annex-g-trl_en.pdf
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Synchronization. Whether tasks are synchronized in an implicit fashion, e.g.
by regions or the function scope, or explicitly by the application developer.

Resilience Management. Describes whether the API has support for task
resilience management, e.g. fine-grained checkpointing and restart.

Communication Model. Either shared memory (smem), message passing
(msg), or Partitioned Global Address Space (pgas).

Result Handling. Whether the tasking model features explicit handling of the
results of task computations – for example, return types accessed as futures.

Graph Structure. The type of task graph dependency structure supported by
the given API: a tree structure, an acyclic graph (dag) or an arbitrary graph.

Task Cancellation. Whether the tasking model supports cancellation of tasks:
no cancellation support; cancellation is supported either cooperatively (only
at task scheduling points) or preemptively.

Implementation Type. How the API is implemented and addressed from a pro-
gram. A tasking API can be provided either as a library, a language extension,
e.g. pragmas, or an entire language with task integration.

3 Many-Task Runtime Systems

Many-task runtime systems serve as the basis for implementing these APIs, and
are considered a promising tool in addressing key issues associated with Exascale
computing. In this section we provide a taxonomy of many-task runtime systems,
which is summarized and illustrated in Fig. 1.

A crucial difference among various many-task runtime systems is their target
architecture. The evolution of many-task runtime systems started from homo-
geneous shared-memory computers with multiple cores and continued towards
runtimes for heterogeneous shared-memory and distributed-memory systems.
Support for distributed-memory systems varies significantly across different sys-
tems: in case of implicit data distribution, data distribution is handled by the
runtime, without putting any burden on the application developer; on the other
hand, in explicit data distribution, distribution across the nodes is explicitly
specified by the programmer.

Modern HPC systems require efficiency not only in execution times, but
also in power and/or energy consumption. Thus, whether the runtime provides
scheduling objectives other than the total execution time is another impor-
tant distinction. At the same time, there is not a single standard scheduling
methodology that is being used by all many-task runtime systems. Some of
them provide automatic scheduling within a single shared-memory machine while
the application developer needs to handle distributed-memory execution explic-
itly, while others provide uniform scheduling policies across different nodes.

Many-task runtimes may require performance introspection and mon-
itoring to facilitate the implementation of different scheduling policies. While
traditionally it was not part of runtimes, requirements for on-the-fly perfor-
mance information have surfaced. Thus, most task-based runtimes already pro-
vide and make use of introspection capabilities. Fault tolerance is another key
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factor that is important in many-task runtime systems in the context of Exas-
cale requirements. As detailed in Sect. 3.3, a runtime may have no resilience
capabilities, or it may target task faults or even process faults.

Many-Task
Runtime Systems

Target
architectureShared-

memory

Distributed-
memory

Fault
tolerance

(Section 3.3)

None Recovery
from task
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Recovery
from

process
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Performance
Analysis
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Performance
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time

Multi-
objective

Scheduling
Methods
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Dynamic

Hybrid

Data
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across nodes

Explicit

Implicit

Fig. 1. Taxonomy of many-task runtime systems.

3.1 Scheduling in Many-Task Runtime Systems

Task Scheduling Targets. Depending on the capabilities of the underlying
many-task runtime system, its scheduling domain is usually limited to a sin-
gle shared-memory homogeneous compute node, a heterogeneous compute node
with accelerators, homogeneous distributed-memory systems of interconnected
compute nodes, or in a most generic form to heterogeneous distributed-memory
systems. By supporting different types of heterogeneous architectures, the run-
time can facilitate source code portability and support transparent interaction
between different types of computation units for application developers.

Traditionally, execution time has been the main objective to minimize for
different scheduling policies. However, the increasing scale of HPC systems makes
it necessary to take the energy and power budgeting of the target system into
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account as well. Therefore, some many-task runtime systems have already started
providing energy-aware [14] scheduling policies3. In addition, recent research
projects, such as AllScale4 focus on multi-objective scheduling policies trying to
find optimal trade-offs among conflicting optimization objectives like execution
time, energy consumption and/or resource utilization.

Task Scheduling Methods. Extensive research has been conducted in task
scheduling methodologies. We do not try to list all different techniques for task
scheduling, but rather highlight methods used in state-of-the-art many-task run-
time systems. The task scheduling problem can be addressed either in a static
or dynamic manner. In the former case, depending on the decision function it is
assumed that either one or more of the following inputs are known in advance: the
execution times of each task, inter-dependencies between tasks, task precedence,
resource usage of each task, the location of the input data, task communica-
tions, and synchronization points. This is by no means an exhaustive list but it
gives an indication of the multiple possible a priori inputs for static scheduling.
Using all this information the scheduling can be performed offline during com-
pilation time. On the other hand, dynamic scheduling is mainly used in the case
where there is not enough information in advance or obtaining such information
is not trivial. Additionally, hybrid policies which integrate static and dynamic
information are possible.

Most static scheduling algorithms used in many-task runtime systems are
based on the list scheduling methods. Here, it is assumed that the scheduling
list of tasks is statically built before any task starts executing and the sequence
of the tasks in the list is not modified. The list scheduling approach can easily
be adapted and used for dynamic scheduling by re-computing and re-sequencing
the list of tasks. As a matter of fact, heuristic policies based on list scheduling
and performance models are employed in some many-task runtime systems [8].

Work-stealing. [2] can be considered as the most widely used dynamic schedul-
ing method in task-based runtime systems. The main idea in work-stealing is to
distribute tasks between per-processor work queues, where each processor oper-
ates on its local queue. The processors can steal tasks from other queues to
perform load-balancing. There are two main approaches in implementing work-
stealing, namely, child-stealing and parent-stealing. In parent-stealing, which is
also called work-first policy, a worker executes a spawned task and leaves the
continuation to be stolen by another worker. Child-stealing, which is also called
help-first policy, does the opposite, namely, the worker executes the continua-
tion and leaves the spawned task to be stolen by the other workers. Another
approach to dynamic scheduling for many-task runtime systems is the work-
sharing strategy. Unlike work-stealing, it schedules each task onto a processor
when it is spawned and it is usually implemented by using a centralized task pool.
In work-sharing, whenever a worker spawns a new task, the scheduler migrates it
to a new worker to improve load balancing. As such, migration of tasks happens
more often in work-sharing than that of in work-stealing.
3 http://starpu.gforge.inria.fr/doc/html/Scheduling.html#Energy-basedScheduling.
4 The AllScale EC-funded FET-HPC project: allscale.eu.

http://starpu.gforge.inria.fr/doc/html/Scheduling.html#Energy-basedScheduling
www.allscale.eu
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Few of the existing many-task runtime systems provide energy efficient
scheduling policies. In the primitive case it is assumed that the application can
provide an energy consumption model which can be used by a scheduling policy
as part of its objective function. In more advanced cases, the runtime provides
offline or online profiling data, such as, instructions per cycle (IPC) and last
level cache misses (LLCM). This data is used to build a look-up table that maps
each frequency setting with the triple of IPC, LLCM, and the number of active
cores. Then, a scheduling decision based on this information [14].

3.2 Performance Monitoring

The high concurrency and dynamic behavior of upcoming Exascale systems
poses a demand for performance observation and runtime introspection. This
performance information is very valuable to guide HPC runtimes in their exe-
cution and resource adaption, thereby maximizing application performance and
resource utilization.

When targeting performance observation, performance monitoring software
is either generating data to be used online [1,7,13,15,16] or offline [1,5,8,15]. In
other words, whether the collected data is going to be used while the application
still runs or after its execution. Furthermore, this taxonomy can be extended with
respect to who is consuming data – either the end user (performance analysis)
or the runtime itself (introspection and historical data). Real-time performance
data (introspection and performance models from historical data) will play an
important role in Exascale for runtime adaptation and optimal task-scheduling.

3.3 Task, Process, and System Faults

For this topic, we extend a recent taxonomy [22] from the HPC domain to include
the concept of task faults. We retain detectability of faults as the main criterion,
but distinguish three levels of the system: distributed execution, process, and
task (see Fig. 2). Each of these levels may experience a fault, and each of them
has a different scope.

Distributed execution

Process

Task

System Fault

Process fault

Task
fault

detects
detects

Undetected

Fig. 2. A taxonomy of faults
based on the detection capabil-
ities: task faults, process faults,
and system faults.

Task Faults: Tasks have the smallest scope of
the three; still, a failure of a task may affect
the result of a process, and subsequently of a
distributed run. A typical example are unde-
tected errors in memory. The process which runs
a task is generally capable of detecting task
faults. There are several examples of shared-
memory runtimes, where task faults within par-
allel regions have been detected and corrected
[17,20].

Process Faults: A process may also fail, which
leads to the termination of all underlying tasks.
For example, a node crash can lead to a process
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failure. In such a scenario, a process cannot detect its failure; however, in a
distributed run, another process may detect the failure, and trigger a recovery
strategy across all processes. A recovery strategy in this case may rely on one of
two redundancy techniques: checkpoint/restart or replication.

System Faults: On the last level, a distributed system execution may fail in
cases of severe faults like switch failure, or power outage. In this case, a failure
cannot be detected. No recovery strategy can be applied in such scenarios.

4 Classification

Table 1 classifies the existing task-parallel APIs according to the API taxonomy
(see Sect. 2), however with additional clarifications. First, for an API to support
a given feature, this API must not require the user to resort to third party
libraries or implementation-specific details of the API. For instance, some APIs
offer arbitrary task graphs via manual task reference counting [21]. This does
not qualify as support in our classification. Second, all APIs shown as featuring
task cancellation do so in a non-preemtive manner due to the absence of OS-level
preemption capabilities.

Some entries require additional clarification. In C++ STL, we consider the
entity launched by std::async to represent a task. Also, while StarPU offers
shared memory parallelism, it is capable of generating MPI communication from
a given task graph and data distribution [8], hence it is marked with explicit
support for distributed memory using a message-based communication model.
Furthermore, PaRSEC includes both a task-based runtime that works on user-
specified task graph and data distribution information, as well as a compiler that
accepts serial input and generates this data. As the latter is limited to loops, we
only consider the runtime in this work.

Several observations can be made from the data presented in Table 1. First, all
APIs with distributed memory support also allow task partitioning and support
heterogeneity in some form. APIs offering implicit distributed memory support
employ a global address space. Second, among APIs lacking distributed memory,
only OmpSs offers resilience (via its Nanos++ runtime), and distributed memory
APIs only recently started to include resilience support [3] – likely driven by the
continuous increase in machine sizes and hence decreased mean-time-between-
failures. Finally, some form of heterogeneity support is provided in almost all
modern APIs, though it often requires explicit heterogeneous task provisioning
by the programmer.

Table 2 provides the corresponding classification with respect to the runtime
system and its subcomponents (see Sect. 3). It is worth mentioning that there
are various contributions extending runtime features, but these contributions
are not part of the main release yet. We do not consider such extended fea-
tures in our taxonomy. For instance, recent work in X10 [12] extends the X10
scheduler with distributed work-stealing algorithms across nodes; however, we
classify X10 as not (yet) having a distributed scheduler. The same applies to
StarPU and OmpSs. Namely, new distributed-memory scheduling policies are
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Table 1. Feature comparison of APIs for task parallelism.

Table 2. Feature comparison of runtimes for task parallelism.

being developed for both runtimes, however, they are not part of their main
release yet5. Also, for Chapel, X10, and HPX, there is automatic data distri-
bution support (runtime feature); however, these runtimes require explicit work
mapping in distributed memory environments (API feature).

5 We received feedback from their developers.
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Most of the runtime systems have similarities in scheduling within a single
shared-memory node and work-stealing is the most common method of schedul-
ing. On the other hand, there is no established method for inter-node scheduling.
For instance, ParSEC [9] only provides a limited inter-node scheduling based on
remote completion notifications, while Legion uses distributed work-stealing.

5 Conclusions

The shift in HPC towards emerging task-based parallel programming paradigms
has led to a broad ecosystem of different task-based technologies. With such
diversity, and some degree of isolation between individual communities of devel-
opers, there is a lack of documentation and common classification, thus hindering
researchers to have a complete view of the field. In this paper, we provide an
initial attempt to establish a common taxonomy and provide the corresponding
categorization for many existing task-based programming environments.

We divided our taxonomy into two broad categories: API characteristics,
which define how the programmer interacts with the system; and many-task run-
time systems, classifying the underlying technologies. For the latter, we analyze
the types of scheduling policies and goals supported, online and offline perfor-
mance monitoring integration, as well as the level of resilience and detection
provided for task, process and system faults.
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Abstract. One of the main hurdles of a broad distribution of PGAS
approaches is the prevalence of MPI, which as a de-facto standard
appears in the code basis of many applications. To take advantage of
the PGAS APIs like GASPI without a major change in the code basis,
interoperability between MPI and PGAS approaches needs to be ensured.
In this article, we address this challenge by providing our study and pre-
liminary performance results regarding interoperating GASPI and MPI
on the performance crucial parts of the Ludwig and iPIC3D applications.
In addition, we draw a strategy for better coupling of both APIs.
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1 Introduction

The Message Passing Interface (MPI) has been considered the de-facto standard
for writing parallel programs for clusters of computers for more than two decades.
Although the API has become very powerful and rich, having passed through
several major revisions, new alternative models that are taking into account
modern hardware architectures have evolved in parallel. Such a model is the
Global Address Space Programming Interface (GASPI) [9], with GPI-2 (www.
github.com/cc-hpc-itwm/GPI-2) representing an open source implementation of
the GASPI standard.

The GASPI standard promotes the use of one-sided communication, where
one side, the initiator, has all the relevant information for performing the data
movement. The benefit of this is decoupling the data movement from the syn-
chronization between processes. It enables the processes to put or get data from
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remote memory, without engaging the corresponding remote process, or having
a synchronization point for every communication request. However, some form
of synchronization is still needed in order to allow the remote process to be noti-
fied upon the completion of an operation. In addition, GASPI provides what is
known as weak synchronization primitives which update a notification on the
remote side. The notification semantics is complemented with routines that wait
for the update of a single or a set of notifications. GASPI allows for a thread-
safe handling of notifications, providing an atomic function for resetting a local
notification. The notification procedures are one-sided and only involve the local
process.

Thus, there is a potential of enhancing applications’ performance by shifting
to one-sided communication like in GASPI. There are two possibilities for such
shift: 1. Rewriting large legacy MPI codes to use a different inter-node program-
ming model is, in many cases, highly labor intensive and, therefore, not appealing
to developers; 2. Replacing MPI with another API – such as GASPI – only in
performance critical parts of those codes is an attractive solution from a practical
perspective, but this requires both APIs to interoperate effectively and efficiently
on sharing communication and on data management. In this article, we address
the latter and aim to study interoperability of GASPI and MPI in order to allow
for incremental porting of applications. GPI-2 supports [5] this interoperability
with MPI in a so-called mixed-mode, where the MPI and GASPI interfaces can
be mixed in a simple way. As a case study, we consider two large-scale scientific
applications: iPIC3D [7] (see Sect. 3) – an implicit Particle-In-Cell code for space
weather simulations; Ludwig [3] (see Sect. 4) – a large scale Lattice-Boltzmann
code for complex fluids. We collect the preliminary performance results for both
applications (see Sect. 5). Furthermore, we derive a strategy for enhancing the
MPI and GASPI coupling using so-called shared notifications (see Sect. 2) and
provide evidences that this strategy is beneficial (see Sect. 5) on simple opera-
tions such as Allreduce.

2 A Strategy to Better Interoperate GASPI and MPI

Scientific applications may use MPI features – such as MPI derived data types –
not known in the GASPI specification. Due to the fact that GASPI does not
support the derived data types the interoperability between MPI and GASPI
within a program using MPI derived data types lacks ease of use, because the
data of each local process on a node have to be packed, sent, and, then, unpacked.

To mitigate the adverse effect of MPI derived data types on the MPI plus
GASPI interoperability so-called shared notifications have been recently imple-
mented in the GPI implementation of the GASPI standard. This feature allows
a smoother interoperability between a flat MPI code with shared windows
and GASPI. With shared notifications a GASPI memory segment is shared
between all processes local to a node. GASPI segments can be created with
user allocated memory, e.g. using MPI shared windows in an MPI plus GASPI
mixed program. Instead of implicit (via derived data types) or explicit packing/
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unpacking of communication data, application can share information about node
local data layout, structure, and computational state. As all node-local processes
can access this shared data, the node local explicit ghost cell exchanges in appli-
cations can be replaced with the corresponding state notifications, where the
required data can be directly read from the neighboring processes based on pre-
viously exchanged information of data layout and type. We believe that the
correspondingly required programming interface can be generic and – for node
local exchanges – common for both MPI and GASPI. The interface will require
an allocation of a shared memory segment across node-local processes. It will
require a universally acceptable format for sharing of process local data layouts
and corresponding data offsets. It will require the ability to automatically detect
whether or not a neighboring process is node-local; the latter information can
be used to signal node-local readiness for the ghost-cell exchange or to perform
explicit packing and/or unpacking into/from linear communication buffers for
remote nodes. The interface will also require the ability to trigger node-local noti-
fications in shared memory. This will include required memory fences between
neighboring node local processes. Last not least – by using shared notifications
– the interface becomes able to aggregate data for remote nodes and to per-
form one single write to the other node (for all local processes on that node)
and notify all remote local processes in one step. As all remote processes can
detect and access this common buffer, each remote process/rank can retrieve the
required partial data for its ghost cell exchange. The ongoing, but converging,
development of this generic interface will facilitate the interoperability of MPI
and GASPI significantly.

3 iPIC3D: Implicit Particle-in-Cell Code

iPIC3D is a Particle-in-Cell (PIC) code for the simulation of space plasmas in
space weather applications during the interaction between the solar wind and the
Earth’s magnetic field. The magnetosphere is a large system with many complex
physical processes, requiring realistic domain sizes and billions of computational
particles. The numerical discretization of Maxwell’s equations and particle equa-
tions of motion is based on the implicit moment method that allows simulations
with large time steps and grid spacing still retaining the numerical stability.
Plasma particles from the solar wind are mimicked by computational particles.
At each computational cycle, the velocity and the location of each particle are
updated, the current and charge densities are interpolated to the mesh grid, and
Maxwell’s equations are solved. Figure 1 depicts these computational steps in
iPIC3D.

iPIC3D is parallelized using domain decomposition and message-passing com-
munications: an iPIC3D simulation is being run on a number of processors and
on a network of cells, so each processor handles a number of cells. However, at
certain intervals, each processor must find out the values of the cells adjacent
to those in its own domain. The procedure of finding these values out is called
halo exchange. To achieve the full 3D halo exchange, the standard approach of
shifting the relevant data in each co-ordinate direction in turn is adopted. This
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Fig. 1. Structure of the iPIC3D code.

involves extensive communication between processes and requires appropriate
synchronization – a receive in the first co-ordinate direction must be complete
before a send in the second direction involving relevant data can take place,
and so on. Note that only “outgoing” elements of the distribution need to be
sent at each edge. In the particle mover part hundreds of particles per cell are
constantly moved, resulting in billions of particles in large-scale simulations. All
these particles are completely independent from each other, which ensures very
high scalability. MPI communication at this stage is only required to transfer
some of the particles from one cell or a subdomain to its neighbor.

The iPIC3D MPI communication is dominated by non-blocking point-to-
point communication, occurring from communication of particles and ghost cells
among neighboring processes (halo exchange), and by global reductions resulting
from solving two linear systems every simulation time step. In order to reduce the
communication burden in iPIC3D, we aim at replacing the MPI communication
with the GASPI asynchronous one-sided communication on the communication
critical parts of the code such as halo exchange in the field solver and with the
GASPI reduction communication in the iPIC3D linear solver.

Implementation Highlights. The main halo exchange routine uses non-
blocking MPI and MPI derived datatypes. MPI derived datatypes allow us to
specify non-contiguous data in a convenient manner and yet treat it as if it was
contiguous. GASPI requires the creation and later use of the so-called GASPI
segments. In the case of iPIC3D, there is one GASPI segment per plane and
direction. As there are three planes and two directions per plane, iPIC3D will
require six different GASPI segments. The size of the segments is defined as twice
the size of buffer to be sent as we will use the same segment to send and receive
data from the neighbor subdomains. As iPIC3D uses MPI datatypes, complex
data layouts, it is necessary to unpack the MPI datatypes and copy the data
contiguously into a GASPI segment. Once the data has been sent and notified,
we need to put the data back from the GASPI segment to the original buffer to
be able to continue with the execution of iPIC3D.

To implement the halo exchange with GASPI, firstly the field values belong-
ing to the boundary are being copied to the local GASPI segment. Secondly,
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segments of neighbors are being read to get their ghost cells and copied to the
local segment. The local copy does not require a barrier: each process writes to
its neighbor process’ segment directly and sends a notification to that process
in order to notify that data writing has accomplished. The remote process does
not know that another process writes something into its memory and will not
wait for when data writing ends, until it receives a notification from its neighbor.
The remote process checks for locally posted notifications to get the informa-
tion about changes related to a segment. Once a notification arrives, the process
starts to work with data related to that particular notification.

In addition, the MPI reduction operations were replaced with the GASPI
communication in the linear solvers (CG and GMRes) to calculate the inner
products and the norm of vectors located on different processes.

4 The Ludwig Application

Ludwig [3] is a versatile code for the simulation of Lattice-Boltzmann models in
3D on cubic lattices. Some of the problems that could be simulated with Ludwig
include detergency, mesophase formation in amphiphiles, colloidal suspensions,
and liquid crystal flows. Broadly, the code is intended for complex fluid prob-
lems at low Reynolds numbers, so there is no consideration of turbulence, high
Mach number flows, high density ratio flows, and so on. Ludwig uses an effi-
cient domain decomposition algorithm, which employs the Lattice-Boltzmann
method to iterate the solution on each subdomain. The domain decomposition
is carried out by splitting a three dimensional lattice into smaller lattices on
subdomains and exchanging information with adjacent subdomains [4]. For each
iteration, Ludwig uses MPI for communications with adjacent subdomains using
halo exchange [2].

Fig. 2. Lattice subdomain where
the internal section represents
the real lattice and the external
region the halo sites.

In the original implementation of the Lud-
wig halo exchange, the number of messages sent
and received by each MPI process is reduced
as much as possible. Each subdomain needs
to exchange data with its 26 neighbors in
three directions to continue with the solution
of the problem. This means that synchroniza-
tion between the different planes is required.
To coordinate the solution, communication
between adjacent subdomains is required after
each iteration. This is done by creating halos
around the dimensions of the subdomain, i.e.
extending the dimension of the subdomain by
one lattice point in each direction as depicted in
Fig. 2. After each time step, MPI processes will
have to communicate a 2D plane of m veloci-
ties to their adjacent MPI processes. Since each

plane shares some sites with the other planes, the exchange of information in
each direction should be synchronized before continuing with the execution.
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GASPI promotes the use of one-sided communication, where the initiator
has all the relevant information for performing the data movement. This idea
decouples the data movement from the synchronization between processes and it
is especially relevant in applications that rely on continuous halo communications
between neighbors. We aim at reducing the synchronization between subdomains
by porting Ludwig’s main halo exchange routines form MPI to GASPI.

Implementation Highlights. The halo exchange routine responsible for
exchanging data between neighbor subdomains uses non-blocking MPI and MPI
derived datatypes. MPI derived datatypes allow us to specify non-contiguous
data in a convenient manner and yet treat it as if it was contiguous.

GASPI requires the creation and later on use of what is known as GASPI
segments. A GASPI segment is window of memory allocated to be used with the
GASPI model. In our case we have created one GASPI segment per plane and
direction. Therefore, since we have three planes and two directions per plane,
we will require six different GASPI segments. This number of GASPI segments
is sufficient for each subdomain to communicate its faces with its immediate
neighbors in the 3D space. The size of the segments is defined as twice the size
of buffer to be sent since we will use the same segment to send and receive data
from neighbor subdomains.

Listing 1.1. GASPI pointers to GASPI segments in the YZ plane.

int YZ size = lb−>nd i s t ∗NVEL∗ny∗nz ;

/∗ Segment s i z e i s e x a c t l y tw ice the s i z e o f the b u f f e r . ∗/
const g a s p i s i z e t s e g s i z e = 2 ∗ YZ size ∗ s izeof (double ) ;

/∗ segment i d s ∗/
const ga sp i s e gmen t i d t seg id YZ L = 0 ;
const ga sp i s e gmen t i d t seg id YZ R = 1 ;
g a s p i p o i n t e r t gptr YZ L , gptr YZ R ;

/∗ po in t e r to the r i g h t ∗/
GASPIERROR( gasp i s egment pt r ( seg id YZ L , &gptr YZ L ) ) ;
double∗ ptr YZ L = (double∗) gptr YZ L ;

/∗ po in t e r to the l e f t ∗/
GASPIERROR( gasp i s egment pt r ( seg id YZ R , &gptr YZ R ) ) ;
double∗ ptr YZ R = (double∗) gptr YZ R ;

For purposes of clarity, Listing 1.1 shows the GASPI pointer creation only in
the YZ plane. For instance, in the YZ plane, each created segment is assigned
with an independent id number. Hence, the data is already contiguous in memory
and, therefore, a simple copy directly from the buffer that contains the data to a
GASPI segment is straightforward. However, since Ludwig uses MPI datatypes,
more complicated layouts of the data exist for other planes and it is necessary
to unpack the MPI datatypes and copy the data contiguously into a GASPI
segment. Once the data has been sent and notified we need to recover the data
back from the GASPI segment to the original buffer to be able to continue with
the normal execution of Ludwig.
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5 Performance Results

iPIC3D. We performed our tests on the Beskow supercomputer (Cray XC40)
equipped with two 16-core @ 2.3 GHz Intel Haswell-EP processors. To compare
the original version of the iPIC3D code with the new, GASPI-based, version, we
used a standard simulation cases called Geospace Environment Modeling (GEM)
Reconnection Challenge that is adapted to the Earth’s magnetotail reconnec-
tion [1,6]. In addition, we used two different simulation cases, namely field- and
particle-dominated, with a fixed number of iterations (20) in the field solver.

Figure 3 shows the results of the weak scaling tests for one of the iPIC3D
simulations. Three-dimensional decomposition of MPI processes on X-, Y- and Z-
axes was used, resulting in different topologies of MPI processes. For this particle
dominated Magnetosphere 3D simulation on 64 cores (4× 4× 4 MPI processes
× 4 OpenMP threads), 27× 106 particles and 30× 30× 30 cells were used, and
the simulation size increased proportionally to the number of processes.

Fig. 3. Weak scaling results for the GEM 3D simulation of the particle-mover domi-
nated regime of iPIC3D on Beskow.

For this simulation test case, the new version, based on GASPI, is slightly
faster (by 1–2%) on different number of cores. The challenge of a successful
porting of iPIC3D to GASPI depends on the optimal utilization of one-sided
communication mechanism to achieve performance gain and scalability on pre-
Exascale supercomputers. GASPI provides the one-sided communication that
facilitates asynchronous procedures between processes. However, this requires
the local processes to manage the communication in an optimized way to maxi-
mum the overlapping of communication and computation. The trade-off between
asynchronicity and data synchronization requires further investigation.
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Ludwig. A set of performance tests were carried out on ARCHER, a Cray
XC30 system equipped with two 12-core @ 2.7 GHz Intel Ivy Bridge processors.
All simulations were executed five times on fully populated nodes, i.e. using 24
MPI/GASPI processes per node.

The time to transfer a message depends on the network latency and band-
width. The latency is independent of the size of the message being sent, but
dependent of the MPI implementation and network use. Figure 4 shows the mea-
sured bandwidth against the message size using Cray MPI. The bandwidth is low
at very small message sizes because the time spent to send each message is dom-
inated by the latency. As soon as the message size is increased over 0.2 MBytes,
the bandwidth quickly rises to the maximum allowed by the fabric interconnect.
We have also measured the amount of data required to be sent and received from
each process at the end of each iteration in 1923 lattice size, as represented in
Fig. 5.

Fig. 4. Bandwidth and message size on ARCHER, using the OSU benchmarks [8].

Figure 6 shows the strong scaling results of running Ludwig on up to 3,072
processes on ARCHER. The total time that Ludwig spends on the main stepping
loop is represented in Fig. 6a, showing small difference in performance between
the pure MPI version and the MPI + GASPI version of Ludwig; the performance
overhead is negligible with less than 1000 processes. When narrowing our focus
to the halo exchange (see Fig. 6b), which is one of the key components in the
main stepping loop, we can see that this performance penalty is low for a small
processes count, but it grows as the number of processes is increased. This is
probably due to the fact that the bandwidth is at its best in that region as
Fig. 4 indicates Thus, there is a direct connection between the overhead in the
halo exchange and the total loop. Nevertheless, given the performance benefits
of one-sided communication in GASPI1, we attribute this performance penalty
1 http://www.gpi-site.com/gpi2/benchmarks/.

http://www.gpi-site.com/gpi2/benchmarks/
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Fig. 5. Data transfer size by each process at the end of 1923 lattice size simulation.

(a) Total loop time. (b) Total halo exchange time.

Fig. 6. Strong scaling results of Ludwig for a 1923 lattice size on ARCHER.

to tedious process of unpacking and packing back and forth between the MPI
datatypes and the GASPI segments.

Shared Window Communication in GASPI. In order to validate this new
programming paradigm of shared notifications in GASPI, we have implemented
an equivalent to the MPI Allreduce for large messages. The implementation
makes substantial use of pipelined rings. The algorithm consists of two stages.
In the first stage, each of the N nodes performs a reduction of 1/N of the dataset
(via the pipelined ring). In the second stage, the partial result from each node
is broadcasted to the other nodes (again in the pipelined ring) such that after
the broadcast all nodes have access to the complete reduced dataset.

In order to split the reduction and communication loads across all processes,
each of the N parts is again subdivided into at least M parts (where M is the
number of processes per node) such that there are at least N × M messages
in the ring at any point in time. The GASPI shared notification model allows
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Fig. 7. Performance results of the pipelined ring implementation of Allreduce.

any process to detect any of these N × M incoming asynchronous and one-
sided notified messages, to reduce and forward them along the pipelined ring.
Figure 7 shows a comparison of Allreduce implemented on top of GASPI shared
windows against various Allreduce MPI low-level implementations in Intel MPI
5.1.2. Those are 1. Recursive doubling; 2. Rabenseifner’s; 3. Reduce + Bcast;
4. Topology aware Reduce + Bcast; 5. Binomial gather + scatter; 6. Topology
aware binominal gather + scatter; 7. Shumilin’s ring; 8. Ring; 9. Knomial; 10.
Topology aware SHM based flat; 11. Topology aware SHM based Knomial. Some
of these implementations feature an optimal bandwidth term (Ring based or
Rabenseifner’s), however they are not able to leverage pipelining as efficiently
as the high-level GASPI Implementation. The main problem here is that the
underlying MPI point-to-point low-level frameworks (such as e.g. UCX) are not
able to make efficient use of notified communication either.

6 Conclusions

The original versions of both iPIC3D and Ludwig – like many other MPI appli-
cations – use MPI datatypes. That soon became a problem while interoperating
with GASPI since GASPI works on segments of data. This means that we had
to unpack the data from the MPI datatypes, copy them to a GASPI segment,
send them, and, then, unpack the data. We believe this packing-unpacking was
the major burden for the applications’ performance.

In order to improve the interoperability with a flat MPI programming model,
GASPI has introduced a novel allocation policy for segments where data and
GASPI notifications can be shared across multiple processes on a single node.
To that end, any incoming one-sided GASPI notification will be visible node-
locally across all node-local ranks. The shared notifications should be used with
GASPI segments that are employing shared memory, such as MPI windows,
provided by the applications under the interoperability mode.

We are currently developing a generic interface which can make use of
these shared memory segments for the specific purpose of ghost cell exchanges.
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The developed interface will not only facilitate the interoperability of MPI
plus GASPI significantly, but it will also substantially enrich the programming
paradigm of MPI shared windows.

Acknowledgement. This work was funded by EU H2020 Research and Innovation
programme through the INTERTWinE project (no. 671602). The simulations were
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Abstract. In this paper, we present performance and scalability of
the Java codes parallelized on the Intel KNL platform using Java and
PCJ Library. The parallelization is performed using PGAS programming
model with no modification to Java language nor Java Virtual Machine.
The obtained results show good overall performance, especially for paral-
lel applications. The microbenchmark results, compared to the C/MPI,
show that PCJ communication efficiency should be improved.

Keywords: Parallel computing · Multicore · PCJ · PGAS · KNL

1 Introduction

Recent developments in hardware lead to multinode computers with nodes
equipped with a couple of multicore processors. Therefore developers have to
deal with the node parallelism ranging a hundred cores. Recent developments
are pushing this limit even further. Intel KNL (Knights Landing) processor is
equipped with the 64–72 cores depending on the model, each of them can run
4 threads using Hyper-threading technology. This leads to a couple of hundreds
thread parallelism in the single processor. Keeping in mind that typical node can
be equipped with more than one processor we have to face the situation where
thousands of threads are running in parallel on each node.

1.1 Programming Paradigms

The hardware changes force software to be written in a multi-threaded man-
ner to take full advantages of the current hardware. The current standard for
parallel programming is the MPI (Message Passing Interface) which has been
created decades ago. However, MPI is still under development as in 2015 MPI-
3.1 standard was released. The MPI has its implementation for programming
c© Springer International Publishing AG, part of Springer Nature 2018
R. Wyrzykowski et al. (Eds.): PPAM 2017, LNCS 10778, pp. 288–297, 2018.
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languages: C, C++, and Fortran. There are also wrappers-bindings for other pro-
gramming languages like Python or Java, but under the cover, they are using
libraries written in C.

For the multicore nodes, in order to achieve good performance, MPI is often
connected with OpenMP which leads to the parallelization on different levels
and makes programmers work more difficult. Therefore there is strong interest
in new programming paradigms which will be easier to use. PGAS (Partitioned
Global Address Space) [2] is one of most promising ones.

In the PGAS paradigm, there are three basic operations: synchronisation, put
and get. Synchronisation (sometimes called barrier) allows ensuring that every
processor reaches the expected execution point before continuing execution. Put
is used for changing shared variable value of another processor while get is used
for retrieving shared variable value of another processor.

1.2 Parallel Programming in Java

Java is considered as a higher level programming language. In the TIOBE index
[1] it is most popular programming language over the world. Designed for wide
range of devices, Java has been developed with the concurrency in mind. From
the very beginning, there was java.lang.Thread class representing native oper-
ating system threads or synchronized keyword for denoting the critical section
in the code. The version 1.5 of the Java Platform added Concurrency Utilities
(under JSR 166: Concurrency Utilities) and the latest version of the Java plat-
form at the time of writing this paper, Java SE 8, introduces the possibility to
process data using parallel streams.

Despite the fact, the Java is concurrency-oriented language, the available
Java Virtual Machines (JVM) allow to run concurrent application only on a
single workstation, single computational node. There were attempts to create
distributed Java Virtual Machines [3,4], that would be visible to the user as
single JVM, but be transparently running on multinode systems, but there were
problems with scalability and narrow applicability.

There are libraries and frameworks for Java that are trying to solve this
issue. There are well-known frameworks like Apache Hadoop or Apache Spark
for processing data in the map-reduce model. However, the model is not well
suitable for many problems. Sometimes it is very hard, or even impossible to
adopt problem to process it using map-reduce model. There is also Akka toolkit
for the Java that uses actor model for processing data in parallel. However,
the data stored by actors is immutable, and concurrency is based on passing
messages between actors that are working transparently on the same or different
nodes.

This paper describes a PCJ library for the Java language [5] which is a Java
library for parallel computing using PGAS programming model. The main focus
is on the performance evaluation of PCJ using Intel KNL processors. The paper
is organized as follows: the PCJ library is described in the Sect. 2. Section 3
provides basic information on Intel KNL platform. The results are described in
Sect. 4. Paper concludes with related work and conclusions.
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2 PCJ Library

The PCJ Library [5–7] uses PGAS paradigm for parallel processing. It helps to
perform parallel calculations on single or multinode architecture. The library is
OpenSource (BSD license), and its source code is available on GitHub [8].

In this paper, we use the newest version of the PCJ library – version 5 (PCJ5).
Compared to the older versions, this one provides modified API, but the most
revolutionary changes were made in the PCJ engine which is hidden from the
user.

In particular, the custom class loaders have been removed, so PCJ threads
on the same JVM can easily share the state of static fields. The deserializers
threads (one for each PCJ thread on the JVM) that were responsible for dese-
rializing incoming data have been removed. Instead of them, there are multiple
threads (workers) that process messages from its arrival to sending, if neces-
sary, a notification. There are also changes in communication protocol: internal
messages that are sent between PCJ nodes (between JVMs that take part of
parallel execution) are modified. The each message type has common only one
field (byte) indicating a type of the message. Any additional data is associated
with the specified message type.

3 Knights Landing Architecture

The Intel KNL architecture was launched during Summer 2016. It is a manycore
system composed of numerous computing CPU cores (at least 64 cores). Each
core is an Intel Airmont (Atom) core having four threads each. The cores are
organized into tiles each containing two cores sharing a 1 MB L2 cache. The
tiles are connected to each other with a mesh. From the memory point of view,
in addition to the traditional DDR4 memory, the device is equipped with the
Multi-Channel DRAM (MCDRAM) memory which is a high bandwidth (about
4x more than DDR4), but low capacity (16 GB) memory.

KNL supports legacy x86 instructions. In addition, it introduces (as its pre-
decessor) the AVX-512 instruction set which provides support for 512-bit-wide
vector instructions. Tiles, memory controllers, I/O controllers and other chip
components are interconnected through a 2D mesh. The mesh supports the
MESIF cache coherent protocol.

The processor used for the experiments in this paper is the Intel Xeon Phi
model 7250 (KNL). The CPU has 68 cores, running at 1.40 GHz. The machine is
equipped with 96 GB of RAM per CPU. The installed OS is a Scientific Linux 7.2
and the kernel version 3.10.0-327.10.1.el7.x86 64 and Java 1.8.0 60. Intel MPI
2017 has been used to launch parallel applications.

4 Results

We have performed a number of performance and scalability tests. The results
are presented below for the microbenchmark such as ping-pong and broadcast
and for the selected applications with the different execution profile.
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All application have been run using 1 or 2 Intel KNL nodes provided by
the Rescale. The jobs were submitted using Rescale web interface. Example
execution script is presented in the Listing 1.

export JAVA_HOME =/home/rescale/shared/program/java/jre1 .8.0

_60

export PATH=$PATH:$JAVA_HOME/bin

mpirun hostname > nodes.all

uniq nodes.all > nodes.uniq

mpirun -hostfile nodes.uniq -ppn 1 \

java -cp .:PCJ -5.0.3. jar:HelloWorld.jar HelloWorld

Listing 1. Example script to run PCJ HelloWorld Application on Intel KNL provided
by Rescale. Please note that Java JRE is not included in the default path and has been
added explicitly.

4.1 Microbenchmarks

First tests that typically are performed on the new cluster are ping-pong and
broadcast. Those tests measure the performance of simplest interprocess com-
munication to assess possible maximum communication rate on the machine.

Ping-pong. We have measured the bandwidth for sending an array of double

elements ranged from 1 element (8 bytes) up to 4.194.304 elements (32 MB). We
have done 5 tests, each sending 100 times the array and calculating average time
necessary to finish the sending loop. The best time (the lowest value) is taken
as a result. The JVM was warmed up.

The results obtained for the ping-pong is presented on Fig. 1. The figure
compares the performance of MPI and PCJ on the same machine and between
nodes using sending data in blocking manner, that is sending next block of data
is performed after receiving confirmation that previous part has arrived at the
destination. The bandwidth for PCJ is about 25 times lower than for MPI on 1
node. That is due to the fact, the messages in the PCJ has to be serialized, even
when the sender and receiver are on the same node, to have a complete copy
(clone) of the data. Comparing results on 2 nodes shows that the bandwidth of
MPI is 100 times higher than PCJ. Additionally, the usage of TCP sockets in
the PCJ has decreased bandwidth by the factor of 2. However, the bandwidth on
MPI increased by the factor of 2 on intranode communication for large messages.

Figure 1 presents the bandwidth for benchmark made using only the PCJ
on 1 and 2 nodes. In addition to blocking method, the non-blocking method
was used – the next block of data is sent just after previous data was transfer
to send. The confirmation of correctly received message is not used here. The
performance of sending the data using 1 and 2 nodes are in principle the same
in this situation.
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Fig. 1. Ping-pong on 1 and 2 nodes using MPI and PCJ (left). For PCJ results imple-
mented with blocking and non-blocking communication are presented (right).

Broadcast. Broadcast benchmark measures time needed for broadcasting value
from one selected thread to all threads. Like in ping-pong benchmark, the mes-
sage size is calculated as a length in bytes of the data without adding a size of
any header. Similarly, the data sent in this benchmark was an array of double

elements ranged from 1 element (8 bytes) to 4.194.304 elements (32 MB). The
benchmark method was invoked 100 times and the average time necessary to
finish broadcasting (with notification) was calculated as a result.

The charts presented in Fig. 2 show the time needed to perform broadcast to
a number of threads ranged from 1 to 544 transferring 8 bytes and 32 MB. The
time spent on the broadcast operation using PCJ in average is about 100 times
longer than for MPI both for the smaller and bigger array.

1 element array (8 B) 4.194.304 elements array (32 MB)

Fig. 2. Broadcast on 1 and 2 nodes using MPI and PCJ

Figure 3 depicts the bandwidth of the broadcast operation depending on the
message size. The value is calculated as an amount of bytes necessary to transfer
data to each of 544 threads. The bandwidth stabilizes both for MPI and PCJ



Parallel Performance of the Java and PCJ on the Intel KNL Based Systems 293

when the message size is bigger than 16 KB. Regardless of the message size, the
MPI bandwidth is in average 100 times higher than PCJ.

Fig. 3. Broadcast on 2 nodes (544 threads) using MPI and PCJ

4.2 RayTracer

RayTracer is popular performance test based on the rendering of the 3-
dimensional scene using ray tracing. The PCJ version of the application is based
on the example included in the Java Grande Forum Benchmark [9]. The scene
consists of 64 balls placed in a grid 4 × 4 × 4 and 5 light sources. The paral-
lelization of the code is based on the work distribution. While the scene is copied
to the processors, each trace can be processed independently on the designated
core. The work is distributed by image rows, and each PCJ thread executes every
nprocess = PCJ.threadCount() row. The benchmark is computationally intensive
and has one communication point at the end of calculation where the reduction
occurs – every thread sends calculated data to thread 0.

The PCJ implementation has been compared to the C++ implementation
which was directly translated from the Java code. The reference code has been
improved by the adjustment of the keywords and by the optimization of the
syntax. We have decided to use C++ code as the reference to utilizing as much as
possible object oriented features of the original Java Grande Forum Benchmark.
The C++ code was compiled with -O2 flag.

Figure 4 presents the performance of rendering the 2500× 2500 pixels scene.
The performance results were gained using a different amount of threads on 2
nodes. The efficiency of PCJ version of the benchmark is from 15% up to 75%
(in average 45%) higher than MPI version.
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Fig. 4. RayTracer on 2500× 2500 pixels scene using MPI and PCJ

4.3 Genetic Algorithm

The PCJ implementation of evolutionary algorithm has been used to find mini-
mum of two-dimensional Rosenbrock function as defined in the CEC’14 Bench-
mark Suite [10] and used in our other evaluation papers [11]:

f4(x, y) = (1 − x)2 + 100(y − x2)2 (1)

f4’s minimum lies in a deep, parabolic valley and the problem is generally hard
for numerical solvers to approach. For testing purposes, to further increase prob-
lem’s difficulty level, we have decided to deviate from the standard range of func-
tion’s parameters values (x, y ∈ [−2.048, 2.048]) and have chosen significantly
larger parameter space instead (x, y ∈ [−20, 20]).

The optimization problem was solved using the well-known differential evo-
lution algorithm. It is a metaheuristic that has proven to be a solid candidate
for the task of optimization problem-solving. It uses a set of nature-inspired
operations (mutations, crossing-over) to generate candidate vectors that approx-
imate optimal problem solution. A detailed description of the algorithm and its
implementation is given in [11]. For the evolution, we have used 40 000 genera-
tions with 300 individuals at each PCJ thread (island model). Accurate results
could have been achieved with the use of much smaller population data; how-
ever effective running times of milliseconds achieved in that scenario would not
have allowed reaching conclusive performance results. Two migration policies
were tested; migration either occurred every generation (continuous migration)
or every 30 generations, thus limiting bandwidth use.

The scalability results are presented for the weak case, eg. the number of
individuals and populations for each thread is the same. With the increased
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Fig. 5. Parallel differential evolution - Rosenbrock function

number of threads the total size of the population increases. The number of
configurations tested in the unit of time for the different number of PCJ threads
presented in the Fig. 5 shows that, generally speaking, multicore architecture
is successfully exploited. It is a well known fact that PGAS languages solve
shared-memory scalability problems best with the use of communication-limiting
algorithms [12]. This phenomenon is exhibited by comparing performance results
of 1-node and 2-node runs (internode communication cost is factored out in
the former case) and in case of communication-limiting migration strategy. The
performance results for Cray XC40 are given as reference (dashed lines).

4.4 Performance Analysis

The presented performance results show that PCJ scales well on the KNL hard-
ware. The speedup is usually close to the ideal one, especially for the thread
number fitting to the single CPU size (68 in this case). The good scalability is
visible for the example applications such as raytracing and genetic algorithm.
In both cases PCJ implementation benefits from asynchronous communication
and overlap between calculations and communication. The slowdown visible for
larger number of threads is caused by the small size of the data used for experi-
ments.

Good scalability but with the communication slower than in the case of
C/MPI is visible for the results of microbenchmarks such as ping-pong and
broadcast. This comes from the fact, that PCJ is using Java Concurrency and
socket for the exchange data between PCJ threads. This requires copying of
the data from the arrays to the byte arrays and vice versa. This operation is
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time consuming and decreases performance even if communication is performed
within single CPU.

The communication between KNL CPU’s is performed in PCJ using sock-
ets, while MPI is capable to use OmniPath interconnect which allows for lower
latency and much higher bandwidth. The work on using OmniPath with PCJ
library is ongoing.

5 Related Work

Intel KNL processor has been designed to provide significant computational
performance from a single chip. Therefore it is of strong interest to the HPC
community. Different performance evaluations have been performed, however,
due to small Java popularity in the high performance computing such data is
not yet available for this particular language.

In particular, the Mantevo suite of mini applications and NAS Parallel Bench-
marks are used to analyze the behavior of very different application kernels,
from molecular dynamics to CFD mini-applications [13]. Initial scalability results
show promise for all the applications considered, however still there is need for
improvements.

Performance and scalability results for particle discrete event simulation on
KNL processor show that within a single KNL processor, up to 2X performance
improvement can be achieved compared to commodity Xeon multicore processors
[14]. The performance scales well with the best results achieved when thread
affinity is assigned, CPU cores are evenly loaded, cache sharing is exploited and
communication is limited to small clusters of cores.

6 Conclusions

Presented results confirm that Java applications can run successfully on the Intel
KNL architecture benefiting form the large number of cores available. In particu-
lar, PCJ library allows for easy development of the scalable parallel applications
running on the multiple CPUs.

However, the efficiency of the applications developed with PCJ library can
be improved by reducing data copying in the application and by development of
the dedicated communication mechanisms based on the OmniPath interface.

Acknowledgment. The authors would like to thank CHIST-ERA consortium
for financial support under HPDCJ project (Polish part funded by NCN grant
2014/14/Z/ST6/00007).
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13. Rosales, C., Cazes, J., Milfeld, K., Gómez-Iglesias, A., Koesterke, L., Huang, L.,
Vienne, J.: A comparative study of application performance and scalability on the
Intel knights landing processor. In: Taufer, M., Mohr, B., Kunkel, J.M. (eds.) ISC
High Performance 2016. LNCS, vol. 9945, pp. 307–318. Springer, Cham (2016).
https://doi.org/10.1007/978-3-319-46079-6 22

14. Williams, B., Ponomarev, D., Abu-Ghazaleh, N., Wilsey, P.: Performance charac-
terization of parallel discrete event simulation on knights landing processor. In:
Proceedings of ACM SIGSIM International Conference on Principles of Advanced
Discrete Simulation (2017)

https://www.tiobe.com/tiobe-index/
https://www.tiobe.com/tiobe-index/
https://doi.org/10.1145/2716320
https://doi.org/10.1145/2716320
http://pcj.icm.edu.pl
https://github.com/hpdcj/pcj
https://www.epcc.ed.ac.uk/research/computing/performance-characterisation-and-benchmarking/java-grande-benchmark-suite
https://www.epcc.ed.ac.uk/research/computing/performance-characterisation-and-benchmarking/java-grande-benchmark-suite
https://www.epcc.ed.ac.uk/research/computing/performance-characterisation-and-benchmarking/java-grande-benchmark-suite
http://bee22.com/resources/Liang%20CEC2014.pdf
http://bee22.com/resources/Liang%20CEC2014.pdf
https://doi.org/10.1007/978-3-319-32149-3_42
https://doi.org/10.1007/978-3-319-32149-3_42
https://doi.org/10.1007/978-3-319-46079-6_22


Fault-Tolerance Mechanisms for the Java
Parallel Codes Implemented

with the PCJ Library

Micha�l Szynkiewicz1,2(B) and Marek Nowicki1

1 Faculty of Mathematics and Computer Science, Nicolaus Copernicus University,
Chopina 12/18, 87-100 Toruń, Poland
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Abstract. Parallel programs run on multiple processor systems with
hundreds and thousands of cores. Because of a large number of nodes,
failure can happen quite often, sometimes within hours. This makes fault-
tolerance a crucial concern for nowadays HPC solutions.

PCJ library is one of the most successful Java solutions allowing to
parallelize large scale computations up to thousands of cores. This paper
describes a minimal overhead failure discovery and mitigation mecha-
nisms introduced to the PCJ library.

Our implementation provides a programmer with a basic functional-
ity to detect a node failure. Java exception mechanism and local node
monitoring are used to detect execution problems. The problems are pre-
sented to the programmer through easy to use extensions. In the result,
the programmer does not have to deal with low-level programming.

The detailed scenario how to recover from the failure has to be decided
and implemented by the programmer.

Keywords: Java · Fault tolerance · High performance computing
Partitioned Global Address Space

1 Introduction

Because of a large number of nodes, the time between failures of modern com-
putational systems systems ranges from hours to even minutes [1]. Resilience is
the ability of a system to maintain state awareness and an accepted level of oper-
ational normalcy in response to disturbances, including threats of an unexpected
and malicious nature [2]. It is a major roadblock for parallel programming on
current and future HPC systems.

Applications are becoming more complex and consist of an increasingly large
number of distinct modules. Data assimilation, simulation, and analysis are cou-
pled into complex workflows. Furthermore, the need to reduce communication,
allow asynchrony, and tolerate failures results in more complex algorithms.
c© Springer International Publishing AG, part of Springer Nature 2018
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In addition to the progress in the hardware, it turns out that traditional
programming models such as MPI and OpenMP are not enough and program-
mers are looking for new tools, new languages and new paradigms that are
better-suited to exploit parallelism [5]. Languages adhering to Partitioned Global
Address Space (PGAS) paradigm are very promising in that context. In PGAS
languages, the memory is divided among all the threads of execution. The PGAS
languages have been successfully used for parallelization of numerous HPC appli-
cations for which proper handling of fault tolerance becomes important.

This paper deals with resilience for parallel Java applications built using
Parallel Computing in Java (PCJ) library [7,8]. Here we understand resilience as
the techniques for keeping applications running to a correct solution in a timely
and efficient manner despite underlying system faults. The PCJ library is built
upon Partitioned Global Address Space Model and has been successfully used to
parallelize selected scientific applications on the HPC systems with thousands
of cores. The paper presents an extension to the library which allows for the
fault-tolerant execution of applications.

2 Related Work

In this section, we present selected solutions developed for the PGAS pro-
gramming paradigm. The overview of other solutions can be found elsewhere
(eg. [3]).

2.1 Checkpointing for OpenSHMEM

OpenSHMEM is a PGAS implementation that provides bindings to C and FOR-
TRAN. The fault tolerance strategy chosen for OpenSHMEM is the checkpoint-
restart strategy [6]. In this model the shmem checkpoint all() method is used
to copy all shared (symmetric) data to another node. The method needs to
be called on all nodes. Then, in the case of a failure, the failed nodes can be
restarted and the job of all nodes can be started from the latest checkpoint. The
main disadvantage is the cost of synchronization of all nodes on every checkpoint
which grows at least logarithmically with the number of nodes.

2.2 Resilience for X10

The X10 programming language [9] has been developed as a simple, clean and
practical programming model for large scale computation. It uses PGAS pro-
gramming model organized around the notion of places and asynchrony. The
fault tolerance policy for X10 language has been recently developed and called
Resilient X10 [10]. The Resilient X10 precisely defines the semantics of termi-
nation detection in the presence of failures. This makes it possible to continue
executing in spite of failures without reverting to a check-point while preserving
the execution order of all surviving tasks.



300 M. Szynkiewicz and M. Nowicki

The Resilient X10 introduces resilient storage that allows access to nodes
data even if the node has failed and enables the programmer to handle failures
by throwing DeadPlaceException when a node fails.

The Resilient X10 has been used in three ways. One of them is replaying
from disk which is appropriate when there is a large amount of immutable state
that can be recovered from the original input file. The second one, decimation, is
appropriate for applications where an approximate result is acceptable. Finally,
if there is a large amount of mutable state then a resilient store can be used to
allow a state to be checkpointed in memory at neighboring nodes.

3 PCJ Library

The PCJ library [11] is a Java library for parallel and distributed computing
based on the PGAS programming model. The outstanding benefits of the library
are, among others, the ability to use pure Java language to implement HPC
algorithms and easy shipment. Programs that use the library use a standard
javac compiler and can leverage full support from Java IDEs. Moreover, the
library is shipped as a single jar file and does not depend on any third party
libraries, which makes deployment of programs trivial.

The library provides methods to perform basic operations like synchroniza-
tion of tasks, getting and putting values in an asynchronous one-sided way. The
library offers methods for creating groups of tasks, broadcasting, and monitoring
variables. The PCJ has the ability to work on the multinode multicore systems
hiding details of inter- and intra-node communication.

The smallest unit of computation in PCJ is called a thread. Each thread
has its own local address space and shared address space. The owner thread
accesses local and global address spaces variables as usual Java fields. Multi-
ple threads may be run on one physical machine, within a single Java Virtual
Machine (JVM). A JVM that is running group of threads is called a node. PCJ
distinguishes node 0 which is the start node for all the computations.

The PCJ library provides methods for one-sided asynchronous data trans-
fer between nodes e.g. put(), getFutureObject(), synchronous data transfer (e.g.
get() as well as methods for execution synchronization (barrier()). Below we
present functionality important for the resilience implementation. The detailed
description of the PCJ library can be found elsewhere [8].

The described changes are implemented and tested in PCJ version 4.1.

3.1 Shared Memory in the PCJ

Variables that should be put into shared address space have to be annotated
with @Shared annotation. The shared fields are accessible from other threads
with the help of put() and get() methods:

– get(threadId, variableName) and
getFutureObject(threadId, variableName) are used to read the value of
the variable variableName,
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– put(threadId, variableName, value) is used for asynchronous update of
the variable value in a given thread,

– broadcast(variableName, value) is for the asynchronous update of the
variable variableName with the given value. The operation is performed
for all threads. In order to maximize performance, the broadcast does not
update the variable value one by one but uses communication over a binary
tree. The underlying data transfer is organized in a balanced binary tree
which means that the update will reach each node in at most O(log n) steps
(n is the number of nodes used for execution).

Since the above methods are asynchronous, the waitFor(variableName)
and monitor(variableName) methods are used to lock the current thread until
other thread updates given variable on this node.

3.2 Synchronization in the PCJ

Threads synchronization in the PCJ is realized by the barrier() method. The
barrier can be made two threads or all of them. In the second case, each task has
to call barrier method. The barrier is managed by the node 0 and is realized in
two steps. First, each node informs the node 0 that it has reached the barrier
and starts waiting. When node 0 gathers barrier confirmations from all nodes,
it releases the barrier by broadcasting a specific message to all nodes.

4 Fault Tolerant Version of the PCJ Library

PCJ library has notions of node and thread. Fault tolerant extensions focus on
nodes.

A node is considered dead if it is not accessible to the other nodes. If a node
is found dead, all the threads running on the node are assumed dead.

The main concerns for the fault tolerance extensions for the PCJ library were
to minimize the performance overhead and to preserve the compatibility with
the original library.

The idea behind the changes was to provide a set of features that would allow
a programmer to implement a dedicated recovery solution for the program. The
reconfiguration of PCJ internal structures is done automatically and the failures
are presented in a convenient manner, but the way to handle them has to be
decided by the programmer.

This allowed providing a solution that is flexible and has a minimal perfor-
mance overhead. In a way, it resembles the User Level Failure Mitigation for the
MPI [4].

The implementation relies on an assumption that node 0 never dies. Although
it limits the fault-tolerance of the solution, it is a reasonable compromise. node 0
is the place where the execution control is performed. A probability of a failure of
a selected node is much smaller than a probability of a failure among all nodes.
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4.1 The Fault Tolerance API

PCJ version with fault tolerance extensions is backward compatible. Existing
programs can be run with it without any modifications.

The existing API is extended with:

– PCJ.getFailedThreadIds() method, which returns the identifiers of failed
threads. Upon failure, all threads keep their identifiers. The identifiers of failed
threads are stored internally by the library and exposed to the programmer
via the aforementioned method.

– NodeFailedException exception, which can be thrown by any of PCJ meth-
ods which rely on the inter-node communication. That is, among others:
• The get/getFutureObject methods throw the exception when they try

to access data from a failed node. In the case of get, the exception is
thrown right away. In the case of getFutureObject, the exception might
be thrown right away or when a program tries to read the result of the
future object, depending on the situation.

• The waitFor method throws an exception on any node failure. waitFor
is used to wait for an update of a variable and PCJ does not have any
information which node should update the variable. Once the exception
is thrown, the programmer may use getFailedThreadIds() method to
check if the particular thread is still alive. Then the waitFor can be
invoked again.

• The put method throws an exception on an attempt to update a variable
on a node that failed. The exception is thrown immediately after the
method is executed.

It is a runtime exception. This means the programs written for the previous
version of the library do not have to be modified to add a try-catch blocks
or throws declarations to.

4.2 Implementation

(i) Failure detection. Failure detection mechanism is hybrid. It consists of
failure propagation of communication exceptions and local node monitoring by
heartbeat.

Communication error propagation. TCP is the underlying protocol used by PCJ
library. We rely on the reliable nature of the TCP protocol, and we assume that
failure to communicate with some node means that the node is dead. I.e., when
an IOException is thrown by Java on TCP communication, the error is caught
and the target node is assumed failed.

What is important is that the error is not exposed directly to the program.
In the case of methods that return an error on a node failure, the execution of
the method is paused and only after the appropriate message comes from the
node 0, the execution is resumed and the exception is thrown. This way we make
sure that the error is not reported twice and that the execution is performed in
a consistent state.
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Heartbeat monitoring. It may happen that a node failure happens when a pro-
gram does not perform any communication. E.g. during a barrier operation.
In this case, it is not enough to propagate the communication errors. To handle
this situation, heartbeat monitoring has been added.

The PCJ library uses a number of internal messages to perform synchro-
nization and communication between nodes. This list has been extended with a
PING message used to monitor if nodes are alive.

To ensure scalability of the heartbeat monitoring, the nodes are monitored
locally. As mentioned in Sect. 3.1, PCJ nodes are organized in a fully balanced
binary tree.

Heartbeat mechanism leverages the tree structure in the following manner:
Each node (but node 0 ) sends a heartbeat message to its parent in the tree (see
Fig. 1). Each node, but the leaf nodes, is responsible for monitoring its children
nodes. If a parent node does not get a heartbeat message from its child for a
long (configurable) time, it assumes the child node is dead.

In this way, we achieve a scalable monitoring mechanism, similar to the ring
of observers described in [4].

Fig. 1. Node monitoring. Nodes send heartbeat (PING) messages to their parents.

(ii) Reconfiguration. When a node has failed, it has to be removed from all
internal PCJ structures. This includes fixing the communication tree described
in Sect. 3.1.

Fixing of the internal structures is implemented in the following fashion: Let
node k denote the failed node. When node i discovers that node k has failed, it
informs node 0 about the failure. Then the following actions are performed:

1. Node 0 removes the failed node from the configuration - not to try to send
any data to it.

2. If there is a barrier in progress, node 0 removes the node k from the barrier.
If node k is the last node the barrier is waiting for - the barrier is released.

3. The communication tree is updated. To keep the communication tree fully
balanced node k is replaced in the communication tree with the rightmost
leaf node in the deepest layer. The operation is depicted in Fig. 2. To imple-
ment this action, a new message, MessageNodeRemoved, was added. Resilient
broadcasting is used to deliver the message in a reliable and scalable fashion.
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Fig. 2. A schematic view of reconfiguration of the node tree after a node failure.

(iii) Replaying communication. As stated above, the node failure can cause
loss of underlying communication. The barrier is a good example of such situ-
ation.

As described in Sect. 3.2, when the barrier is reached by all threads, node 0
broadcasts a message that releases the barrier to all nodes. When node k fails
during broadcast and it has node i and node j as children, node i and node j
will not get this message and will hang.

To prevent this situation node l, which is established a new communication
parent for node i and node j, has to replay the communication. Since a node
can never know in advance when it will become a communication parent, every
node stores all broadcast communication that it gets. Messages are stored for a
configurable amount of time and evicted when the time passes.

When node i and node j are attached to node l, node l sends all broadcast
messages to node i and node j. It might happen that a message was already
processed on e.g. node i. Each message is given a unique identifier. Based on this
identifier, the PCJ figures out if the message has been already processed or not.
If it has not, the message is processed and sent further in the communication
tree. If it has, the message is only passed through.

(iv) Presenting the errors to the user. When MessageNodeRemoved is
received by a node, it may have no means to present this information right
away to the program. E.g. the program may be performing computations and
not invoking any PCJ methods at the time.

However, in some cases, such error may have an impact on how the program
should work in the future. That is why a failure register had to be introduced.

When a node is informed about another node’s failure, it puts this informa-
tion to the register. Then when a user performs an operation that throws an
error on a node failure or asks for failed threads directly, the information about
the failure is presented and the register is cleared.

5 Evaluation

In order to evaluate the fault tolerant version of the PCJ library, we have per-
formed performance tests. The tests were performed on 256 nodes of the Okeanos
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system [12]. The programs were using 256 PCJ nodes, one thread on each node,
to maximize the (negative) impact of node monitoring mechanisms.

The tests were performed for the non-fault tolerant version of PCJ, fault
tolerant version with no errors during execution and for the fault tolerant version
with 1 and 2 node failures. The test used the default settings for node pinging
interval (500 ms) and node timeout (5 s).

The test results are presented in Fig. 3.
The first test periodically invoked the barrier operation for 100 000 times.

The execution time has been recorded. Without failures, the fault-tolerant ver-
sion of the library was 3 s slower (158,618 s vs 162,701 s). This means around
2.5% overhead. The overhead is caused by the increased communication between
nodes and synchronization on access to node’s configuration that had to be intro-
duced to implement fault tolerance extensions. A single failure added 2.5 s to the
execution, i.e. the execution time increased by another 2%. When two failures
occurred, the overhead was comparable to the single failure. It is probably due
to the fact that synchronizing with one node less is slightly faster.

When a node fails, its parent is waiting for the heartbeat messages from that
node, and if it does not get it, it assumes that the node is dead. The performance
results show that node failure has a small impact on the performance - it did
not exceed 3 s in both cases.

Next test was an implementation of π calculation as the integral value. This
algorithm required an extra effort to make it fault-tolerant. The chosen solution
is based on a queue. At first, the whole interval is divided among all nodes. If
some of the nodes fail before the end of the calculations, their work is divided
between the nodes that are still alive. Without any node failures, the version with
fault tolerance extensions performed as good as the non-fault tolerant version.
With node failures, the additional cost was proportionate to the amount of work
that had to be replayed.

A similar experiment has been performed for a simple application, namely
evaluation of the π using Monte Carlo method. When an error occurs, the failing
node is eliminated from the calculations. The final value of the π is calculated
based on the data calculated by the threads which finished calculations suc-
cessfully. The result is, therefore, less accurate. However, the loss of accuracy is
minimal, especially for a large number of threads.

The results show that performance overhead of the extensions is negligible.

6 Future Work

Two most important features that we plan to provide in the future are respawn-
ing failed threads and manual checkpointing.

Currently, the fault tolerant PCJ does not handle the situation when failed
node’s job has to be taken into account to calculate the results. The programmer
has to implement the code to replay the work on a working node himself. We
plan to add a possibility to create new threads on existing nodes to replace the
failed threads.
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Fig. 3. Performance comparison of the barrier operation and pi estimation using inte-
gral and Monte Carlo method. The execution time is presented for the following situa-
tions: non-fault tolerant PCJ library, fault tolerant with no node failures, fault tolerant
with a single node failure and fault tolerant with two node failures.

To replay work from the other node, either on an existent thread or on a
new thread it is necessary to start from a state that was already achieved by the
failed thread. This requires checkpointing and support for restoring the state of
a failed node. Which can be implemented for example through a fault tolerant
storage. The data will be shared across physical nodes and will be accessible
even if some node failed.

7 Conclusions

In this paper, we have addressed the important problem of the resilience of the
large-scale parallel programs. We have designed and implemented fault tolerant
version of the PCJ library for the parallel calculations with Java.

The resilience extensions provide a programmer with the basic functional-
ity which allows detecting node failure. For this purposes, the Java exception
mechanism is used which allows to detect execution problems and present it to
the programmer. The programmer can uptake proper actions to continue pro-
gram execution. The detailed scenario how to recover from the failure has to
be decided and implemented by the programmer. The resilience implementation
relies on the assumption that node 0 does not die, therefore, it can handle the
reconfiguration after a node failure. This limitation can be removed later on.

We have performed performance tests of the fault tolerant version of the
PCJ library showing that overhead is small and does not exceed 5–6% of the
total execution time in the case of heavy communication between nodes. In the
example applications, the overhead is significantly reduced.
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The use of the fault tolerant version of the PCJ library is simple and requires
small but straightforward changes in the application code. At the same time
programmer is given high flexibility in the implementation of fault handling.
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Abstract. Graph analysis is an intrinsic tool embedded in the big data
domain. The demand in processing of bigger and bigger graphs requires
highly efficient and parallel applications. In this work we explore the
possibility of employing the new PCJ library for distributed calculations
in Java. We apply the toolbox to sparse matrix matrix multiplications
and the k-means clustering problem. We benchmark the strong scal-
ing performance against an equivalent C++/MPI implementation. Our
benchmarks found comparable good scaling results for algorithms using
mainly local point-to-point communications, and exposed the potential
for logarithmic collective operations directly available in the PCJ library.
Further more, we also experienced an improvement of development time
to solution, as a result of the high level abstractions provided by Java
and PCJ.

Keywords: PCJ · MPI · PGAS · Java · C++ · SPMM · Sparse
K-means · Graph analytics

1 Introduction

Graphs are modelling tools used in numerous domains such as biology, computer
science, mathematics, physics and many others. Their properties can reveal rela-
tionships, similarities, or discrepancies between graph items, which would be
inaccessible with no structural data representation. In computer science, graphs
are used to represent networks of communication, flow of computation, and data
organization. In natural language processing, dependency graphs provide simple
descriptions of the grammatical relations in a sentence. These descriptions help
people without linguistic expertise disambiguate the meaning of the sentence
when they are only interested in extracting textual relations.

At the core of graph analytics are path analysis, community analysis, and
centrality analysis algorithms. Path analysis refers to determining the shortest
distance between two nodes in a graph. For example, this algorithm is employed
when performing route optimisation in smart cities. Community analysis finds
groups of people in a social network that share similar interests. One widely
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known use case is the “other customers were also interested in” syntagm. Cen-
trality analysis focuses on identifying the most influential node in a network.
This can indicate the most dominant person in a social network, the highest
accessed web page, the most inspiring scientific article.

Since most of the graph analytics applications are data hungry and data sizes
are growing at unprecedented pace, focusing our attention towards distributed
frameworks comes as a natural consequence. To easily port old algorithms from
single- to multi-node implementations, a distributed framework should allow the
programmer to focus on algorithm specific challenges, by hiding details such as
communication, synchronization, fault tolerance. In this way the time to solution
can be considerably shortened.

Implementation of graph analytics on distributed machines via high-level pro-
gramming languages is intriguing. The high computational requirements of these
algorithms, make the implementation more suitable for powerful, low-level and
fast languages like C/C++ employing message passing interface (MPI) libraries
for the distributed communication. However, the evolution of heterogeneous com-
puting systems redirects development to large shared memory architectures. The
PGAS (Partioned Global Address Space) [8] is the natural extension of this
paradigm on multiple nodes. Thus combining portable programming languages,
such as Java, with these communication patterns and evaluating the performance
is a very interesting point of research.

Java is one of the leading programming languages used in academia and
industry. The major aspects of portability and versatility, as well as the large
ecosystem of tools and libraries that makes it a complete framework, are some
factors that make Java an appealing language for implementation of graph ana-
lytics. Performing parallel and distributed operations using multiple processes
on the same or multiple hosts has been substantially simplified by the PCJ Java
library [6]. The library implements PGAS model without modifying the language
syntax, making it easy to use. Being highly scalable, the programmer is more
involved in the algorithmic part of the program, achieving higher code reliability
and faster development.

1.1 PCJ Library and Related Work

PCJ is an actively developed library which allows programming in multi-node
systems connected using standard TCP sockets [1]. The distribution model used
is based on the PGAS model, allowing only one-sided communication (which in
a general case is easier in comparison with double-sided message parsing of MPI)
with all communication details hidden. The PGAS paradigm for distributed com-
puting creates dedicated areas for storage for each thread and the programmer
has the option to partially (or even fully) share information among threads.

PCJ is based on standard distribution of Java (requiring at least Java SE8 for
the latest PCJ 5 version) and no further libraries are required. Programming-wise
PCJ provides the basic tools for distributed tasks such as synchronization tasks,
asynchronous one-sided communication, broadcasting etc. Every task translates



310 R. Istrate et al.

into a PCJ thread, having by default only local private variables. PCJ threads
share variables using a PCJ specific annotation syntax.

The first performance evaluation of the PCJ library for graph analytics prob-
lems benchmarked two of the Graph500 kernels: generate and compress a graph
into sparse structures (kernel 1), and compute the level-synchronous BFS search
of some random vertices (kernel 2) [9,10]. In the two studies the authors compare
the performance of the PCJ library against existing efficient MPI implementa-
tions, obtaining good results. The performance discrepancy against the MPI
application was attributed to the different communication paradigms employed
by the two solutions.

A recent publication by Nowicki et al. [7] has shown the potential of the
PCJ library to scale on more than 100’000 cores for a 2D stencil code based
on the Game of Life. The techniques employed for this project have provided
substantial input for the improvement of the of the library functionality.

In this work we continue the series of graph analytics benchmarks. We will
focus on the PCJ implementation of the Sparse Matrix Matrix multiplication
(SPMM) kernel and the k-means clustering algorithm. The former is used for
complex graph calculations, such as for centrality analytics [2,3,11], while the
latter is an essential ingredient for unsupervised clustering analytics.

The choice of the two problems is motivated by their different communication
patterns. With the first example we focus on point-to-point local communica-
tions to the neighbouring processes, whereas the second application targets many
global collective reductions enforcing higher synchronization. Further more, in
order to obtain a direct comparison between the Java/PCJ and the C++/MPI
application, we implement the same algorithm with both programming environ-
ments.

This paper is organized as follows: the next section introduces the algorithms
used for the implementation of the two graph analytics kernels. Results of the
scaling behavior and the comparison between the two implementations is pre-
sented in Sect. 3. Finally conclusions of this work and future outlook are high-
lighted.

2 Algorithms

For both proposed applications we describe its standard sequential algorithms
and how these have been distributed to the multi-node architecture. Based on
the algorithmic complexity and the communication patterns, we estimate the
scaling of the maximum speedup, given its problem size.

2.1 SPMM

Standard algorithm. The SPMM kernel is given by the C = AB equation,
where A is an n ∗m matrix, B is an m ∗ k matrix, and C is an n ∗ k matrix. The
equation is identical to the more common dense matrix matrix kernel, but the
matrix A composition and data representation are completely different. While
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in dense matrix matrix multiplication, the frequency of zero elements in the
A matrix is low, in the sparse kernel most of the A matrix elements are zero.
Because storing the entire A matrix is wasteful, we adopted the CSR encoding
[12]. CSR consumes O(nnz) memory, as compared to O(n ∗ m) required by
the full matrix storage, where nnz denotes the number of non-zero elements.
Furthermore, we will present the case where the matrices do not fit the memory
of a single compute node, and the regular multiplication has to be adapted to
work in a distributed environment.

Distributed version. Before detailing the distribution algorithm, it is worth
mentioning that no matrix is fully stored in only one compute node during the
multiplication process.

The distribution algorithm begins by dividing the A, B and C matrices along
rows. In our experiments we considered B matrices with many more rows than
columns (m � k), thus making the blocking along columns unfeasible from the
memory limitations point of view. For simplicity reasons, we choose the number
of blocks to be equal to the number of processes and the size of each block to be
the same among processes. In case of unbalanced sparsity of the A matrix, or in
case of heterogeneous hardware, these constraints can be easily adapted without
affecting the rest of the algorithm.

Since the multiplication between two matrices involves dot products between
each row of matrix A with each column of matrix B, and since matrix B is
distributed among rows, this implies that by the end of the multiplication, each
node needs access to all the other remote B blocks. In the naive approach the
compute nodes are arranged in a mesh topology, where each node communicates
with each other node to obtain the remote B blocks. With a simple trick, we
reduce the network topology to a list, where each node sends its local B block to
the next node in the list, and receives another B block from the previous node
in the list. If we consider the list of nodes {N0, N1 . . . , Np−1}, we say that N0’s
previous node is node Np−1, and Np−1’s next node is N0. By cycling around
p times the B blocks, each node computes p local multiplications between its
local block A, the currently received block B and it accumulates the result in
the local block C. The final result is distributed across the nodes, and obtaining
the result matrix involves a gather operation.

By evaluating the complexity and the communication requirements of the
distributed algorithm we estimate the maximum theoretical scaling. In the case
of SPMM kernel, the scaling for the distributed algorithm is O (

nnz
2n

)
, where nnz

is the number of non-zero elements and n is the matrix size.

2.2 k-means Clustering

Standard algorithm. k-means is a clustering algorithm that groups n data
points into k clusters. Considering the points {P1, P2, . . . , Pn} and the clusters
{C1, C2, . . . , Ck}, point Pi belongs to cluster C = argmink‖Pi − mCk

‖, where
mCk

is the mean of cluster Ck, and ‖Pi − mCk
‖ denotes the Euclidean distance

between the point P and the centroid of the cluster mCk
.
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The algorithm initiates by randomly choosing k centroids from the set of
points. It continues by assigning each point to the cluster of the nearest centroid.
Mathematically, this means partitioning the points according to the Voronoi
diagram generated by the centroids. After the points were divided in k clusters,
the centroid position is recalculated as the center of the points assigned to each of
the centroids of the previous step of the algorithm. Then the points are reassigned
and the steps are iteratively repeated until the centroids do not change position
or a maximum number of iterations is reached [5].

k-means belongs to the NP-Hard class of problems, which means that the
optimal solution can not be reached in polynomial time, but for a large number
of iterations the result can be driven to an approximate solution of a certain
error.

Distributed version. The distribution algorithm begins by dividing the group
of points among the available compute nodes. For simplicity reasons, we con-
sidered a balanced division, but this constraint can be easily modified without
affecting the rest of the algorithm. Each compute node, besides the local points,
owns a copy of the list of current centroids and begins by assigning every local
point to its closest centroid. The master node gathers the summaries from all
the other nodes, computes the new centroids, and broadcasts the centroids to
the rest of the cluster.

It is worth mentioning that the summaries send by each node to the master
node represent compressed information in the size of the number of centroids,
not in the number of local points. Therefore, the communication requirements
are upper limited by O(k). Because no compute node stores at any point in
the algorithm the entire dataset of points, the algorithm can be scaled up to
extremely large datasets.

The complexity and the computational intensity of the distributed algorithm
indicate the theoretical scaling of the problem. For distributed k-means the
expected scaling is O

(
n
p

)
, with n the number of data points and p the number

of processes.

3 Results

In this section, we present the performance analysis of the two applications,
i.e., SPMM and k-means, using the two different environment, Java/PCJ and
C++/MPI, that were introduced in the previous sections. In order to better
understand the scaling features and to provide a fair comparison, we don’t rely
on any pre-existing library and we implement the same version of the algorithm
by exploiting just the out-of-the-box features provided by PCJ and MPI, respec-
tively.

Our benchmarks present comparison between the two frameworks in terms
of speedup with increasing the number of processes, speedup when varying the
problem size, and actual time to solution.
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Benchmarks are performed on an IBM POWER8 cluster. Each node is pro-
visioned with highly balanced bandwidth between all the computational compo-
nents that are optimized for data intensive analytics.

We developed CPU-based codes that we scale up to four nodes, for a total of
80 physical cores. The resource allocation is scheduled in a sequential order, i.e.,
first we bind the processes to all the cores of a single node before starting to use
the second node1. We have used the 64-bit version of the Java OpenJDK 1.8.0
with PCJ 5.0.4 and GCC 5.3.1 with OpenMPI 2.1.1. The C++ code is compiled
with the -O3 optimization flag.

3.1 Datasets

To simplify the scale up of the problem size during the benchmark process, we
rely on synthetic data which is generated in a distributed way upon initializa-
tion. However, our example applications are already capable to operate on real
datasets, e.g. the classification datasets available in [4].

Randomly initialized matrices. For the SPMM benchmarks we build ran-
domly initialized sparse matrices with a homogeneously distributed density. For
each matrix block we initialize a random number generator with a unique seed
on the corresponding execution process. For the input dense vector v we initialize
all entries to 1.

Random clusters. The input of the k-means application is a set of homoge-
neously distributed points in the d-dimensional feature space. After initializa-
tion, each executing process is generating its own independent list of points.
The initial position of the centroids is generated only by the master process and
broadcasted to all processes.

3.2 Benchmarks of the Algorithms

Figure 1 provides the scaling results for the SPMM problem. The matrix size and
its density have been scaled up to m= 96’000 with a density varying from d = 0.2
to d = 0.6, corresponding to ca. 80 GB of memory needed only to store the matrix
A. The MPI benchmark shows that the application has the potential to scale
for the given system sizes, even though, for the smallest dataset and a large
number of processes, one observes a small decrease in the scaling, as expected
from the analytic algorithm performance. By increasing the problem size the
communication cost can be better overlapped with the larger computation. At
a first impression, the PCJ results do not seem to provide the expected scaling.
Further investigation shows that the performance degradation is not linked to
the PCJ framework, but with the difficulty of benchmarking short operations
within a JVM. For a large number of processes, a single step in the distributed
multiplication runs for less than 100 ms. Effectively, internal Java mechanisms

1 This is specially relevant in the one-dimensional domain decomposition used in the
SPMM algorithm.
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Fig. 1. SPMM strong scaling for multiple matrix sizes and densities. (a) Results using
the C++/MPI application. (b) Results using the Java/PCJ application. Note that the
Java benchmarks are affected by timing issues (see main discussion).

Fig. 2. SPMM - time to solution comparison between PCJ and MPI. The matrices
involved in the multiplication have a constant density of 0.2. This plot is in log-log
scale.

such as the garbage collection and the just-in-time compiler bring a significant
overhead. This is even clearer when analyzing the absolute timings (Fig. 2). The
super-scaling observed for the largest matrix m= 96’000 and d = 0.2 is due
to cache optimization. Because of a warm up execution, the matrix blocks are
already loaded into the faster cache memory.

The scaling results for the k-means application are presented in Fig. 3. The
number of points in the dataset varies from 2.4 M to 480 M, each having nf = 2
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Fig. 3. k-means strong scaling for various number of points n and fixed number of
features nf = 2. (a) Results using the C++/MPI application. (b) Results using the
Java/PCJ application.

Fig. 4. k-means - comparison of the time per iteration between PCJ and MPI. This
plot is in log-log scale.

features and three centroids. The algorithm shows a close to optimal scaling
for the MPI implementation, whereas the small system sizes show performance
degradation for the PCJ scaling. The latter is an expected result, because
MPI profits from the logarithmic collective reductions, which are not currently
exposed in the PCJ API.

Similar results are obtained when comparing the absolute timings for the time
to solution (Figs. 2 and 4). For large problem sizes, the scaling of both frameworks
is very similar, but for smaller problems we encounter timing issues, because of
which the measured time of SPMM with PCJ saturates at the constant overhead
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caused by Java internal mechanisms. As expected, the low level optimizations in
the C++ codes achieve 2–3 faster execution compared to the Java implementa-
tion. The stronger difference in the timings of the k-means application reflects
the (current) different algorithmic complexity.

4 Conclusions and Outlook

In this work we implement and benchmark two graph analytic kernels. The
results show a promising strong scaling for the Java/PCJ implementation that,
for larger system sizes, reaches the same performance as the low-level C++/MPI
application. Within the context of the two different kernels we find that the PCJ
library provides excellent out-of-the-box performance for local communications,
whereas the global communications pattern would highly profit from generic col-
lective communications employing logarithmic complexity. Regarding absolute
timings the Java code is found to be between 2–3 times slower than the C++
version. This difference mostly originates from the inner kernel functions and
not from the communication side. The gap is expected to be much smaller if
both implementation would execute the inner kernels on modern accelerators.

However, the large benefit of the PCJ library lies in the reduced development
effort as a result of the abstraction mechanisms available in the Java language.
As an insight, it took very little effort for a first-time user to extend a basic PCJ
skeleton code into a fully working parallel application. Given the easy integration
into existing frameworks and applications used both in academia and industry,
the library has the potential to provide a valid alternative to low-level C++
codes.

The further development of the demonstrative benchmark applications is the
evolution into production application that would, e.g., serve a distributed graph
database. A graph is efficiently described by its adjacency matrix A, i.e., a sparse
matrix with Aij �= 0 when there is an edge between the node i and the node
j. Our benchmark targets already the analysis of large graphs that don’t fit on
the memory of a single machine. This is for example the case of typical social
network graphs with billions of nodes and edges as well as a representation of
the links between webpages [4].

Complex graph analytics, such as a centrality analysis, or simpler traver-
sal operations, such as retrieving neighbouring nodes, are based on the SPMM
kernel, hence the current benchmark applications provide already the core of a
scalable graph database implemented using the PCJ library.
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Abstract. The focus of this article is to present Big Data analytics using
Java and PCJ library. The PCJ library is an award-winning library for
development of parallel codes using PGAS programming paradigm. The
PCJ can be used for easy implementation of the different algorithms,
including ones used for Big Data processing. In this paper, we present
performance results for standard benchmarks covering different types
of applications from computational intensive, through traditional map-
reduce up to communication intensive. The performance is compared to
one achieved on the same hardware but using Hadoop. The PCJ imple-
mentation has been used with both local file system and HDFS. The
code written with the PCJ can be developed much faster as it requires
a smaller number of libraries used. Our results show that applications
developed with the PCJ library are much faster compare to Hadoop
implementation.

Keywords: Big Data · Java · Parallel computing · Hadoop

1 Introduction

The concept of big data has been around for years but nowadays organizations
understand that if they capture all the data that streams into their businesses,
they can apply analytics and get significant value from it. The new benefits that
big data analytics brings to the table are speed and efficiency. Whereas a few
years ago one would have gathered information, run analytics and unearthed
information that could be used for future decisions, today there is a strong
need for immediate decisions. Such approach requires parallel processing of data
necessary to provide results in short time.

For the analysis of large-scale data one can use sampling, data condensation,
density-based approaches, grid-based approaches, divide and conquer, incremen-
tal learning, and distributed computing [1]. The focus on big data analytics
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resulted in the development of dedicated algorithms and software tools. The most
popular is MapReduce algorithm [2] which became synonymous with big data
processing. Different flavors of it are available over Apache Hadoop [3] being at
the core of big data processing. It is important to note that the primary Hadoop
MapReduce application programming interfaces (APIs) are mainly called from
Java. In addition, advanced skills are needed for development and maintenance.

Recently, the new approach to the parallel processing has been presented
by the PCJ library [4,5]. It is Java library which allows for easy development
of highly scalable applications using PGAS (Partitioned Global Address Space)
programming paradigm. Although the main focus of PCJ library was on HPC
systems, it can be also used for big data processing.

The aim of this paper is performance comparison of the Hadoop and PCJ
software frameworks for the standard benchmarks running on the same infras-
tructure. The selected benchmarks cover different types of applications from
computational intensive, through traditional map-reduce up to communication
intensive. The experimental setup is described in the Sect. 2. The Sect. 3 presents
details of the performance evaluation and provides results. Next section com-
pares coding effectiveness for Hadoop and PCJ and the following section presents
related work. The paper concludes with the conclusions and summary.

2 Experimental Setup

The experimental results for Hadoop and PCJ implementations were obtained on
the same hardware system. The strong (fixed global problem size) and weak (the
same size of the problem executed by all threads) executions are used depending
on the tested algorithm.

2.1 Hardware

For the tests, a dedicated instance of the Hadoop cluster has been used. It con-
sisted of 68 server (computing) nodes, 3 namenodes, and 2 management nodes.
All nodes were equipped with the two, 24 core Intel(R) Xeon(R) CPU E5-2680
v3 processors running at 2.50 GHz. Nodes were running CentOS Linux release
7.2.1511. The InfiniBand interconnect was used, the storage was HDFS filesys-
tem with 5.1 TB capacity. The cluster was used exclusively for tests and no other
application was running.

2.2 Software

The Cloudera CDH 5.7.5 open source platform distribution, including Apache
Hadoop, was installed on the cluster. By integrating Hadoop with other crit-
ical open source projects, CDH is a functionally advanced system that helps
to perform end-to-end Big Data workflows and minimize administration effort
necessary to set up the system. The PCJ library version 5.0.1 has been used to
implement word count and π estimator. The BFS algorithm was implemented
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and tested using PCJ version 4.1. For PCJ and Hadoop, the same version of Java
was selected. The 64-bit 1.8.0 version from Oracle has been used. The PCJ appli-
cations were started using PCJ.deploy() method, which executes ssh command
to start an application on computing nodes.

3 Results

The parallel workload can consists of different types of applications (e.g. I/O-
intensive, data-intensive and CPU-intensive) [6] which may benefit differently
from software platforms such as Hadoop and PCJ. CPU-intensive applications
devote most execution time to computational requirements and typically require
small volumes of data. CPU-intensive applications executed in parallel can have
different characteristics depends on the amount of communication performed.
There are applications with the low communication profile such as trivially par-
allel, or with the significant communication such as graph processing. The I/O-
intensive applications require large volumes of data and devote most processing
time to I/O. Such applications do not have or have only a few computations and
contain only pure write/read operations.

It is important to gain a deep understanding of each type of applications
because it can provide guidance to decide the best parallelization platform for
a given application to maximize performance and scalability. In this paper, we
mainly focus on investigating the performance and scalability of different types
of applications parallelization with the Hadoop (MapReduce) and PCJ software
platforms.

3.1 Data Intensive

WordCount is a simple piece of code that demonstrates core Hadoop features
and basics of programming in MapReduce paradigm. Test program reads an
input file line-by-line and counts the number of unique words occurring in each
line. Reduction steps gather all computed partial results. Combiners may be
used together with Reducers to facilitate in-memory communication and increase
overall performance. In the end, a mapping between all the unique words in whole
text and number of their occurrences are emitted. No prior text transformations
are performed (for example, stop word list and stemming are not utilized), so -
depending on input formatting and used word division algorithms - glyphs like
punctuation marks and their combinations might be considered a unique word;
the same goes for different grammatical forms of the same word.

PCJ code mimics the structure of Hadoop implementation. The word calcula-
tions are divided into two steps. Mapping phase utilities the same word-division
code that was provided with our Hadoop implementation. Partial results are
stored in a shared global variable, unique to every thread of execution. After this
phase, a reduction occurs with thread 0 chosen as a root. No overlap between
two phases is facilitated. The reduction policies are a major contribution to the
overall scalability results and in the case of PCJ three distinct policies were
implemented:
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– Reduction 1 - traditional hypercube reduction scheme, suitable for thread
counts that are a power of two.

– Reduction 2 - a 2-step reduction scheme; first step consists of intra-node
reduction, in second step thread 0 collects partial results from remote com-
putation nodes.

– Reduction 3 - a 2-step reduction scheme in which all threads affiliated with
node 0 performed remote reduction; remote computation nodes were assigned
to node 0 threads on a round-robin fashion; after this step intra-node 0 reduc-
tion was performed.

Two novels were chosen as a textual corpus for the text. We have used
an UTF-8 encoded plain text English translation of Lev Tolstoy’s War and
Peace [7], a file of 3.3 MB, and lesser-known, but nevertheless considerate in
length plain ISO 8859-1 encoded text of original French version of Georges de
Scudéry’s Artamène ou le Grand Cyrus [8], one of the longest novels ever writ-
ten, totaling in 10 MB file size. Different encodings were accounted for in the
code. Whilst data sizes itself are quite small, they have been the basis for the
weak scalability testing, thus forming a sizable dataset for larger numbers of
threads, reaching 52 GB in case of former file and 174 GB for the latter. Other
researchers have reached conclusive results in the past using much smaller sets,
of 1 GB and 8 GB [9].

During the weak scalability testing, each file was replicated n times,
for n ∈ {1, 2, 3, 4, 5, 6, 7, 8, 16, 32, 64, 128, 256, 512, 1024, 2048, 4096, 8192, 16384}.
This allowed to affiliate each PCJ thread with one input file and was decisive
for a number of map operations executed by Hadoop. HDFS filesystem was used
in all Hadoop tests, whilst PCJ performance was tested against the node local
filesystems as well as HDFS. PCJ threads were distributed so that the small-
est number of computing nodes was used, as determined by available hardware
threading capabilities. Each PCJ thread read its own copy of input data.

Fig. 1. WordCount weak scalability for 3.3 MB (left) and 10 MB (right) input files.
Data for various Hadoop and PCJ implementations are presented.

Timing results for different input size are presented in the Fig. 1. Timings
encompass the execution time of job.waitForCompletion() method in the case of
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Hadoop and measure the total time that thread 0 spent in mapping and reduce
phase in the case of PCJ. Input data copying times (from local storage to HDFS
and to remote nodes in non-HDFS PCJ version) are not accounted for in the
timings.

Generally, PCJ exhibits great scalability and first symptoms of a slowdown
are barely visible only when available CPUs are oversubscribed (i.e. when a
number of threads is larger than 3264). Overlapping of mapping and reduction
steps, as well as the usage of combiners, did not allow Hadoop to achieve similar
results and first symptoms of resource exhaustion are exhibited when 1024 input
files are processed. On the other hand, the performance of HDFS (excluding the
data copying times) was exemplary in the tests and allowed PCJ + HDFS version
of the code to achieve even better results. In the case of this implementation,
HDFS allowed achieving about two-fold speedup of mapping phase when com-
pared to non-HDFS code (reduction phase times remained constant as they are
not IO-bound).

3.2 Computational Intensive

For the computationally intensive workload, we have used a map-reduce pro-
gram to estimate the value of π using quasi-Monte Carlo method [10]. Mapper
generates points in a unit square and then counts points inside/outside of the
inscribed circle of the square. Reducer accumulates points inside/outside results
from the mappers. Hadoop π example uses Halton sequence which perfectly
matches this scenario. It has no duplicate numbers in the sequence and sequence
can be as long as needed. The performance data is generated for week scaling
where each mapper is using its own part of the sequence of the defined length.

The PCJ implementation follows the same scheme. The work is distributed
among PCJ threads and after calculations, the results are summed up over all
threads using asynchronous get method.

The performance results were gathered in the weak scaling mode, i.e. with
the constant number of generated point for each PCJ thread or Hadoop mapper.
The execution time for the 1,000,000 points are presented in the Fig. 2. In the
case of Hadoop implementation, the total execution time which accounts for job
creation and execution has to be considered, especially for a larger number of
jobs.

Both implementations show very good scaling up to 64 PCJ threads/Hadoop
mappers which refer to the execution of the single PCJ thread or mapper job on
each hardware node. For the higher number of threads, more than one thread/job
is run on the single node and reduction time increases due to the more commu-
nication performed. For a larger number of threads, the parallel efficiency starts
to decrease for both implementations. Depends on the number of threads used,
the PCJ implementation is 300–450 times faster than Hadoop.
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Fig. 2. Execution time for estimate of
the value of π in the case of weak
scaling. The time for PCJ (lower) and
Hadoop (upper) is presented. The total
time (execution and job creation) for
Hadoop is also shown (top).

Fig. 3. BFS strong scalability for graph
consisting of 222 nodes. Execution time
for Hadoop (top) and for PCJ imple-
mentations are presented. The red and
blue lines are for 8 and 4 threads run-
ning on the single physical node.

3.3 Communication Intensive

The important example of the communication intensive algorithm is graph pro-
cessing, which is used in many fields of science such as sociology, risk prediction
or biology. It poses numerous challenges especially for large graphs which have
to be processed on multicore systems.

Most of the tools for graph processing is using traditional programming lan-
guages such as C/C++. However, the growing adoption of Java as a program-
ming language for the data analytics opens requirement for new scalable solu-
tions. The parallel execution in Java is based on the Thread class or fork-join
framework available since Jave SE7. All these features can be used within sin-
gle Java Virtual Machine, which limits parallelization capabilities to the single
shared memory node which is not enough for large problems.

BFS as one of the most important graph algorithms has been widely studied.
The main idea of our BFS implementation is based on MPI reference simple
approach of Graph500 benchmark [11] with synchronization after each level,
which has been closely examined in [12]. Most of the algorithms based on the
level-synchronized BFS, adopt the idea to either specific programming model
or to the environment and present some optimizations to improve performance
[13].

Recently there has been developed PGAS (Partitioned Global Address Space)
version of the level-synchronous BFS (Breadth First Search) algorithm and it
has been implemented in Java using PCJ library which allows running graph
processing on multiple nodes [14]. The implementation is based on 1D partition-
ing: all vertices and edges of the original graph are distributed so that each PCJ
thread owns N/p vertices and its incident edges (p is a number of processors and
N is a number of vertices in a graph). The distribution of vertices is realized by
blocks.
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Hadoop implementation of the BFS algorithm is based on [15] The search
starts from the root node and the neighboring nodes are visited until there are
no more possible nodes to visit. One way of performing the BFS is by coloring
the nodes and traversing according to the color of the nodes. There are three
possible colors for the node: unvisited, visited and finished. Before the start
of the traversal, nodes are colored indicating that all the nodes are unvisited.
The source node is colored as visited which indicates that its neighbors should be
processed. All the nodes adjacent to a visited node that are unvisited are changed
to be visited. The originally visited node is then colored that all its neighbors
are visited and the processing of the node is finished. The process continues until
there are no more visited nodes to process in the graph. Each iteration can use
the previous iteration’s output as its input. This kind of iterative MapReduce
is useful for applications including graph problems such as parallel breadth-first
search. The iteration proceeds using a simple loop condition. Satisfaction of the
loop condition can be determined by the mapper, the reducer or the driver.

In order to speed up processing, the CustomWritable class was used to read
graph data as objects instead of extracting necessary information from strings,
which was used in the original code.

Sample graphs (in the form of edge tuple list) - based on Kronecker Graph
model together with BFS source vertices - used in performance tests have been
generated from Graph Generator of the Graph 500 benchmark. The performance
has been tested on graphs of SCALE = 22 with edgefactor = 6 (SCALE is
the logarithm base two of the number of vertices and edgefactor is the ratio of
the graph’s edge count to its vertex count). In the case of Hadoop, before BFS
computation, the generated binary file with edge tuple list had been converted to
the adjacency list and split into a different number of binary Hadoop sequence
files (org.apache.hadoop.io.SequenceFile). The conversion was not accounted
for final results.

The execution time presented in the Fig. 3 shows that both implementations
show similar scalability - up to 32 threads. For the larger number of threads, the
communication time starts to dominate and execution time increases. There is
a large difference in the total execution time: the PCJ implementation is more
than 100 times faster for the whole range of the threads used.

4 Coding Effectiveness

Coding effectiveness is in general subjective measure and depends significantly
on the programmer’s skills and experience. However, we can set up a number
of commonly used metrics which can be useful for code comparison. One of
them is a number of libraries imported for the application for Hadoop and PCJ
implementations respectively. The number of Java classes required by PCJ is
significantly smaller. The number of lines of the code for the PCJ is usually larger
due to the fact that PCJ implementation contains explicite code for reduction
of the results, while in the Hadoop this task is realized by the classes imported
from the library.
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The number of PCJ methods used for implementation of the highly scal-
able code is relatively small and for simple codes does not extend 20. Even for
large codes such as BFS, the number of lines of the code which contain calls to
PCJ library is less than 10%. This data confirms that PCJ library is efficient
and easy to use tool for development of highly scalable applications of different
type. Moreover, the parallelization is not limited to the map-reduce scheme and
programmer can easily implement any parallel algorithm with few lines of code.

There is, of course, a trade-off between programming the application almost
from scratch and framework approach. The framework offers programmer num-
ber of tools which simplify application development. The price to pay is the
adaptation of the application to an available framework which might not be
easy nor efficient. Resulting code, usually smaller compare to programming from
scratch and very often difficult to read.

An opposite approach makes fundaments for the PCJ library. The role of
the programmer is work with the algorithm, decide on the most efficient paral-
lelization strategy and then use relatively simple tools to implement his ideas in
the computer readable form. This might be more difficult for a non-experienced
user but leads to more efficient and scalable code. This is especially important
for parallel programming where most of the work has to be performed on the
algorithm rather than coding itself.

5 Related Work

The performance of Hadoop and Apache Spark attracts significant attention
as both frameworks are widely used in Big Data processing [16]. In particular,
an improvement of Hadoop performance by the in-memory processing was the
motivation for the development of the Apache Spark framework. In results, the
3–4 times better performance compare to Hadoop has been reported [17,18].

A number of optimizations has been performed for Hadoop. Some of them are
based on the parameters tuning, other deal with the adaptation of the hardware.
For example, to solve the defect of storage of small files, they are merged into a
single file which is then stored in the Hadoop filesystem [19]. Another solution
is in-storage computing based on the offloading some data processing performed
by mapper to the ISC device which allows for about 2 times faster execution
[20].

Recent research has focused on the integration of Hadoop and HPC cluster,
particularly in the use of the HPC file system replacing HDFS in the Hadoop
framework, e.g., [21]. Researchers also tried to seek for substitution for HDFS
looking for modern distributed file systems such as GoogleFS [22], PVFS [23]
and OrangeFS [24].

6 Conclusions

We have presented Hadoop and PCJ implementation details of the selected
applications with the different characteristics: data-intensive, computational and
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communication intensive. We have compared the performance of the example
applications such as word count, π estimation using quasi-Monte Carlo method
and BFS search using the level synchronous parallel algorithm. In all cases, PCJ
library provides code which scales well and runs faster compare to the Hadoop.
The LOC for the PCJ is reasonable, the number of imported libraries is signifi-
cantly reduced compare to Hadoop and the fraction of the code which contains
calls to PCJ library is less than 10%. In many cases, the computational kernel
remains the same as for the sequential execution. Presented results confirm that
implementations based on PCJ library are much faster than Hadoop ones, even
for typical Map-Reduce applications.

In this paper, the Hadoop implementation of selected algorithms was used.
The processing can speed up 3–4 times using Apache Spark [17] which does not
change the main outcome of the presented work since PCJ implementation is
much faster than Hadoop ones. The comparison of the PCJ library with the
Apache Spark is ongoing.

Parallel applications using PCJ library can be easy deployed on any infras-
tructure with Java 8 installed. The deployment is much easier than for Hadoop
infrastructure. The Java/PCJ can be therefore used as an interesting solution for
HPC and Big Data types of applications on different hardware platforms. It is
efficient and easy to use tool which can be used to implement highly scalable par-
allel algorithms of a various type including, but not limiting to the map-reduce
schema.
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Abstract. Computations based on graphs are very common problems
but complexity, increasing size of analyzed graphs and a huge amount of
communication make this analysis a challenging task. In this paper, we
present a comparison of two parallel BFS (Breath-First Search) imple-
mentations: MapReduce run on Hadoop infrastructure and in PGAS
(Partitioned Global Address Space) model. The latter implementation
has been developed with the help of the PCJ (Parallel Computations
in Java) - a library for parallel and distributed computations in Java.
Both implementations realize the level synchronous strategy - Hadoop
algorithm assumes iterative MapReduce jobs, whereas PCJ uses explicit
synchronization after each level. The scalability of both solutions is sim-
ilar. However, the PCJ implementation is much faster (about 100 times)
than the MapReduce Hadoop solution.

Keywords: High performance computing · Hadoop · MapReduce
PGAS · Parallel and distributed computation
Performance evaluation · Parallel graph algorithms · Java

1 Introduction

The demand on increasingly faster data processing resulted in creating dedicated
tools and algorithms. One of the most widespread ideas focused on big data
analysis is MapReduce [1] model together with open-source Apache Hadoop
platform [2]. Hadoop application programming interfaces are mainly based on
Java language. The big advantage of this tool is fault tolerance and ability to
keep thousands of terabytes of data on distributed file system. All those features
make MapReaduce and Hadoop an interesting solution. However, gaining high
performance in some sort of problems might be a huge challenge.
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One of the new, promising solutions for parallel and distributed computations
in Java language is PCJ (Parallel Computations in Java) library [3–5]. PCJ is
a library that allows developing applications in pure Java language, which does
not require any language extensions or special compiler. It is based on the PGAS
(Partitioned Global Address Space) model, with all communication details like
threads administration or network programming hidden. The communication in
the model is one-sided. All those features make programming simpler together
with high performance preserved.

PCJ is still being upgraded. At the beginning PCJ was written using Java 7,
later it was upgraded to use Java 8. Recently a new version 5 of the library has
been released, with code fixes and performance boost. Currently, work is being
carried out on further important features like fault tolerance.

The goal of this paper is to compare performance comparison of the BFS
algorithm on Hadoop and using PCJ library, both running on the same infras-
tructure. This paper is constructed as follows: Sect. 2 contains information about
BFS Hadoop implementation. Next Section contains general remarks about how
BFS was implemented using PCJ library. Section 4 contains comparison results of
BFS algorithm implementation using PCJ and Hadoop MapReduce. The paper
concludes with final remarks and future plans in Sect. 5.

2 BFS - Hadoop Implementation

The idea of the Hadoop implementation of the BFS algorithm assumes iterative
MapReduce jobs, where the same Mapper and Reducer run multiple times [6].
The only difference is that in each iteration the previous iteration’s output is
used as input.

In the algorithm, each vertex has its own status (color) which indicates
whether it was visited or not. There are three possible statuses: white (unvis-
ited), gray (visited) and black (finished). BFS traversal proceeds according to
those colors. The search starts from a randomly sampled source vertex of the
graph, which at the beginning has a gray color. All other vertices are white.
The gray color indicates that this vertex is visited and its neighbors should be
processed. All vertices that are adjacent to the gray vertex are becoming visited
and gain gray color. Whereas, the original gray vertex is colored black, what
indicates that all its neighbors are already visited. When there are no other gray
vertices, the BFS algorithm stops.

In the first MapReduce iteration, vertices with distance (understood as the
shortest path connecting two vertices) one from a source are being explored.
In the i-th iteration, new vertices i steps away from the source are becoming
visited.

Each time single MapReduce iteration finishes, to check whether next itera-
tion should proceed, a simple condition: numberOfGrayVertices > 0 is verified.
This is realized via MapReaduce counter defined as an enum type, as in the
Listing 1.
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1 public static enum NextLevel {

2 numberOfGrayVertices

3 }

Listing 1. Number of gray vertices - counter.

The information about all vertices of the graph is kept in the CustomWritable
class (Listing 2). This class contains data about the list of adjacent vertices, the
distance from the source, the color of the vertex and the predecessor (parent).
By default, each vertex except source is unvisited (white) and its distance is set
to Long.MAX VALUE. The getter and setter methods are omitted.

The input is a binary sequence file, where vertex information is kept
in the following format: color distanceFromSource parent adjacencyList.
For example for source vertex: G 0 MAX 2,4,5, and for regular vertex: W MAX
MAX 2,4,67,.

1 import java.io.DataInput;

2 import java.io.DataOutput;

3 import java.io.IOException;

4 import org.apache.hadoop.io.Writable;

5

6 public class CustomWritable implements Writable {

7

8 private long parent;

9

10 private long [] adjacencyList ;

11

12 // W, G, B

13 private char color;

14

15 private long distance;

16

17 public CustomWritable () {

18 this.color = ’W’;

19 this.distance = Long.MAX_VALUE;

20 this.parent = Long.MAX_VALUE;

21 this.adjacencyList = new long [0];

22 }

23

24 public CustomWritable(char color , long distance , long

parent) {

25 this.color = color;

26 this.distance = distance;

27 this.parent = parent;

28 this.adjacencyList = new long [0];

29 }

30

31 @Override

32 public void readFields(DataInput in) throws IOException {

33 color = in.readChar ();
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34 distance = in.readLong ();

35 parent = in.readLong ();

36 int length = in.readInt ();

37 adjacencyList = new long[length ];

38 for (int i = 0; i < length; i++) {

39 adjacencyList [i] = in.readLong ();

40 }

41 }

42

43 @Override

44 public void write(DataOutput out) throws IOException {

45 out.writeChar(color);

46 out.writeLong(distance);

47 out.writeLong(parent);

48 out.writeInt(adjacencyList .length);

49 for (long l : adjacencyList ) {

50 out.writeLong(l);

51 }

52 }

53

54 // getters and setters

55 }

Listing 2. Class responsible for keeping information about single vertex.

Class with whole BFS algorithm extends Configured class and implements Tool
interface [10]. Each single MapReduce iteration job is defined as in the Listing 3.

1 job.setMapOutputKeyClass(LongWritable.class);

2 job.setMapOutputValueClass(CustomWritable.class);

3 job.setOutputKeyClass(LongWritable.class);

4 job.setOutputValueClass (CustomWritable.class);

5 job.setInputFormatClass (SequenceFileInputFormat .class);

6 job.setOutputFormatClass(SequenceFileOutputFormat .class);

Listing 3. MapReduce job configuration in each iteration.

Map class extends the Mapper class specifying the parameters as the types of the
input key - LongWritable, input value - CustomWritable, output key - Long-
Writable and output value - CustomWritable (Listing 4). All information about
vertices is written as key-value pairs. Key is vertex unique identification. If ver-
tex v has a gray color, for all its adjacent vertices as a value: color (gray), new
distance and parent is emitted. New vertex distance from the source is set to
be the distance of its parent incremented by one. The original vertex v becomes
black. At the end, for vertex v emit: color, distance, parent and adjacency list.
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1 public static class Map extends Mapper <LongWritable ,

CustomWritable , LongWritable , CustomWritable > {

2

3 public void map(LongWritable key , CustomWritable v, Context

4 context) throws IOException , InterruptedException {

5 if (v.getColor () == ’G’) {

6 for (final long v2Id : v.getAdjacencyList ()) {

7 CustomWritable v2 = new CustomWritable(’G’, v.

getDistance () + 1, key.get());

8 context.write(new LongWritable(v2Id), v2);

9 }

10 v.setColor(’B’);

11 }

12 context.write(key , v);

13 }

14 }

Listing 4. Hadoop BFS Map class.

Reduce class combines all the information for a single vertex identificator (List-
ing 5). The following values are determined and emitted from the reducer func-
tion to the output file: the complete list of adjacent vertices, the minimum dis-
tance from the source together with parent, the darkest color. If there are more
gray nodes, the counter is incremented by one.

1 public static class Reduce extends Reducer <LongWritable ,

CustomWritable , LongWritable , CustomWritable > {

2

3 public void reduce(LongWritable key , Iterable <

CustomWritable > values , Context context) throws

IOException , InterruptedException {

4

5 final CustomWritable reduced = new CustomWritable(’W’,

Integer.MAX_VALUE , Integer.MAX_VALUE);

6 for (CustomWritable v : values) {

7 if (v.getAdjacencyList ().length > 0) {

8 reduced.setAdjacencyList (v.getAdjacencyList ());

9 }

10 if (v.getDistance () < reduced.getDistance ()) {

11 reduced.setDistance(v.getDistance ());

12 reduced.setParent(v.getParent ());

13 }

14 if (reduced.getColor () > v.getColor ()) {

15 // save the darkest color

16 reduced.setColor(v.getColor ());

17 }

18 }

19 context.write(key , reduced);

20 if (reduced.getColor () == ’G’)
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21 context.getCounter(NextLevel.numberOfGrayVertices).

increment (1L);

22 }

23 }

Listing 5. Hadoop BFS Reduce class.

3 BFS - PCJ Implementation

The BFS implementation, used for performance tests in this paper, is a part
of a recent implementation of Graph500 benchmark in PGAS model using PCJ
library. More detailed description can be found in [7,8]. Below there are presented
only general information.

In the implementation the level-synchronous BFS strategy is used, what
means that all vertices at a distance k form source vertex are visited before
vertices at distance k + 1. Because the input graph is static, it is kept in dis-
tributed CSR format in which every PCJ task holds its own subset of vertices
and its adjacent edges in two arrays. The distribution of vertices among PCJ
tasks is realized by 1D partitioning of the graph.

Each PCJ task keeps two queues. Both queues hold only local vertices owned
by specific PCJ task. The first queue keeps vertices processed at the current level
(from distance k from source vertex), whereas the second queue holds vertices
that are within one vertex away from the source vertex and should be visited at
the next level (distance k+1). The result - predecessor array for BFS result tree
- is also distributed in the way that each PCJ task holds part of the array, only
for its local vertices.

The BFS traversal starts from a random, source vertex sampled from a graph,
put in the first (current level) queue of the owner task. The communication
between PCJ tasks occurs when vertex u adjacent to the vertex v from the first
queue does not belong to the task performing this check. Proper message is
constructed and sent to the owner task of vertex u. At the end of each level, all
tasks exchange information about a number of vertices in the second queue to
check if BFS algorithm should be stopped. Otherwise, search continues to the
next level.

In the implementation, many optimizations have been used. Instead of send-
ing single messages, data is accumulated in array buffers, which is important
as PCJ library supports sending arrays with provided indexes. This allows to
split messages at the time of creation and minimize the overhead connected with
starting the communication. Used bitmap for checking whether the vertex has
already been visited, allows reducing the number of sent messages between tasks
(each task keeps a vector of bits, set to 1 if the vertex is visited, 0 otherwise).
Another important feature is overlapping the communication and computation
- while waiting for communication coming to an end, the task uses this time to
process data that has already been received.
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4 Results

4.1 Data

Experimental graphs used in performance tests together with BFS source ver-
tices have been taken from Kronecker Generator of the Graph500 benchmark
[9]. Generated graphs have the edge tuple list form, so in the case of Hadoop
implementation, this edge tuple list had to be transformed to the following input
data: vertexId color distanceFromSource parent adjacencyList.

At the beginning, the generated graph file has been converted to the number
of distributed text files holding proper BFS input data. The program required
three parameters: a path to the edge list file (file with sources has the same
path and name, but ends with ‘-root’), the name of generated file and number
of generated files parts. A further step was to create a binary Hadoop sequence
file (org.apache.hadoop.io.SequenceFile) from a text file to read graph data
as objects instead of extracting necessary information from strings. We compare
BFS performance both for sequence files and for text files. Neither the conversion
nor uploading files to HDFS were accounted for final results.

The performance has been tested on graphs of SCALE ∈ {18, 19, 20, 21, 22}
with edgefactor = 16 (SCALE is the logarithm base two of the number of
vertices and edgefactor is the ratio of the graph’s edge count to its vertex count).

4.2 Environment

The results both for Hadoop and PCJ are obtained using the same hardware
system. Hadoop cluster consisted of 68 computing nodes, 3 namenodes, and
2 management nodes. All nodes have two 24 core Intel(R) Xeon(R) CPU E5-
2680 v3 processors with 2.50 GHz and the InfiniBand interconnect. Nodes were
running CentOS Linux release 7.2.1511. The storage was HDFS filesystem with
5.1 TB capacity. The Cloudera CDH 5.7.5 open source platform distribution,
including Apache Hadoop, was installed.

Java version used for both Hadoop and PCJ tests was Oracle 64-bit 1.8.0. The
PCJ library version 4.1 has been used. In the tests, only the strong scalability
has been examined.

4.3 Performance

Figure 1 (left chart) shows comparison of Hadoop BFS algorithm in two variants:
where graph is read and written as a plain text file or a binary Hadoop sequence
file (org.apache.hadoop.io.SequenceFile) which allows to read graph data as
objects instead of extracting necessary information from strings. The sequence
implementation is faster than the text one. The greater the graph, the difference
between sequence and text version is bigger.

The execution time presented in the Figs. 1 and 2 (right chart) shows that
both implementations show similar scalability - up to 32 threads for graphs of
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Fig. 1. BFS on Hadoop for text and binary sequence files as input (left). BFS execu-
tion time for Hadoop (with sequence files) for graphs of SCALE ∈ {18, 19, 20, 21, 22}
(right).

Fig. 2. BFS execution time for Hadoop (with sequence files) and PCJ (with 4 or 8
threads per node - marked as 4pn and 8pn) for graphs SCALE = 20 and SCALE = 22.

SCALE = 22. The bigger the graph, the scalability is better. In PCJ implemen-
tation for the larger number of tasks, the communication time starts to dominate
and execution time increases. There is a huge difference in the total execution
time: namely the PCJ implementation is more than 100 times faster for the
whole range of the tasks used. Slightly better outcomes for PCJ imlementation
have been gained for 4pn (4 threads per node) configuration over 8pn (8 threads
per node).

Figure 3 shows an execution time box chart with informations about 1st
quartile, median, third quartile together with minimum and maximum value for
PCJ implementation (SCALE = 22) with 4pn and 8pn. We can see that, the
more number of threads take part in the algorithm the bigger difference starts to
arise between median and the maximum value especially for 8 thread per node
configuration. Minimum value however, is approximately close to the median for
whole range of the threads used both for 4pn and 8pn.
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Fig. 3. Box plot for PCJ execution time (with 4 or 8 threads per node - marked as
4pn and 8pn) for graph of SCALE = 22.

Fig. 4. BFS Hadoop execution time for operations: map, reduce, map in occupied slots,
reduce in occupied slots.

5 Conclusions and Future Work

We have presented Hadoop MapReduce and PCJ implementation details of the
level synchronous parallel BFS algorithm and introduced the performance com-
parison of those two solutions. The BFS algorithm coded in the PGAS model
in Java with PCJ library is much faster (about 100 times) than the Hadoop
implementation. The scalability of both implementations is similar.

As graph processing is not a typical Map-Reduce application, we currently are
focused on comparing PCJ implementation of BFS with selected tools strictly
dedicated to graph problems like Apache Giraph (open-source counterpart to
Pregel, built on top of Apache Hadoop) and GraphX (Apache Spark’s API for
graphs and graph-parallel computations).
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Abstract. We address the problem of generating a many-nucleon basis
for ab initio nuclear structure modeling, which quickly becomes a signifi-
cant runtime bottleneck for large model spaces. We first analyze the orig-
inal basis generation algorithm, which does not employ multi-threading
parallel paradigm. Based on the analysis, we propose and empirically
evaluate a new efficient scalable basis generation algorithm. We report
a reduction of basis generation runtime by a factor of 42 on the Blue
Waters supercomputer and by two orders of magnitude on our test-bed
computer system with Broadwell CPUs.

Keywords: Ab initio · Basis generation · Many-nucleon basis ·
Nuclear structure · Parallel algorithm

1 Introduction

Understanding the origin, structure, and phases of hadronic matter is key to
comprehending the evolution of the universe. To fully achieve this, we need
to model the complex dynamics of atomic nuclei that control a vast array of
astrophysical phenomena and are often found key to understanding processes in
extreme environments, from stellar explosions to the interior of nuclear reactors.

Over the past two decades, ab initio approaches to nuclear structure and reac-
tions have considerably advanced our understanding and capability of achieving
first-principles descriptions of light nuclei [6,7,11,12]. To extend the reach of ab
initio methods towards heavier nuclei, we have developed a novel method dubbed
symmetry-adapted no-core shell model (SA-NCSM) [1] and implemented it as a
highly scalable computer code LSU3shell1 [2]. Our approach is to solve the
1 https://sourceforge.net/projects/lsu3shell/ (In the time of writing this paper, latest

updates were included in the LSU3develop repository branch).
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Fig. 1. Dimension of basis as a function of Nmax for sample atomic nuclei.

Schrödinger equation for a many-nucleon quantum system interacting via realis-
tic interactions that are tied to the underlying quark/gluon considerations. The
solution to this problem is achieved by finding eigenstates and eigenvalues of
the nuclear Hamiltonian, which is computed in a many-nucleon basis that spans
a physically relevant subspace of the nuclear Hilbert space, the so-called model
space.

In particular, we consider many-nucleon basis states of a fixed parity, consis-
tent with the Pauli principle, and limited by a many-body basis cutoff Nmax .
This cutoff is defined as the maximum number of harmonic oscillator quanta
allowed in a many-nucleon basis state above the minimum for a given nucleus.
The dimension of basis grows combinatorially as a function of Nmax and the
number of nucleons, which is illustrated in Fig. 1.

The SA-NCSM further organizes Nmax model space according to U(3) and
SU(2) symmetries inherent to the low-energy nuclear dynamics [3–5,13]. This
step introduces selection rules that allows us to reduce an Nmax model space to a
smaller number of physically relevant configurations based on their deformations
and proton, neutron, and total intrinsic spins.

In the original version of LSU3shell, the construction of many-nucleon basis
spanning a given model space turns out to be a major bottleneck for large
Nmax cutoffs and medium mass nuclei. For example, to generate basis of 20Ne
in Nmax = 12 takes hours on commodity HPC hardware. In this paper, we
first analyze the original algorithm and identify its inefficiencies. Based on this
analysis, we then propose a new optimized scalable parallel basis generation
algorithm and prove its superiority in the experimental study.

2 Analysis

LSU3shell functionality is divided into the following 3 phases:
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Fig. 2. Sparsity pattern of a Hamiltonian matrix H (left). Mapping of MPI processes
to the upper triangular part of H for N = 5 (right).

1. Generation of a many-nucleon basis that spans a given model space.
2. Construction of a Hamiltonian matrix H in this basis.
3. Finding few lowest-lying eigenpairs of H using the Lanczos method.

The code is written mostly in C++ and built upon hybrid MPI+OpenMP
parallel programming model. Due to the Hermiticity and sparsity of H, only
nonzero elements from a triangular part need to be stored in memory. LSU3shell
maps MPI processes to the upper triangular part of H in a two-dimensional
checkerboard fashion (see Fig. 2). The basis states are split into N blocks and
each process is then assigned Ith and Jth block for rows and columns of H,
respectively. The total number of MPI processes is equal to nprocs = N · (N +
1)/2. Processes with MPI ranks 0, . . . , N − 1 are mapped to diagonal blocks of
H; we therefore call these processes diagonal. Remaining processes are mapped
to the non-diagonal blocks of H.

To ensure load-balanced computation of H, LSU3shell assigns basis states
to N blocks in a round robin fashion [8]. Consequently, the order of basis states
is a function of N and the rows and columns of H are permuted/reshuffled
accordingly.

For large-scale runs of LSU3shell, we use the Blue Waters supercomputer. Its
non-GPU part consists of 22640 Cray XE6 computational nodes. Each node con-
sists of 16 AMD Bulldozer cores, which are exposed as 2 virtual cores each under
certain conditions (so-called clustered multi-threading; CMT). Since LSU3shell
mostly meet these CMT conditions, we typically use 1 MPI process per node
which is then split into 32 threads in performance-critical program parts. Accord-
ing to the above introduced matrix-processes mapping, we can utilize up to 22366
nodes which corresponds to N = 211 (the implementation of Lanczos method
requires N to be an odd number [10]). MPI processes are then split into 715712
OpenMP threads.
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Algorithm 1. Reshuffle(modelSpace,N ,K)

Input: modelSpace: given model space
Input: N : number of basis blocks, i.e., diagonal MPI processes
Input: K: index of basis block computed by actual MPI process
Output: dims[], pnBasisIpIn[],wpn[], blockEnd [],firstStateInBlock []: arrays with

calculated basis data

1 Nmax , imax
p , imax

n ← function-of-modelSpace
2 maxStatesInBlock ← 0
3 numberOfStates ← 0
4 ipInPair ← 0
5 dims[0 : N − 1] ← 0
6 for ip ← 0 to imax

p do
7 for in ← 0 to imax

n do
8 Nhw ← function-of-(ip, in)
9 if Nhw > Nmax then break

10 NhwSubspace ← function-of-(modelSpace,Nhw)
11 if NhwSubspace does not belong to modelSpace then continue
12 K′ ← function-of-(ipInPair , N)
13 if NhwSubspace contains allowed spins then

/* current (ip, in) pair is valid but “process-global” */
14 calculate data for current (ip, in)
15 dims[K′] ← dims[K′] + function-of-data
16 if K′ = K then

/* current (ip, in) pair is valid and “process-local” */
17 append (ip, in) at the end of pnBasisIpIn[]
18 append (function-of-data) at the end of wpn[]
19 append (function-of-data) at the end of blockEnd []
20 append numberOfStates at the end of firstStateInBlock []
21 numberOfStates ← numberOfStates + function-of-data

22 ipInPair ← ipInPair + 1

2.1 Basis Generation

Previously, only the matrix construction and eigensolver LSU3shell phases were
parallelized within MPI processes by OpenMP threading. This is convenient for
small model spaces, i.e., for light nuclei and small values of Nmax . However, with
the transition to medium-mass nuclei and larger values of Nmax , the sequential
generation of the basis becomes a significant runtime bottleneck.

The vast majority of the basis generation runtime is spent within a routine
(C++ class member function) called Reshuffle; we show its pseudocode in
Algorithm 1. This routine generates the process-local basis block according to
parameters K and N . Each MPI process generally needs to call this routine
twice while setting its I and J as arguments for the K routine parameter.

Reshuffle iterates over all possible pairs of ip and in indices, which are
pointers into the tables of irreducible proton and neutron representations. Some
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of these pairs are filtered out by the selection rules; see lines 9, 11, and 13 of
Algorithm 1. We call the pairs that are not filtered-out valid. After applying the
selection rules, the algorithm decides which valid pairs belong to which MPI pro-
cesses (line 12). If the pair belongs to the current MPI process (line 16), we call
it “process-local”. Valid process-local (ip, in) pairs are stored into pnBasisIpIn[]
array and the corresponding calculated basis data are appended at the end of
arrays wpn[], blockEnd [], and firstStateInBlock []. Moreover, there is an additional
array dims[] of the size of N calculated by all processes; this array contains
dimension of each block of basis states. Total dimension of the entire model
space is a sum of all elements of this array.

In the pseudocode, we omit computational details which are irrelevant to
the problem described in this paper. To denote functional dependencies between
particular algorithm parts, we use the simplified syntax with the “function-of-”
prefix, which generally means that some data are calculated in dependence on
another data. We also use the square brackets suffix “[]” to denote that some
data represents an array. Such arrays are generally considered to be dynamic, i.e.,
they are empty at algorithm input and can grow in size by appending elements
to them (in the code, these arrays are C++ vector containers).

3 Parallelization and Optimization of Reshuffle

Two main causes of inefficiency may be observed in Algorithm 1. First, the array
dims[] is redundantly calculated by all MPI processes. To evaluate elements of
dims[], some data need to be calculated first for each valid (ip, in) pair (line 14),
which is a costly operation. We therefore proposed an alternative solution, where
only the diagonal processes evaluate their contribution to the dims[] array, i.e.,
dims[K], and the whole array is finally reduced and distributed to all processes
by MPI Allreduce communication operation. The proposed solution allows all
processes to calculate data only for their local (ip, in) pairs.

Second, there is no threading in Algorithm1. One might observe that the
whole iterative process (lines 6 and 7) is inherently sequential. Namely, the devel-
opment of each iteration depends on the outcome of all the previous iterations
for the following reasons:

1. The distribution of valid (ip, in) pairs to processes is a function of ipInPair
(line 12), which represents its order among all valid pairs (line 22). There is
no way how to find out the value of ipInPair for particular (ip, in) directly.

2. The calculated basis data are appended into corresponding arrays (lines 17–
20). With direct loop OpenMP parallelization, the order of insertions of ele-
ments into these arrays would therefore change, which is not acceptable.

We proposed and introduce here a parallelization of the Reshuffle routine
presented by Algorithm 2. This algorithm iterates over (ip, in) pairs three times,
however, the outer loops over ip indices are performed in parallel by all OpenMP
threads (lines 3, 12, and 26). Our solution is generic such that it allows to
use OpenMP dynamic loop scheduling, which was found necessary for balanced
computational load among threads. Algorithm2 works as follows:
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Algorithm 2. ParallelOptimizedReshuffle(modelSpace,N ,K)

1 . . . /* initialization */
2 ipInPairsForIp[0 : imax

p ] ← 0
3 for ip ← 0 to imax

p do in parallel /* first loop */
4 for in ← 0 to imax

n do
5 . . . /* lines 8–11 in Algorithm 1 */
6 if NhwSubspace does not contains allowed spins then continue

/* current (ip, in) is valid and “process-global” */
7 ipInPairsForIp[ip] ← ipInPairsForIp[ip] + 1

8 firstIpInPairForIp ← parallel exclusive prefix sum over ipInPairsForIp
9 localIpInPairsForIp[0 : imax

p ] ← 0
10 localWpnsForIp[0 : imax

p ] ← 0
11 locNumStatesForIp[0 : imax

p ] ← 0
12 for ip ← 0 to imax

p do in parallel /* second loop */
13 ipInPair ← firstIpInPairForIp[ip]
14 for in ← 0 to imax

n do
15 . . . /* check conditions as in first loop */
16 K′ ← function-of-(ipInPair , N)
17 ipInPair ← ipInPair + 1
18 if K′ �= K then continue

/* current (ip, in) is valid and “process-local” */
19 localIpInPairsForIp[ip] ← localIpInPairsForIp[ip] + 1
20 localWpnsForIp[ip] ← localWpnsForIp[ip] + function-of-(ip, in)
21 locNumStatesForIp[ip] ← locNumStatesForIp[ip] + function-of-data

22 localFirstIpInPairForIp ← parallel excl. prefix sum over localIpInPairsForIp
23 localFirstWpnForIp ← parallel exclusive prefix sum over localWpnsForIp
24 locNumStatesBeforeIp ← parallel exclusive prefix sum over locNumStatesForIp
25 resize pnBasisIpIn, firstStateInBlock , wpn, and blockEnd properly
26 for ip ← 0 to imax

p do in parallel /* third loop */
27 ipInPair ← firstIpInPairForIp[ip]
28 localIpInPair ← localFirstIpInPairForIp[ip]
29 wpnIndex ← localFirstWpnForIp[ip]
30 numberOfStates ← locNumStatesBeforeIp[ip]
31 for in ← 0 to imax

n do
32 . . . /* check conditions as in first and second loop */
33 pnBasisIpIn[localIpInPair ] ← (ip, in)
34 firstStateInBlock [localIpInPair ] ← numberOfStates
35 calculate data for current (ip, in)
36 if process rank < N then dims[K] ← dims[K]+ function-of-data
37 wpnCount ← function-of-(ip, in)
38 write function-of-data to wpn[wpnIndex : wpnIndex + wpnCount − 1]
39 wpnIndex ← wpnIndex + wpnCount
40 blockEnd [localIpInPair ] ← function-of-(ip, in)
41 numberOfStates ← numberOfStates+ function-of-data
42 localIpInPair ← localIpInPair + 1

43 reduce dims across all processes (by using MPI Allreduce)
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1. Within the first loop, the number of valid (ip, in) pairs for each ip is stored
into the temporary ipInPairsForIp[] array (line 7). Next, the exclusive par-
allel prefix sum is run over this array resulting in a new temporary array
firstIpInPairForIp[]. The element firstIpInPairForIp[ip] therefore equals the
number of valid (ip, in) pairs for all 0 ≤ i′p < ip.

2. Within the second loop, we can now evaluate ipInPair for each ip indepen-
dently (and therefore concurrently; lines 13 and 17). In this loop, the num-
ber of valid process-local (ip, in) pairs for each ip is stored into the tem-
porary array localIpInPairsForIp[] (line 19). Similarly, the number of wpn[]
elements and the number of states for each ip are stored into temporary arrays
localWpnsForIp[] and locNumStatesForIp[], respectively (lines 20 and 21). As
a next step, parallel prefix sums over these arrays are performed (lines 22–24).
The results of these prefix sums then allows to properly resize the resulting
basis arrays (line 25) and to find out, for each ip, where to store generated
basis data into them.

3. Within the third loop, the basis data for process-local (ip, in) pairs are finally
calculated and stored into corresponding arrays (lines 33–41).

The additional advantage of the proposed solution is that data are not
appended into arrays; instead, they are written at already-known positions. This
avoids memory reallocations, which, when performed frequently, might consid-
erably hinder scalability in multi-threaded programs.

Finally, to prevent redundant calculations within loops, we integrated several
software cache data structures into the code. These are not shown in Algorithm 2
due to text space limitations; however, they also contribute to the higher effi-
ciency of the new version of basis generation procedure. These caches are mostly
thread-local and are implemented by arrays (C++ vectors) or binary search trees
(C++ maps).

4 Experiments

We carried out experiments to compare the performance of the original and new
versions of basis generation procedure. For these experiments, we utilized our
test-bed machine that contained two 10-core Intel Xeon CPUs with Broadwell
microarchitecture and 128 GB of memory. For measurements, we used LSU3shell
in a so-called simulation mode; it allows to run only a single MPI process, which
generates its local basis block based on chosen N , I, and J parameters. Since
the basis generation is generally very well balanced across MPI processes, such
an approach provides runtimes similar as if the full basis would be generated
on a hypothetical HPC system consisting of nodes identical with our test-bed
machine.2

2 Note that the simulation mode does not reflect the runtime of the MPI Allreduce

communication operation. However, such a reduction of a small array is generally
very fast. For instance, on Blue Waters it takes up to few seconds even if majority
of the nodes are involved [9].
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Fig. 3. Runtimes of original (solid lines) and optimized (dashed lines) basis generation
for various nuclei and different values of Nmax , measured for 20 OpenMP threads and
N = 211.

First, we compared basis generation runtimes for different nuclei as a function
of increasing Nmax . The results shown in Fig. 3 indicate, that the new optimized
parallel variant of Reshuffle routine reduced the basis generation runtime by
a factor of around 100 on a 20-core machine.

In the second experiment, we measured the basis generation runtime as a
function of growing N . The results are shown in Fig. 4 for the original Reshuffle
version and the optimized version with 1 and 20 OpenMP threads. The original
version was obviously insensitive to N , which may be attributed to the redundant
calculation of the whole dims[] array by all MPI processes. On the contrary, the
new version reduced the runtime significantly even for a single thread, which
was caused by all the proposed optimizations except of multi-threading. The
parallelization itself then additionally reduced the runtime approximately by
a factor of 8 utilizing the 20-core machine. We attribute such a relatively low
parallel efficiency to the limits of memory bandwidth together with the effects
of non-uniform memory architecture (NUMA).

Note that for the single-threaded run with N = 1, the whole basis was
generated by a single MPI process. Even though the optimized basis generation
iterated over (ip, in) indices 3 times, its runtime was only slightly higher than
the runtime of the original version.

Finally, we compared the basis generation runtime in a large-scale LSU3shell
run on Blue Waters (22366 nodes, N = 211) for 20Ne and Nmax = 10. It was
reduced from 2738 to 65 s, i.e., 42 times (matrix construction took 2934 s and
eigensolver 237 s). Such a speedup might seem low in comparison with the test-
bed machine, however, we need to take into account the following facts:

1. In our experience, the architecture of Cray XE6 nodes is considerably less
powerful than the Broadwell-based test-bed system, both in terms of CPU
power and memory bandwidth.



Scalable Parallel Construction of SU(3) Basis 349

1

10

100

1000

0 20 40 60 80 100 120 140 160 180 200 220

]s[
e

mitnur
n oitarenegsis aB

N

original

opt. 1 thread

opt. 20 threads

Fig. 4. Basis generation runtime as a function of growing N , measured for 12C nucleus,
Nmax = 12, and N ∈ {1, 5, 11, 33, 55, 111, 211}.

2. AMD CMT brings only slight improvement for LSU3shell; one therefore
should view Blue Waters nodes more as 16-core rather than 32-core shared-
memory machines.

3. In contrast to the simulation mode, the runtime on Blue Waters additionally
includes the MPI Allreduce communication operation.

5 Conclusions

The contribution of this paper is a new efficient scalable algorithm for generation
of many-nucleon basis in large-scale ab initio nuclear structure calculations. Our
implementation based on the hybrid MPI+OpenMP parallel programming model
reduced the basis generation runtime around 100 times on a commodity 20-
core machine and 42 times in a production large-scale run on Blue Waters.
The proposed algorithm eliminates the basis-generation bottleneck that have
heretofore hindered applications of SA-NCSM approach for ab initio modeling
of important collective and cluster nuclear states in medium- and light-mass
nuclei.
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Abstract. The exact diagonalization method is used to calculate the
energy levels of ring-shaped molecular nanomagnets of different sizes
and spin numbers. Two-level hybrid parallelization is used to increase
the efficiency and obtain the optimally balanced workload. The results
of the successful runs of our application on two Tier-0 supercomputers
are presented with emphasis on the satisfactory speedup obtained by
threading the diagonalization process.
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1 Introduction

Molecular nanomagnets based on transition metal ions have been very inten-
sively investigated [8]. Their popularity is mostly due to the fact that quantum
phenomena characteristic for a single molecule (like, e.g., quantum tunnelling or
step like field dependence of magnetisation) can be observed in bulk samples.
It is possible because nanomolecules are magnetically shielded from each other
by organic ligands and the dominant interactions are those within the molecule.
There are also expectations that this kind of materials may find application in
quantum computing [4,9,16,18] and information storage [17].

A large family of molecular nanomagnets comprises ring-shaped molecules.
Most of them contain even number of antiferromagnetically interacting ions.
Only recently the first odd membered antiferromagnetic molecules have been
reported [5,6,11,12,19]. They are especially interesting because of magnetic frus-
tration which is expected to appear in this kind of materials.

Precise determination of the energy structure of ring-shaped molecular nano-
magnets is necessary to allow the calculations of the state dependent properties
such as local magnetisations or correlations [1,2,7,13,14]. An ideal tool for ful-
filling this task is the exact diagonalization (ED) of Hamiltonian matrix [3,15].
In this paper we present the testing results of the new version of our ED applica-
tion. We check the ability of our code to efficiently calculate the energy structure
of large spin systems taking advantage of the modern supercomputing facilities.
c© Springer International Publishing AG, part of Springer Nature 2018
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2 Physical Setup

The ring-shaped molecular nanomagnets can be modelled using the following
Heisenberg Hamiltonian:

H =
n∑

j=1

(
JjSj · Sj+1 + Dj(Sz

j )2 − gjµB
B · Sj

)
, (1)

where j denotes the positions of magnetic ions within a ring, Jj are the nearest-
neighbor exchange integrals between sites j and j +1, Sj is the spin operator of
the spin S of site j, Dj is the single-ion anisotropy of site j, B is the external
magnetic field, gj is the corresponding Landé factor and µB stands for the Bohr
magneton. We assume the periodic boundary conditions (j + n ≡ j) because of
the ring geometry of the molecule.

3 Exact Diagonalization Technique and HPC
Environment

To obtain the precise values of the magnetic properties of the model we use the
ED technique. The results obtained by this method are numerically accurate,
but a major constraint and challenge is the exponential increase of the size of
the matrix defined by (2S + 1)n, where n stands for the size of the system. It is
very helpful to exploit the symmetry of a given compound. If the magnetic field
is oriented along the z axis, the Hamiltonian takes a quasi-diagonal form (see
Fig. 1) in the basis formed by eigenvectors of the total spin projection Sz and
can be divided into a number of submatrices labelled by quantum number M
and the symmetry of the eigenstates.

We used the MPI [23] library to parallelize the processes of the diagonaliza-
tion of separate submatrices. For the most efficient use of computing time of all
processes we implemented the Longest Processing Time algorithm [10]. In the
final version of our code we applied ScaLAPACK library [22] which not only
accelerates the diagonalization process, but also allows to parallelize the diago-
nalization of a single submatrix over all the computational cores at a single node
with shared memory.

The access for two Tier-0 European supercomputers was awarded under the
PRACE Preparatory Access: Hazel Hen located at the Stuttgart Supercom-
puting Center (HLRS) [20] and MareNostrum at the Barcelona Supercomputing
Center (BSC) [21]. Hazel Hen is composed of 7712 compute nodes with a total of
185088 Intel Haswell E5-2680 v3 2.5 GHz compute cores. Each node has 128 GB
DDR4 memory at its disposal. MareNostrum consists of 3056 IBM DataPlex
DX360M4 compute nodes, for a total of 48896 physical Intel Sandy Bridge cores
running at 2.6 GHz. The most of the nodes (2752) have 32 GB of DDR3 mem-
ory each, however there are 128 nodes with 64 GB and another 128 with 128 GB
available. 42 nodes are heterogeneous and consist of both Intel Sandy Bridge and
Xeon Phi processors and have 64 GB of memory each. The peak performance of
the computers is 7.4 Pflops and 1.1 Pflops respectively.
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Fig. 1. Structure of the Hamiltonian matrix for chosen small ring-shaped spin systems
varying in dimension from 16 (left) to 12288 (right), in simple vector basis (top) and
exploiting the symmetry (bottom).

4 Results

We run a set of tests on both computers to check the scalability and performance
of the new version of our application. The main task was to check the efficiency
of the two-level hybrid parallelization (blocks in matrix representation and SMP
parallelization of math kernels to solve the eigenvalue problem for a given block)
applied for large systems.

We started with the S = 3/2, n = 10 model (representing the Cr10 molecule)
with 410 dimensional spin space. Exploiting the symmetry of the system we
obtain 60 submatrices from which the dimension of the largest one is 58152 and
it takes 25 GB of memory to store it in double precision. We run the tests for
the 8 and 16 SMP threads and without threading on both supercomputers. The
results are shown in Fig. 2. We were not able to compute the largest matrices
without threading due to time or memory limits, therefore in those cases we
use parallelized runs as a reference point for further analysis. We calculate the
speedup using the equation:

u =
tref
t
pref , (2)

where tref is the time of the calculation for the reference point i.e. the one with
the lowest number of threads used, t is the time of calculation for the current
point and pref is the number of threads for the reference point. We also show the
efficiency using following formula:
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E =
u

p
, (3)

where p is number of threads used. For small matrix (2245) the sequential run (in
the meaning of threading) is used as a reference point. On Hazel Hen computer
efficiency for 8 and 16 threads stays at the level of 0.8 whereas on MareNostrum
it drops down below 0.5. Although the sequential execution time is shorter for
the latter one (4.7 s comparing to Hazel Hen’s 6.7 s) it is longer for 16 threads
version (0.61 s and 0.53 s respectively). For the largest matrix in this model we
compare only the versions for 8 and 16 threads and we notice a small decrease of
efficiency to 0.96. It takes about 15300 s to calculate the 58152 matrix on Hazel
Hen whereas the execution time on MareNostrum fluctuates strongly varying
between 15300 s and 22200 s.

Fig. 2. Speedup u and efficiency E of the SMP parallelization of the diagonalization
process for different matrix sizes (denoted in the legend). The point for the lowest
number of used threads is always taken as a reference point. For the 68050 matrix
the results for 8 threads were obtained using one and two processes per node showing
significant difference in performance.

Another system tested on Hazel Hen was the S = 5/2, n = 8 model with 68

state space and 80 submatrices, with the dimension of the largest equal 68050
(35 GB). In that case the efficiency for 8 threads is 0.95 for 4 threads as a
reference point, for 16 threads however we notice significant drop to 0.63. This
may be caused by more intensive access to the shared memory. For 8 threads
half of the cores stay idle comparing to 16 threads version. We performed the
run for 8 threads in which 2 processes per node were used (16 cores per node)
and we noticed the significant drop down of the performance. Using this point
as a reference we obtained the efficiency of 0.84 for 16 threads (see Fig. 2).

The system with the same dimensional space as the S = 3/2, n = 10 is
the S = 1/2, n = 20 model (220). In this case however the distribution of the
submatrices is less favourable (see Fig. 3): 40 blocks of which the dimension of
the largest one is 92504 (64 GB). We were able to calculate all the energy levels
of the system only when 16 threads were applied. In that case it took over 17 h
to diagonalize the largest submatrix. The workload for this example is not even
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(see Fig. 4) because of the significant dominance of the two largest submatrices
diagonalization time over the others.

The test of the S = 9/2, n = 6 model (106) on the MareNostrum showed
slightly better performance than the other one discussed earlier for this com-
puter. For the largest matrix (27626) and the reference point for 4 threads the
efficiency obtained was 0.85 for 8 and 0.63 for 16 threads which is only slightly
lower than the results for S = 5/2, n = 8 model on Hazel Hen. We have also

Fig. 3. Sizes of the submatrices (labelled by quantum number M) for systems with
different spins S and numbers of sites n but with common state space equal 1048576.
With increasing S the number of submatrices increases, however the size of the largest
submatrices decreases significantly.

Fig. 4. Computing time balance for different systems, number of processes and threads.
First diagram concerns the S = 1/2, n = 20 using 16 threads, next three - S = 3/2, n = 10
using 8 threads and last two - S = 3/2, n = 10 using 16 threads. Uneven workload in
the first diagram is caused by the small number of submatrices and large differences in
their size. For S = 3/2 significant computing time decrease may be noticed when the
number of threads increases.
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tested the feature of running multiple parameter calculations (so called task
farming) for smaller systems (such as S = 3/2, n= 8 which represents the Cr8
molecule). We successfully run the application using 300 processes each using 4
threads obtaining well balanced workload over 75 nodes of the MareNostrum.

5 Conclusions

Our application was tested on two Tier-0 supercomputers proving usefulness in
the computation of energy levels of the models of ring-shaped molecular nano-
magnets. We are able to obtain well balanced workload among the assigned
computing resources although it is more difficult to achieve it for smaller spin
numbers because of the uneven distribution of the Hamiltonian submatrices.
Using two-level hybrid parallelization we are able to achieve reasonable efficiency,
moreover for large spin systems it is necessary to use threading to fit into time
limits of given machine. SMP parallelization is also recommended when running
to many processes on one node could exceed the memory limits and another
option is to waste the resources by leaving some cores idle. Useful method of
obtaining efficient workload for large sets of smaller spin systems is using the
task farming.

Above tests were run successfully on both tested supercomputers. For large
systems the Hazel Hen appeared to have a slightly better performance. With
faster one-level parallelization runs the MareNostrum proved its ability in cal-
culating smaller models. The results obtained during the Preparatory Access
would be useful for Project Access application.

Acknowledgments. We acknowledge PRACE for awarding us access to resource
MareNostrum based in Spain at Barcelona Supercomputing Center as well as Hazel
Hen in Germany at High Performance Computing Center Stuttgart.
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Abstract. The description of the numerical method of simulation based
on the quantum transfer-matrix (QTM) approach is presented for diluted
spin S = 1/2 chains. Modification of the extrapolation technique has
been used to obtain better accuracy of numerical results. The simulations
have been performed using the S = 1/2 antiferromagnetic Heisenberg
model with the transverse staggered field and a uniform magnetic field
perpendicular to the staggered field applicable for the diluted compound
(Yb1−xLux)4As3. In the model calculations the fixed microscopic param-
eters established earlier for the pure system have been assumed and the
random impurity distribution has been considered. The experimental
field-dependent specific heat of the polydomain diluted (Yb1−xLux)4As3
sample is compared with that calculated using the HPC resources and
providing additional verification of both the QTM method and the phys-
ical model.

Keywords: Quantum transfer-matrix method
Segmented Heisenberg antiferromagnet · One-dimensional spin chains

1 Introduction

One-dimensional systems have attracted the interest of physicists and chemists
for more then three decades. The theory of ideally uniform S = 1/2 antifer-
romagnetic Heisenberg chain in the magnetic field is well established and the
properties observed in real systems are usually well described. A new class of
rare-earth compounds like Yb4As3 have become the focus of attention. At high-
temperatures (T > 295 K), Yb4As3 is a homogeneous intermediate valent (IV)
metal with a cubic crystal structure. The Yb ions reside statistically on four
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equivalent families of chains along the space diagonals of a cube [1]. At low-
temperatures the crystal Yb4As3 shrinks along the 〈111〉 direction getting a
trigonal structure and the Yb3+ ions form a one-dimensional spin S = 1/2 chain
along the 〈111〉 direction. The remaining Yb ions occupy nonmagnetic diva-
lent states. The neutron scattering experiments on pure Yb4As3 have confirmed
that the excitation spectrum is well described by the one-dimensional S = 1/2
isotropic Heisenberg model [2] in the absence of magnetic field. The interchain
interactions are small and ferromagnetic, leading to a spin-glass freezing at low
temperatures [3] which are below the region analyzed for the diluted samples.
The system has attracted a lot of interest due to its striking quantum properties
such as the energy gap formation in the magnetic field [4] and Bose-glass effects
recently observed [5].

To simulate the finite-temperature properties of the pure Yb4As3 and the
diluted (Yb1−xLux)4As3 systems we consider the S = 1/2 anisotropic Heisenberg
model with the antisymmetric Dzyaloshinskii–Moriya interaction [6,7]:

H = −
{

J

L∑
i=1

[
Ŝz

i Ŝz
i+1 + cos(2θ)

(
Ŝx

i Ŝx
i+1 + Ŝy

i Ŝy
i+1

)]
+

+ J sin(2θ)
L∑

i=1

(−1)i
(
Ŝx

i Ŝy
i+1 − Ŝy

i Ŝx
i+1

)
+ g⊥μBB

L∑
i=1

Ŝx
i

}
, (1)

where L is the number of spins in the chain, J denotes the nearest–neighbour
interaction constant, B is the external magnetic field and g is the gyromagnetic
ratio.

The Dzyaloshinskii–Moriya interaction is eliminated by rotating the spins in
the x–y plane by the angle θ [8]:

Ŝx
i = cos(θ)Sx

i + (−1)i sin(θ)Sy
i

Ŝy
i = − (−1)i sin(θ)Sx

i + cos(θ)Sy
i

Ŝz
i = Sz

i (2)

Then the model is mapped onto

H = −J

L∑
i=1

SiSi+1 − g⊥μBBx
L∑

i=1

Sx
i − g⊥μBBy

s

L∑
i=1

(−1)i
Sy

i , (3)

where Bx = B cos(θ), By
s = B sin(θ) and B is the uniform external magnetic

field perpendicular to the one–dimensional spin–chain. If the magnetic field B is
applied along the spin–chain we replace θ = 0 and g⊥ = g‖.

Using hamiltonian (3) we can describe thermodynamic properties of the pure
and diluted system both in the absence and the presence of external magnetic
field. In the model (3) all the parameters are fixed and the values arise from
the earlier studies [8–10]. The g factors for the applied field along the directions
parallel and perpendicular to the spin chain amount to g‖ = 3.0 and g⊥ = 1.3,
the exchange coupling J/kB = −28 K and the transformation angle corresponds
to the value tan(θ) = 0.19.
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2 Description of the Model and the Simulation Technique

To characterize the finite-temperature properties of one-dimensional systems
we need to calculate the free energy F = −kBT ln(Z) which is related to the
partition function Z defined as:

Z = Tre−βH , (4)

where β = 1/(kBT ). The values of matrix elements of e−βH cannot be found
exactly for large L because of noncommuting operators in H so we look for the
systematic approximants Zm to the partition function Z, where m is the natural
number (the Trotter number). In the framework of the transfer-matrix method
[11,12], first we divide the Hamiltonian (3) into two noncommuting parts Hodd,
Heven:

H = Hodd + Heven = (H1,2 + . . . + HL−1,L) + (H2,3 + . . . + HL,1) (5)

each part defined by the commuting spin-pair operators Hi,i+1:

Hi,i+1 = −JSiSi+1 − 1
2
g⊥μB

[
Bx

(
Sx

i + Sx
i+1

)
+ (−1)i

By
s

(
Sy

i + Sy
i+1

)]
. (6)

For the infinite chains in the limit L → ∞ the partition function Zm is equal
to the highest eigenvalue [12–16] of the global transfer matrix W [17]:

Zm = Tr (W)L
, (7)

where

W =
2m∏
r=1

Lr,r+1 = (PL1,2)
2m

. (8)

The local transfer matrix L whose elements depend on V elements is defined as:

〈Sz
r,iS

z
r+1,i | Lr,r+1 | Sz

r,i+1S
z
r+1,i+1〉 = 〈Sz

r,iS
z
r,i+1 | Vi,i+1 | Sz

r+1,iS
z
r+1,i+1〉 , (9)

where Vi,i+1 = e−βHi,i+1/m and the shift operator P:

P ≡
∑
Sz
1

. . .
∑
Sz
2m

| Sz
2Sz

3 . . . Sz
2m−1S

z
2mSz

1 〉〈Sz
1Sz

2Sz
3 . . . Sz

2m | . (10)

In the absence of magnetic field, the numerical calculations can be performed
using the pure S = 1/2 isotropic Heisenberg model:

H = −J

L∑
i=1

SiSi+1. (11)

To confirm the reliability of the model (11), the QTM numerical results are
compared with the Bethe ansatz (BA) results [18] which is an exact method and
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then to establish the value of the exchange coupling J , the simulation results are
compared with the experimental specific heat data for Yb4As3 compound [9].
The values of others parameters in Hamiltonian (3) are estimated from compar-
ision with field-dependent specific heat experimental results of Yb4As3 [9].

In the presence of the external magnetic field applied perpendicular to the
spin-chain in the model (3), the system is nonuniform because of induced stag-
gered field, so we need define the partition function accordingly. Then the m-th
approximant Zm of the partition function Z is related to the two global transfer
matrix W1 and W2:

Zm = Tr (W1W2)
L/2 , where W1 =

(P2L1,2

)m
,W2 =

(P2L2,3

)m
(12)

To calculate the partition function for finite chains we need to define two
vectors which act in a Hilbert space H2m [11,17,19]:

| a〉 =
∑
{Sz}

2m∏
r=1

δSz
2r−1,Sz

2r
| Sz

1 . . . Sz
2m〉 , (13)

| b〉 =
∑
{Sz}

2m∏
r=1

δSz
2r,Sz

2r+1
| Sz

1 . . . Sz
2m〉 . (14)

Then the m-th approximant of the partition function is different for odd and
even number of sites in the chains:

Zm = 〈b | (W1W2)(L−1)/2 | a〉 for odd L , (15)

Zm = 〈b | (W1W2)L/2 | a〉 for even L . (16)

Taking the quantum limit m → ∞ in (12), the partition function Z can be
estimated and the corresponding thermodynamic function can be calculated. In
order to improve the accuracy of the extrapolation for low temperatures, we have
calculated the specific heat using the extrapolation polynomial of the degree k
(k = 1, . . . , kmax) in 1/m2.

Ck

(
1

m2

)
=

k∑
j=0

aj ·
(

1
m2

)j

. (17)

The approximants Cm correspond to mmin ≤ m ≤ mmax. For practical reasons,
in our procedure kmax ≤ 10. The value of the highest Trotter index mmax is
fixed and amounts to 14 or 15 in low temperatures and 13 in high temperatures.
The value mmin is subject to variation in the region 2 ≤ mmin ≤ mmax − 1.

The extrapolation procedure starts with mmin = 2 and is continued till
m = mmax−1. In each step the number of fitted points n (n = mmax−mmin+1)
is fixed and the extrapolations are performed with polynomials of the degree k
(1 ≤ k ≤ n − 1, but not more than 10). In this way for a given field and
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Fig. 1. The extrapolated values of specific heat versus the number of points n for which
the polynomials are constructed. Each particular plot corresponds to the polynomial
of a given degree k. The figures (a) and (b) have been drawn for infinite chains and
B = 0 T with T = 1.5 K and T = 3 K, respectively. The QTM results are presented
by symbols in reference to the Bethe ansatz results (dotted line).

temperature we obtain a set of extrapolated values for different values of n and
k and we can present the variation of the data with n for the fixed degree k of
the polynomial.

The results of the analysis of the extrapolated specific heat values accord-
ing to the above procedure are shown in Fig. 1. To check the accuracy of the
extrapolations performed for infinite chains, the plots were referred to the value
obtained on the basis of the Bethe ansatz approach [18] which is shown as a dot-
ted line in Fig. 1. As demonstrated, the convergence depends significantly on the
degree k of the polynomial. The convergence of the extrapolated values is much
better for higher temperatures and implies higher accuracy of the numerical
estimates.

To describe the magnetic specific heat of diluted (Yb1−xLux)4As3 we need
to calculate the contribution CL of a finite chain with L sites and to find the
probability distribution. Assuming the uniform distribution of non–magnetic
Lu–ions among the chains, each site in the Yb3+–chain is randomly occupied
by a magnetic ion with a probability p = 1 − x. The probability of finding a
chain with L sites is pL(1 − p)2. The number of L–chains is nL = NpL(1 − p)2

(N → ∞ is the total chain length and is much larger than the cluster length)
and the total number of all L-chains is given by the following sum:

nt =
∞∑

L=1

nL = N

∞∑
L=1

pL(1 − p)2 = N(1 − p)2
∞∑

L=1

pL = N(1 − p)p. (18)
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Finally, we obtain the specific heat per spin:

C = x

∞∑
L=1

ωLCL, (19)

where the probability distribution of chains with L sites [20]:

ωL = pL−1(1 − p). (20)

For each temperature we have calculated within the QTM technique the specific
heat C(L) for L ≤ 30. Our specific heat results for two temperatures (T = 7
and T = 14 K) and two configurations of magnetic field are shown in Fig. 2.
The open symbols represent the specific heat for various numbers of sites L. The
filled symbols represent specific heat data whose we have obtained using QTM
technique for infinite chains. Those results are consistent with exact Bethe ansatz
results [18]. For sufficiently large L > L0 we can estimate the specific heat by
the linear function and finally, specific heat for whole range of L [21]:

C = x2 ·
L0∑

L=1

(1 − x)L · C(L)L + C(L > L0). (21)

We emphasize that the value L0 exceeds the sizes where the domain of the
exact diagonalization technique is applicable [21,22]. Moreover, the computa-
tional complexity of the QTM estimates CL increases lineary with L which is
additional advantage with respect to other techniques [14].
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Fig. 2. Size dependence of specific heat calculated for finite segments with different
number of sites L (open symbols). The filled symbols are the simulation results corre-
sponding to the infinite chains. The external magnetic field is applied along the spin
chain (a) and perpendicular to the spin chain (b).
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3 The Results of the Numerical Simulations
and Discussion

The QTM method described has been tested with respect to convergence in
the Trotter index m and the size L, and has been applied to simulation via
the Heisenberg model (3) of the experimental field-dependent specific heat data
for diluted (Yb1−xLux)4As3 system of particular interest [5]. In order to calcu-
late magnetic specific heat we assumed that 25% of the domains in the poly-
domain single cristal sample were oriented in parallel and 75% were oriented
perpendicular to the direction of the applied field. The effective magnetic field
Beff = B sin(70◦) is assumed to be oriented in the direction perpendicular to
the chain [5]. Finally, the numerical specific heat result is given by:

C(T,B) = 0.75 · C⊥(T,Beff ) + 0.25 · C‖(T,B) . (22)

The results of simulations and experimental data are shown in the Fig. 3 for the
concentration of impurities x = 3% and for two different values of magnetic field
B = 6 T and B = 15 T. The experimental data supplement those published
before [5] and were measured using the same protocol.

As demonstrated in Fig. 3, the reliability of the simulation method and the
model applied have been strongly verified. The simulations require the HPC
recourses as far as the temporal and memory complexity are concerned. They
can be efficiently parallelized [17,23–25] as the traces in (7) and (12) refer to
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Fig. 3. Comparision between experiment and numerical results for the diluted samples
subject to an applied field. The field applied is B = 6 T and 15 T. The concentration
of nonmagnetic impurities x = 3%.
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the independent vectors in the Hilbert space. The finite size contributions CL,
depending on temperature and field, can be also evaluated for each L separately,
i.e. in parallel.

In conclusion, we have presented the numerical QTM approach to character-
ize the finite temperature magnetic properties of the diluted (Yb1−xLux)4As3
system. We have successfully compared the results of our QTM simulations
with the experimental findings. We have enhanced evidence that the spin model
worked out for the pure compound Yb4As3 can also explain the specific heat
results for the diluted systems, using their random distribution.

Acknowledgement. We thank for an access to the HPC resources in PSNC Poznań
(Poland).
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Abstract. In this paper, a new concept called “interval extended zero”
method which recently was used for solving interval and fuzzy linear
equations is adapted to the solution of nonlinear interval and fuzzy equa-
tions. The known “test” example of quadratic fuzzy equation is used to
perform the advantages of a new method. In this example, only the pos-
itive solution can be obtained using known methods, whereas generally
a negative fuzzy root can exits too. The sources of this problem are
clarified. It is shown that opposite to the known methods, a new app-
roach makes it possible to get both the positive and negative solutions
of quadratic fuzzy equation. Generally, the developed method can be
applied for solving a wide range of nonlinear interval and fuzzy equa-
tions if some initial constraints on the bounds of solution are known.

Keywords: Interval nonlinear equation · Fuzzy nonlinear equation

1 Introduction

Although the problem of solving nonlinear interval and fuzzy equations is of
perennial interest [1–6,8,11,13,14], to date there are no universal methods for
solving such equations proposed in the literature. Therefore, this problem is now
open.

There are many different numerical methods proposed in the literature for
solving interval and fuzzy equations including such complicated as Neural Net
solutions [4,5] and fuzzy extension of Newton method [1,2], but only particular
solutions valid in specific conditions were obtained. For example, only a positive
root of the quadratic fuzzy equation have been obtained in [1,3], although a
negative solution can exist too.

To alleviate these problems in the case of linear interval and fuzzy equations,
in [15,16] we proposed a new “interval extended zero” method. It was presented
earlier as a useful heuristic [9] which makes it possible to solve the system of
linear interval equations. In the current paper, we show that “interval extended
zero” method may be successfully used for solving nonlinear interval and fuzzy

c© Springer International Publishing AG, part of Springer Nature 2018
R. Wyrzykowski et al. (Eds.): PPAM 2017, LNCS 10778, pp. 371–380, 2018.
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equations. Using the same example as in [1,3], we get not only the positive fuzzy
solution of quadratic fuzzy equation, but the negative too.

The rest of the paper is set out as follows. Section 2 is devoted to presentation
of “interval extended zero” method in the case of quadratic interval and fuzzy
equations. Section 3 concludes with some remarks.

2 Fuzzy Solutions of Nonlinear Interval and Fuzzy
Equations

The general approach described in previous section can be adapted for solving
nonlinear equations. The method we develop in this section can be applied for
solving a wide range of nonlinear interval and fuzzy equations if some initial
constraints on the bounds of solutions are known.

Nevertheless, to present our method more transparent, we consider the well
known example of quadratic fuzzy equation [1,3] that factually can be treated
as the “test” task:

ax2 + bx = c, (1)

where a = (3, 3, 4, 5), b = (1, 2, 3), c = (1, 1, 2, 3) are trapezoidal and triangular
fuzzy numbers (see Fig. 1). In [1,3], the positive fuzzy solution of Eq. (1) with
these fuzzy parameters was obtained (see Fig. 2). Although it is stated in [1,3]
that Eq. (1) have no a negative fuzzy root, we obtain such root. Moreover, using
the results of our analysis in [15,16], we clarify the origins of the problem the
authors of [1,3] faced with.

Fig. 1. Fuzzy parameters of Eq. (1)

As we prefer to use the α-cut representation of fuzzy numbers, fuzzy Eq. (1)
is decomposed to the set of interval equations on the corresponding α-cuts.
Obviously, when dealing with Eq. (1), on the lowest α-cut, i.e., for α = 0, we get

[3, 5]x2 + [1, 3]x = [1, 3]. (2)

Consider the case of [x] > 0, i.e., x, x > 0. Then from Eq. (2) we obtain

3x2 + x = 1, 5x2 + 3x = 3

and finally we obtain the approximate formal (algebraic) solution x =
0.4343, x = 0.5307.
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Fig. 2. Positive fuzzy root of Eq. (1) obtained in [1, 4]

Nevertheless, in the assumption of negative x < 0, i.e., x, x < 0, from Eq. (2)
we get

3x2 + 3x = 1, 5x2 + x = 3

and “...x ∼= −0.629, x ∼= −0.98 and therefore the negative root does not exist”
[1].

To clarify the origins of this problem, let as consider the simplest interval
linear equation [a]x = [b], where [a] and [b] are intervals. Using classical interval
arithmetic rules [12], from this equation we get [ax, ax] = [b, b] and finally: x = b

a ,

x = b
a .

Consider some examples.
For [a] = [3, 4], [b] = [1, 2] from x = b

a , x = b
a we get x = 0.333, x = 0.5, for

[a] = [1, 2], [b] = [3, 4] we get x = 3, x = 2, for [a] = [3, 4], [b] = [0.7, 0.8] we get
x = 0.23, x = 0.2.

It is seen that interval equation [a]x = [b] often have only inverted formal
interval solution, i.e., such that x > x. Obviously, in the case of the degenerated
[b], i.e., b = b only inverted solutions can be obtained. Of course in the frame-
works of directed interval arithmetic, modal interval arithmetic or the extended
interval arithmetic developed by Kaucher [10], inverted interval solutions make
a sense from purely mathematical point of view. But generally it is hard to
interpret inverted intervals in economic or mechanic terms.

It is seen that exact correct (noninverted) formal solutions of interval equa-
tion [a]x = [b] exist only in some special conditions. Therefore, only what we
can say is that the interval equation in the form of [a]x = [b] is not a reliable
representation of the interval equation if we are looking for approximate formal
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(algebraic) solution. On the other hand, the united solution set (often called
simply solution set), tolerable solution set and controllable solution set [17] can
be analyzed, but this is out of scope of the current paper.

We can see that Eq. (2) has the structure similar to that of [a]x = [b] which is
an unreliable representation of the interval equation problem if we aim to obtain
an approximate noninverted formal solution. As with lowering of width of the
right hand side of [a]x = [b] this equation can provide inverted interval roots,
we can expect such results from nonlinear Eq. (2) as well. For example, changing
c = (1, 1, 2, 3) by the more narrow value c1 = (1, 1.5, 2), instead of (2) we get
the equation [3, 5]x2 + [1, 3]x = [1, 2] and finally 3x2 + x = 1, 5x2 + 3x = 2. The
positive roots of these equations are x = 0.4343, x = 0.4. So we have inverted
interval solution, x > x.

To avoid above problems, at first we represent Eq. (1) on each α-cut in the
form of interval equation [a]x2 + [b]x − [c] = 0.

In the spirit of “interval extended zero” method described in [15,16], we
represent Eq. (1) in the following form:

[a, a][x, x]2 + [b, b][x, x] − [c, c] = [−y, y], (3)

where y is the undefined parameter (see [15,16]) and index α is omitted for the
simplicity. Using conventional interval arithmetic rules, from Eq. (3) we get

[ax + b, ax + b][x, x] − [c, c] = [−y, y]. (4)

Firstly, consider the case of positive interval root of Eq. (4), i.e., x, x > 0. Then
from (4) we obtain

ax2 + bx − c = −y, ax2 + bx − c = y. (5)

The sum of Eq. (5) results in

ax2 + bx − c + ax2 + bx − c = 0. (6)

As in the case of real valued a, b, c, the positive root of (1) is presented by the
expression x = −b+

√
b2+4ac
2a , the “natural constraints” on the positive interval

solution of (6) can be represented as follows:

xmin =
−b +

√
b2 + 4ac

2a
, xmax =

−b +
√

b
2

+ 4ac

2a
. (7)

Similar to the case of linear interval equation (see [15,16]) we consider the real
valued (degenerated) solution of Eq. (6), xm, as the natural top bound for posi-
tive x, i.e., x ≤ xm and bottom bound for positive x, i.e., xm ≤ x. For the case
of x = x = xm from (6) we get

xm =
−(b + b) +

√
(b + b)2 + 4(a + a)(c + c)

2(a + a)
. (8)



A New Method for Solving Nonlinear Interval and Fuzzy Equations 375

Equation (6) with described above constraints xmin ≤ x ≤ xm, xm ≤ x ≤ xmax
is a typical Constraint Satisfaction Problem [7] and its interval solution can be
obtained. From Eq. (6) we get the expressions

x = f(x) =
−b+

√
b2 + 4a(c+ c− ax2 − bx)

2a
, x = f(x) =

−b+

√
b
2
+ 4a(c+ c− ax2 − bx)

2a
.

Generally, the interval solution of above constraint satisfaction problem can
be represented as follows:

[x] = [xmin, xm] ∩ [x∗
1, x

∗
2], [x] = [xm, xmax] ∩ [x∗

1, x
∗
2], (9)

where

x∗
1 = min f(x), x∗

2 = max f(x) (xm ≤ x ≤ xmax);
x∗
1 = min f(x), x∗

2 = max f(x) (xmin ≤ x ≤ xm).

It is easy to see that in our case

x∗
1 = −b+

√
b2+4a(c+c−ax2

max−bxmax)

2a , x∗
2 = −b+

√
b2+4a(c+c−ax2

m−bxm)

2a ,

x∗
1 =

−b+

√
b
2
+4a(c+c−ax2

m−bxm)

2a , x∗
2 =

−b+

√
b
2
+4a(c+c−ax2

min−bxmin)

2a .

From (9) we obtain the following interval solution

[x] = [xmin, xmax], [x] = [xmin, xmax], (10)

where xmin = max(xmin, x
∗
1), xmax = min(xm, x∗

2), xmin = max(xm, x∗
1), xmax =

min(xmax, x
∗
2).

As in the linear case (see [15,16]), substituting the widest possible inter-
val solution [xmin, xmax] into Eq. (4) we get the maximal value of y, i.e., ymax,
and substituting in this equation the shortness possible solution [xmax, xmin]=
[xm, xm] we obtain ymin. As in the linear case, the formal interval solution (10)
factually represents the continuous set of nested interval solutions of Eq. (4) and
we can use the expression (see [15,16]) η = 1− y−ymin

ymax−ymin
to calculate the values

of y on the η-cuts. For η rising from 0 to 1 using the above expression for η we
get the values of y and substituting them into (5) we obtain the set of interval
solutions [x, x]η on the corresponding η-cuts. In Fig. 3, the positive fuzzy solution
for the lowest α-cut (a = [3, 5], b = [1.3], c = [1, 3]) is presented.

Using the proposed method, the negative root (x, x < 0) of fuzzy Eq. (4) can
be obtained as well. For this case we get the following set of expressions:

ax2 + bx − c = −y, ax2 + bx − c = y. (11)

ax2 + bx − c + ax2 + bx − c = 0. (12)

xm =
−(b + b) −

√
(b + b)2 + 4(a + a)(c + c)

2(a + a)
. (13)
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xmin =
−b −

√
b
2

+ 4ac

2a
, xmax =

−b −
√

b2 + 4ac

2a
. (14)

x = f(x) =
−b −

√
b
2

+ 4a(c + c − ax2 − bx)
2a

,

x = f(x) =
−b −

√
b2 + 4a(c + c − ax2 − bx)

2a
. (15)

[x] = [xmin, xm] ∩ [x∗
1, x

∗
2], [x] = [xm, xmax] ∩ [x∗

1, x
∗
2], (16)

where x∗
1 = min f(x), x∗

2 = max f(x) (xm ≤ x ≤ xmax); x∗
1 = min f(x),

x∗
2 = max f(x) (xmin ≤ x ≤ xm).

The numerical algorithm we have used to obtain the negative root is similar
to that we have presented above for the positive root. The negative fuzzy solution
for the lowest α-cut (a = [3, 5], b = [1.3], c = [1, 3]) is presented in Fig. 3.

Fig. 3. The fuzzy roots of quadratic interval equation: 1, 3-fuzzy roots obtained with
use of “interval extended zero” method, 2-interval solution from [1, 4]

It is seen that our positive fuzzy solution in the considered example is wider
than the interval solution obtained in [1,3]. Nevertheless, it does not mean that
the results from [1,3] are more “true” since the methods proposed in [1,3] do not
provide negative fuzzy roots. Besides, our results may be substantially shortened
using the reduction of fuzzy solution to interval one with a help of defuzzification
procedure (see [15,16]).

The negative fuzzy solution presented in Fig. 3 is obtained for the lowest α-cut
(α = 0). To get the complete fuzzy solution of (11), the fuzzy solutions for other
α-cuts (0 < α ≤ 1) should be obtained using the algorithm described above.
The positive solutions obtained for α = 0, α = 0.5 and α = 1 are presented in
Fig. 4. For different α-cuts we have fuzzy solutions with different supports and
peaks. As a fuzzy value can be represented by the disjunction of its α-cuts, we
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Fig. 4. The positive fuzzy root of Eq. (1)

treat the shaded area in Fig. 4 as the final fuzzy solution. It is interesting that
opposite to the result of [1,3] (see Fig. 2) it has the trapezoidal form and this
seems quite natural since some parameters of fuzzy equation (a and c in Eq. (1))
are trapezoidal fuzzy values too.

The numerical algorithm we have used to obtain the negative root is similar
to that we have presented above for the positive root. The result is presented
in Fig. 5. The resulting negative fuzzy root has the triangular form, whereas the
positive root (see Fig. 4) is of trapezoidal type. This fact is a consequence of the
special form of trapezoidal fuzzy parameters a and c (see Fig. 1), which have no
fuzzy left parts.

It is seen that the proposed method allows us to get positive and negative
approximate formal fuzzy solutions of interval quadratic and fuzzy equations,
whereas the known approaches do not provide negative solutions. In the case of
considered quadratic fuzzy equation, from Eq. (5) we have obtained the expres-
sions x = f(x), x = f(x) simplifying the analysis, but in the general case of
nonlinear fuzzy equation F (x) = 0, such expressions can not be always obtained.
Therefore, generally the algorithm of solving nonlinear fuzzy equation (the solu-
tion can be qualified as an approximate formal (algebraical) solution) can be
presented as follows:

1. Split out the nonlinear fuzzy equation F (x) = 0 into the set of α-cuts. For
each α-cut accomplish the steps 2–7.

2. Obtain [F (x, x)] = [−y, y] and

f1(x, x) = −y, f2(x, x) = y. (17)

These expressions are similar to (5). Finally from (17) obtain

g(x, x) = f1(x, x) − f2(x, x) = 0
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Fig. 5. The negative fuzzy root of Eq. (1).

(This equation is the analog of Eq. (6)).
3. Obtain xm as the numerical solution of g(x, x) = 0.
4. Define xmin and xmax as the natural constraints like in the case of quadratic

equation or as the external constraints originated from the mechanical or
economical features of the considered problem.

5. Let x(x) be a numerical solution of g(x, x) = 0 for given x and x(x) be a
numerical solution of g(x, x) = 0 for given x. Then obtain
x∗
1 = min x(x), (x ∈ [xm, xmax]), x∗

2 = max x(x), (x ∈ [xm, xmax]),
x∗
1 = min x(x), (x ∈ [xmin, xm]), x∗

2 = max x(x), (x ∈ [xmin, xm]),
[x] = [xmin, xm] ∩ [x∗

1, x
∗
2], [x] = [xm, xmax] ∩ [x∗

1, x
∗
2],

[x] = [xmin, xmax], [x] = [xmin, xmax],
where xmin = max(xmin, x

∗
1), xmax = min(xm, x∗

2), xmin = max(xm, x∗
1),

xmax = min(xmax, x
∗
2).

6. Substituting the widest possible interval solution [xmin, xmax] into (17) obtain
ymax and substituting in this equation the shortness solution [xmax, xmin]
obtain ymin (usually xmax = xmin = xm).

7. Introduce the set of η-cuts as follows:

η = 1 − y − ymin

ymax − ymin
. (18)

For each η-cut (0 ≤ η ≤ 1) from (18) obtain y, substitute it in (17) and obtain
the numerical solution of nonlinear system on the η-cut: [x, x]η.

To obtain the complete solution of initial nonlinear fuzzy equation F (x) = 0,
the steps 2–7 should be repeated for all α-cuts and solutions obtained on the
α-cuts should be disjointed into the final solution.
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3 Conclusion

The aim of this paper is to present an extension of the so called “interval extended
zero” proposed in [15,16], to the case of nonlinear interval equations. The key
idea of this method is the treatment of “interval zero” as an interval symmetrical
with respect to 0. It is shown that such approach is a direct consequence of
interval subtraction operation. It is shown that the method provides a fuzzy
solution of nonlinear interval and fuzzy equations. It is important that opposite
to the known approaches, the method makes it possible to get both the positive
and negative fuzzy solutions of interval and fuzzy quadratic equation. It is shown
that the proposed method may be used for the solution of more complicated
fuzzy nonlinear equations and the corresponding general algorithm is presented
as well.
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Abstract. This paper considers incorporating a hull-consistency enforc-
ing procedure in an interval branch-and-prune method. Hull-consistency
has been used with interval algorithms in several solvers, but its imple-
mentation in a multithreaded environment is non-trivial. We describe
arising issues and discuss the ways to deal with them. Numerical results
for some benchmark problems are presented and analyzed.
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1 Introduction

In a series of papers, including [15,16,19,20] the author considered an inter-
val solver for nonlinear systems – targeted mostly at underdetermined equa-
tions systems – and its shared-memory parallelization (see also references in [19]
for the author’s other papers). The solver described in these papers is called
HIBA USNE (Heuristical Interval Branch-and-prune Algorithm for Underdeter-
mined and well-determined Systems of Nonlinear Equations) and is currently
available from the author’s ResearchGate profile under the GPL license [6].

In none of these papers (and in none of previous versions of HIBA USNE),
hull-consistency has been used.

2 Generic Algorithm

HIBA USNE uses interval methods. They are based on interval arithmetic oper-
ations and basic functions operating on intervals instead of real numbers (so that
result of an operation on numbers always belongs to the result of operation on
intervals that contain the numerical inputs). We shall not define interval opera-
tions here; the interested reader is referred to several papers and textbooks, e.g.,
[12,13].

The solver is based on the branch-and-prune (B&P) schema that can be
expressed by pseudocode presented in Algorithm 1.
c© Springer International Publishing AG, part of Springer Nature 2018
R. Wyrzykowski et al. (Eds.): PPAM 2017, LNCS 10778, pp. 381–390, 2018.
https://doi.org/10.1007/978-3-319-78054-2_36
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Algorithm 1. Interval branch-and-prune algorithm
Require: L, f, ε
1: {L – the list of initial boxes, often containing a single box x(0)}
2: {Lver – verified solution boxes, Lpos – possible solution boxes}
3: Lver = Lpos = ∅
4: x = pop (L)
5: loop
6: process the box x, using the rejection/reduction tests
7: if (x does not contain solutions) then
8: discard x
9: else if (x is verified to contain a segment of the solution manifold) then

10: push (Lver, x)
11: else if (the tests resulted in two subboxes of x: x(1) and x(2)) then
12: x = x(1)

13: push (L, x(2))
14: cycle loop
15: else if (widx < ε) then
16: push (Lpos, x) {The box x is too small for bisection}
17: if (x was discarded or x was stored) then
18: if (L == ∅) then
19: return Lver, Lpos {All boxes have been considered}
20: x = pop (L)
21: else
22: bisect (x), obtaining x(1) and x(2)

23: x = x(1)

24: push (L, x(2))

The “rejection/reduction tests”, mentioned in the algorithm are described in
previous papers (specifically [19]), i.e.:

– switching between the componentwise Newton operator (for larger boxes) and
Gauss-Seidel with inverse-midpoint preconditioner, for smaller ones,

– a heuristic to choose whether to use or not the BC3 algorithm [19],
– a heuristic to choose when to use bound-consistency [20],
– sophisticated heuristics to choose the bisected component [16,19],
– an additional second-order approximation procedure [18],
– an initial exclusion phase of the algorithm (deleting some regions, not con-

taining solutions) – based on Sobol sequences [17,19].

Other possible variants (see, e.g., [15]) are not going to be considered.

3 Hull-Consistency

Hull-consistency (also known under the name of 2B-consistency) has been used
in several interval programs over the years; see, e.g., [7,8]. It can be defined as
follows.
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Definition 1. A box x = (x1, . . . ,xn)T is hull-consistent with respect to a con-
straint c(x1, . . . , xn), iff:

∀i xi = �{s ∈ xi | ∃x1 ∈ x1, · · · ∃xi−1 ∈ xi−1,∃xi+1 ∈ xi+1 · · · ∃xn ∈ xn

c(x1, . . . , xi−1, s, xi+1, . . . , xn)} .

Following [14], the symbol “�” denotes the interval hull.
Other words, x is hull-consistent iff for each i we can find two points xa and

xb, satisfying the property c, for which xa
i = xi and xb

i = xi.
Now, let us describe, how to check if a box is hull-consistent and how to

enforce hull-consistency on a box.

3.1 Algorithms for Enforcing Hull-Consistency

For simple constraints, checking and/or enforcing hull-consistency is relatively
simple.

As a simple example, let us consider an equation x1 +x2 −3 = 0. By obvious
symbolic transformations, we obtain formulae for both variables that can be
used to obtain their consistent domains:

x1 = 3 − x2 and
x2 = 3 − x1.

Using the above consistency operators, we can simply check consistency for any
box or compute its sub-box containing all consistent values. For instance, a box
[−4, 2]× [−2, 4] is not hull-consistent, but it can be reduced to the hull consistent
one, by applying:

x1 = x1 ∩ (3 − x2) = [−4, 2] ∩ [−1, 5] = [−1, 2],
x2 = x2 ∩ (3 − x1) = [−2, 4] ∩ [1, 7] = [1, 4].

This box is hull-consistent indeed, as points (−1, 4) and (1, 2) are solutions of
the initial constraint x1 + x2 − 3 = 0.

However, for a more sophisticated constraint, obtaining a consistent box is
not as straightforward. Let us consider the constraint:

x3
1 + x2

1 − exp(x2) = 0. (1)

Again, by relatively simple symbolic transformations we can extract x2 from
Eq. (1), but not x1. The solution is to decompose such an equation into prim-
itive ones, by adding additional variables and apply hull-consistency to such a
decomposed system. For the constraint (1), we could obtain:

t1 − x3
1 = 0,

t2 − x2
1 = 0,

t3 − t1 − t2 = 0,
t4 − exp(x2) = 0,

t3 − t4 = 0.



384 B. J. Kubica

Fig. 1. Expression tree of constraint (1)

The algorithm HC4 [7] (cf. also [11]) performs such a decomposition, creating
a tree of the initial constraint, where a variable corresponds to each node: By
traversing the tree forward and backward, we enforce hull-consistency on subse-
quent variables (Fig. 1).

3.2 ADHC Implementation

The ADHC library [5] (Algorithmic Differentiation and Hull Consistency enforc-
ing), developed by the author, contains procedures for constructing the expres-
sion tree and for the HC4 algorithm.

Thanks to the virtues of C++ template metaprogramming, the same source
code can be used to generate binary procedures computing function values, gra-
dients and Hesse matrices, and to generate the procedure creating the expression
tree, in the form of a dynamic data structure.

4 Hull-Consistency Vs Multithreading

Since the very beginning (cf. [15]) the HIBA USNE solver has been implemented
as parallel. The early version has been parallelized using OpenMP, but then the
author switched to Intel TBB (Threading Building Blocks [3]). Parallelization
of the HIBA USNE solver, i.e., of Algorithm 1, is done on several levels. Firstly,
operations on different boxes form different tasks that can be executed by dif-
ferent threads.

Also, some of the procedures applied on a single box are parallel. Such a con-
current implementations has been particularly useful for the procedure enforcing
bound-consistency [20], but enforcing box-consistency (see, e.g., [8]) can be par-
allelized, also – and such version is applied at least for the initial box.
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Parallel implementation of the HC4 algorithm is also possible, but it does
not seem worthwhile. The cost of enforcing hull-consistency is far smaller than
box-consistency (which, in particular, requires computing derivatives – at least
for BC3 and BC4 algorithms; cf. [7].

Hence, the HC4 implementation we use in the current version of the solver
(Beta 2.5; cf. Sect. 5). Still, it is not easy to implement the HC4 algorithm in
a MT-safe (multithreaded-safe) manner. The procedure requires the expression
tree representation. There are, in general, three possibilities:

– there is a shared expression tree and access to it is synchronized,
– there is a shared expression tree, but domains of variables associated to each

node are thread-specific,
– each thread has its own copy of the expression tree, to compute the domains

of variables for various boxes.

The first approach seems absolutely unacceptable for a solver that is supposed
to be scalable with the number of threads. The second one seems interesting, but
is somewhat cumbersome to implement. Also, it might result in suboptimal cache
usage as domains of each variable will have to be placed outside the node of the
expression tree. The third approach is currently implemented in HIBA USNE.
It uses some memory, as each of the threads has a separate copy of the data
structure (and this might become an issue for higher number of threads, e.g.,
on the MIC architecture, where 240 threads can work in parallel), but, in our
experiments, is seems to be acceptable.

5 Computational Experiments

Numerical experiments have been performed on a machine with two Intel Xeon
E5-2695 v2 processors (2.4 GHz). Each of them has 12 cores and on each core two
hyper-threads (HT) can run. So, 2×12×2 = 48 HT can be executed in parallel.
The machine runs under control of a 64-bit GNU/Linux operating system, with
the kernel 3.10.0-123.e17.x86 64 and glibc 2.17. They have non-uniform turbo
frequencies from range 2.9–3.2 GHz.

As there have been other users performing their computations also, we limited
ourselves to using 24 threads only.

The Intel C++ compiler ICC 15.0.2 has been used.
The solver has been written in C++, using the C++11 standard. The C-XSC

library (version 2.5.4) [2] was used for interval computations. The parallelization
was done with the packaged version of TBB 4.3 [3].

The following test problems have been considered: two underdetermined
ones: 5R planar and Puma7, and six well-determined: Brent10, BT50
(Broyden-tridiagonal), BB30 (Broyden-banded), BB24-mod, Transistor, EF200
(Extended-Freudenstein). Their formulation (and used accuracies) has been
described in [19,20] and references therein. Function BB24-mod is the Broyden-
banded function BB24 minus 1; such a minor modification results in a much
harder problem. It is worth noting that it was the function BroyN-mod that was
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used in previous papers ([15,19,20], etc.) under the name of the Broyden-banded
function.

Here we give used accuracies:

– 5R planar: ε = 0.02,
– Puma7: ε = 0.05,
– Brent10: ε = 10−7,
– BT50: ε = 10−6,
– BB30, BB24-mod: ε = 10−6,
– Transistor: ε = 10−8,
– EF200: ε = 10−6.

The following algorithm versions have been considered:

– “Beta 2.0” – HIBA USNE Beta 2.0, using box and bound-consistency, but no
hull-consistency,

– “HC only” – hull-consistency used instead of box-consistency and 3B consis-
tency, instead of bound-consistency,

– “Beta 2.5” – HIBA USNE Beta 2.5, combining box and hull-consistency, in a
manner similar to BC4 [7]: algorithm HC4 is used always and BC3 is applied
after it, but only if there is more than one occurrence of the variable in the
formula for the constraint.

Also, please note, execution times of parallel programs are to some extent
random. We try to present median results, but please note all of them may vary
in a few-seconds interval.

The following notation is used in the tables:

– fun.evals, grad.evals, Hesse evals – numbers of functions evaluations, func-
tions’ gradients and Hesse matrices evaluations (in the interval automatic
differentiation arithmetic),

– bisecs – the number of boxes bisections,
– preconds – the number of preconditioning matrix computations (i.e., per-

formed Gauss-Seidel steps),
– Sobol excl. – the number of boxes to be excluded generated by the initial

exclusion phase,
– Sobol resul. – the number of boxes resulting from the exclusion phase (cf.

[17,19]),
– bc3 – the number of calls of bc3revise; see [19],
– hc – the number of calls of hc enforce,
– 3B/bnd.cons. – the number of calls to the procedure enforcing a higher-order

consistency, i.e., – depending on the algorithm variant – bound-consistency,
3B consistency or a mixed one (when BC4 is used),

– pos.boxes, verif.boxes – number of elements in the computed lists of boxes
containing possible and verified solutions,

– Leb.pos., Leb.verif. – total Lebesgue measures of both sets,
– time – computation time in seconds.
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Table 1. Computational results for the “Beta 2.0” solver version

Problem 5R planar Puma7 Brent10 BT50 BB30 BB24-mod Transistor EF200

fun. evals 215,370,202 24,716,399 9,288,556 546,517,232 48,025,431 2,560,784,337 177,883,219 13,531,560

grad.evals 53,540,850 25,687,861 6,479,385 139,774,706 3,929,878 288,405,687 19,786,538 1,300,186

Hesse evals 307,648 357 264,252 30 30 91,564 127,749 200

bisections 5,445,519 1,718,076 50,299 617057 21,644 3,903,618 33,246 1,300

preconds 10,056,243 3,206,635 78,424 221427 26,019 6,225,697 67,554 2

bc3.rev 86,889,730 1,039,374 2,218,450 241,468,708 23,193,747 1,190,987,170 84,359,918 1,454,871

hc — — — — — — — —

3B/bnd.cons 110,745 222 95 0 48 8,190 10,408 0

pos.boxes 1,878,238 681,004 401 2 0 0 0 0

verif.boxes 3,458 202,694 820 1 1 1 1 1

Leb.poss 0.000333 3e-47 3e-83 1e-323 0.0 0.0 0.0 0.0

Leb.verif 1e-6 3e-11 1e-82 5e-324 3e-12 3e-233 2e-102 5r-324

time 54 14 11 209 11 662 32 39

Table 2. Computational results for the “HC only” algorithm version

Problem 5R planar Puma7 Brent10 BT50 BB30 BB24-mod Transistor EF200

fun. evals 34,874,569 20,989,100 898,053 279,863,240 65,789,226 n/a 2,615,238 11,031,042

grad.evals 35,558,735 23,491,133 1,696,949 310,595,033 88,392,235 n/a 3,637,807 1,080,256

Hesse evals 682,103 820 295,851 82,063 222 n/a 789,087 200

bisections 5,777,688 1,603,978 56,435 3,694,559 1,472,865 n/a 138,951 1,801

preconds 10,486,933 2,997,809 87,508 3,570,485 2,190,128 n/a 286,216 3

bc3.rev 15 21 1,092 1,056 4,656 n/a 52 2,400

hc 282,907 1,406 4,141 8,756,612 2,577,003 n/a 298,050 4,388

3B/bnd.cons 313,406 452 1,268 1 863,681 n/a 181,261 0

pos.boxes 1,872,259 627,067 421 0 0 n/a 0 0

verif.boxes 4,098 203,577 816 2 1 n/a 1 1

Leb.poss 0.000323 1e-47 8e-84 0.0 0.0 n/a 0.0 0.0

Leb.verif 2e-6 1e-12 5e-72 1e-323 5e-324 n/a 1e-112 5e-324

time 41 13 3 192 698 > 3,600 16 9

Table 3. Computational results for the “Beta 2.5” solver version

Problem 5R planar Puma7 Brent10 BT50 BB30 BB24-mod Transistor EF200

fun. evals 173,706,494 28,125,076 9,348,171 118,071 39,817,448 2,343,834,369 80,230,271 12,156,051

grad.evals 47,579,449 31,068,946 6,414,680 118,555 3,075,583 140,805,784 10,551,334 1,161,508

Hesse evals 333,876 637 260,631 60 270 94,705 318,036 200

bisections 5,471,725 2,124,805 50,193 1 16,574 1,265,552 53,239 1,298

preconds 10,087,309 3,947,726 78,336 6 19,441 1,771,075 100,787 2

bc3.rev 67,838,381 235,058 2,288,678 29,147 19,327,021 1,142,463,509 39,421,250 762,070

hc 94,045 1,282 713 325 31,932 2,471,674 110,407 3,314

3B/bnd.cons 117,320 393 99 1 65 6,465 48,197 0

pos.boxes 1,868,601 846,350 419 2 0 0 0 0

verif.boxes 3,415 247,477 820 0 1 1 1 1

Leb.poss 0.000334 2e-47 2e-82 1e-323 0.0 0.0 0.0 0.0

Leb.verif 1e-6 1e-12 7e-65 0.0 5e-7 4e-9 3e-118 5e-324

time 53 17 11 < 1 9 390 21 29
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For comparison, let us consider some results, obtained using another solver,
Realpaver [1] – a mature interval solver that can be considered the current state-
of-the-art:

– 5R-planar – 17 min (for Bisection precision = 2.0, much less accurate
than the presented solver) and did not cover the whole solution set (“Property:
non reliable process (some solutions may be lost)”).

– Brent10 – 55 sec to find all solutions (1065); parameter -number 2000 must
be set to loose no solution.

– Transistor – 30 sec to find the solution for the default setting.

6 Analysis of the Results

Replacing box- with hull-consistency resulted in a minor speedup, for 5R-planar
and Puma7 problems and a major one for Brent10, Transistor and Extended-
Freudenstein200 (see Tables 1 and 2. Hence for problems BT50, BB30 and BB24-
mod, we obtained a significant slowdown.

Combining both consistencies (Table 3) resulted in reasonable runtimes for
all problems. The time for problems BT50 and BB24-mod have been particularly
good – better than for any of the previous algorithm versions. Unfortunately, the
speedup for Brent10 and EF200 problems, that had been observed for the “HC
only” version, has not been preserved. The author has not managed to design a
better heuristic.

As for Realpaver – our solver performed better on all problems; in earlier ver-
sions (e.g., [20]), it had been outperformed for problems, where hull-consistency
was very efficient, like the Transistor problem.

7 Conclusions

We investigated incorporating of a hull-consistency enforcing procedure to the
interval nonlinear systems solver. Contrary to author’s earlier fears (see [19],
Sect. 3), we managed to implement this function in a MT-safe and MT-efficient
(yet not parallelized itself) manner.

In general, trying to replace box- with hull-consistency is often very worth-
while, but there are significant exceptions to this rule; in our experiments hull-
consistency turned out to be inefficient on various instances of the Broyden
function: BT50, BB30, BB24-mod.

Enforcing hull-consistency is less computationally intensive than box-
consistency, but the reduction of the box diameter is usually smaller. An excep-
tion to this rule are constraints, where a variable occurs only once; in such cases
hull-consistency is definitely superior to box-consistency. This is consistent with
results obtained by other researchers, e.g., [10]. Reasonable results have been
obtained for the algorithm version, combining hull- and box-consistency enforc-
ing procedures. Unfortunately, these results, while acceptable, are significantly
worse than using “HC only”, for some problems. As designing a better heuristic
seems difficult, using machine learning might be a proper direction [9].
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czewski, K., Waśniewski, J. (eds.) PPAM 2011. LNCS, vol. 7204, pp. 467–476.
Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-31500-8 48

17. Kubica, B.J.: Excluding regions using Sobol sequences in an interval branch-and-
prune method for nonlinear systems. Reliable Comput. 19(4), 385–397 (2014)

http://pagesperso.lina.univ-nantes.fr/info/perso/permanents/granvil/realpaver/
http://www.xsc.de
http://www.threadingbuildingblocks.org
http://miclab.pl
https://www.researchgate.net/publication/316610415_ADHC_Algorithmic_Differentiation_and_Hull_Consistency_Alfa-05
https://www.researchgate.net/publication/316610415_ADHC_Algorithmic_Differentiation_and_Hull_Consistency_Alfa-05
https://www.researchgate.net/publication/316687827_HIBA_USNE_Heuristical_Interval_Branch-and-prune_Algorithm_for_Underdetermined_and_well-determined_Systems_of_Nonlinear_Equations_-_Beta_25
https://www.researchgate.net/publication/316687827_HIBA_USNE_Heuristical_Interval_Branch-and-prune_Algorithm_for_Underdetermined_and_well-determined_Systems_of_Nonlinear_Equations_-_Beta_25
https://www.researchgate.net/publication/316687827_HIBA_USNE_Heuristical_Interval_Branch-and-prune_Algorithm_for_Underdetermined_and_well-determined_Systems_of_Nonlinear_Equations_-_Beta_25
https://www.researchgate.net/publication/316687827_HIBA_USNE_Heuristical_Interval_Branch-and-prune_Algorithm_for_Underdetermined_and_well-determined_Systems_of_Nonlinear_Equations_-_Beta_25
https://doi.org/10.1007/978-3-642-31500-8_48


390 B. J. Kubica

18. Kubica, B.J.: Using quadratic approximations in an interval method for solv-
ing underdetermined and well-determined nonlinear systems. In: Wyrzykowski,
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Charles University, Malostranské nám. 25, 118 00 Prague, Czech Republic

ondrejkral@seznam.cz, hladik@kam.mff.cuni.cz

Abstract. We implemented several known algorithms for finding an
interval enclosure of the solution set of a linear system with linearly
dependent interval parameters. To do that we have chosen MATLAB
environment with use of INTLAB and VERSOFT libraries. Because our
implementation is tested on Toeplitz and symmetric matrices, among
others, there is a problem with a sparsity. We introduce straightfor-
ward format for representing such matrices, which seems to be almost
as effective as the standard matrix representation but with less memory
demands. Moreover, we take an advantage of Parallel Computing Tool-
box to enhance the performance of implemented methods and to get more
insights on how the methods stands in a scope of a tightness-performance
ratio. The contribution is a time-tightness performance comparison of
such methods, memory efficient representation and an exploration of
explicit parallelization impact.

Keywords: Interval system · Linear dependency · Parallelization
MATLAB · INTLAB

1 Introduction

Intervals are a natural way to express uncertainty in a real data or to process a
continuum of values [4,7]. Well-defined operations over them are forming foun-
dation for interval analysis. We focus only on one part which is to solve systems
of linear equations with some interval coefficients in a manner of finding as tight
as possible interval containing whole solution set. In addition we are using an
explicit information of coefficients’ linear dependencies to get better results.

1.1 Notation

First, we introduce some basic notation. The set of all intervals over real numbers
is denoted by IR, and the set of m × n interval matrices by IR

m×n. For the
definition of interval arithmetic see, e.g., [4,7]. For an interval x = [x, x] ∈ IR,

c© Springer International Publishing AG, part of Springer Nature 2018
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we use x and x for its lower and upper bound, respectively. Now we can define
the midpoint, the radius, the magnitude and the absolute value of an interval
x ∈ IR as follows

xc :=
1
2
(x + x),

xΔ :=
1
2
(x − x),

mag(x) := max
x∈x

{|x|},

|x| := {|x|;x ∈ x}.

Linear system with linearly dependent interval parameters is denoted as

A(p)x = b(p),

which is an abbreviation for the following family of parametric linear systems

Σm
k=1A

kpkx = Σm
k=1b

kpk, p ∈ p

where p is an interval vector that we call vector of parameters, Ak (bk) is a
square matrix (column vector) indicating the coefficients of parameter pk in the
linear system. The united solution set is defined as

Σ := {x ∈ IRn; ∃p ∈ p : A(p)x = b(p)}.

For a real matrix A ∈ R
n×n the spectral radius is denoted as ρ(A).

2 Methods and Implementation

The solution set Σ has a complicated structure and there is no closed-form
characterization known [9]. Even for specific case with symmetric matrices, the
known description is rather long [6]. That is why we seek for an outer approxi-
mation in the simple form of an interval vector. There are many methods known;
see, e.g., [2,3,5,14].

2.1 Bauer-Skeel, Hansen-Bliek-Rohn Bounds and Their Refinement

Bauer-Skeel [1,16] bound is generalized by Hlad́ık [3] as follows.
If A(pc) is regular, let us denote

M := Σm
k=1p

Δ
k |A(pc)−1Ak|,

x∗ := A(pc)−1b(pc).

If ρ(M) < 1, then

[x∗ − (I − M)−1Σm
k=1p

Δ
k |A(pc)−1(Akx∗ − bk)|,

x∗ − (I − M)−1Σm
k=1p

Δ
k |A(pc)−1(Akx∗ − bk)|]
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is an interval enclosure of Σ.
Hansen-Bliek-Rohn bound [10] is also generalized by Hlad́ık [3]. If A(pc) is

nonsingular, denote

M∗ := (I − Σm
k=1p

Δ
k |A(pc)−1Ak|)−1,

x∗ := A(pc)−1b(pc),

x0 := M∗|x∗| + Σm
k=1p

Δ
k M∗|A(pc)−1bk|.

If ρ(M) < 1, then the solution set is included in the interval x defined
component-wise as

xi := max{x̃i, vix̃i},

xi := min{x̂i, vix̂i},

where

x̃i = x0
i + (x∗

i − |x∗
i |)m∗

ii,

x̂i = −x0
i + (x∗

i + |x∗
i |)m∗

ii,

vi = 1/(2m∗
ii − 1).

These bounds can be refined [3] by checking the sign of the following expres-
sion

A(pc)−1(Akx − bk),

and removing absolute value in the inequality

(|A(pc)−1(Akx − bk)|)i ≤ (|A(pc)−1Ak||x − x∗| + |A(pc)−1(Akx∗ − bk)|)i,

where x is the resulting enclosure of Σ computed by some of the previous meth-
ods, or any other. This is what we refer as a refinement of the Bauer-Skeel and
Hansen-Bliek-Rohn method.

2.2 Residual Form

Defining a new variable vector y ∈ IRn and setting

x∗ := A(pc)−1b(pc),
x := x∗ + y,

leads to a new form of the linear system of parametric equations

A(p)y = b(p) − A(p)x∗,

or,

(Σm
k=1pkA

k)y = Σm
k=1pk(b

k − Akx∗), p ∈ p.
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We solve this system directly by method proposed by Skalna [15] or by Rump’s
epsilon-inflation [13, Algorithm 10.7].

Skalna’s method assumes some preconditioner C ∈ IRn×n and x0 ∈ IRn.
Denote

D := mag(I − Σm
k=1(CAk)pk).

If ρ(D) < 1, we have an enclosure

Σ ⊆ x0 + (I − D)−1mag(Σm
k=1C(bk − Akx0)pk)[−1, 1].

The best results are obtained for C := A(pc)−1, x0 := A(pc)−1b(pc) [15] and we
also use this approach.

Rump’s epsilon-inflation is an algorithm that works with non-parametric
system. As input we’ve chosen

A := Σm
k=1pk(A(pc)−1Ak) , b := Σm

k=1pk(A(pc)−1(bk − Akx∗))

Because of sub-distributive property of intervals, we might get better results.
Original algorithm can be written in the following pseudo-code for some small
d, e ∈ IR, d, e > 0:

C := (Ac)−1

xs := Cbc

z := C(b − Axs)
R := I − CA
repeat
y := xk · [1 − d, 1 + d] + [−e, e]
xk+1 := z + Ry

until z + Ry ⊂ int y or iteration > 15

2.3 Exploiting Monotonicity

Another known approach is exploiting monotonicity of the solution set with
respect to some parameters [8]. The derivative of our linear system by k-th
parameter yields

A(p)
∂x

∂pk
= bk − Akx.

To obtain the enclosure of
∂x

∂pk
, p ∈ p one must resolve the system and get the

result x∗, then use it in the equation above as x := x∗ and find an enclosure d

of the solutions set such that { ∂x

∂pk
|p ∈ p} ⊆ d. Now we introduce new vectors

of parameters pi and pi for each xi as follows

pi
k

=

{
p
k
, if di ≥ 0,

pk, if di ≤ 0,
pik =

{
pk, if di ≥ 0,

p
k
, if di ≤ 0,
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otherwise pi
k

= pik = pk.

In the case when all signs are determined, we can obtain the hull of the solution
set by solving 2n linear systems in the form

xi = [(A(pi)−1b(pi))i, (A(pi)−1b(pi))i].

In our implementation we reduce parameters with determined signs to point
values, leave others unchanged and do not iterate the process.

2.4 Implementation

Each of the above mentioned methods has been vectorized. A parallelization of
our MATLAB code is done in two ways. Many vectorized operations are executed
in multiple kernel threads. The other way is to use MATLAB workers (instances
of MATLAB) and parfor (parallel loop) construct in order to speed up execution
of the same and independent code for different parameters (SPMD). Here we take
an advantage of the so called reduction variables, which allow us to share a mem-
ory between workers, and sliced variables, which reduce amount of the data trans-
ferred to workers at the initialization (dependency representation of a parameter is
transferred only to the worker where it’s processed). The representation of depen-
dencies is done in a format of triples (row, column, value) each time represented
parameter occurs in the matrix. Then these triples are stored to a cell array. This
is what we call cell representation. By matrix representation, we mean represent-
ing a matrix of coefficients (Ak) by 2D array. For symmetric and Toeplitz matrices
up to dimension 100 × 100 it was tested that there is no significant performance
overhead when we expand cell representation to a matrix representation during
the computation (the delay was lower then 1%). But there is significant memory
saving and therefore faster initial broadcasting of the data. The following table
shows differences in Toeplitz matrix representation memory consumption:

Dimension Cell Array

50 69.69 kb 1.91 Mb

100 256.41 kb 15.26 Mb

Therefore we decided to use cell representation in the following testing.

3 Results

Let us compare the tightness of the computed enclosures. We calculate average
width over all discussed dimensions and use it as a measure of tightness. Then we
compute the average tightness over 10 random Toeplitz and symmetric systems
where all intervals in vector of parameters have same fixed radius and their
centers are uniformly generated from range [−10, 10]. If we relativize this result
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Toeplitz system dimension 100 Relative tightness

Radius of interval parameters 0.05 0.1 0.5 1

Generalized Bauer-Skeel 1.00000 1.00000 1.00000 1.00000

Refinement of BS 0.99769 0.99537 0.97778 0.95896

Generalized Hansen-Bliek-Rohn 1.44822 1.44721 1.45232 1.14435

Refinement of HBR 1.00557 1.00766 1.04910 1.08704

Residual form, Rump’s alg. 1.00077 1.00132 1.00131 1.01332

Residual form, Skalna’s method 1.00000 1.00000 1.00000 1.00000

Monotonicity approach 0.99251 0.98515 0.92802 0.86494

Symmetric system dimension 100 Relative tightness

Radius of interval parameters 0.05 0.1 0.5 1

Generalized Bauer-Skeel 1.00000 1.00000 1.00000 1.00000

Refinement of BS 0.99912 0.99814 0.99103 0.98398

Generalized Hansen-Bliek-Rohn 1.09541 1.09559 1.09645 1.09423

Refinement of HBR 1.00059 1.00107 1.00629 1.01412

Residual form, Rump’s alg. 1.00073 1.00128 1.00129 1.01341

Residual form, Skalna’s method 1.00000 1.00000 1.00000 1.00000

Monotonicity approach 0.99254 0.98517 0.92932 0.87542

to one particular method, for example Bauer-Skeel method, we obtain following
tables for Teoplitz and symmetric systems (in this order):

The generalized Bauer-Skeel and the residual form with Skalna’s method are
mathematically equivalent. When we increase width of the intervals in vector of
parameters, monotonicity approach and generalized Bauer-Skeel are performing
better than others.

3.1 Execution Time

Now we are interested more in how much faster we can compute these enclosures
and whether there are methods that are less precise but faster than precise ones.
We tested these implementations on AMD Opteron(tm) Processor 6134 with 16
cores, 64 GB RAM, Linux, MATLAB R2016b with the packages INTLAB V9
[12] and VERSOFT V10 [11]. Tested dimensions are 5, 10, 25, 50, 100. Based on
their speed and precision, methods can be naturally divided into three groups
as one can see in the table below. These values are execution times in seconds
with single-worker computation:

First group includes fast methods: the generalized Bauer-Skeel, Hansen-
Bliek-Rohn and the residual forms. Then there are refinement methods and
finally most precise but slowest monotonicity approach.
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Dimension: 100 Toeplitz Symmetric

Generalized Bauer-Skeel 0.658 16.931

Refinement of BS 18.10 487.18

Generalized Hansen-Bliek-Rohn 0.533 12.894

Refinement of HBR 6.454 333.62

Residual form, Rump’s alg. 0.445 11.385

Residual form, Skalna’s method 0.443 11.399

Monotonicity approach 113.9 2779.3

We also noticed a strange behaviour. We started with one worker with one
computational thread and then we increase number of threads by 1 up to 6 by use
of deprecated maxNumCompThreads() function. Suprisingly, the performance
suffered with each additional thread. Cause of this problem is unknown, might
be tied to a processor cache.

Workers. We are adding more workers from 1 up to 6 and measure performance
speed-up. In contrast to adding new threads, there is visible and significant
performance improvement. For lower dimensions up to 10, more workers are not
so beneficial, 6 workers even slowing the computations, possibly because there is
an initial data broadcast overhead. Major improvements start around dimension
50. For dimension 100 and 6 workers, methods from the first group run 2-times
faster and methods from the second group even 4-times faster. The monotonicity
approach speed-up is the biggest, about 6-times faster. Typical curve of such an
improvement looks like Fig. 1, where x-axis is number of workers and y-axis is
computation time. This particular curve is for the Bauer-Skeel refinement (on
the left) and the monotonicity approach (on the right) over a Toeplitz system of
dimension 100.

Fig. 1. Execution time (y-axis) with respect to number of workers (x-axis). Bauer-Skeel
refinement (on the left) and the monotonicity approach (on the right).
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Thus the best improvement is for the methods that do some nontrivial oper-
ations with each parameter in one iteration of a for-cycle. On the other hand,
methods that just do some fast matrix computation for each parameter profit
less, beacause of implicit parallelization.

For s symmetric system, there is an increase of parameters, in dimension
100 up to 5000. In this case, speed-up ratio of each method is not so different,
roughly 5-times faster for 6 workers which is closer to the theoretical 6-times
speed-up.

3.2 Conclusion

Comparison of relative tightness and of single-worker execution times help
us develop a basic of understanding, which methods are better (For example
Skalna’s method on residual form is faster and even yields better results than
refinement of generalized Hansen-Bliek-Rohn method.) and how to classify meth-
ods into some reasonable tightness-performance groups. Simple memory saving
representation might be beneficial with increasing number of workers and dimen-
sion, where initial broadcast of variables slowing down the computation. With
large number of parameters in symmetric systems (5000), tightness-performance
groups hold. When this number is getting lower (200), as for Toeplitz systems,
the monotonicity approach and refinement methods are speeding-up more than
others, so they can be an interesting alternative for fast methods. Explicit par-
allelization with workers might have a negative effect for lower dimensions (10).

3.3 Table of Results

The columns correspond to dimensions 5, 10, 25, 50, 100 (in this order). The rows
correspond to the methods in the order used in the previous tables. It’s visual-
ization of execution time in seconds (y-axis) depending on number of workers
(x-axis).



Parallel Computing of Linear Systems in MATLAB 399

Symmetric



400 O. Král and M. Hlad́ık

Toeplitz
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Abstract. In this paper, we show how to take interval uncertainty into
account when solving conflict situations. Algorithms for conflict situa-
tions under interval uncertainty are known under the assumption that
each side of the conflict maximizes its worst-case expected gain. How-
ever, it is known that a more general Hurwicz approach provides a more
adequate description of decision making under uncertainty. In this app-
roach, each side maximizes the convex combination of the worst-case and
the best-case expected gains. In this paper, we describe how to resolve
conflict situations under the general Hurwicz approach to interval uncer-
tainty.

Keywords: Interval uncertainty · Conflict situation
Hurwicz approach

1 Conflict Situations Under Interval Uncertainty:
Formulation of the Problem and What Is Known
so Far

How conflict situations are usually described. In many practical situations
– e.g., in security – we have conflict situations in which the interests of the two
sides are opposite. For example, a terrorist group wants to attack one of our
assets, while we want to defend them.

To fully describe such a situation, we need to describe:

– for each possible strategy i of one side and
– for each possible strategy j of the other side,

c© Springer International Publishing AG, part of Springer Nature 2018
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what will be the resulting gain uij to the first side (negative if it is a loss), and
the gain vij to the other side. A conflict situation is when we cannot improve v
without worsening u.

An example of a conflict situation in a zero-sum game, when the gain of one
side is the loss of another side, i.e., when vij = −uij ; see, e.g., [9].

While zero-sum games are a useful approximation, they are not always a per-
fect description of the situation. For example, the main objective of the terrorists
may be publicity. In this sense, a small attack in the country’s capital may not
cause much damage but it will bring them a lot of media attention, while a more
serious attack in a remote location may be more damaging to the country, but
not as media-attractive. To take this difference into account, we need, for each
pair of strategies (i, j), to describe both:

– the gain uij of the first side and
– the gain vij of the second side.

In this general case, we do not necessarily have vij = −uij [9].

How to describe this problem in precise terms. It is a well-known fact that
in conflict situations, instead of following one of the deterministic strategies, it
is beneficial to select a strategy at random, with some probability. For example,
if we only have one security person available and two objects to protect, then
we have two deterministic strategies:

– post this person at the first objects and
– post him/her at the second object.

If we exactly follow one of these strategies, then the adversary will be able to
easily attack the other – unprotected – object. It is thus more beneficial to every
time flip a coin and assign the security person to one of the objects at random.
This way, for each object of attack, there will be a 50% probability that this
object will be defended.

In general, each corresponding strategy of the first side can be described by
the probabilities p1, . . . , pn of selecting each of the possible strategies, so that

n∑

i=1

pi = 1. (1.1)

Similarly, the generic strategy of the second side can be described by the prob-
abilities q1, . . . , qm for which

m∑

j=1

qj = 1. (1.2)

If the first side selects the strategy p = (p1, . . . , pn) and the second side selects
the strategy q = (q1, . . . , qm), then the expected gain of the first side is equal to

g1(p, q) =
n∑

i=1

m∑

j=1

pi · qj · uij , (1.3)
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while the expected gain of the second side is equal to

g2(p, q) =
n∑

i=1

m∑

j=1

pi · qj · vij . (1.4)

Based on this, how can we select a strategy? It is reasonable to assume that
once a strategy is selected, the other side knows the corresponding probabilities
– simply by observing the past history. So, if the first side selects the strategy
p, the second side should select a strategy for which, under this strategy of the
first side, their gain is the largest possible, i.e., the strategy q(p) for which

g2(p, q(p)) = max
q

g2(p, q). (1.5)

In other words,
q(p) = arg max

q
g2(p, q). (1.6)

Under this strategy of the second side, the first side gains the value g1(p, q(p)). A
natural idea is to select the strategy p for which this gain is the largest possible,
i.e., for which

g1(p, q(p)) → max
p

, where q(p) def= arg max
q

g2(p, q). (1.7)

Similarly, the second side select a strategy q for which

g2(p(q), q) → max
q

, where p(q) def= arg max
p

g1(p, q). (1.8)

Towards an algorithm for solving this problem. Once the strategy p of
the first side is selected, the second side selects q for which its expected gain
g2(p, q) is the largest possible.

The expression g2(p, q) is linear in terms of qj . Thus, for every q, the resulting
expected gain is the convex combination

g2(p, q) =
m∑

j=1

qj · q2j(p) (1.9)

of the gains

g2j(p) def=
n∑

i=1

pi · vij (1.10)

corresponding to different deterministic strategies of the second side. Thus, the
largest possible gain is attained when q is a deterministic strategy.

The j-th deterministic strategy will be selected by the second side if its gain
at this strategy are larger than (or equal to) gains corresponding to all other
deterministic strategies, i.e., under the constraint that

n∑

i=1

pi · vij ≥
n∑

i=1

pi · vik (1.11)

for all k �= j.
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For strategies p for which the second side selects the j-th response, the gain
of the first side is

n∑

i=1

pi · uij . (1.12)

Among all strategies p with this “j-property”, we select the one for which the
expected gain of the first side is the largest possible. This can be found by opti-
mizing a linear function under constraints which are linear inequalities – i.e., by
solving a linear programming problem. It is known that for linear programming
problems, there are efficient algorithms; see, e.g., [6].

In general, we thus have m options corresponding to m different values j =
1, . . . ,m. Among all these m possibility, the first side should select a strategy for
which the expected gain is the largest possible. Thus, we arrive at the following
algorithm.

An algorithm for solving the problem. For each j from 1 to m, we solve
the following linear programming problem:

n∑

i=1

p
(j)
i · uij → max

p
(j)
i

(1.13)

under the constraints
n∑

i=1

p
(j)
i = 1, p

(j)
i ≥ 0,

n∑

i=1

p
(j)
i · vij ≥

n∑

i=1

p
(j)
i · vik for all k �= j. (1.14)

Out of the resulting m solutions p(j) =
(
p
(j)
1 , . . . , p

(j)
n

)
, 1 ≤ j ≤ m, we select the

one for which the corresponding value
n∑

i=1

p
(j)
i · uij is the largest.

Comment. Solution is simpler in zero-sum situations, since in this case, we only
need to solve one linear programming problem; see, e.g., [9].

Need for parallelization. For simple conflict situations, when each side has a
small number of strategies, the corresponding problem is easy to solve.

However, in many practical situations, especially in security-related situa-
tions, we have a large number of possible deterministic strategies of each side.
This happens, e.g., if we assign air marshals to different international flights. In
this case, the only way to solve the corresponding problem is to perform at least
some computations in parallel.

Good news is that the above problem allows for a natural parallelization:
namely, all m linear programming problems can be, in principle, solved on differ-
ent processors. Not so good news is that, once we get to the linear programming
problems, while we can improve them somewhat using parallelization, these prob-
lems are P-hard, i.e., provably the hardest to parallelize efficiently; see, e.g., [8].

Need to take uncertainty into account. The above description assumed
that we know the exact consequence of each combination of strategies. This is
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rarely the case. In practice, we rarely know the exact gains uij and vij . At best,
we know the bounds on these gains, i.e., we know:

– the interval [uij , uij ] that contains the actual (unknown) values uij , and
– the interval [vij , vij ] that contains the actual (unknown) values vij .

It is therefore necessary to decide what to do in such situations of interval uncer-
tainty.

How interval uncertainty is taken into account now. In the above descrip-
tion of a conflict situation, we mentioned that when we select the strategy p, we
maximize the worst-case situation, i.e., the smallest possible gain g1(p, q) under
all possible actions of the second side. It seems reasonable to apply the same
idea to the case of interval uncertainty, i.e., to maximize the smallest possible
gain g1(p, q) over all possible strategies of the second side and over all possible
values uij ∈ [uij , uij ].

For some practically important situations, efficient algorithms for such worst-
case formulation have indeed been proposed; see, e.g., [3].

Need for a more adequate formulation of the problem. In the case of
adversity, it makes sense to consider the worst-case scenario: after all the adver-
sary wants to minimize the gain of the other side.

However, in case of interval uncertainty, using the worst-case scenario may
not be the most adequate idea. The problem of decision making under uncer-
tainty, when for each alternative a, instead of the exact value u(a), we only
know the interval [u(a), u(a)] of possible values of the gain, has been thoroughly
analyzed.

It is known that in such situations, the most adequate decision strategy is
to select an alternative a for which the following expression attains the largest
possible value:

uH(a) def= α · u(a) + (1 − α) · u(a), (1.15)

where α ∈ [0, 1] describes the decision maker’s attitude; see, e.g., [1,4,5]. This
expression was first proposed by the Nobelist Leonid Hurwicz and is thus, known
as the Hurwicz approach to decision making under interval uncertainty.

In the particular case of α = 0, this approach leads to optimizing the worst-
case value u(a), but for other values α, we have different optimization problems.

What we do in this paper. In this paper, we analyze how to solve conflict
situations under this more adequate Hurwicz approach to decision making under
uncertainty.

In this analysis, we will assume that each side knows the other’s parameter α,
i.e., that both sides know the values αu and αv that characterize their decision
making under uncertainty. This can be safely assumed since we can determine
these values by analyzing past decisions of each side.
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2 Conflict Situation Under Hurwicz-Type Interval
Uncertainty: Analysis of the Problem

Once the first side selects a strategy, what should the second side do?
If the first side selects the strategy p, then, for each strategy q of the second

side, the actual (unknown) gain of the second side is equal to
n∑

i=1

m∑
j=1

pi · qj · vij .
We do not know the exact values vij , we only know the bounds vij ≤ vij ≤ vij .
Thus, once:

– the first side selects the strategy p and
– the second side selects the strategy q,

the gain of the second side can take any value from

g
2
(p, q) =

n∑

i=1

m∑

j=1

pi · qj · vij (2.1)

to

g2(p, q) =
n∑

i=1

m∑

j=1

pi · qj · vij . (2.2)

According to Hurwicz’s approach, the second side should select a strategy q
for which the Hurwicz combination

gH2 (p, q) def= αv · g2(p, q) + (1 − αv) · g
2
(p, q) (2.3)

attains the largest possible value.
Substituting the expressions (2.1) and (2.2) into the formula (2.3), we con-

clude that

gH2 (p, q) =
n∑

i=1

m∑

j=1

pi · qj · vH
ij , (2.4)

where we denoted
vH
ij

def= αv · vij + (1 − αv) · vij . (2.5)

Thus, once the first side selects its strategy p, the second side should select a
strategy q(p) for which the corresponding Hurwicz combination gH2 (p, q) is the
largest possible, i.e., the strategy q(p) for which

gH2 (p, q(p)) = max
q

gH2 (p, q). (2.6)

In other words,
q(p) = arg max

q
gH2 (p, q). (2.7)

Based on this, what strategy should the first side select? Under the
above strategy q = q(p) of the second side, the first side gains the value

g1(p, q(p)) =
n∑

i=1

m∑

j=1

pi · qj · uij . (2.8)
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Since we do not know the exact values uij , we only know the bounds uij ≤ uij ≤
uij , we therefore do not know the exact gain of the first side. All we know is
that this gain will be between

g
1
(p, q(p)) =

n∑

i=1

m∑

j=1

pi · qj · uij (2.9)

and

g1(p, q(p)) =
n∑

i=1

m∑

j=1

pi · qj · uij . (2.10)

According to Hurwicz’s approach, the first side should select a strategy p for
which the Hurwicz combination

gH1 (p, q) def= αu · g1(p, q(p)) + (1 − αu) · g
1
(p, q(p)) (2.11)

attains the largest possible value.
Substituting the expressions (2.9) and (2.10) into the formula (2.11), we

conclude that

gH1 (p, q) =
n∑

i=1

m∑

j=1

pi · qj · uH
ij , (2.12)

where we denoted
uH
ij

def= αu · uij + (1 − αu) · uij . (2.13)

What strategy should the second side select? Thus, the first side will
select the strategy p for which this Hurwicz combination is the largest possible,
i.e., for which

gH1 (p, q(p)) → max
p

, where q(p) def= arg max
q

gH2 (p, q). (2.14)

Similarly, the second side select a strategy q for which

gH2 (p(q), q) → max
q

, where p(q) def= arg max
p

gH1 (p, q). (2.15)

We thus reduce the interval-uncertainty problem to the no-uncertainty
case. One can easily see that the resulting optimization problem is exactly the
same as in the no-uncertainty case described in Sect. 1, with the gains uH

ij and vH
ij

described by the formulas (2.13) and (2.5).
Thus, we can apply the algorithm described in Sect. 1 to solve the interval-

uncertainty problem.
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3 Algorithm for Solving Conflict Situation Under
Hurwicz-Type Interval Uncertainty

What is given. For every deterministic strategy i of the first side and for every
deterministic strategy j of the second side, we are given:

– the interval [uij , uij ] of the possible values of the gain of the first side, and
– the interval [vij , vij ] of the possible values of the gain of the second side.

We also know the parameters αu and αv characterizing decision making of each
side under uncertainty.

Preliminary step: forming appropriate combinations of gain bounds.
First, we compute the values

uH
ij

def= αu · uij + (1 − αu) · uij (3.1)

and
vH
ij

def= αv · vij + (1 − αv) · vij . (3.2)

Main step. For each j from 1 to m, we solve the following linear programming
problem:

n∑

i=1

p
(j)
i · uH

ij → max
p
(j)
i

(3.3)

under the constraints
n∑

i=1

p
(j)
i = 1, p

(j)
i ≥ 0,

n∑

i=1

p
(j)
i · vH

ij ≥
n∑

i=1

p
(j)
i · vH

ik for all k �= j. (3.4)

Final step. Out of the resulting m solutions p(j) =
(
p
(j)
1 , . . . , p

(j)
n

)
, 1 ≤ j ≤ m,

we select the one for which the corresponding value

n∑

i=1

p
(j)
i · uH

ij (3.5)

is the largest.

Comment. In view of the fact that in the no-uncertainty case, zero-sum games
are easier to process, let us consider zero-sum games under interval uncertainty.
To be more precise, let us consider situations in which possible values vij are
exactly values −uij for possible uij :

[vij , vij ] = {−uij : uij ∈ [uij , uij ]}. (3.6)

One can easily see (see, e.g., [2,7]) that this condition is equivalent to

vij = −uij and vij = −uij . (3.7)
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In this case, we have

vH
ij = αv · vij + (1 − αv) · vij = αv · (−uij) + (1 − αv) · (−uij), (3.8)

and thus,
vH
ij = −((1 − αv) · uij + αv · uij). (3.9)

By comparing this expression with the formula (3.1) for uH
ij , we can conclude

that the resulting game is zero-sum (i.e., vH
ij = −uH

ij ) only when αu = 1 − αv.
In all other cases, even if we start with a zero-sum interval-uncertainty game,

the no-uncertainty game to which we reduce that game will not be zero-sum –
and thus, the general algorithm will be needed, without a simplification that is
available for zero-sum games.

4 Conclusion

In this paper, we show how to take interval uncertainty into account when solving
conflict situations.

Algorithms for conflict situations under interval uncertainty are known under
the assumption that each side of the conflict maximizes its worst-case expected
gain. However, it is known that a more general Hurwicz approach provides a more
adequate description of decision making under uncertainty. In this approach,
each side maximizes the convex combination of the worst-case and the best-case
expected gains.

In this paper, we describe how to resolve conflict situations under the general
Hurwicz approach to interval uncertainty.
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Abstract. One of the main problems in interval computations is solving
systems of equations under interval uncertainty. Usually, interval com-
putation packages consider united, tolerance, and control solutions. In
this paper, we explain the practical need for algebraic (equality-type)
solutions, when we look for solutions for which both sides are equal.
In situations when such a solution is not possible, we provide a justi-
fication for extended-zero solutions, in which we ignore intervals of the
type [−a, a].

Keywords: Interval equations · Extended zero
Nonlinear equations systems · Uncertainty · Algebraic solution

1 Practical Need for Solving Interval Systems
of Equations: What Is Known

Need for data processing. In many practical situations, we are interested in
the values of quantities y1, . . . , ym which are difficult – or even impossible – to
measure directly. For example, we can be interested in a distance to a faraway
star or in tomorrow’s temperature at a certain location.

Since we cannot measure these quantities directly, to estimate these quanti-
ties we must:

– find easier-to-measure quantities x1, . . . , xn which are related to yi by known
formulas yi = fi(x1, . . . , xn),

– measure these quantities xj , and

c© Springer International Publishing AG, part of Springer Nature 2018
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– use the results x̃j of measuring the quantities xj to compute the estimates
for yi:

ỹi = f(x̃1, . . . , x̃n).

Computation of these estimates is called indirect measurement or data processing.

Need for data processing under uncertainty. Measurements are never 100%
accurate. Hence, the measurement result x̃j is, in general, different from the
actual (unknown) value xj of the corresponding quantity; in other words, the

measurement errors Δxj
def= x̃j − xj are, in general, different from 0.

Because of the non-zero measurement errors, the estimates ỹi are, in general,
different from the desired values yi. It is therefore desirable to know how accurate
are the resulting estimates.

Need for interval uncertainty and interval computations. The manufac-
turer of the measuring instrument usually provides us with an upper bound Δj

on the measurement error: |Δxj | ≤ Δj ; see, e.g., [8]. If no such upper bound is
known, i.e., if the reading of the instrument can be as far away from the actual
value as possible, then this is not a measuring instrument, this is a wild-guess-
generator.

Sometimes, we also know the probabilities of different values Δxj within this
interval; see, e.g., [8,15]. However, in many practical situations, the upper bound
is the only information that we have [8]. In this case, after we know the result x̃j

of measuring xj , the only information that we have about the actual (unknown)

value xj is that this value belongs to the interval [xj , xj ], where xj
def= x̃j − Δj

and xj
def= x̃j + Δj .

In this case, the only thing that we can say about each value yi =
fi(x1, . . . , xn) is that this value belongs to the range

{fi(x1, . . . , xn) : x1 ∈ [x1, x1], . . . , xn ∈ [xn, xn]}.

Computation of this range is one of the main problems of interval computations;
see, e.g., [3,6].

Sometimes, we do not know the exact dependence. The above text
described an ideal case, when we know the exact dependence yi = fi(x1, . . . , xn)
between the desired quantities yi and the easier-to-measure quantities xj . In
practice, often, we do not know the exact dependence. Instead, we know that
the dependence belongs to a finite-parametric family of dependencies, i.e., that

yi = fi(x1, . . . , xn, a1, . . . , ak)

for some parameters a1, . . . , ak.
For example, we may know that yi is a linear function of the quantities xj ,

i.e., that yi = ci +
n
∑

j=1

cij · xj for some coefficients ci and cij .

The presence of these parameters complicates the corresponding data pro-
cessing problem. Depending on what we know about the parameters, we have
different situations.
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Simplest situation, when we know the exact values of all the parame-
ters. The simplest situation is when we know the exact values of these param-
eters. In this case, the dependence of yi on xj is known, and we have the same
problem of computing the range as before.

Specific case: control solution. Sometimes, not only we know the values a�

of these parameters, but we can also control these values, by setting them to any
values within certain intervals [a�, a�]. By setting the appropriate values of the
parameters, we can change the values yi. This possibility naturally leads to the
following problem:

– we would like the values yi to be within some given ranges [y
i
, yi]; for example,

we would like the temperature to be within a comfort zone;
– in this case, it is desirable to find the range of possible values of xj for which,

by applying appropriate controls ai ∈ [a�, a�], we can place the values yi

within these intervals.

In the degenerate case, when all the intervals for yi and a� are just points, this
means solving the system of equations y = f(x, a), where we denoted y

def=
(y1, . . . , ym), x

def= (x1, . . . , xn), and a
def= (a1, . . . , ak). From this viewpoint,

the above problem can be viewed as an interval generalization of the problem
of solving a system of equations, or, informally, as a problem of solving the
corresponding interval system of equations.

The set X of all appropriate values x = (x1, . . . , xn) can be formally
described as

X = {x : for some a� ∈ [a�, a�], fi(x1, . . . , xn, a1, . . . , ak) ∈ [y
i
, yi] for all i}.

This set is known as the control solution to the corresponding interval system of
equations [3,14].

Situation when we need to find the parameters from the data. Some-
times, we know that the values ai are the same for all the cases, but we do
not know these values. These values must then be determined based on mea-
surements: we measure xj and yi several times, and we find the values of the
parameters a� that match all the measurement results.

Let us number all membership cycles by values c = 1, . . . , C. After each cycle
of measurements, we conclude that:

– the actual (unknown) value of x
(c)
j is in the interval [x(c)

j , x
(c)
j ] and

– the actual value of y
(c)
i is in the interval [y(c)

i
, y

(c)
i ].

We want to find the set A of all the values a for which y(c) = f(x(c), a) for some
x(c) and y(c):

A = {a : ∀c∃x
(c)
j ∈ [x(c)

j , x
(c)
j ]∃y

(c)
i ∈ [y(c)

i
, y

(c)
i ] (f(x(c), a) = y(c))}.

This set A is known as the united solution to the interval system of equations
[3,14].
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Comment. To avoid confusion, it is worth mentioning that our notations are
somewhat different from the notations used in [3,14].

The main reason for this difference is that the main focus of this paper is on
the motivations for different types of solutions. As a result, we use the notations
related to the meaning of the corresponding variables. In general, in our descrip-
tion, y denotes the desired (difficult-to-measure) quantities, x denote easier-to-
measure quantities, and a denote parameters of the dependence between these
quantities.

Within this general situation, we can have different problems.

– In some cases, we have some information about the parameters a, and we
need to know the values x – this is the case of the control solution.

– In other practical situations, we have some information about the quantities
x, and we need to know the values a – this is the case, e.g., for the united
solution.

As a result, when we use our meaning-of-variables notations, sometimes x’s are
the unknowns, and sometimes a’s are the unknowns.

Alternatively, if we were interested in actually solving the corresponding
problems, it would be more appropriate to use different notations, in which,
e.g., the unknown is always denoted by x and the known values are denoted by
a – irrespective of the physical meaning of the corresponding variables. In these
notations, the united solution would take a different form

X = {x : ∀c∃a
(c)
j ∈ [a(c)

j , a
(c)
j ]∃y

(c)
i ∈ [y(c)

i
, y

(c)
i ] (f(x, a(c)) = y(c))}.

What can we do once we have found the range of possible values of a.
Once we have found the set A of possible values of a, we can first find the range
of possible values of yi based on the measurement results, i.e., find the range

{fi(x1, . . . , xn, a) : xj ∈ [xj , xj ] and a ∈ A}.

This is a particular case of the main problem of interval computations.
If we want to make sure that each value yi lies within the given bounds

[y
i
, yi], then we must find the set X of possible values of x for which fi(x, a) is

within these bounds for all possible values a ∈ A, i.e., the set

X = {x : ∀a ∈ A∀i (fi(x, a) ∈ [y
i
, yi])}.

This set is known as the tolerance solution to the interval system of equations
[3,14].

Sometimes, we know that the values a may change. In the previous text,
we consider the situations when the values a� are either fixed forever, or can be
changed by us. In practice, these values may change in an unpredictable way –
e.g., if these parameters represent some physical processes that influence yi’s.
We therefore do not know the exact values of these parameters, but what we do
know is some a priori bounds on these values.
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We may know bounds [a�, a�] on each parameter, in which case the set A of
all possible combinations a = (a1, . . . , ak) is simply a box:

A = [a1, a1] × . . . × [ak, ak].

We may also have more general sets A – e.g., ellipsoids.
In this case, we can still solve the same two problems whose solutions we

described above; namely:

– we can solve the main problem of interval computations – the problem of
computing the range – and find the set Y of possible values of y;

– we can also solve the corresponding tolerance problem and find the set of
values x that guarantee that each yi is within the desired interval.

Is this all there is? There are also more complex problems (see, e.g., [14]),
but, in a nutshell, most practical problems are either range estimation, or finding
control, united, or tolerance solution. These are the problems solved by most
interval computation packages [3,6].

Is there anything else? In this paper, we show that there is an important
class of practical problems that does not fit into one of the above categories. To
solve these practical problems, we need to use a different notion of a solution to
interval systems of equations: the notion of an algebraic (equality-type) solution,
the notion that has been previously proposed and theoretically analyzed [1,2,5,
7,9,12–14] but is not usually included in interval computations packages.

2 Remaining Problem of How to Find the Set A
Naturally Leads to Algebraic (Equality-Type)
Solutions to Interval System of Equations

Finding the set A: formulation of the problem. In the previous text, we
assumed that when the values of the parameter a can change, we know the set
A of possible values of the corresponding parameter vector. But how do we find
this set?

What information we can use to find the set A. All the information about
the real world comes from measurements – either directly from measurements,
or by processing measurement results. The only relation between the parameters
a and measurable quantities is the formula y = f(x, a). Thus, to find the set A
of possible values of a, we need to use measurements of x and y.

We can measure both x and y many times. As a result, we get:

– the set X of possible values of the vector x and
– the set Y of possible values of the vector y.

Both sets can be boxes, or they can be more general sets.
Based on these two sets X and Y , we need to find the set A.
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In this problem, it is reasonable to assume that x and a are independent in
some reasonable sense. Let us formulate this requirement in precise terms.

Independence: towards a formal definition. The notion of independence is
well known in the probabilistic case, where it means that probability of getting
a value x ∈ X does not depend on the value a ∈ A: P (x | a) = P (x | a′) for all
a, a′ ∈ A. An interesting corollary of this definition is that, in spite of being
formulated in a way that is asymmetric with respect to x and a, this definition
is actually symmetric: one can prove that a is independent of x if and only if x
is independent of a.

In the interval case, we do not know the probabilities, we only know which
pairs (x, a) are possible and which are not. In other words, we have a set S ⊆
X × A of possible pairs (x, a). It is natural to say that the values x and a are
independent if the set of possible values of x does not depend on a. Thus, we
arrive at the following definition.

Definition 1. Let S ⊆ X × A be a set.

– We say that a pair (x, a) is possible if (x, a) ∈ S.
– Let x ∈ X and a ∈ A. We say that a value x is possible under a if (x, a) ∈ S.

The set of possible-under-a values will be denoted by Sa.
– We say that the variables x and a are independent if Sa = Sa′ for all a, a′

from the set A.

Proposition 1. Variable x and a are independent if and only if S is a Cartesian
product, i.e., S = sx × sa for some sx ⊆ X and sa ⊆ A.

Proof. If S = sx × sa, then Sa = sx for each a and thus, Sa = Sa′ for all
a, a′ ∈ A.

Vice versa, let us assume that x and a are independent. Let us denote the
common set Sa = Sa′ by sx. Let us denote by sa, the set of all possible values
a ∈ A, i.e., the set of all a ∈ A for which (x, a) ∈ S for some x ∈ X. Let us prove
that in this case, S = sx × sa.

Indeed, if (x, a) ∈ S, then, by definition of the set sx, have x ∈ Sa = sx,
and, by definition of the set sa, we have a ∈ sa. Thus, by the definition of the
Cartesian product B × C as the set of all pairs (b, c) of all pairs of elements
b ∈ B and c ∈ C, we have (x, a) ∈ sx × sa.

Vice versa, let (x, a) ∈ sx × sa, i.e., let x ∈ sx and a ∈ sa. By definition of
the set sx, we have Sa = sx, thus x ∈ Sa. By definition of the set Sa, this means
that (x, a) ∈ S. The proposition is proven.

As a corollary, we can conclude that the independence relation is symmetric –
similarly to the probabilistic case.

Corollary. Variables x and a are independent if and only if a and x are inde-
pendent.

Proof. Indeed, both case are equivalent to the condition that the set S is a
Cartesian product.
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What can we now conclude about the dependence between A, X,
and Y . Since we assumed that a and x are independent, we can conclude that
the set of possible values of the pair (x, a) is the Cartesian product X × A. For
each such pair, the value of y is equal to y = f(x, a). Thus, the set Y is equal to
the range of f(x, a) when x ∈ X and a ∈ A.

The resulting solutions to interval systems of equations. So, we look for
sets A for which

Y = f(X,A) def= {f(x, a) : x ∈ X and a ∈ A}.

It is reasonable call the set A satisfying this property an equality-type solution
to the interval system of equations.

Such solutions for the interval system of equations y = f(x, a), in which
we want the interval versions Y and f(X,A) of both sides of the equation to
be exactly equal, are known as algebraic or, alternatively, formal solutions; see,
e.g., [1,2,5,7,9,12–14].

3 What If the Interval System of Equations Does
Not Have an Algebraic (Equality-Type) Solution:
A Justification for Enhanced-Zero Solutions

But what if an equality-type solution is impossible: analysis of the
problem. The description in the previous section seems to make sense, but
sometimes, the corresponding problem has no solutions. For example, in the
simplest case when m = n = k = 1 and f(x, a) = x + a, if we have Y = [−1, 1]
and X = [−2, 2], then clearly the corresponding equation Y = X + A does not
have a solution: no matter what set A we take the width of the resulting interval
X + A is always larger than or equal to the width w(X) = 4 of the interval X
and thus, cannot be equal to w(Y ) = 2. What shall we do in this case? How can
we then find the desired set A?

Of course, this would not happen if we had the actual ranges X and Y , but
in reality, we only have estimates for these ranges. So, the fact that we cannot
find A means something is wrong with these estimates.

How are ranges X and Y estimated in the first place? To find out what
can be wrong, let us recall how the ranges can be obtained from the experiments.
For example, in the 1-D case, we perform several measurements of the quantity
x1 in different situations. Based on the corresponding measurement results x

(c)
1 ,

we conclude that the interval of possible values must include the set [x≈
1 , x≈

1 ],
where x≈

1
def= min

c
x
(c)
1 and x≈

1
def= max

c
x
(c)
1 . Of course, we can also have some

values outside this interval – e.g., for a uniform distribution on an interval [0, 1],
the interval formed by the smallest and the largest of the C random numbers is
slightly narrower than [0, 1]; the fewer measurement we take, the narrower this
interval.
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So, to estimate the actual range, we inflate the interval [x≈
1 , x≈

1 ]. In these
terms, the fact that we have a mismatch between X and Y means that one of
these intervals was not inflated enough.

The values x correspond to easier-to-measure quantities, for which we can
make a large number of measurements and thus, even without inflation, get
pretty accurate estimates of the actual range X. On the other hand, the values
y are difficult to measure; for these values, we do not have as many measurement
results and thus, there is a need for inflation.

From this viewpoint, we can safely assume that the range for X is reasonably
accurate, but the range of Y needs inflation.

So how do we find A? In view of the above analysis, if there is no set A for
which Y = f(X,A), the proper solution is to inflate each components of the set
Y so that the system becomes solvable.

To make this idea precise, let us formalize what is an inflation.

What is an inflation: analysis of the problem. We want to define a mapping
I that transforms each non-degenerate interval x = [x, x] into a wider interval

I(x) ⊃ x.

What are the natural properties of this transformation? The numerical value
x of the corresponding quantity depends on the choice of the measuring unit, on
the choice of the starting point, and – sometimes – on the choice of direction.

– For example, we can measure temperature tC in Celsius, but we can also use
a different measuring unit and a different starting point and get temperatures
in Fahrenheit tF = 1.8 · tC + 32.

– We can use the usual convention and consider the usual signs of the electric
charge, but we could also use the opposite signs – then an electron would be
a positive electric charge.

It is reasonable to require that the result of the inflation transformation does
not change if we simply change the measuring units or change the starting point
or change the sign:

– Changing the starting point leads to a new interval [x, x]+x0 = [x+x0, x+x0]
for some x0.

– Changing the measuring unit leads to λ · [x, x] = [λ · x, x] for some λ > 0.
– Changing the sign leads to −[x, x] = [−x,−x].

Thus, we arrive at the following definition.

Definition 2. By an inflation, we mean a mapping that maps each non-
degenerate interval x = [x, x] into a wider interval I(x) so that:

– for every x0, we have I(x + x0) = I(x) + x0;
– for every λ > 0, we have I(λ · x) = λ · I(x); and
– we have I(−x) = −I(x).
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Proposition 2. Every inflation operation has the form

[x̃ − Δ, x̃ + Δ] → [x̃ − α · Δ, x̃ + α · Δ]

for some α > 1.

Comment. A similar result was proven in [4].

Proof. It is easy to see that the above operation satisfies all the properties of
an inflation. Let us prove that, vice versa, every inflation has this form.

Indeed, for intervals x of type [−Δ,Δ], we have −x = x, thus I(x) = I(−x).
On the other hand, due to the third property of an inflation, we should have
I(−x) = −I(x). Thus, for the interval [v, v] def= I(x), we should have −[v, v] =
[−v,−v] = [v, v] and thus, v = −v. So, we have I([−Δ,Δ]) = [−Δ′(Δ),Δ′(Δ)]
for some Δ′. Since we should have [−Δ,Δ] ⊂ I([−Δ,Δ]), we must have

Δ′(Δ) > Δ.

Let us denote Δ′(1) by α. Then, α > 1 and I([−1, 1]) = [−α, α]. By applying
the second property of the inflation, with λ = Δ, we can then conclude that
I([−Δ,Δ]) = [−α · Δ,α · Δ]. By applying the first property of the inflation
operation, with x0 = x̃, we get the desired equality

I([x̃ − Δ, x̃ + Δ]) = [x̃ − α · Δ, x̃ + α · Δ].

The proposition is proven.

So how do we find A? We want to make sure that f(X,A) is equal to the
result of a proper inflation of Y .

How can we tell that an interval Y ′ is the result of a proper inflation of Y ?
One can check that this is equivalent to the fact that the difference Y ′ − Y is
a symmetric interval containing 0; such intervals are known as extended zeros
[10,11].

Thus, if we cannot find the set A for which Y = f(X,A), we should look for
the set A for which the difference f(X,A) − Y is an extended zero.

Historical comment. This idea was first described in [10,11]; in this paper, we
provide a new theoretical justification of this idea.

Multi-D case. What if we have several variables, i.e., m > 1? In this case,
we may have different inflations for different components Yi of the set Y , so
we should look for the set A for which, for all i, the corresponding difference
fi(X,A) − Yi is an extended zero.
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Abstract. A cellular automata inspired approach to the problem of
effective energy management in a sensor network is presented. The net-
work consisting of a set of sensors is disseminated over an area where
a number of points of interest (POI) is localized. The aim is to maxi-
mize the time when a sufficient number of POIs is monitored by active
sensors. A schedule of sensor activity over time is a solution of this prob-
lem. A new heuristic algorithm inspired by a cellular automata engine is
proposed. It searches for such schedules maximizing the lifetime of the
sensor network. We also present a set of test cases for experimental eval-
uation of our approach. The proposed algorithm is experimentally tested
using these test cases and the obtained results are statistically verified
to prove significant contribution of the algorithm components.

Keywords: Local search · Sensor networks
Maximum Lifetime Coverage Problem · Cellular automata

1 Introduction

Multiple sensor network applications stimulate research concerning optimization
of their effectiveness and efficiency. One of the main goals of this research is
the minimization of energy consumption or, in other words, maximization of
the network lifetime. Maximization of a time when an area is monitored by
a set of distributed sensors with a limited battery capacity is the subject of
the presented research. We assume that a set of points of interest (POI) is
distributed in the monitored area and a coverage constraint has to be satisfied
by a network, that is, sensors have to provide uninterrupted monitoring of a
sufficient number of POIs all the time. The number of sensors is high so their
monitoring areas can overlap. Therefore, usually, there exists a group of POIs
which are monitored by more than one sensor. This opens a possibility of the
network lifetime optimization since we know that sleeping sensors save their
energy and it is not necessary to have all the sensors in an active state all
the time. Precisely, we search for a schedule which represents effective energy
c© Springer International Publishing AG, part of Springer Nature 2018
R. Wyrzykowski et al. (Eds.): PPAM 2017, LNCS 10778, pp. 425–435, 2018.
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management in the sensor batteries, that is, the longest schedule defining sensor
states over time satisfying the coverage constraint.

In the presented research an idea of a cellular automaton (CA) is employed
in the initialization and perturbation procedures to generate slots of a network
activity schedule. The main novelty lies in an adaptation of CA components,
like a neighborhood structure and a transition function to perform this task. A
new algorithm for generation of sensor activity schedules based on this idea is
proposed. The schedule obtained by this algorithm is an input for a local search
(LS) algorithm whose goal is to improve the result. The LS algorithm makes use
of an original perturbation operator which generates neighbour schedules. We
also present a set of test cases for experimental evaluation of our approach.

The paper consists of six sections. Section 2 gives the definition of the solved
problem and all the necessary constraints. The proposed algorithms are pre-
sented in Sect. 3. A benchmark is defined in Sect. 4 and the results of experiments
are discussed in Sect. 5. Section 6 concludes the paper.

2 Maximum Lifetime Coverage Problem (MLCP)

In the sensor coverage problem [2], NS immobile sensors are randomly deployed
over an area to control a set of points of interest (POI). Each sensor has a sensing
range rsens and its battery is at the beginning fully loaded. We assume that time
is discrete and an active sensor consumes one unit of energy per time unit for
sensing and communication. A sensor can be active during Tbatt consecutive, or
not, time steps. After deployment, the sensors schedule their activity.

Active sensors monitor all POIs located within their sensing range and one
POI can be monitored by more than one active sensor at the same time. For
effective monitoring of a given set of POIs, it is not necessary to control all of
them all the time. We need to achieve a satisfying coverage level cov – some
percentage of the number of POIs being monitored (usually 80–90%). On the
other hand, we do not want to exceed this satisfying coverage level too much to
save sensor batteries. Thus, our goal is to monitor all the time the percentage of
POIs in the range [cov, cov + δ], where δ represents a tolerance factor.

During one time slice a sensor can be either active (in a working mode) or
inactive (in a sleeping state). It is assumed that in a sleeping state the energy
consumption is negligible. We ignore the problem of communication between
sensors both in terms of energy consumption necessary for communication and
in terms of connectivity in the communication graph. We assume that sensors are
always able to communicate regardless of their localization even if some sensors
are in a sleeping state.

A solution we look for is a schedule of sensor activity which gives the satis-
fying coverage level for the given set of POIs as long as possible. This is called
the Maximum Lifetime Coverage Problem. The schedule is a matrix H of 0s and
1s representing states of sensors off and on in consecutive time slots. The value
of a schedule is the length of the longest time period during which the coverage
requirement is met.
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There are many publications concerning sensor networks. However, litera-
ture about heuristic approaches to MLCP as defined above is not very rich. One
can find, e.g., papers on sensor control methods [5] or schedule optimization
based on evolutionary algorithms [6], simulated annealing [7], or graph cellu-
lar automata [8]. In [3] a method for the problem of multiple POI coverage is
proposed but in this case, mobile sensors are considered.

3 Search Algorithm

A local search approach is used for sensor activity schedule optimization. The
main novelty lies in the method for generation of a new schedule which is used
both for generation of an initial one and for building a neighbour schedule. After
the first schedule is created by Algorithm 1, the algorithm iteratively tries to
improve it by the problem specific neighbour operator generateNeighbour (see
Algorithm 3). When a newly found schedule is longer than the current one, the
new one takes place of the current and the process continues.

3.1 Generation of the Initial Schedule

A method of a new schedule generation presented in Algorithm1 starts with
a schedule which can be either empty or partially completed. The main idea
is to add to the schedule new slots one by one even if they do not satisfy the
coverage constraint. For such unfeasible slots, the battery levels are not updated.
Eventually, when no more slots can be added, the unfeasible ones are deleted
from the schedule.

General Description of the Method: Every slot in a schedule undergoes
the same process: states of slot cells are computed with the use of a procedure
inspired by Cellular Automata (PICA) first, and if the coverage constraint is
satisfied the states are accepted. Otherwise, the proposed states are forgotten and
another procedure sets cells states. PICA implements a sort of cellular automata
procedure based on a graph universe (see, for example, [1,9] for details). Due
to the fact that generation of a current state of cells requires states of cells for
the previous time step, when the schedule is built from scratch the initial slot
is filled entirely by zeros (line 2). Then, PICA is run with a copy of the slot
from the previous time step as an input argument (lines 7–8). If the output of
PICA does not satisfy the coverage constraint, another procedure for evaluation
of slot cells is executed. First, all the sensors which have non-empty batteries are
set to on (lines 9–10). Then, just to prevent lavish coverage settings, randomly
selected sensors are switched off as long as the set of remaining active sensors is
able to cover much more than a sufficient number of POIs, that is, covPoi(Ht) >
(cov + δ) (lines 11–13). Eventually, whether the obtained slot is feasible or not,
it is accepted in the schedule, however, only in the former case the battery
levels and the set of active sensors are updated and the max effective coverage
covS(max) is reevaluated (lines 14–18). The loop stops when the set of remaining
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Algorithm 1. CA Inspired Generation of a Schedule (CABG)
Require: S, cov, t, H;
Ensure: H
1: if t = 0 then � if a schedule is created from scratch..
2: for all S ∈ S do Ht

S ← 0

3: Swork ← filter(S, t) � select subset of active sensors having POIs in range
4: covS(max) ← covPoi(Swork) � evaluate coverage when all active sensors are on
5: repeat
6: t ← t + 1
7: Ht ← Ht−1

8: Ht ← PICA(S,Swork, H
t) � build a slot with a cellular automaton

9: if covPoi(Ht) < cov then � if the coverage constraint is not satisfied..
10: for all S ∈ Swork do Ht

S ← 1 � turn on all sensors from Swork

11: while covPoi(Ht) > (cov + δ) do � while the coverage is lavish ..
12: i ← rand(1, NS) � .. select a sensor randomly, and ..
13: Ht

Si
← 0 � .. set its state to off

14: if cov ≤ covPoi(Ht) ≤ (cov + δ) then � if the coverage constraint is satisfied..
15: for all S ∈ S | Ht

S = 1 do
16: batt(S) ← batt(S) − 1 � .. sensor batteries level update

17: Swork ← filter(S, t) � Swork update
18: covS(max) ← covPoi(Swork) � covS(max) update

19: until cov > covS(max)

20: for t ← 1, Tmax do � remove slots which do not satisfy the coverage constraint
21: if (covPoi(Ht) < cov) ∨ (covPoi(Ht) > (cov + δ)) then delete(Ht)

22: return H

Algorithm 2. Slot Generation Inspired by Cellular Automata (PICA)
1: procedure PICA(S,Swork, H

t)
2: for all S ∈ S do � cellular automaton execution
3: n ← 0 � initialize the number of active neighbour sensors for S
4: for all R ∈ S | R �= S do
5: if N(S, R) ∧ Ht

R = 1 then � if S and R are neighbours and R is on
6: n ← n + 1 � increase the number of active neighbour sensors for S

7: if n = 0 ∧ S ∈ Swork then
8: Ht

S ← 1 � turn the sensor S on
9: else

10: Ht
S ← 0 � turn the sensor S off

11: return Ht

active sensors is not able to cover a sufficient number of POIs even if all of them
are on, that is, cov > covS(max).

Details of Procedure Inspired by Cellular Automata (PICA): PICA
implements steps typically executed in CA, however, it must be stressed that
in contrast to CA its main aim is building a new slot from an existing one.
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In Cellular Automata (CA) main components are (1) cells which can change
their states, (2) a neighborhood relationship between cells and (3) a transition
function. Cells are represented by sensors and can be in any of the two states: on
or off. In a slot, the states are represented by 1 or 0, respectively. Two sensors
are regarded as neighbors when their monitoring areas overlap. The number
of neighbors for each of sensors can be different and depends only on their
location in the monitored area. Thus, cells in our automata do not form a grid
universe but rather a graph universe where nodes represent sensors and edges
represent neighbour relationship. A transition function qtr changes values in a
slot, that is, the state of sensors in the network respectively to the state of their
neighbour sensors. The function changes the state to on when all neighbors are
off and the sensor battery is not empty. Otherwise, the sensor state is set to
off. Formally, qtr(S)t+1 =

∏n
i=1(1 − qtr(Rt

i)) · sgn(batt(St+1)) where S is the
sensor to evaluate, Ri – a neighbour sensor of S, n – the number of neighbours
of S, sgn – a signum function which returns one for values greater than zero,
zero for zero, and minus one for values less than zero. The transition function
works asynchronously, that is, the sensor state is changed instantly and may
influence decisions concerning other sensors which have not changed their state
yet. The order of sensors undergoing the state change is not deterministic and
may be different in subsequent steps of CA. This way of cell update in this
particular case is justified because it guarantees different results of perturbation
for the same slot in subsequent trials. It is worth noting that sensors located
in the boundary regions of the monitored area have fewer neighbors than the
others, however, the transition rule is the same for all of them. Details of the
cellular automata procedure (CA) are presented in Algorithm2. A neighborhood
function N(S,R) used in Algorithm 2 returns true in the case of the neighbour
relationship between S and R, and false – otherwise.

3.2 Iterative Improvement of the Schedule

A method of a neighbour schedule generation is presented in Algorithm3. In the
first stage of this procedure (lines 2–4) five percent of cells in the input schedule
is set to zero (it concerns also the cells already set to zero). Then, all slots are
verified whether they still satisfy the coverage constraint. Slots which are unfea-
sible are deleted (lines 5–6). Next, sensor batteries are recovered respectively to
the number of deleted slots and settings inside them. Finally, the CABG pro-
cedure is called for the modified schedule and the outcome of this procedure is
returned as the neighbour schedule.

4 Benchmark SCP1

We prepared a set of test cases called SCP1 (Sensor Coverage Problem, Set
No. 1) to evaluate the proposed algorithm. Every test case in this set can be
described by a set of parameters. In all test cases, there are 2000 sensors with
sensing range rsens 1 unit. We require the coverage level cov = 80% with tolerance
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Algorithm 3. A Neighbour Schedule Generation
1: procedure generateNeighbour(S,H,Tmax, cov, δ)
2: for t ← 1, Tmax do
3: for all S ∈ S do
4: if rand(0, 1) < 0.05 then Ht

S ← 0

5: for t ← 1, Tmax do � check where the coverage constraint is not satisfied
6: if covPoi(Ht) < cov then delete(Ht) � delete unfeasible slot

7: Tmax ← length(H) � update schedule length
8: batteryRecovery(S, H) � recover battery levels due to deleted slots in H
9: return CABG(S, cov, Tmax, H) � return the outcome of CABG

δ = 5%. The remaining parameters vary between test cases. There are two types
of distribution of POIs – POIs can be located in nodes of a triangular grid or a
rectangular grid. Coordinates of sensor localization can be obtained using either
a random generator or a Halton generator [4]. The area under consideration is
a square. Its side size can be 13, 16, 19, 22, 25, or 28 units.

The number of POIs is the same for different area sizes. Thus, the distances
between POIs become larger as the square side grows. To avoid full regularity
in the POIs distribution, 20% of nodes in the grid is not filled with POIs. These
nodes are selected randomly for every instance of the test case. The number of
POIs in subsequent test cases varies from 199 to 240 for the triangular grid and
from 166 to 221 for the rectangular grid.

We selected for experiments 8 configurations of the test case which differ in
the area size, the type of a grid for POIs, and the generator of sensor locations.
It was our arbitrary decision to select these particular configurations – someone
else could choose different values for some or all parameters or propose more
than 8 configurations. A set of 40 instances was generated for every test case.
Every instance consists of a file with coordinates of POI locations and a file with
coordinates of sensor locations. Table 1 presents how many sensors can control
on average given numbers of POIs for each of the eight test cases.

Table 1. Mean numbers of sensors covering 0, 1, 2, 3, 4, 5 and more that 5 POIs for
the eight test cases of SCP1. � means a triangular grid of POI locations, and 	 - a
rectangular grid.

No. Configuration 0 1 2 3 4 5 >5

1 13 × 13, �, rand 5.0 58.2 234.9 559.7 691.6 327.9 122.7

2 13 × 13, 	, Halton 18.3 126.6 369.4 691.2 693.5 95.4 5.7

3 16 × 16, �, Halton 24.6 211.1 679.2 902.7 182.4 0.0 0.0

4 19 × 19, 	, rand 135.1 763.0 951.2 128.8 21.8 0.0 0.0

5 19 × 19, �, rand 112.7 631.7 819.7 435.8 0.0 0.0 0.0

6 22 × 22, �, Halton 209.9 1012.6 665.9 111.6 0.0 0.0 0.0

7 25 × 25, �, rand 340.1 1303.4 350.9 5.6 0.0 0.0 0.0

8 28 × 28, �, Halton 450.1 1475.2 74.7 0.0 0.0 0.0 0.0
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This table shows that in the first test case some sensors cover even 5 or
more POIs. In the next cases, sensors can cover smaller and smaller numbers of
POIs. In the last test case, almost 75% of sensors cover only one POI. Similarly,
Fig. 1 shows, that in the first test case the intersections between neighbor sensor
monitoring areas are greater and contain larger numbers of POIs. For the next
test cases, these areas become smaller and smaller and the numbers of common
POIs decrease as well.

Fig. 1. Visualizations of a monitored area for selected instances of a three among the
eight test cases in SCP1: squares represent POIs, dots — sensors, circles around POIs
— which sensors have in its range the POI located in the circle center.

5 Results of Experiments

The SCP1 benchmark was used for experiments with the proposed algorithm.
We generated 40 instances for every test case from SCP1 and the algorithm was
executed once for each of these instances. The experiments were performed for
five different values of Tbatt: 10, 15, 20, 25, and 30. Results of these experiments
are given in Table 2. Table rows show mean lengths of schedules obtained for
respective 40 instances and min and max lengths among them.

The top half of Table 2 presents results returned by Algorithm 1 while the
bottom half – results of the Local Search (LS) algorithm using the perturbation
operator presented in Algorithm 3. The values in the series are paired because
output schedules of Algorithm1 were an input for the LS algorithm.

One can see that the results are better for the cases when the intersections
between the sets of POIs controlled by neighboring sensors are greater. Moreover,
mean lengths of schedules are proportional to the sensor lifetime Tbatt.

We performed statistic t-tests for paired data to determine whether applica-
tion of LS improves the length of the schedules. The null hypothesis is that any
differences in schedule lengths before and after LS are due to chance. Table 3
shows obtained p-values. Since in every case the value is below 0.001, the null
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Table 2. Mean, min and max lengths of schedules returned by Algorithm 1 – top part
– and by the LS algorithm – bottom part – for each of the eight test cases in SCP1
and for five values of Tbatt from 10 to 30

No. Tbatt Mean Min Max No. Tbatt Mean Min Max

1 10 263.1 256 273 5 10 118.4 113 122

15 394.0 383 406 15 178.0 169 186

20 525.9 514 547 20 236.3 226 245

25 657.7 638 683 25 295.8 280 305

30 787.3 767 812 30 355.4 339 370

2 10 279.7 275 285 6 10 97.7 96 100

15 420.7 412 433 15 147.0 142 151

20 560.6 552 573 20 195.9 191 201

25 701.9 687 718 25 245.3 238 252

30 843.5 827 866 30 295.0 288 302

3 10 182.7 177 186 7 10 66.8 63 71

15 274.5 268 283 15 100.0 94 104

20 366.7 357 375 20 133.4 126 140

25 459.2 448 474 25 167.0 158 173

30 550.4 537 562 30 199.8 189 210

4 10 108.6 103 113 8 10 60.6 59 62

15 163.4 155 170 15 91.0 88 93

20 217.5 207 226 20 122.1 118 126

25 271.9 261 284 25 152.7 149 156

30 326.7 308 339 30 183.5 179 188

1 10 277.3 269 287 5 10 125.1 120 130

15 415.4 403 429 15 188.3 179 197

20 554.4 542 576 20 250.0 240 260

25 693.0 672 718 25 313.1 297 323

30 830.1 810 855 30 375.9 361 390

2 10 294.3 288 301 6 10 103.1 100 106

15 442.6 435 456 15 155.3 149 160

20 590.1 580 604 20 207.1 202 213

25 738.8 724 755 25 259.2 252 266

30 887.8 871 911 30 311.8 305 318

3 10 192.4 186 196 7 10 71.1 67 75

15 289.4 282 298 15 106.5 100 111

20 386.6 376 396 20 140.3 130 145

25 484.1 473 498 25 177.5 168 184

30 580.1 567 591 30 212.4 202 222

4 10 114.8 109 120 8 10 64.4 63 66

15 172.6 164 180 15 96.8 94 99

20 230.4 220 239 20 129.7 126 133

25 287.6 275 300 25 158.4 153 162

30 345.8 327 359 30 194.6 190 199



Application of Local Search with Perturbation 433

Table 3. Results of statistical tests for paired samples obtained from Algorithm 1
and LS: p-values, std.dev.#1 for the results from Algorithm 1 and std.dev.#2 for LS
obtained for each of the eight test cases in SCP1 and for five values of Tbatt from 10
to 30

No. Tbatt p-value s.d.#1 s.d.#2 No. Tbatt p-value s.d.#1 s.d.#2

1 10 1.85E−53 4.22 4.32 5 10 1.4E−42 2.65 2.82

15 2.4E−52 5.49 6.01 15 7.4E−49 4.28 4.56

20 4.25E−59 8.01 8.18 20 1.2E−50 5.01 5.06

25 7.46E−55 10.36 11.15 25 5.72E−51 6.31 6.55

30 1.02E−55 12.18 12.55 30 1.62E−53 7.79 8.01

2 10 2.31E−51 2.90 3.19 6 10 1.09E−39 1.23 1.40

15 1.14E−53 4.52 4.89 15 1.52E−44 1.83 2.08

20 1.02E−56 5.82 6.31 20 1.87E−47 2.19 2.48

25 3.73E−58 7.22 7.77 25 1.71E−54 2.95 3.11

30 3.02E−57 8.42 9.03 30 1E−53 3.37 3.56

3 10 4.66E−50 2.15 2.23 7 10 8.41E−38 1.92 2.01

15 7.23E−52 2.97 3.19 15 7.79E−44 2.37 2.56

20 4.64E−57 4.05 4.33 20 5.62E−46 3.48 3.49

25 4.97E−56 5.38 5.60 25 7.99E−47 3.95 4.22

30 1.08E−61 5.55 5.77 30 4.46E−47 5.36 5.37

4 10 3.25E−42 2.59 2.47 8 10 7.16E−38 0.74 0.74

15 4.48E−45 4.00 4.22 15 8.75E−44 1.04 1.07

20 9.18E−49 5.16 5.22 20 1.18E−45 1.58 1.52

25 7.19E−50 5.64 5.92 25 7.75E−48 1.78 2.05

30 1.89E−54 7.63 7.92 30 1.1E−52 2.40 2.37

hypothesis can be rejected. Hence, one can conclude with 99.9% confidence that
the differences in schedule length before and after LS are not due solely to chance.

We also conducted another set of experiments in order to compare the perfor-
mance of our algorithm with algorithms presented in [7,8]. In these experiments,
means and standard dev. of lengths of schedules produced by LS were compared
with means and standard dev. of schedules obtained by algorithms introduced
in these two papers. We selected a set of four test cases. Three of them were
taken from [8]. In these cases, 100 POIs are located in the form of a rectangular
grid on an area of size 100× 100, and the number of randomly deployed sensors
is, respectively, 100, 200, and 300. The last problem was taken from [7]. In this
problem, 400 POIs are located in the form of a rectangular grid on an area of size
100 × 100, and 100 sensors are randomly deployed. In all four cases cov = 90%,
a sensing range rsens = 20 and Tbatt = 20.

Table 4 shows that Algorithm 3 can give results much better than other meth-
ods (in cases #1-3 schedule length increased by almost 70%, in case #4 by almost
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180%). However, according to Table 2 in the case of results of Algorithm 1, the
LS algorithm gives improvement only by about 5%. This would indicate that
Algorithm 1 does not give much room for improvement by local search.

Table 4. Mean and standard dev. of lengths of schedules returned by the LS algorithm
using proposed perturbation operator (Algorithm 3) and presented in publications (here
as the reference values)

No. LS Ref. value No. LS Ref. value

case#1 139.43 ± 2.61 83.0 ± 2.23 case#3 419.1 ± 5.25 248.0 ± 2.82

case#2 278.87 ± 4.14 165.0 ± 2.44 case#4 136.4 ± 2.31 49

6 Conclusions

In this paper, we presented a new approach to solving the Maximum Lifetime
Coverage Problem. Our method generates an initial schedule using for generation
of new slots a procedure inspired by cellular automata based on a graph universe.
If a new slot does not satisfy the required coverage constraint, the slot is modified
by turning on all available sensors and turning off randomly selected sensors one
sensor at a time. Next, the initial schedule is passed to a local search procedure
for iterative improvement.

Moreover, a set of benchmarks for experimental evaluation of our algorithm
has been proposed. Our experiments with these test cases show that the system is
operational longer when many sensors can cover multiple POIs. Moreover, mean
lengths of schedules are proportional to the sensor battery capacity. Our local
search algorithm, when applied to initial schedules produced using a procedure
inspired by cellular automata gives slightly longer schedules. However, this local
search algorithm can give results much better than methods from [7,8].
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Abstract. This work investigates the incorporation of fuzzy logic prin-
ciples in a cellular automata (CA) based model that simulates crowd
dynamics and crowd evacuation processes with the usage of a Mamdani
type fuzzy inference system. Major attributes of the model that affect its
response, such as orientation, have been deployed as linguistic variables
whose values are words rather than numbers. Thus, a basic concept of
fuzzy logic is realised. Moreover, fuzzy if-then rules constitute the mech-
anism that deals with fuzzy consequents and fuzzy antecedents. The
proposed model also maintains its CA prominent features, thus exploit-
ing parallel activation of transition rules for all cells and efficient use
of computational resources. In case of evacuation, the selection of the
appropriate path is primarily addressed using the criterion of distance.
To further speed up the execution of the Fuzzy CA model the concept
of the inherent parallelization was considered through the GPU pro-
gramming principles. Finally, validation process of the proposed model
incorporates comparison of the corresponding fundamental diagram with
those from the literature for a building that has been selected for hosting
the museum ‘CONSTANTIN XENAKIS’, in Serres, Greece.

Keywords: Crowd modelling · Cellular automata · Fuzzy logic
Evacuation · Flow-density diagram · Speed-density diagram

1 Introduction

Crowd evacuation is a research area that has been thoroughly investigated by
the scientific community. Many researchers from different disciplines have applied
various methodologies to approach realistically issues related to the movement of
people when massively abandoning an area. The major challenge for all deployed
mechanisms is to improve the safety standards of evacuation processes. In such
c© Springer International Publishing AG, part of Springer Nature 2018
R. Wyrzykowski et al. (Eds.): PPAM 2017, LNCS 10778, pp. 436–445, 2018.
https://doi.org/10.1007/978-3-319-78054-2_41

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-78054-2_41&domain=pdf


A Fuzzy Logic Inspired CA Based Model 437

studies, a large number of people are involved and the interactions between them
can be hardly described by conventional equations because of the psychological
factors that influence their behavior. Moreover, the layout of the facilities has
significant impact on the evolution of the evacuation. Thus, evacuation dynamics
incorporates nonlinear characteristics and is very complex [1].

It is of high interest that modeling approaches of crowd movement can achieve
an acceptable level of realism, and can be efficiently validated with empirical data
in order to provide robust results. According to a recent review about evacuation
models [2], empirical research often focuses on the relationship between walking
speed and density as well as the relationship between flow, people and density.
These relationships are called the ‘fundamental diagram’, because of their impor-
tance in determining the optimal dimensions of pedestrian facilities [3]. Often,
the main modeling issue is the ability to successfully handle congestion, in order
to prevent unpleasant circumstances, such as stampede, trampling and casualties
[4–6]. Concurrently, the applications of fuzzy logic have increased significantly.
According to [7], fuzzy logic is a theory that tries to broaden the limits of a set
of acceptable values by defining not crisp boundaries in which membership is a
matter of degree. Furthermore, by introducing the notion of a linguistic variable,
whose values are words rather than numbers, fuzzy logic could be considered as
a methodology for computing with words rather than numbers that try to lower
the cost of solution at the expense of decreased but acceptable precision.

Literature review shows that the combination of cellular automata (CA)
models with fuzzy logic is quite effective. For instance, Bisgambiglia et al. [8]
presented a method that incorporates fuzzy inference systems in activity-based
CA simulations. Betel and Flocchini [9] investigated the relationship between
fuzzy and Boolean CA, whereas Cattaneo et al. [10] and Adamatzky [11] devel-
oped CA models where the local transition rule is described by a fuzzy function.
Moreover, Chaia et al. presented a safety evaluation of driver cognitive failures
and driving errors on right-turn filtering movement based on fuzzy CA [12].
Finally, Al-Ahmadi et al. developed a fuzzy CA model of urban dynamics [13].

The approach proposed in this paper combines fuzzy logic and CA to build a
reliable model that simulates crowd evacuation. The motivation for incorporating
fuzzy logic stems from the fact that it enables computing with words, which ‘are
inherently less precise than numbers, but their use is closer to human intuition’
[7]. For instance, it is the orientation of the direction (e.g. ‘north’, ‘south-east’,
etc.) that plays a dominant role in the movement of an individual rather than
an exact angle measured in degrees. The same can be adopted for the state of a
cell, which can be adequately characterised by words, such as ‘free’, ‘occupied’
or ‘obstacle’ for the needs of a model that mainly targets to quick response and
tries to lower the cost of solution. Specifically, a Mamdani type fuzzy inference
system (FIS) has been developed using the MATLAB Fuzzy Logic ToolboxTM .
Major features of the model, such as state of a CA cell and direction have been
represented as linguistic variables. Additionally, fuzzy if-then rules are properly
constructed based on the descriptions of the input and output variables. The
structure of the model follows the CA principles, that is, it focuses on optimized
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utilisation of computational resources and decreased complexity simultaneously
maintaining accurate modeling of the evacuation process with microscopic and
macroscopic characteristics. Furthermore, and to further speed up the execution
of the introduced Fuzzy CA (FCA) model, the concept of the inherent paral-
lelization was discussed in the view of the GPU programming principles in order
to achieve a fast execution of the FCA. The simulation process is characterized
by fundamental features of crowd evacuation, such as transition from uncoordi-
nated to coordinated movement due to common purpose, arching in front of exits,
herding behaviour [1]. Finally, the evaluation of the model process is addressed
by the comparison of the flow-density and speed-density response of the model
with corresponding representations from literature for a building that has been
decided to host the museum ‘CONSTANTIN XENAKIS’, in Serres, Greece.

In the following, the theoretical principles of the proposed evacuation model
are presented (Sect. 2). In Sect. 3, the GPU implementation of the proposed
model is presented, whereas in Sect. 4, simulation scenarios and corresponding
results are presented and discussed. Finally, conclusions are drawn in Sect. 5.

2 Model Description

The model is CA-based: the space is a two-dimensional grid of identical cells,
which is homogeneous and isotropic. Each cell may be either free or occupied
by an individual or an obstacle. The state of each cell, which is represented by
Ct

i,j , with i and j being the coordinates of the cell and t the evolution time, is
described as:

Ct
i,j = {o, id} (1)

with o representing whether the cell is free or occupied and id representing the
class of the cell, i.e. whether it is a person or an obstacle. The neighbourhood
consists of the eight closest neighbour cells (Moore neighbourhood), thus allow-
ing each person to move towards eight directions. To update the state of a given
cell, it is required the knowledge of the target exit Ct

iexit,jexit
as well as of the

status of all neighbouring cells. Therefore, the evolution rule is defined as:

Ct+1
i,j = R

(
Ct

i,j , C
t
i±1,j,, C

t
i,j±1, C

t
i−1,j+1, C

t
i+1,j−1, C

t
i+1,j+1, C

t
iexit,jexit

)
(2)

The transition function R of the FCA that defines the position of each person
during each time step is realized by a FIS, particularly a Mamdani type, that is
built using the MATLAB Fuzzy Logic ToolboxTM tool [14,15]. Both the state of
each cell of the Moore neighbourhood and the orientation of the person relative
to the closest exit are considered as inputs. The orientation is defined as:

differencex = xexit − xperson, differencey = yexit − yperson (3)

that is, as the position of the an individual relative to its closest exit. It should
be noted that notation x represents the vertical axis, whereas y the horizontal
one. The difference between the ordinate value of an exit (that corresponds
to the outcome of a selection process described below) and that of the person
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designates the north-south orientation; when the difference is negative then the
exit is located northern in regard to the person (denoted as ‘exit-x is North’ at
the corresponding if-then rule), whereas when the difference is positive then the
exit is located southern (‘exit-x is South’). Accordingly, the difference between
the abscissa values of the exit and that of the person designates the east-west
orientation; when it is negative then the exit lays western in regard to the person
(‘exit-y is West’), whereas when it is positive then the exit lays eastern (‘exit-y
is East’). The combination of the upper two parts defines the overall orientation.
The implementation of the rule can be represented by a triangular membership
function, as shown in Fig. 1. This is just the collection of three points that form
a triangle. Thus, when the difference is negative, the value −5 is assigned to the
membership function (‘North/West’ case), when the difference is positive the
value 5 is assigned (‘South/East’ case), whereas value 0 is assigned when the
individual shares the same ordinate (abscissa) with the exit (‘Non’ case).

Fig. 1. The graphical representations of the membership functions that define (a)
north-south orientation, and (b) east-west orientation regarding the direction of motion
of an individual towards the chosen exit. ‘Non’ function represents the case of zero dif-
ference, i.e. when the individual shares the same ordinate (abscissa) with the exit.

In order all possible cell states, i.e. free, occupied and obstacle, to be repre-
sented for each part of all eight possible directions (N, NW, W, SW, S, SE, E,
NE), a triangular membership function is utilized (Fig. 2). Value 0 is assigned
when the corresponding state of the cell is free, whereas value 2 represents occu-
pation by an individual and value 1 denotes the existence of an obstacle. Thus,
the triangular function is adequate for representing the corresponding rule.

The list of rules that define the behaviour of the system is defined by a set of
forty-eight (48) if-then rule statements that cover all possible cases of movement.
These rules are used to define the conditional statements in terms of fuzzy logic.
A sample of the whole set of rules is provided below:

1. If exit - x is North and exit - y is West and NW - State is Unoccupied then
Output is NW

2. If exit - x is North and exit - y is West and NW - State is Occupied and W -
State is Unoccupied then Output is W

3. If exit - x is North and exit - y is West and NW - State is Occupied and W -
State is Occupied and N - State is Unoccupied then Output is N.
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Fig. 2. The membership function that represents the state of each of the cells of the
Moore neighbourhood.

Fig. 3. The graphical representation of the response of the fuzzy inference system.

The corresponding response of the model is depicted in Fig. 3. The selection
of the most appropriate exit for an individual to move during the upcoming time
step is realized by utilizing the criterion of distance. In particular, the closest
exit is computed according to the minimum Euclidean distance of the cell at
(i, j) from all available exits:

R =
√

(i − iexit)2 − (j − jexit)2 (4)

Initially, the maximum distance from each exit is calculated according to the
layout of the site. Maximum distance is algorithmically represented by a vector,
named max dist, the size of which is equal to the number of exits within the
site. Then the distance of each individual is normalised by dividing the elements
of max dist by its greatest element. In case that an element of the normalized
max dist is greater than (or equal to) 2/3 and smaller (or equal to) than unity (1),
then the corresponding distance is characterised ‘long’ and it is assigned value 2
in the corresponding element of a look-up table. Provided that the ratio is greater
than (or equal to) 1/3 and smaller than 2/3 then the distance is characterised
as moderate and is assigned value 1, whereas when the ratio is smaller than 1/3
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then the distance is characterised as short and the corresponding value in the
look-up table is equal to 0. The distance criterion is initially applied when the
members of the crowd start to move aiming at the initialization of the look-
up table and the characterization of each of the exits for every single person.
Afterwards, the function eval pos is activated, whose argument is a vector that
carries the characterisations of the distances to all the exits (short, medium,
long). Function eval pos calculates a vector that includes all exits that share
the similar characterisation of short, regarding to the minimum distance. In
case that the output vector contains a single element, then that particular exit
is indicated as the closest one, otherwise one of the exits that share the same
minimum distance from the individual is chosen randomly.

Furthermore, the model has incorporated the auto-defined obstacle avoidance
method, which is an automated process that enables people to overcome obsta-
cles based on the effect of a virtual field generated near obstacles. The method
is thoroughly described in [16]. In case that more than one person tries to reach
the same cell then one of them is selected randomly. Finally, individuals are con-
sidered similar in terms of decision-making process, but they can be attributed
different characteristics regarding speed. The model enables the assignment of
dissimilar moving steps to groups of pedestrians, thus enhancing its reliability.

3 GPU Implementation

To enable fast simulations, we devised an implementation of the proposed model
exploiting Graphics Processing Units (GPU) as parallel computing devices. In
particular, we adopted a hybrid CPU-GPU approach based on the NVIDIA
GPGPU platform with the well-known CUDA language. In the latter, the par-
allel computation is obtained by activating at each CA step a GPU thread asso-
ciated to every CA cell occupied by a person (i.e., to every active cell). Such
threads correspond to device (i.e. GPU) functions in C language, which are called
kernels. When a kernel is issued by the CPU, a number of threads (i.e., one for
each active cell, in our case) execute its code in parallel on different data. In the
above CA simulation, the kernels operate on two distinct memory regions, repre-
senting the current and next states for the CA cells, respectively, where the state
refer to the cell’s occupancy by the simulated moving crowd, presence of exits
and obstacles. The simulation begins by transferring from the host memory (i.e.
that directly accessed by the CPU) to the GPU global memory the initial CA
states, stored as arrays in order to favour faster coalesced accesses. Besides the
state of the cells, we used some additional auxiliary arrays in the GPU global
memory for storing the neighbourhood structure and the model parameters.
During each CA step, the kernel execute the CA transition function described in
Sect. 2, operating on the basis of the values from the current CA and exploiting
some auxiliary functions (e.g. implementing the fuzzy membership functions);
after, it writes the new state value into the appropriate elements of the next
CA. At the end of each CA step, a device-to-device memory copy operation is
used to re-initialise the current CA values with the next values. When the CA
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state is required by the CPU during the simulation (e.g. for depicting a graphical
output), a device-to-host memory copy is carried out.

To implement the CA transition function, we developed a single kernel, which
is executed on a dynamic grid of threads to improve the scalability with respect
to both the number of involved pedestrians and the size of the CA. This was
accomplished by keeping track of moving people in GPU global memory by
means of an array B of integers. Each element of B encodes a pair 〈id, c〉, where
id identifies a specific person contained in the cell c. Before the beginning of the
simulation, B is initialized by the CPU through a host-to-device memory copy.
Subsequently, movePersonKernel is executed on a dynamic one-dimensional grid
of threads corresponding to the elements of the array B, which is updated by the
kernel itself. More in details, the kernel operates on two global memory areas:
B, which is the input container from where movePersonKernel takes the cells
to process the current iteration; and B∗, which includes the active cells (i.e.,
those containing people) for the next iteration. At the end of each CA step, the
pointers to B and B∗ are simply exchanged. The first step of movePersonKernel
consists of retrieving the pair 〈id, c〉 corresponding to the current thread. Then,
a movement of the person id is considered only if a specific counter, initialized
according to the person speed, is zero. Otherwise, the counter is simply decre-
mented and B∗ is updated with the insertion of 〈id, c〉 (i.e., the person id remains
in the same cell). If the speed counter is zero and, according to the fuzzy rules
outlined above, the person id can move to a neighbouring cell c∗ different from
an exit, then B∗ is updated with the insertion of the pair 〈id, c∗〉. At the end
of each iteration (i.e. when the kernel returns), the size of B∗ is retrieved from
global memory. If B∗ is empty, the simulation ends because all people are outside
the simulation area (i.e., they reached an exit). It is worth noting that to min-
imize expensive synchronizations, the new container B∗ is cooperatively built
by the involved threads by managing a hierarchy of smaller containers stored
in shared memory, as suggested in [17,18]. In particular, thread-level arrays Bt

are used, with the maximum size of a neighbourhood, in which the insertion can
be executed by the owner thread without the need of synchronizations. Then,
in each block, the thread-level arrays are copied into a single block-level array
Bb by using a parallel prefix-scan approach. The latter can be implemented in
a very efficient way in CUDA, only requiring two thread synchronizations and
no atomic operations. Instead, a single atomicAdd is used by the first thread
of each block for obtaining the offset required to copy its block-level array Bb

into the final container B. A particular case that movePersonKernel takes into
account is the conflict that may happen when more than one individuals are try-
ing to reach the same cell. Also, this case is handled though a single atomicMax
operation on the array containing the next states of the CA.

4 Simulation Results

In this study, the venue that is selected for all simulation purposes is the build-
ing that has been decided to host the museum ‘CONSTANTIN XENAKIS’. It
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is located in Serres, a city of the administrative region of Central Macedonia,
in Northern Greece. The building has not been redecorated yet, thus any use-
ful conclusion regarding its standards of safety could be taken into considera-
tion. The floor plan of the building can be found on the following site: http://
serreonpoliteia.com/?page id=10.

The following considerations were applied concerning the aforementioned
place used for simulation purposed. As outputs of the under-study building,
two exits as well as its main entrance are considered. It is also regarded that the
building windows cannot be used for evacuation purposes. Both the length and
the width of each cell within the CA grid is assumed to be equal with 0.3 m.
Within the building, though, there are walls which are less than 0.3 m thick.
Therefore, every part of the construction that is less than 0.3 m thick is sup-
posed 0.3 m thick. Moreover, for constructions that are more than 0.3 m thick
their corresponding dimension is calculated by dividing this dimension with 0.3
and applying rounding rules. Thus, for instance, an exit that is 4.75 m wide, it
will be represented by (4.75 m)/(0.3 m) = 15.8333 ≈ 16 cells. Consequently, the
maximum width of the building is calculated equal to 76 cells and its maximum
length is equal to 148 cells. According to the simulation scenario 400 individuals
are randomly assigned to positions within the museum (Fig. 4).

Fig. 4. Simulation scenario: random initialisation, main exits and corresponding areas
of interest (AoI).

The model is evaluated by comparing the fundamental characteristics and
graphical representations generated by the simulated three scenarios with the
corresponding diagrams from literature. Particularly, the overall density of the
crowd is measured by counting all individuals in the area of interest and then
dividing by the area of this region. The total flow is calculated by dividing the
total number of individuals who go through the exits per simulation step with

http://serreonpoliteia.com/?page_id=10
http://serreonpoliteia.com/?page_id=10
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the length of this intersection. The flow of people results from experimental
relations of speed of people with the density of people. Taking as an assumption
that people move smoothly, the flow per meter of width is given by Q(ρ) = ρV (ρ),
where Q represents the flow per meter of width and ρ is the density of individuals.
Each person covers an area equal to that of single cell, i.e. 0.4 × 0.4 = 0.16m2.
For each step, the number of people within the area of interest (AoI ) is counted
and the value of the density is calculated from the relationship:

ρ =
num. of people in RoI

area of AoI
(5)

There are three AoI, each corresponding to an exit (Fig. 4). The total AoI area
consists of 5 × 8 = 40 cells, i.e. 6.4m2. Regarding the simulation scenario and
for the AoI of the first exit (AoI 1) the corresponding curve of flow vs. density is
depicted in Fig. 5(a). In Fig. 5(b), the corresponding flow-density curves from lit-
erature are depicted [19]. As can be seen, the corresponding curves present com-
mon behavioural attributes, both qualitatively and quantitatively, thus enhanc-
ing the validity of the proposed approach.

Fig. 5. (a) Simulation scenario. AoI of exit 1. Flow vs. density; (b) Flow-density results
from literature.

5 Conclusions

Results prove that fuzzy type logic can find application in real-world evacuation
conditions and in particular when describing crowd dynamics. More specifically,
they respond to expected behaviours. According to the directional selection cri-
terion, persons have full sense of orientation towards the desired output and
perform movements as in real-world conditions. Furthermore, the implementa-
tion of the fuzzy CA rules for intuitive exit selection has been achieved, taking
into account the distance of a person from the exit, so that they correspond to
real conditions. The model need further to be validated with real data. Thus, it
could be better calibrated, and it could be parameterised more efficiently.
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Abstract. Controlling flow in networks by means of decentralized
strategies have gained a lot of attention in recent years. Typical advan-
tages of such approach – efficiency, scalability, versatility, fault tolerance
– make it an interesting alternative to more traditional, global opti-
mization. In the paper it is shown how the continuous, macroscopic,
self-organizing control proposed by Lämmer and Helbing [10] can be
implemented in the discrete, nondeterministic cellular automaton (CA)
model of urban traffic. Using various examples, it is demonstrated that
the decentralized approach outperforms the best nonresponsive solution
based on fixed cycles. In order to analyse relatively large parameter space,
an HPC cluster has been used to run multiple versions of a serial CA
simulator. The presented model can serve as a test bed for testing other
optimization methods and vehicle routing algorithms realized with the
use of CA.

Keywords: Urban traffic · Nondeterministic cellular automaton
Self-organizing control · Decentralized control

1 Introduction

In communication networks, controlling strategies have a profound impact on
the overall performance [1,2]. Particularly, optimization in traffic networks is
especially important due to a tremendous affection it has on peoples everyday
life. In order to address this issue, one has to apply some kind of traffic model
and then propose optimization procedures.

There exists a large number of traffic models which generally fall in one of
these classes: microscopic where vehicles are represented as particles (e.g., follow-
the-leader models); cellular automata (CA) where a vehicle’s state corresponds
to a cell’s state; based on some master equation (e.g., mean field models); macro-
scopic continuous models (e.g., kinetic waves), and more [3,4]. Obviously, a good
traffic model has to reproduce all its properties which are observed in the real
world.

c© Springer International Publishing AG, part of Springer Nature 2018
R. Wyrzykowski et al. (Eds.): PPAM 2017, LNCS 10778, pp. 446–455, 2018.
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Regarding optimization, one of the most common ways to do it is to choose
some pre-calculated schemes, which are aimed at synchronizing green times along
main arterials. In principle such methods force the traffic flow to comply with pre-
viously designed patterns in order to minimize travel times. However, since traffic
demand varies, there is a need for some responsiveness to the current traffic state.
In order to improve efficiency of control methods, it is necessary to implement
on-line optimization techniques based on real time traffic intensity observations.
This can be done in a centralized system, in which there exists a central unit
possessing all information concerning current state of the network. Obviously all
the measuring devices must be somehow connected to a central unit (which is
expensive). Moreover, optimizing globally may be NP-hard [5,6] making it even
more difficult to react in real-time. Consequently, there is a recent trend towards
decentralized and self-organizing optimization techniques [7–12] which instantly
and locally respond to the current traffic state (known, e.g., from vehicle detec-
tors mounted at some distance before an intersection). Naturally, it is desired
that such locally defined mechanisms will produce near-optimal global solution.
One of the most efficient and versatile decentralized self-controlled strategies has
been proposed by Lämmer and Helbing (LH, [10]). The authors have defined the
scheme with the use of a model similar to kinematic waves approach [13].

In this paper it is shown in details how this LH controlling mechanism can be
implemented in a network of cellular automata with the use of nondeterministic
Nagel-Schreckenberg (NS) model [14] (i.e., with the randomization parameter
P > 0). The efficiency of this solution is analysed by considering three scenar-
ios in regular lattice networks. It is shown that the self-controlled intersections
converge to the best possible cycles and phase-shifts for periodic networks, and
that they outperform constant cycle (CC) solutions if vehicles are able to ran-
domly change moving directions (e.g., they turn). Lastly, stochastic boundary
conditions are applied and it is shown that the LH strategy clears the network
significantly more efficient if additional perturbations are allowed.

CA traffic models can be relatively easily parallelized, making it a very useful
tool for efficient prediction, analysis and optimization. Moreover, they can be
implemented withe use of FPGA [15] or GPGPU [16] further increasing efficiency.
The results presented here are calculated with a serial program designed to
advance a network of CA’s. However, since it was desired to obtain a full study of
parameter space, these programs have been run in parallel in an HPC cluster for
various initial conditions and control variables. Therefore, meaningful statistics
could be calculated in a reasonable time (couple of hours).

2 The Model

The city traffic model is essentially similar to the work presented by Chowdhury
and Schadschneider [17], and Brockfeld et al. [18]. There are N2 nodes (inter-
sections) Ii,j , i = 1, . . . , N , j = 1, . . . , N , which form a square lattice. Each
node has two incoming links (one-lane and one-way streets): one from west-side
and one from south-side, and two leaving links: one towards east-side and one
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towards north-side, Fig. 1. Nodes make a decision which traffic stream should
be served. In addition to the previous work, [17,18], here a setup time τ = 2 is
specified (the amount of time for which the both streams have “red light” when
switching from one stream to the other).

Fig. 1. A sample view of part of a grid-like network with link length D = 100.

The links in a network represent a single-lane street which is a one-
dimensional cellular automaton with D cells (D = 100 is used throughout this
paper). An occupied cell n symbolizes a single vehicle, and a discrete, integer
variable vn corresponds to its velocity. Let the maximum allowed velocity be
vmax (here vmax = 5) and the distance to the next vehicle is dn, the distance to
the next intersection is sn. In the classical model by [14] with urban-like modifi-
cations [18], which take into account traffic light, the four consecutive steps for
parallel updating at discrete time steps can be written as:

1. Acceleration: vn ← min(vn + 1, vmax),
2. Breaking:

– Traffic light at the intersection to which the link is connected is “red” or
the intersection is in setup time: vn ← min(vn, dn − 1, sn − 1)

– Traffic light is “green”. If two cells behind the intersection are occupied:
vn ← min(vn, dn − 1, sn − 1), otherwise vn ← min(vn, dn − 1),

3. Randomization with the probability P : vn ← max(vn − 1, 0),
4. Vehicle movement: xn ← xn + vn.

The initial density ρ = m/D is the number of vehicles m divided by the total
number of cells in the link, D. For given vmax there exists a maximum density
for which all the vehicles can move freely with vmax. In the deterministic limit
P = 0, ρmax = (vmax + 1)−1 since for ρ > ρmax there exists at least one vehicle
which has less than vmax occupied cells in front of it, and therefore it is forced
to slow down (vmax = 5 give ρmax = 0.16(6) for P = 0, and ρmax ≈ 0.15 for
P = 0.1). With each link there is associated the mean flux J ′ (number of vehicles
leaving the link per unit time), for the entire network J̄ = N−2

∑N2

1 J ′
i is just

the average of mean flux J ′
i for each link i. Note that the assumed vmax = 5

should be equivalent to about 50 km/h in a real city traffic flow, assuming that
a single cell corresponds to a real size of 7.5 m (a vehicle length with safety
distance in front and behind it), each step is about 2 s in real time.



Nondeterministic Cellular Automaton for Modelling Urban Traffic 449

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  10  20  30  40  50

Fl
ow

 [v
eh

/s
te

p]

Steps

P=0.0
P=0.1

Fig. 2. Flux as a function of steps after opening an intersection for a CA fully filled with
vehicles (P = 0 is exact, P = 0.1 is the average for 106 simulations). The horizontal
line represents the exact limiting flux for P = 0, Jmax = vmax/(vmax + 1) = 5/6.

Boundary conditions can be either periodic or stochastic. If periodic bound-
ary conditions are assumed, each vehicle leaving the network at east/north side
will be placed at the beginning of corresponding links at west/south side. As the
stochastic BCs, the so called expanded stochastic boundaries are applied [19].
These are formed by placing an additional CA with length equal to vmax as a
source of vehicles. Vehicles appear at the beginning of such small CA with given
probability Pins and accelerate according to the CA rules. Such treatment is a
proper insertion strategy which makes sure that all possible system states can
be obtained. Here, in networks with stochastic sources, the right-most and the
top-most nodes act as simple sinks, i.e. nothing prevents a vehicle from leaving
the system.

2.1 Periodic Switching

The simplest possible strategy for control is to use cycle-based switching. For
each node the cycle is: (a) “red light” for (T − 2τ)/2 steps; (b) setup time for
τ steps; (c) “green light” for (T − 2τ)/2 steps; and (d) setup time for τ , giving
T steps in total. Additionally, there can be phase shifts Tφ

(i,j) for different nodes
in network. This means that the first step of the cycle for N(i,j) is realized at
the time step t + Tφ

(i,j). It is easy to show that for unidirectional networks one
can form “green waves” along a single direction by selecting the phase shifts as
Tφ
(i,j) = (i + j − 2)Tdelay mod (2T + 2τ), Tdelay = D/vmax.

2.2 Self-controlling Strategy

As the responsive self-organizing controller a CA version of the LH strategy [10]
is implemented. Below only brief summary of the most important principles is
presented, see the original paper for detailed formulation and related proofs (the
symbols used here are the same as in the cited work).
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Let σ denote the stream which get “green light”,

σ =

{
head Ω if Ω �= ∅
arg maxi πi otherwise,

(1)

where Ω is an ordered set containing stream indices πi is a priority index for the
corresponding stream i (the regular lattice networks have i = 0 or i = 1). The
stabilization strategy assures that each stream i will be placed into the queue
Ω at least once in Tmax and, on average, once in Tavg. The priority index for
stream i, provided that currently served stream is σ, is defined as

πi =
n̂i

τpen
i,σ + τ + ĝi

, (2)

where n̂i is the number of vehicles expected to be served in time τ + ĝi for the
stream i, τ is the remaining setup time, ĝi is time required to clear existing
queue at the intersection and all vehicles arriving just after clearing, provided
that they arrive with the maximum flow rate (i.e., as a platoon traveling with
vmax), τpen

i,σ is the additional penalty term for switching from stream σ to i.
Originally, the authors have formulated the strategy using continuous equa-

tions based on kinematic waves approach [13]. Implementing it in a CA is not
a straightforward task, especially if a nondeterministic NS model is considered,
P > 0. It has been done in previous work [12], however, here calculating pre-
dictive variables is improved and the more realistic P > 0 is implemented. Note
that non-zero randomization, P > 0, is of fundamental importance for the NS
model. It makes it possible to reproduce such phenomena as spontaneous jam
formation and destroys any artificial metastable states.

The difficulty for implementing P > 0 comes from the fact, that in order to
calculate the priority index (2), one has to find variables characterizing the state
of a crossing node at the current time step and also in the future. For each node,
it is necessary to calculate the anticipated amount of the green time ĝi which is
the largest possible solution of

Ndep
i (t) + ĝi(t)Qmax

i = N exp
i (t + τi(t) + ĝi(t)), (3)

where Ndep
i (t) denotes the number of vehicles which have departed from the

crossing, N exp
i (t) is the number of vehicles which are expected to arrive at the

node by the time t, τi(t) i the remaining setup time, Qmax
i is the saturation

flow rate. The number of vehicles expected to leave the intersection is n̂i(t) =
ĝi(t)Qmax

i .
In the discussed CA model, it is trivial to keep track of Ndep

i : for each inter-
section one has to count the number of vehicles which have left the node. In
order to find the number of vehicles which will approach the node in the follow-
ing steps t + Δt (t being the current step), N exp

i (t + Δt), a temporary CA is
created, which consists of a link connecting to the node and a link which leaves
this node. Then this temporary automata is advanced for Δt steps according to
the NS rules. Joining the two links is necessary in order to take into account
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any spill-back effects arising when there is some congestion immediately after
the intersection. This procedure may be a bit time consuming but it can be
efficiently implemented using appropriate caching mechanisms.

Note that this method of calculating N exp
i will inevitably lead to inefficiency

of the controlling method if P > 0. The reason for this is that advancing the
temporary CA may give different value of N exp

i then the “real” value obtained
when advancing the entire CA system. This is desirable since in any realistic
traffic model, there will be some velocity fluctuations making it impossible to
exactly predict the value of N exp

i (t + Δt).
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Fig. 3. A map of the mean flow J̄ in the regular periodic network as a function of
periods T and phase-shifts φ for four different densities for the fixed cycle controlling.
N = 6, D = 100, P = 0.1.

Additionally, there is an important difference in defining the maximum flow
rate Qmax

i in the continuous approach and the one using a cellular automata.
In the former it can be assumed as a constant value, whereas in the latter it
depends on time. Consider an infinitely long CA fully filled with vehicles and
connected to an intersection with “red light”. Assuming that at the moment
t = 0, the light will turn green, vehicles will leave the intersection at the flow
rate J which is presented in Fig. 2. It can be shown that in the deterministic
limit P = 0, the limiting maximum flux is Jmax = vmax/(vmax+1) (p. 240 in [3]).
For non-deterministic models, 0 < P < 1, there is no analytic solution for the
limiting Jmax. However, in order to properly implement the LH mechanism,
one has to use Qmax

i (tg) which depends on the time tg which denotes for how
many steps the considering link has been granted “green light”. In any case
considered here, Qmax

i (tg) has been precalculated: averaged over 106 stop-and-
go CA simulations and tabularized in order to be useful for finding ĝi.
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Finally, if there is more than one CA which belong to the same stream i
(multiple lanes, bidirectional networks), the corresponding values of N exp

i , Qmax
i ,

etc., are simply summed up for all the CA and a single value of πi is calculated.

3 The Results

The correctness of implementation end efficiency of the LH strategy has been
validated using three various scenarios: periodic network; periodic network with
the possibility of vehicle turning; a bidirectional network with stochastic BCs
and random intersection blocking.

3.1 Periodic Network N = 6

The dynamics of fixed cycle based switching for periodic networks with P = 0,
has been discussed in detail in [18]. Here it is shown how the mean flow J(ρ, T )
depends on ρ, T and Tφ for wide range of relevant parameters for N = 6 and
the non-deterministic P = 0.1. All the results are averaged by performing 105

steps for 10 different initial conditions.
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Fig. 4. Left: mean flow JCC
best in the N = 6 network for CC and JSC for SC. Right:

the same J̄ but normalized with the maximum flux Jmax taken from the fundamental
diagram for P = 0 and P = 0.1 (precalculated and interpolated).

Figure 3 displays how the mean flow J̄(T, φ) depends on the fixed cycle length
T and phase-shifts φ for four different densities. Naturally, this CC strategy
imposes a certain dynamical situation rather than being responsive to the cur-
rent traffic state. If T and φ are properly adjusted, vehicle platoons which are
formed get “green wave” giving maximum possible flow rate J̄ . If density is small
enough, i.e., platoon length ρvmaxD per link is shorter than D/2−τvmax, that is
ρ < (2vmax)−1 − τ/D, then there exists cycles and for which vehicles can move
without stopping and the resulting mean flow J̄ = Jmax. On the other hand, for
some values of T platoons are always stopped when arriving to the intersection.
Consequently one can observe significant variations (by ≈ 100%) in J̄ especially
for smaller densities, ρ < ρmax, where clearly there is the largest potential for
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optimization. If density is too large, nothing can be done in terms of adjusting
T and φ and there is no optimization which can significantly improve situation.

Comparison between CC and SC strategies for various densities is shown in
Fig. 4. In these plots JCC

best for CC represent the maximum possible value, i.e., is
calculated for given ρ by simulating flows for all 1 ≤ T ≤ 300 and 0 ≤ φ ≤ 300
and choosing the largest J̄ (the same procedure is done in the next section). The
decentralized SC converges to the optimum in the region where optimization is
possible (the stabilization parameters are Tavg = 150 and Tmax = 300).

3.2 Periodic Network with Non-deterministic Turning

Introducing the possibility of vehicle turning (with the probability Pturn) makes
an important difference when comparing to the previous case. Regular vehicle
platoons can not be formed anymore, since they are separated with empty spaces
resulting from changing a vehicle’s direction (which in turn can form other pla-
toons). A constant cycle controller can not adjust to such situation.
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Fig. 5. The ratio JSC/JCC
best as a function of mean density ρ̄ and vehicle turning prob-

ability Pturn.

Figure 5 depicts the ratio of mean flows for the self-controlled and the best CC
outcome. It is clear that in the region where optimization is possible (sufficiently
small density), the SC outperforms the best possible CC by a factor of 2.

3.3 Network with Stochastic Input

As a final example we use a network with more realistic, stochastic boundaries
(as described earlier) at the east and the south side, and open BCs at the west
and the north side. For a single lane, Pins = 1.0 will produce a flow with the
maximum Jmax. Obviously for concurring streams, Jmax can not be reached
for ρ > ρmax, hence there must be a maximal Pins above which one the mean
flow will not increase. Figure 6(a) shows how J̄ depends on the vehicle insertion
probability. Also in this case, the decentralized strategy is able to form vehicle
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Fig. 6. Mean network flow as a function of vehicle insertion probability. (a) no turning,
(b) turning into south-north direction with the probability Pturn = 1/4 completely
breaks down the CC control.

platoons and green waves so the optimal J is reached. Moreover, if heterogeneous
turning is introduced – vehicle can turn from east-west towards south-north lanes
with Pturn = 0.25 – all the coordination in CC controlled network is lost. On the
other hand, SC is able to recover quite well.

4 Conclusions

It has been shown how the self-controlled strategy proposed in [10] can be imple-
mented in the classical cellular automata model of traffic [14] in the context of
urban road networks [18]. Since the original formulation of the SC control is with
continuous model based on kinematic waves, it is not straightforward to apply it
in a CA model. In particular, the problems arise if the nondeterministic breaking
in the CA is applied, P > 0. This is solved by using appropriate precalculated
time-depended maximum fluxes Qmax

i .
The presented simulations demonstrate that SC, by means of self organiza-

tion, converges to the best possible fixed cycles in the case of regular networks
with periodic and stochastic BCs. Additionally, if randomized scenarios are con-
sidered (e.g., vehicle turning), CC can not control flow in an optimal way since
some responsiveness is required. In these cases SC significantly outperforms the
best fixed cycle networks. In the future work, the presented model will serve as
a test bed for other optimization methods for more complex network topologies
and vehicle routing algorithms.
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Abstract. At present, GPUs (Graphics Processing Units) are com-
monly used to speedup any kind of computations. In this paper we
present how GPUs and Nvidia CUDA can be used to accelerate the
updating of and agent state in Multi-Agent Simulations. We use the
AgE (Agent Evolution) software framework written in Java, which sup-
ports agent-based computations. In our simulations agents represent
living organisms that interact with the virtual habitat and with each
other. At each step of the simulation thousands of agents update their
state according to a defined set of rules. We use Java bindings for CUDA
(JCUDA) to move massive computations to GPU.
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1 Introduction

Graphic Processing Units (GPUs) are currently widely used to speed up any type
of computation. Their architecture assumes that a device is equipped with hun-
dreds of processing units, which are designed to maximize computation through-
put. The control units in GPUs are not as sophisticated as those in general pur-
pose CPU processors. As a result, the programmer must organize data structures
and algorithms to be efficiently processed by a GPU.

Computation with GPUs shows its power when a large number of identical
sequences of instructions (threads) are applied to regularly organized data, i.e.
arrays. In such a case the whole block of data is processed in a perfectly parallel
manner. Any conditional instruction that may change the path of execution in
some threads spoils this perfection.

Agent-Based Computing is a paradigm that at first glance may benefit from
using GPU. Usually, the computation involves hundreds or more of agents, which
usually have homogeneous sets of parameters and rules of behaviour. Their inter-
actions are usually local. Their states are updated at each step of simulation.
In the case of Cellular Automata, which may be partially treated as a kind
of Multi-Agents System with strictly defined network of agents neighbourhood,
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the application of GPU results in an enormous speedup of computation — see
examples in [9,17,20].

However, the classic definition of an agent does not impose such strict
assumptions on its position and relation with other agents. Moreover, unlike
in Cellular Automata, the agents are usually processed asynchronously. Thus,
the implementation of a typical Multi-Agent System requires an additional pro-
cedure that prepares the population of agents to be processed on a GPU.

In this paper we present how GPUs can be used to improve the perfor-
mance of an agent-based simulator designed and implemented for modelling the
population of Foraminifera, a marine microorganism [6]. The simulator, named
eVolutus [18,19], is built over AgE, a software framework [5] that supports the
Evolutionary Multi-Agent System (EMAS) computation paradigm [3,4]. EMAS
is an approach that combines the notion of an agent with evolutionary algo-
rithms. It assumes that agents carry a some kind of genome that can be passed
to their offspring. During reproduction the genome is subjected to the genetic
operators: mutation and crossing over. Selection, which is a crucial procedure
in any evolutionary algorithm, are indirectly realised by agents dying childless.
EMAS was invented to solve some engineering problems, but it can be adapted
naturally to model the population dynamics and evolution of living organisms.

The rest of the paper is organized as follows. Section 2 discusses existing appli-
cations of GPU computing in agent-based systems. Next, we briefly presents the
architecture of AgE and eVolutus, and then the modifications that was neces-
sary to employ a GPU for processing agents are explained. Section 5 contains the
results of performance evaluation. At the end we add some concluding remarks.

2 Agent-Based System with Support for GPU Computing

As was mentioned above, in order to achieve high efficiency in computing on
GPUs, the data structures should have regular structure, and the access pattern
to this data also should be regular. Such requirements are often fulfilled by
models based on the Cellular Automata (CA) paradigm. The CA approach,
especially when the rules of local interaction are more complex and sophisticated,
is considered to be very similar to the Multi-Agent Systems paradigm. Such an
approach is very attractive for large scale modelling of crowd dynamics. In this
application, simulations involve a huge number of pedestrians (up to 106) and the
rules that govern their behaviour must take into account not only interactions
with closest neighbours but also with the environment, e.g. the locations of
obstacles and exits. These models are also required to be able to provide results
“faster than real time” when they are used to verify various evacuation scenarios.
Thus, many interesting solutions can be found in this area of research.

Wąs et al. [9,10] introduced a very efficient implementation of their Social
Distance Model of pedestrian dynamics. His works is focused on optimizing algo-
rithms for massive parallel computation. The algorithms are modified to ensure
that all the GPU cores will be filled with the same stream of instructions. In [9]
there are also discussed and tested various scenarios of using configurations with
multiple GPUs.
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Aaby et al. [1,12] present more general analysis of using GPU for Agent-
Based Modelling. They investigate how a single GPU speeds up computation
using well known ABM benchmarks. Next they investigated more complex hybrid
configurations which integrates GPU computing with message passing parallel
programming.

In [11] the authors address the most important problem, which confronts
ABM when a GPU is used: the irregular and dynamic structure of data in
ABM, as well as the randomized memory access during computation. Their solu-
tion introduces two important mechanisms to cope with these problems. Agent
manager supervises the GPU memory when agents are created or removed to
optimize this process. Interaction manager supports neighbourhood calculation
which is a major issue in models with continuous space. The authors compare the
proposed solution with existing ABM computing platforms FLAME and Mason,
with positive results.

Out of the many Agent-Based modelling environments, at this moment only
FLAME [8] supports GPU computation [16]. In this environment, agents are
declaratively specified using the templates. The specification is used to gener-
ate the code of the simulator. The framework employs various GPU optimized
algorithms which address main issues in agent-based computation, e.g., calcu-
lating the neighbourhood. FLAME GPU demonstrates its efficiency in many
applications such as crowd dynamics [7], biology [15], sociology [14].

3 eVolutus — EMAS Simulator of Evolution
and Population Dynamics

In eVolutus, Foraminifera individuals are represented by agents. The behaviour
of agents is controlled by several rules and a set of parameters. These parame-
ters are treated as a virtual genome and are passed to offspring in the process of
reproduction. Depending on the Foraminifera species reproduction is either asex-
ual (only a mutation operator is employed) or sexual (a crossing over operator
is used).

The marine habitat is modelled using an approach similar to Cellular
Automata. The space is partitioned using a regular grid of cells. Each cell has
some parameters that correspond to real physical properties, e.g., depth, temper-
ature, insolation, salinity. During the simulation these parameters may change
governed by defined rules.

Cells can be occupied by agents. In order to save computational resources
the exact position of agent inside the cell is not tracked. Agent interacts only
with other agents in the same cell and it is affected only by conditions in the
cell in which is located.

eVolutus is implemented over the AgE framework, developed at AGH Univer-
sity of Science and Technology [5,13]. In Fig. 1 the mapping between AgE objects
and eVolutus components is presented. Each single cell of habitat is implemented
as an AgE aggregate agent. Each has strict and unchangeable position in the grid
of cells. The AgE aggregate works as a container for foram agents located inside
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this cell at this moment. Altogether, the aggregates form a workplace respon-
sible for running the computation and being a proxy for communication with
aggregates located in other workplaces. Simulation may involve several work-
places when the habitat is partitioned over the distributed computing architec-
ture or when the habitat forms a network of independently processed islands.
Foram agents are able to migrate between different aggregates in the whole
environment.

Fig. 1. The eVolutus simulator implemented over the AgE framework

The aggregate and Foraminifera agents are processed in a pseudo-parallel
manner by calling step() method. It means that however the step() methods
are invoked sequentially, the operations that change the state of the environment
or the state of other agents (called actions) are delayed and executed and the end.
The step method of foram agents is called by their parent, which is an aggregate
agent. The aggregate iterates over its children in an undetermined order, calls
synchronously the step method and then executes the actions registered by
children agents in their step. Thus, when the agents make decisions, they have
exactly the same information about the environment.

In eVolutus, the step() method of Foraminifera agents has a very clear form:

1 public void s tep ( ) {
2 consumeStepEnergy ( ) ;
3 i f ( shouldDie ( . . . ) )
4 d ie ( ) ;
5 eat ( ) ;
6 i f ( canReproduce ( . . . ) )
7 reproduce ( ) ;
8 i f ( canCreateChamber ( . . . ) )
9 createChamber ( ) ;

10 i f ( canMigrate ( . . . ) )
11 tryMigrate ( ) ;
12 age += stepDurationInHours ;
13 }

At each step of simulation, an agent always consumes some amount of energy
to maintain its life and gather some food from the environment. The rest of the
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actions are optional, when the necessary conditions are fulfilled, the agent may
die, reproduce, grow or migrate.

The eVolutus provides high level of configurability due to using the Oracle
Nashorn technology. This framework allows to execute the Javascript code in
Java Virtual Machine with the same performance as native Java code. User
defines agent’s action without touching Java code by writing short functions in
Javascript, i.e.,:
1 f unc t i on shouldDie ( envState , foramState , time ) {
2 var energyLow = foramState . energy < foramState . minEnergy ;
3 return energyLow ;
4 }

This functionality of the eVolutus is explained with details in [18].
The organization of agent processing implemented in AgE is very clear and

convenient from the developer point of view. Unfortunately, it cannot be directly
applied when GPU processing is used. In fact, one needs to collect necessary
information from foram agents, form a big regular block of data, send to GPU and
execute in parallel hundreds of threads with the same sequence of instructions.

4 Implementation Using GPGPU

When computations using evolutionary techniques with GPGPU are considered,
the global parallelisation model [2] in the form of master-slave architecture is
a natural choice. The architecture assumes that the CPU performs most of the
evolutionary process and the unit delegates some of most expensive computations
to the GPU. Here, CPU processes a model sequentially but it is also possible to
parallelize these computations.

To allow effective computing using GPGPU, some crucial modifications in the
algorithm presented in Sect. 3 were required. The decisions made by particular
foram agents (such as should die, reproduce, create chamber or migrate? ), are
a good choice to delegate to slaves. We are sure that these functions have to
be executed by all agents at each step of simulation. The other procedures may
be invoked occasionally and only by a small group of agents at the same time.
These decisions are extended with required conversions between CPU and GPU
representations of forams attributes (such as genotype, energy, age) required
to make these decisions. To minimize the communication overhead and use the
parallel nature of GPU, these operations are performed for a whole population
of foram agents (located at a particular aggregate) at once. The GPU interface
receives the variable number of individuals that belong to an ocean fragment
and next, as a result, returns a set of decisions for each foram. Based on the
returned set, each foram performs sequentially appropriate operations such as
eating, reproduction, dying or migration.

All of this requires some changes in foram agents processing and their step
method:

– all decisions made by foram agents are extracted into a new method called
processForamsDecisions,
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– an aggregate executes firstly for all child agents called processForams
Decisions method,

– then, the aggregate for each child agent executes its step method based on
the decisions made in the previous phase.

Additionally, each agent at each step performs two obligatory actions: gather
food from the environment and use stored energy to maintain vital functions
of agents. These two actions refer to the inner state of the agent (although the
gathering food results in updating the environment resources at the end of the
step) and their processing can be easily moved to the GPU.

In eVolutus each agent has several parameters (including “virtual genes”)
which are used during computation. Some of them are changed more or less
frequently, e.g., the level of stored energy is updated at each step, the size of
Foraminifera body usually changes when the agent performs growth action. On
the other hand, the “virtual genes” remain constant through the whole life of the
agent. At this moment at each step of simulation the relatively large numbers of
parameters which are implemented as a field of agents’ class have to be copied
into arrays and sent to GPU’s global memory. In the same way, the results are
transferred from GPU to agent. This is inconvenient from the programmers point
of view and also may impact the performance. Thus, our further investigations
will be connected to find optimal, from the GPU point of view, organization of
agents’ data.

The following listing presents a simplified Java code snippet that illustrates
how an aggregate processes the population of Foraminifera agents:
1 Map<Foram , Decis ion> de c i s i o n s =
2 processForamDecis ions ( populat ion , environment ) ;
3
4 for (Foram foram : d e c i s i o n s . keySet ( ) ) {
5 de c i s i o n = foram . get ( foram ) ;
6
7 foram . eat ( environment ) ;
8
9 i f ( d e c i s i o n . doGrowth )

10 foram . createChamber ( foramState , environment ) ;
11
12 i f ( d e c i s i o n . doMigration )
13 foram . tryMigrate ( foramState , environment ) ;
14
15 i f ( d e c i s i o n . doReproduction )
16 reproduce ( foram , foramState , environment ) ;
17
18 i f ( d e c i s i o n . doDie )
19 foram . d i e ( environment ) ;
20
21 foram . makeOlder ( ) ;
22 }

The processForamDecisions method can be implemented in various ways. In
this case, two realizations have been introduced:

– sequential CPU implementation, in which the decision for every foram agent
is performed in a loop,

– parallel GPGPU implementation with required conversion between data
structures.
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These two versions allow for comparing results between pure CPU+GPGPU and
CPU implementations of the algorithm.

5 Performance Evaluation

For testing purposes we use Nvidia GeForce GTX750i graphic card. This graphics
card has a Maxwell processor with 640 of CUDA core and 2GB of GDDR5
memory. The processor supports CUDA Compute Capability 5.0. We compared
the GPU version with pure sequential CPU-only implementation. The CPU is
Intel Core i7 4700MQ 2.40GHz with 6MB cache.

Fig. 2. Comparions of CPU and GPU version. The first chart shows speedup achieved
by GPU version over the CPU one. The second chart presents the results of scalability
tests.
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We prepared a testing scenario that represents stable Foraminifera habitat
with various densities of agents. The original Javascript functions were translated
into the CUDA kernels. In both simulators, a similar dynamics of populations
were observed.

The tests were performed for various numbers of agents inside the containers:
128, 256, 1024, 2048, 4096, 8192 and 16384. The results show (see Fig. 2, first
chart) that the GPU version of the simulator is up to 1.5 faster than version
for CPU. The performance is poor when the number of agents is low (below
1024). It is the expected behaviour — the amount of calculations have to be
large enough to balance the effort related to invoking GPU computation.

We also tested the performance of the GPU implementation for various sizes
of habitat. The tests were performed for the habitat consisting of 12, 24 and 36
containers (we assumed that containers always has the same size). The results
demonstrate that the implementation keeps good level of scalability for each of
the tested sizes of population (see Fig. 2, second chart). In the most demanding
configuration, the simulation included over 5× 105 agents.

6 Summary

The eVolutus simulator, implemented over the AgE platform has a very clear and
readable structure that has benefits when the model is tested and calibrated —
any modifications and new features can be added to the agents’ code in a safe
way. Our goal is to save this feature when a GPU is used.

The results of the investigations presented, although very preliminary, seem
to be very promising. When the number of agents inside the container is larger
the 103 the performance of the GPU implementation exceeds the results achieved
by using the CPU-only version. The results show that the main problem is to
provide enough tasks to compute. The mandatory calculations made the agents
still very “light” and in order to exploit the power of the GPU we have to provide
huge number agents to process.

The part of the model that is executed on CPU is simply processed sequen-
tially. However, the multicore architecture of today’s CPUs encourages the use
of multithreaded processing. The comparison of multithreading implementation
with GPU implementation might be interesting from practical point of view.
Although, here we limit our investigation to the most basic configuration what
allows to identify the potential directions of further works.

Here, we use only a global memory. Recent GPU processors are equipped
with cache memory which supports transfers from and to global memory. Any
optimizations that will use a shared memory in this case require a more detailed
analysis.

At this moment, we use a relatively simple division of agent’s actions into
two groups performed on host and on device (GPU). In order to increase the
amount of computation performed by GPU, we try to introduce new schema of
agent’s actions and new method of allocating the agents’s actions to the GPU.
We believe that in such a solution most of the computations will be processed
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by the GPU. Only actions that require communication with containers of agents
will be processed by host.
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Abstract. One of the problems that single-threaded (non-parallel) evo-
lutionary algorithms encounter is premature convergence and the lack
of diversity in the population. To counteract this problem and improve
the performance of evolutionary algorithms in terms of the quality of
optimized solutions, a new subpopulation-based selection scheme – the
convection selection – is introduced and analyzed in this work. This new
selection scheme is compared against traditional selection of individuals
in a single-population evolutionary processes. The experimental results
indicate that the use of subpopulations with fitness-based assignment
of individuals yields better results than both random assignment and a
traditional, non-parallel evolutionary architecture.

Keywords: Evolutionary algorithms · Selection scheme
Convection selection · Diversity · Exploration

1 Introduction

A selection scheme is one of the most important elements of evolutionary algo-
rithms [2,6,14]. Not only it determines the selective pressure in the population,
but it also controls the distribution of this pressure among all individuals. Over
the years many selection schemes were proposed, some of the most popular ones
being tournament selection [3,13], ranking selection [4], proportional selection [7]
and sigma scaling [1]. A common element for all of them is the monotonicity of
the probability of selection with respect to fitness – a sensible property in opti-
mization, since better individuals deserve a higher chance of propagating their
genes. In this paper we show that a more complex, non-monotonic selection
scheme can improve the performance of evolutionary algorithms.

In a recent paper [11], Komosinski proposed two methods of dividing the
population into subpopulations based only on fitness values of individuals, which
does not require computation of any additional, potentially complex and time-
consuming, similarity measures. The performance gain obtained by these meth-
ods has been verified experimentally in a parallel setting (hence it was a distri-
bution technique). The paper discussed the logic behind this way of splitting of
the population and provided some explanations on why it was beneficial. This
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population-splitting scheme was called the convection distribution because it
facilitates continuous evolutionary progress just like a convection current or a
conveyor belt: each subpopulation always tries to independently improve geno-
types of a specific fitness range which overall ensures more fitness diversity and
avoids the domination of (and the convergence towards) the current globally
best genotypes [5]. Occasional, short ascending trends (convections) are visible
in the entire range of fitness values. As mentioned in [11], this idea can be directly
implemented in a standard, single-threaded (i.e., non-parallel) evolutionary algo-
rithm, where it becomes the convection selection scheme.

It is known that given the same computational cost, parallel evolutionary
algorithms [12,16,18] can sometimes yield better results in optimization tasks
than standard sequential evolutionary algorithms, mostly because of the local
exchange of individuals between independent subpopulations. Local exchange
of individuals leads to increased exploration of the search space, which is often
desirable [16]. Increased exploration can also be achieved in sequential evolu-
tionary optimization using methods such as sharing or restricted mating [15].
Such methods require however calculating of additional measures of similarity
between individuals, which may be time consuming, especially in applications
where individuals are complex [11], such as evolutionary design or artificial life.

Convection selection techniques may be perceived as super-selection tech-
niques in that they determine which individual should be assigned to which sub-
population, yet within these subpopulations traditional selection schemes are still
employed. Thus convection selection can be combined with any traditional selec-
tion method, constituting convection tournament selection, convection roulette
selection, etc. Moreover, while in this work we will discuss one-level convection
selection (i.e., a population divided into sub-populations), this technique can act
on multiple levels with subpopulations recursively embedded in each other.

The experiments reported in [11] proved that convection distribution meth-
ods yielded significantly better results than random distribution of genotypes
among subpopulations. In this work, we investigate when the convection selection
(assigning individuals to subpopulations based on fitness values) can yield better
results compared to standard, single-population positive selection schemes such
as tournament selection. We also analyze the underlying mechanisms responsible
for the success of this new approach.

Apart from implementing three subpopulation-based selection techniques in a
single-threaded (non-parallel) evolutionary algorithm and comparing their per-
formance, we also compare these three approaches against a standard, single-
population evolutionary algorithm. In all comparisons we ensure that the overall
computational cost is the same – in each evolutionary run, we keep the num-
ber of evaluations of individuals equal, and the computational cost of managing
subpopulations and migrations between subpopulations is negligible. Moreover,
we test each of the four mentioned approaches (Fig. 1) using various selective
pressures and populations sizes, and for each approach we choose the best per-
formance among its various parametrizations to ensure a fair comparison.



468 M. Komosinski and K. Miazga

2 Methods

All the experiments described in this paper were performed using Framsticks
software [9,10]. Framsticks allows to evolve bodies and brains of 3D designs
(agents) towards a goal specified by some fitness function. This area of appli-
cation of evolutionary algorithms benefits the most from selection schemes
that improve the performance yet are still computationally inexpensive. This
is because optimization tasks in evolutionary design are extremely difficult and
solutions are very complex due to sophisticated genotype-to-phenotype map-
pings, so calculating sophisticated properties of such solutions or estimating
their similarity is usually very costly and should be avoided if possible.

We have used two fitness functions that differ in the difficulty of optimization:
velocity and height. The velocity criterion is used to evolve individuals that
move fast on land (so body and brain are coevolved and must be coordinated),
whereas height is used to evolve static tall structures (their neural network is
disabled) with the center of mass as elevated as possible.

The “f1” genetic encoding was employed [8,9]. This encoding is a direct
mapping between symbols and parts of a 3D structure: ‘X’ represents a rod (a
stick), parentheses encode branches in the structure, and additional characters
influence properties like length or rotation. Neurons are described in square
brackets and index numbers in their connections are relative, so the information
about connections is local and persists when a part of a genotype is cut out. The
encoding is able to represent tree-like 3D body structures and neural networks of
arbitrary topology. Mutations modify individual aspects of the agent by adding
or removing parentheses in random locations in the genotype, by adding and
removing random symbols that affect the structure, by adding and removing
neurons and connections, and by adding random Gaussian-distributed values to
neural weights.

For both fitness functions, evolution was started from the simplest individ-
ual (i.e., ‘X’ in the f1 encoding). The steady-state (also known as “incremen-
tal”) evolutionary algorithm [17] was used. To limit the number of factors that
might influence the performance of convection selection schemes, no crossover
was employed in the experiments reported here. The crossover was however used
in the experiments discussed in [11], where convection selection schemes provided
superior results. The absence of the crossing over operator in this work and the
fact that convection selection schemes still yielded superior results means that
the crossover operator is not the only mechanism responsible for the efficiency
of these selection techniques.

In the convection selection schemes, individuals are first sorted according to
their fitness. Then each subpopulation receives a subset of individuals that fall
within a range of fitness values. In our experiments, two methods of determining
fitness ranges are considered. In the first method denoted EqualWidth (Fig. 1c),
the entire fitness range has been divided into equal intervals (as many as there
are subpopulations); if there are no individuals in some fitness range, the corre-
sponding subpopulation receives individuals from the nearest lower non-empty
fitness interval. In the second method denoted EqualNumber (Fig. 1d), once the
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Fig. 1. An illustration of four compared selection schemes. The fitness of 20 individuals
is shown as red circles, and 4 subpopulations are depicted as green boxes. (a) Standard
evolutionary algorithm with a single population. (b) Random assignment of individuals
to subpopulations. (c) Convection selection with fitness intervals of equal width. (d)
Convection selection with fitness intervals yielding equal number of individuals. (Color
figure online)

individuals are sorted according to their fitness, they are divided into as many
sets as there are subpopulations so that each subpopulation receives the same
number of individuals.

We compare here four approaches to selection (three of which use subpopu-
lations), and in each of them the underlying traditional selection mechanism is
the tournament selection. The logic of the three evolutionary processes that use
selection to assign individuals to subpopulations (i.e., Random, EqualWidth,
or EqualNumber) is implemented as follows. Every R · N

M evaluations (where R
is the migration period scaling factor which defines how frequently subpopula-
tions should merge, N is the size of the entire population, and M is the number
of subpopulations), M subpopulations are merged and then all individuals from
the complete (merged) population are split again into M subpopulations accord-
ing to the applied selection scheme (Random, EqualWidth, or EqualNumber).
After that, the algorithm cycles through all subpopulations in sequence so that
each subpopulation becomes “current” in turn. The steady-state evolutionary
algorithm selects one individual from the current subpopulation (using tourna-
ment selection with the tournament of size t), mutates it and adds the newly
mutated offspring to the current subpopulation. Once this new individual has
been evaluated, the negative selection process removes randomly one individual
from a random subpopulation, so the size of the complete population remains
constant. Then, the next subpopulation in sequence becomes current. After all
subpopulations have been processed, the cycle starts again unless it is time to
merge all subpopulations and redistribute individuals to newly constructed sub-
populations.
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In this paper we perform two kinds of analyses. The first kind compares the
quality of solutions obtained from the standard single-population evolutionary
algorithms with the results yielded by the three proposed subpopulation-based
selection schemes. The proper comparison between the single-population algo-
rithm and the three subpopulation-based approaches is not simple, as each of
these two concepts uses a slightly different set of parameters. Moreover, even the
parameters that are shared between the four approaches can have different opti-
mal values for each approach. If one wants to properly compare the quality of
solutions achieved with each of the considered selection schemes, one should com-
pare the best results obtained across a series of many different parametrizations
for each selection scheme. Therefore, within each parametrization, the represen-
tative result for that parametrization is considered to be the average value of
the best fitness values obtained across many independent runs (repetitions).

The second kind of the analysis takes a more detailed look into the results
obtained by the three population-based selection schemes, two of which are con-
vection selection schemes. We compare the average results achieved for each set
of parameter values in order to understand which combinations of parameter
values work well together, which combinations work poorly, and what are the
potential reasons for such behavior.

The data required for both of the analyses discussed above were obtained
from the following experiments. In each of the evolutionary runs, 106 individu-
als were evaluated, so that even though the selection schemes were different, they
did not differ significantly in the overall computational cost. Two fitness func-
tions were considered: velocity and height. For the single-population evolution
and tournament selection, we have tested all the combinations of two parameters:
population size N ∈ {100, 200, 500, 1000} and tournament size t ∈ {2, 3, 5}. For
three subpopulation-based selection schemes, all the combinations of the follow-
ing sets of parameter values were tested: population size N = 1000, tournament
size t ∈ {2, 3, 5}, number of subpopulations M ∈ {4, 10, 25, 50}, and the num-
ber of individual evaluations between merging the subpopulations (given as the
multiple of the size of subpopulations) R ∈ {2, 10, 50}. Such a setup means that
to obtain one result (i.e., best fitness value from one evolutionary run) for each
combination of fitness functions and parameter values, we needed to perform
2 × ((4 × 3) + 3 × (3 × 4 × 3)) = 240 independent evolutionary runs. Since
the evolutionary process is non-deterministic, to obtain averages and standard
deviations for each parametrization, these runs were repeated 10 times which
yielded 2400 independent evolutionary runs.

3 Results

3.1 The Performance of Different Selection Schemes

Figure 2 shows the performance of the evolutionary algorithms in time (mea-
sured as the number of individual evaluations) for four selection schemes –
one single-population tournament selection, and three subpopulation-based algo-
rithms with super-selection schemes. Since the influence of parameter values for
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(a) velocity fitness function.

height fitness function.

Fig. 2. Comparison of the performance of single-population tournament selection and
three proposed meta-selections. Each series consists of the high bound (i.e., best) of
the average fitness value obtainable for a given selection scheme, for any of the tested
sets of parameter values. The band around each series represents 25% of the standard
deviation for that series (25% is used instead of 100% to avoid overlapping bands and
improve the readability of the plots).



472 M. Komosinski and K. Miazga

the single-population approach and the three subpopulation approaches is not
directly comparable (even for the same parameters), in order to provide a fair
comparison we show the best average fitness value achieved by any parametriza-
tion for each approach, computed separately for each point in time. This means
that the chart is a high-level comparison of the best performance of the four
selection schemes that can be achieved over all parametrizations.

For the velocity fitness function, the performance of subpopulation-based
selection schemes is clearly superior to the single-population tournament selec-
tion. While the fitness values for single-population evolution stabilize near the
value of 0.017, the convection-based schemes manage to overtake it by a signif-
icant margin. The Random assignment selection scheme stabilizes only around
the value of 0.024, whereas the convection schemes continue to improve in time
(see Fig. 9 in [11] for the distributions of fitness values that illustrate the con-
vection effect), ultimately reaching 0.031 for the EqualWidth method and 0.037
for the EqualNumber method.

The plot for the height fitness function presents similar, although less pro-
nounced relationships. Once again the subpopulation-based schemes yield better
results than the single-population selection, with convection selection schemes
outperforming the Random assignment of individuals to subpopulations. It
is worth noting however that for the first few thousand evaluations, single-
population selection leads to better individuals than the subpopulation-based
schemes – in this phase the optimization is relatively easy, and so population
diversity (exploration) is not as beneficial as intensive, fast exploitation. Once
the solutions reach the fitness values above 2 it is much harder to produce bet-
ter individuals, at which point the subpopulation-based schemes overtake the
single-population selection.

3.2 The Influence of Parameters of the Convection Selection

Figure 3 presents the effect that parameter values of convection selection have on
the quality of solutions that were found by the evolutionary algorithm. Depend-
ing on the selection scheme, various trends can be seen. For Random assignment
of individuals to subpopulations (Fig. 3a and b) no clear patterns emerged –
parameter values do not demonstrate any direct influence on fitness, which may
suggest that without any specific logic like fitness-based selection, the algorithm
cannot fully exploit the advantages of working with multiple subpopulations.

The opposite is however visible for the EqualNumber convection selection
scheme (Fig. 3e and f). For the height fitness function (Fig. 3f), high selective
pressure yields better results, as represented by darker circles being more filled
up than the light ones. For both fitness functions, increasing the migration period
scaling factor R (the vertical axis) leads to better results. The increase in the
value of R allows each of the subpopulations to significantly increase the qual-
ity of its solutions before the subpopulations are merged; for longer migration
periods, the contents of each subpopulation can change considerably between
migrations which facilitates diversity, and this is a desired property for hard
optimization problems.
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Fig. 3. Average best fitness values for each combination of parameter values after 106

evaluations, additionally averaged along each of the three dimensions (parameters).
Empty circles represent the minimal fitness value present in each chart, and full circles
represent the maximal fitness value in each chart. The minimal and maximal fitness
values are shown in the legend.

The number of subpopulations M has a different effect on fitness values for
each fitness function. For velocity (Fig. 3e), increasing the number of subpop-
ulations (and hence reducing their size) has a positive effect on the quality of



474 M. Komosinski and K. Miazga

results, which is indicated by the circles filling up along the horizontal axis,
while for height (Fig. 3f) and for early evolution of velocity (around the first
50k evaluations) it has a negative effect. While it is not clear what causes this
difference, one possible explanation is related to different properties of these
fitness functions, as demonstrated in Fig. 2. While the velocity criterion allows
the algorithm to continuously improve the quality of solutions by exploring new
ideas of “how to be fast” (i.e., more possibilities for exploration), the evolution of
height quickly leads to a plateau, where the improvement can be achieved mostly
by fine-tuning of existing solutions (“local optima”) that are easy to break.

Although no obvious trends are visible for the EqualWidth selection scheme
(Fig. 3c and d), it is worth noting that the combination of a small number of big
subpopulations and frequent migrations is unfavorable for both fitness functions,
as indicated by primarily empty circles in the bottom-left part of these plots.
The most likely explanation of this is the low level of exploration that results
from such parametrization.

4 Conclusions

In this article, we investigated the concept of convection distribution and convec-
tion selection [11] in single-threaded (non-parallel) evolutionary algorithms and
demonstrated that dividing the population into subpopulations based on fitness
values of individuals can significantly improve the quality of optimized solutions.
We have discussed potential mechanisms responsible for superior results of the
convection-based methods, the most important ones being the diversification
of the population and the ability to constantly explore diverse paths in fitness
landscape [11]. If many subpopulations are allowed to evolve independently for
longer periods of time, we can expect that each of them will produce unique, fit
solutions which can then compete and cooperate every time the subpopulations
are merged.

There are a number of issues that should still be examined. Even though the
experiments reported in this paper were computationally highly expensive due
to a large number of combinations of parameter values and very complex evolu-
tionary goals, it would be worthwhile to extend the ranges of parameters to test
the space of possible parameter combinations more comprehensively. It would
be advantageous to test the proposed approaches on more fitness functions,
including well-known benchmark optimization problems. Apart from convection
selection and random assignment of individuals to subpopulations, we would like
to additionally test the policy that ensures the best individual is placed in each
subpopulation. For larger populations, the convection selection may have multi-
ple levels so that it is applied recursively and subpopulations are nested in each
other – this concept is worth testing too, along with dynamic, adaptive strategies
of splitting and merging subpopulations and recursion levels. It would be useful
to devise a formal statistical model behind convection selection to understand
its mechanisms and causes of its success. Finally, it will be interesting to investi-
gate to what extent can crossover benefit from convection-based schemes where
fitness of parents is in most cases similar.
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Abstract. In this paper we propose a very user-friendly method for
programming multi-agent systems. We use the well known visual pro-
gramming library Blockly from Google. With this library the behaviour
of agents can by programmed intuitively even by those not skilled in
programming. We demonstrate this idea using an agent-based simulator
named eVolutus, designed and implemented for conducting large scale
ecological and evolutionary experiments.
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1 Introduction

Computer science provides methods and tools that are used by other scien-
tific disciplines: physics, chemistry, geology, biology and so on. In order to make
designing and implementing such tools efficient and fast, many sophisticated pro-
gramming languages and programming libraries have been invented and devel-
oped. From the programmer’s point of view they are more reliable and convenient
than old-fashioned languages like Fortran or C. Unfortunately, they still require
high levels of skills and experience from programmers.

Users usually expect that computer programs have interfaces optimized for
the tasks they want to perform. In some cases the functionality of programs can
be enclosed within menus, dialogues and other components of a typical GUI.
In many applications, such an approach is insufficient, and various scripting
languages optimized for specific tasks are provided.

One of the main problems for inexperienced users of scripting languages are
syntax errors that may appear in the script due to poor knowledge of instruc-
tions or as a result of typos. In such the cases, the visual programming tech-
nique can be useful. Visual Programming Languages (VPLs) [5] work like Lego
bricks—programs are constructed using components that can be connected only
in particular, permitted way.

VPLs have long history, and they have been applied with success in software
for data processing and visualisation (see [4]). In such programs the data flow

c© Springer International Publishing AG, part of Springer Nature 2018
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model of programming is especially useful: data sets are processed by a chain of
“black boxes”.

Currently, VPLs are often used for educational purposes. Scratch [8] is one
of the most popular platforms that use visual programming for teaching basic
programming concepts. It is freely available and used in many projects and
applications, e.g., it is used to program the famous robotics suite Lego Wedo.
Another example is Blockly—an open source library developed by Google. It
is used in the application presented in this paper and we introduce it in more
detail below.

There are also several examples of using VPLs in Agent-Based Modelling
(ABM). The SeSAm [7] platform allows for specifying the complete model of a
given phenomena. The behaviour of agents is defined by activity diagrams similar
to UML diagrams. Analogously, the user defines the environment, its state and
evolution. Diagrams are also used to define interactions between agents and
their reactions to the environmental conditions. Plugins can be used to extend
SeSAM’s functionality. Before starting the simulation, SeSAm generates the code
of the simulator to achieve higher efficiency.

VPL are also used by DeltaTick [13], which is an extension to NetLogo [12],
one of the most popular ABM computational environments. In order to a build
model, the user creates actors and assigns them actions (behaviour) selected
from an existing collection. Such an approach is very convenient and makes it
possible to build a complete model very fast. On the other hand, it is not as
flexible as SeSAm, where a user can define their own low-level procedures.

The project demonstrated in this paper was created as an extension of
eVolutus—an agent based simulator of ecology and evolution [9]. eVolutus was
designed and developed for microbiologists that investigate Foraminifera [6],
single-cellular marine microogranisms. This simulator makes it possible to pro-
gram the behaviour of a single agent using short functions named kernels. We
believe that Blockly can support scientists that do not have programming skills
in conducting sophisticated experiments with eVolutus.

The paper is organized as follows: In the next section the eVolutus simulator
and its crucial functionality, behaviour and environmental kernels, are briefly
introduced. Next, we describe the Oracle Nashorn framework, which allows for
implementing the kernels’ functionality. The next section discusses the Blockly
library. Sect. 3 contains detailed information on using Blockly to program eVo-
lutus agents. Next, we present some examples of kernels generated using this
software. At the end, we summarize the presented results.

2 eVolutus: The Simulator of Multiscale Evolutionary
Processes Tested on Foraminifera

eVolutus [9] is the simulator of population dynamics and evolutionary processes
designed using the Individual Based Modelling (IBM) paradigm [11]. This
method assumes that a population of individuals (animals, pedestrians) is rep-
resented in a computer model as a set of entities. Each entity has its own state
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and its behaviour is governed by a set of rules. Global behaviour of population
emerges as a result of interactions between entities and interactions with envi-
ronmental conditions. A model based on the IBM paradigm can be implemented
in natural way using the Agent-Based Modelling (ABM) approach [12].

One of the main advantages of IBM/ABM methodology is a bottom-up app-
roach to building the model. The modeller focuses on the behaviour of a single
agent, its survival strategy, as well as its reactions to its environment and to
other agents. These rules can be easily encoded as a set of procedures that the
agent calls when the related events are occurring.

When a model based on the IBM/ABM approach is developed, tested, ver-
ified and calibrated, most modifications are related to the agents’ behaviour.
Thus, it is reasonable to construct model with clearly distinguished section of
code that is executed by agent in each step of simulation. Later, when the model
is tuned, only these parts of the code are changed. Moreover, when the simulator
is used by an experimenter who tries to encode their own knowledge related to
the modelled phenomena, any modifications can be limited to only this part of
code. In case of any problems with execution it is easier to detect the location
of errors.

Currently, the eVolutus is able to model populations of Foraminifera [6], a
large group of marine single cellular microorganisms, however its structure allows
for a relatively simple change the modelled object.

In eVolutus each individual is represented by an agent that has its own param-
eters and rules of behaviour. The Foraminiferal habitat is represented in a man-
ner similar to the Cellular Automata approach. The whole space is partitioned
using a regular grid. Each cell represents a portion of the habitat of a given
size. In the computer model each cell is described by several numerical values
that correspond to various environmental factors,e.g., insolation, depth, temper-
ature, salinity. During the simulation these parameters may change according to
defined rules.

2.1 The eVolutus Kernels

Both the behaviour of agents and the evolution of the habitat are governed by
functions which are invoked at each step of simulation for each agent. These
short functions have been named “kernels” by analogy with the CUDA kernels.
i.e., relatively short procedures processed by the cores of the GPU (Graphics
Processing Unit) in a massive parallel manner (hundreds of threads execute the
same stream of instructions at the same time). Here, the kernels also contain,
usually short, sequence of instructions that have to be processed for thousands
of agents, potentially in a parallel manner.

eVolutus is created for users that are not skilled programmers. Thus, the
main goal of this project is to provide an interface which is simple but does not
limit the experimenter. The functionality supplied by the Nashorn framework [3]
partially fulfils these requirements. Users do not have to use Java programming
language, which is relatively difficult to use. Instead, the Javascript scripting
language is used which has a much more simple syntax. Nashorn framework is
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able to execute Javascript code on JVM with the same performance as native
Java code. However, this approach is still prone to syntax errors. Finding and
correcting these errors may be a problem for inexperienced users.

One solution could be a visual programming approach. Using this method,
user constructs programs or algorithms using graphical blocks that represent
various instructions (see Fig. 1). We assume that the implementer of the simu-
lator has to create a template which contains all the information necessary to
properly generate and handle blocks. Such templates can be used to generate
the stubs of kernels which will be filled with instructions by the experimenter.

Fig. 1. Visual programming for multi-agent modelling using Google Blockly

The eVolutus kernels are the functions that determine the behaviour of agents
in various situations:

– gathering food,
– moving,
– reproduction,
– shortage of food/energy etc.

The sample kernel presented below evaluates a decision about growth (more
on the model of Foraminifera morphogenesis in [10]):
1 function canCreateChamber ( envState , foramState , time ) {
2 var volumeOfCytoplasm =

3 foramState . energy / foramState . genotype . me t abo l i cE f f e c t i v en e s s [ 0 ] ;

4 var needMoreSpace =

5 volumeOfCytoplasm > 0 .95 ∗ foramState . s h e l l . vo lumeShel l ;

6 var energyEnough =

7 foramState . energy > energyNeededForGrowth ( envState , foramState , time ) ;

8 return needMoreSpace && energyEnough

9 && ! i s InH ibe rna t i onS ta t e ( envState , foramState , time ) ;

10 }
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In this function, the current volume of cytoplasm is calculated using the current
level of energy and a parameter that describes metabolic effectiveness of the
individual (a very detailed explanations of the model of Foraminifera physiology
applied in eVolutus can be found in [9]). Next instruction check whether new
Foraminifera should growth and calculate necessary amount of energy. Function
returns logical value which is used to turn on the procedure of growing.

Additionally, a separate group of kernels is used to govern the evolution of
the habitat (these are called environmental kernels). Each cell of habitat changes
its state according to the calculations made in the appropriate kernels, e.g.,
insolation inside a box of water may be controlled using the following code:
1 function i n s o l a t i o n ( time , envStates ) {
2 var s u r f a c e I n s o l a t i o n = 1 . 0 ;
3 var l i g h t = su r f a c e I n s o l a t i o n − 10 ∗ envStates [ 0 ] . p o s i t i o n . z ;
4 return Math .max( 0 . 0 , l i g h t ) ;
5 }

Here, it is assumed that at the water’s surface the level is at its maximum and
that it decreases with depth.

2.2 Google Blockly

Blockly [2] is a library written using JavaScript that allows visual programming.
At this moment it is supported by most web browsers. Since 2011 it is developed
by Google, but its source code is publicly available as an open-source project.

Blockly has a defined set of graphic components (blocks) with basic pro-
gramming instructions. Those blocks can be connected (in a specified manner)
to compound more complex instructions or sequences of instructions. Blockly is
able to generate code in JavaScript, Python, PHP, Lua and Dart.

Blockly is widely used in many projects, especially those that are targeted
to support students who are learning programming. It can be also used by users
that are not skilled programmers. Blockly Games1 is a publicly available portal
devoted to teaching children the basic ideas of programming, e.g. turtle graphics.
Another example of using Blockly is App Inventor for Android [1] which is a web-
based platform for creating programs for mobile devices running on Android.

One of the main advantages of Blockly is the licence that allows it to be
freely modified and extended. Thus, we are able to tune the project to provide
its users the set of blocks that they need for this particular application.

3 Implementation

The software has been intentionally designed not to be strictly dependent on the
architecture of the eVolutus simulator. Thus, it was assumed that the function
stubs must be generated using templates. The developer of the simulator has to
provide files that describe all the functions and data structures that are inter-
preted by Nashorn during computation. Kernels are defined using the following
format:
1 https://blockly-games.appspot.com/.

https://blockly-games.appspot.com/
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1 // @descript ion descr ip t i on of funct ion
2 // @param argName1 type descr ip t i on
3 // @param argName2 type descr ip t i on
4 // @param . . .
5 // @return type descr ip t i on
6 func name argName1 argName2 [ . . . ]

Field description is used to include short information about defined function.
Fields param describe the name and type of the function arguments, they can
be also supplied with short explanation. Finally, the returned value is specified
in an analogous way. In a similar manner we can define new data structures:
1 // @descript ion s t ruc t descr ip t i on
2 // @outputField x Number f i e l d descr ip t i on
3 // @outputField y Number f i e l d descr ip t i on
4 // @outputField z Number f i e l d descr ip t i on
5 s t r u c t output coo rd ina t e s x y z

The code below contains a real template of a function which returns direction
and speed of ocean current in a single habitat cell. This definition assumes that
functions have to return an array with three numbers (coordinates). Thus we
have to define a block named Coordinates which obviously represents coordi-
nates in 3D.
1 // @descript ion Return 3D coordinates
2 // @param time Number Timestep
3 // @param envStates Environment s t a t e
4 // @return Coordinates
5 func cu r r en tD i r e c t i on time envStates
6

7

8 // @descript ion Points or vec tors in 3D
9 // @outputField x Number x−coordinate

10 // @outputField y Number y−coordinate
11 // @outputField z Number z−coordinate
12 s t r u c t output coo rd ina t e s x y z

As already mentioned, the software generates dedicated blocks for each data
structure defined in the template. For this purpose, a Blockly mechanism was
used to create custom blocks. Blockly blocks consist of 3 components:

– Block Definition Object - an object that defines the appearance and behaviour
of the block, including its fields and connections

– Toolbox Reference - a reference to the block type in XML describing the
content of the toolbox (to allow the user to add it to the workspace)

– Generator Function - a function that generates block code in a given pro-
gramming language

Creating a new type of block requires implementing these components and
adding them to the script files from which Blockly loads the blocks (resulting
block is included):
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1 Blockly . Blocks [ ’ p r i n t ’ ] = {
2 i n i t : function ( ) {
3 this . appendValueInput ( ” text ” ) . setCheck ( nu l l ) .

appendField ( ” p r in t ” ) ;

4 this . s e t I n pu t s I n l i n e ( t rue ) ;

5 this . setOutput ( true , nu l l ) ;

6 this . s e tColour (270) ;

7 this . s e tToo l t i p ( ’ ’ ) ;

8 this . s e tHe lpUr l ( ’ ’ ) ;

9 }
10 } ;

1 Blockly . JavaScr ipt [ ’ p r i n t ’ ] = function ( b lock ) {
2 var va lu e t ex t =

3 Blockly . JavaScr ipt . valueToCode ( block , ’ t ext ’ ,

Blockly . JavaScr ipt .ORDER ATOMIC) ;

4 var code = ’window . a l e r t ( ’ + va lu e t ex t + ’ ) ’ ;

5 return [ code , Blockly . JavaScr ipt .ORDERNONE] ;

6 } ;

In the application, new types of blocks are created dynamically each time a
template is loaded, because each template can define different data structures
for which different types of blocks are needed. Blockly Developer Tools2 make
creating new block types significantly easier. They are web-based tools that allow
for building one’s own blocks using the graphical interface and generate Block
Definition Objects for them in Blockly format.

4 Sample Scripts

The platform is available for users in the most convenient way, i.e., as a web
service3. The user has their own account with a database of templates. New
templates can be uploaded to the server. After choosing the template, a set of
empty functions and corresponding blocks is generated and visualised. Now, the
user can fill the functions with instructions and data structures. In addition to
the standard blocks, the available set has additional ones generated using the
templates. At any moment, the current state of work can be saved to continue
development later.

In Figs. 2 and 3 we present sample diagrams created using the platform as
well as the resulting code.

2 https://blockly-demo.appspot.com/static/demos/blockfactory/index.html.
3 https://mongo.icsr.agh.edu.pl/ace.

https://blockly-demo.appspot.com/static/demos/blockfactory/index.html
https://mongo.icsr.agh.edu.pl/ace
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Fig. 2. Visually programmed environmental kernel for oxygene distribution inside the
modelled habitat. Below, the Javascript code accepted by eVolutus simulator as well
as the the equivalent code in Python.

Fig. 3. Behavioural kernel which controls the moment of reproduction. Agent cannot
be in hibernation state, it must be mature enough and have the necessary amount of
energy. Reproduction is triggered with some probability.
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5 Conclusions

Simulators based on ABM paradigm are designed for users that are focused on
solving some scientific and engineering problems. The architecture of computa-
tion and its implementation should be a black-box for them. The agent-based
systems in such an application have a big advantage—the code that control
agents behaviour can be isolated from the rest of the software and exposed to
direct modification by the user. The ABM paradigm assumes that the solution
to the problem can be found by mutual interactions of many agents, as well as
by their interactions with the environment. Thus, the code that governs agents’
behaviour is crucial for solving the defined problems.

Our platform provides a convenient method for programming agents in ABM-
based software. The Blockly-based interface supports the user in creating code
that is free of syntax errors. Moreover, the blocks that represent data structures
and instructions can be provided with an extensive manual which leads the user
through the process of programming the agents.
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