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Chapter 1
Introduction

Pedro Amado Assunção and Atanas Gotchev

Three-dimensional (3D) audiovisual content is nowadays the driving force of many
multimedia applications and services as well as development of different support
technologies. The recent evolution of 3D media technologies has been quite diverse
and progressing in different directions, not only enhancing existing technology but
also developing and pushing forward new and richer content-driven applications.
The main goals of using 3D multimedia have been maintained over the years as the
ability to provide users with perceptual elements (mostly audiovisual) capable of
providing an immersion feeling of being part of the scene, interacting and per-
ceiving the 3D nature of the real physical environments conveyed by 3D content.
More recently, the search for better technology, more pleasant user experiences and
growing consumer markets have been driving a lot of research projects and new
results with high potential impact in future evolution of 3D multimedia services and
applications.

While immersive multimedia systems have been attracting increasing attention
from researchers, industry and consumer market, many technological challenges
remain associated with the huge amount of data that has to be dealt with at all stages
of delivery systems. Evolution in this field has been essentially accomplished
through expansion of audiovisual acquisition and rendering from single to many
(virtually infinite) spatial locations, which requires audiovisual scene representa-
tions through acoustic wave fields and light fields, rather than single audio and
video capturing the scene from a single spatial location. In this context, the ultimate
goal of 3D multimedia technologies is to bring higher realism in the visual scenes
being communicated and to provide the user with more creative tools for interacting
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with the visual content. Correspondingly, the interest in 3D technologies has been
ever strong caused by their potential to enrich the human perception and support the
development of novel applications and services in areas such as entertainment,
3DTV, games, medical and scientific visualization. Subsequently, the advances in
3D multimedia technologies open new market opportunities and enhance the user
experience. Many research projects have aimed at developing future 3D tech-
nologies and reaching the next frontiers. As exciting as the novel results could be,
they are always only the current state of the art and a starting point to go beyond.

This book presents recent developments in the field of 3D visual communica-
tions, departing from current technologies and analyzing their evolution to reveal
the constraints that still limit the ultimate 3D user experience.

Multi-view video and light field representations are characteristic of the current
trends in 3D visual technologies, and thus, they are addressed first in order to
establish the fundamentals for representing the latest developments in efficient
coding and delivery methods and tools. The aim to capture high-quality 3D visual
content faces the need to process high amount of captured data. This, subsequently,
calls for new efficient representations and effective coding tools. In this context, the
book describes advances in multi-view video coding, including both
standard-compliant techniques and non-standard ones, dense multi-view and
depth-based coding.

Light field imaging is an emerging topic, currently gaining importance in 3D
multimedia capture, coding and display. Therefore, the book also presents advanced
compression methods aimed specifically at light field compression for storage and
transmission, including simulation results and performance evaluation. The impact
of network errors and data loss in multi-view video, depth and light field coded
streams is further addressed for different packet loss conditions. Advanced
error-concealment methods capable of efficiently reconstructing lost data in dif-
ferent types coded streams are presented, including evaluation of their performance
in terms of objective quality of the visual information delivered to users.

The book also covers transmission systems, including network technologies and
hybrid transport networks, used to support 3D multimedia services and applica-
tions. Additionally, recent research results, focusing different networking aspects of
3D delivery systems, are highlighted. For research and engineering, several simu-
lation and emulation tools including testbeds are presented for test and/or perfor-
mance evaluation, system design and benchmarking. These are particularly useful
in research studies or development of innovative solutions for problems affecting
the 3D multimedia performance of integrated delivery systems and communications
infrastructures.

3D is about immersive and interactive experience; thus, primary factors for its
high-quality delivery are the psychological factors in the context of multimedia
consumption, the computational models of 3D perception and related quality
metrics. The book presents several quality evaluation methods and related metrics
for 3D video delivery systems, including monitoring and matching the quality of
service (QoS) and quality of experience (QoE). The use of standard methodologies
in relation with various quality assessment objectives is discussed. Comprehensive
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analysis of human factors and their relationship with specific 3D visual technolo-
gies, which influence the overall user experience, are further presented.

Another essential element in research and development projects involving the
field of 3D video delivery systems is common datasets, publicly available, to allow
comparison of results and validation of research advances obtained in different labs
worldwide. Following the importance of datasets in this field, the book presents
several publicly available datasets, which are relevant for active researchers and
engineers dealing with acquisition, processing and coding of 3D visual data, as well
as delivery through networks with different types of constraints (e.g. errors, losses,
delays, etc.).

Overall, this book includes contributions from many researchers of European
universities, companies and research centres, which collaborated together to sci-
entific advances in the field of 3D multimedia delivery systems, within the scope of
the European framework for Cooperation in Science and Technology, COST
Action IC1105, 3D Content Creation, Coding and Transmission over Future Media
Networks (3D-ConTourNet).
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Abstract This chapter addresses image and video technologies related to 3D
immersive multimedia delivery systems with special emphasis on the most
promising digital formats. Besides recent research results and technical challenges
associated with multiview image and image, video and lightfield acquisition and
processing, the chapter also presents relevant results from international standard-
ization activities in the scope of ISO, IEC, and ITU. Standard solutions to encode
multiview image and video content and ongoing research are addressed, along with
novel solutions to enable further developments in the emerging technologies
dealing with capture and coding for lightfield content and free viewpoint television.
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2.1 Introduction

Recently1, both among the research community and in industry, great attention is
paid to immersive multimedia. The word immersive comes from Latin verb im-
mergere, which means to dip, or to plunge into something. In the case of digital
media, this term is used to describe the technical systems that are able to absorb
viewers totally into an audiovisual scene [1–3]. Although immersive multimedia
may be related to both natural and computer-generated content, in this book, we are
going to focus mainly on the natural visual content that originates from multiple
synchronized video cameras, and that possibly is augmented by data from sup-
plementary sensors, like depth cameras.

For an immersive system, it is important to reconstruct a portion of an acoustic
wave field [4] and a lightfield [5]. In a classic audiovisual system, audio and video
are acquired using a single microphone and a single video camera. This is equiv-
alent to the acquisition of a single spatial sample from an acoustic wave field and a
lightfield, respectively. Therefore, the immersive media acquisition means acqui-
sition of many spatial samples from these fields that would allow reconstruction of
substantial portions of these fields. Unfortunately, such media acquisition results in
huge amount of data that must be processed, compressed, transmitted, and rendered.

Although both video and audio are substantial for the impression of immer-
siveness, the scope of this book limited to the visual content. Nevertheless, it is
worth to mention that significant progress is already made in the immersive and
spatial audio technology. The faster development of this audio technology is related
to lower bitrates and smaller data volumes for audio than for video. Moreover, the
human auditory system is also less demanding than the human visual system. There
already exist several spatial audio technologies like multichannel audio (starting
from the classic 5.1 and going up to the forthcoming 22.2 system), spatial acoustic
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objects, and higher order ambisonics [6] that are able to produce strong impressions
of immersiveness. First, the presentation technology seems to be more advanced for
spatial audio than for video. The respective systems comprise the systems with high
numbers of loudspeakers but also to the binaural rendering for headphone playback
using binaural room impulse responses (BRIRs) and head-related impulse
responses (HRIRs) that is a valid way of representing and conveying an immersive
spatial audio scene to a listener [7].

During the last decade, the respective spatial audio representation and compression
technologies have been developed and standardized in MPEG-D: MPEG Surround
[8], SAOC [9], and MPEG-H Part 3—3D Audio [10] international standards. The
spatial audio compression technology is based on coding one or more stereophonic
audio signals and additional spatial parameters. In that way, this spatial audio com-
pression technology is transparent for the general stereophonic audio compression.
Currently, the state-of-the-art audio compression technology is Unified Speech and
Audio Coding (USAC) standardized as MPEG-D Part 3—USAC [11].

For the immersive video, the development is more difficult, nevertheless, the
research on immersive visual media is booming recently. Immersive video [2] may
be related to both natural and computer-generated content. Here, we are going to
discuss mostly the natural content that originates from video cameras and possibly
is augmented with data from supplementary sensors, like depth cameras. Such
content is sometimes described as high-realistic or ultra-realistic. The immersive
multimedia systems usually include communication between remote sites.
Therefore, such systems are also referred as tele-immersive, i.e., they serve for
highly realistic sensations communication (e.g., [12]).

The abovementioned immersive natural content usually is preprocessed by
computers before being presented to viewers. A good example of such interactive
content is spatial video that allows a viewer to virtually walk through a tropical
rainforest reach of hidden swamps, poisonous plants, and dangerous animals.
During the virtual walk, a virtual explorer is very safe and may enjoy the beauty of
nature being relaxed, and without fear. The virtual walker may choose arbitrarily a
virtual trajectory of a walk, may choose a current direction of view, may stop and
look around, watch animals and plants, etc.

The respective visual content is acquired with the use of many synchronized
cameras. Then, sophisticated computer processing of video is needed in order to
produce the entire representation of the visual scene. Presentation of such content
usually must be preceded by rendering that results in the production of video that
corresponds to a particular location and view direction currently chosen by a virtual
rainforest explorer. Therefore, the presentation of such rendered video may also be
classified as presentation of virtual reality although all the content represents
real-world objects in their real locations and motions (see, e.g., [13]).

Similar effects may be obtained for computer-generated contents, both stan-
dalone or mixed with natural content. In the latter case, we speak about augmented
reality that is related to “a computer-generated overlay of content on the real world,
but that content is not anchored to or part of it” [13]. Another variant is mixed
reality that is “an overlay of synthetic content on the real world that is anchored to
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and interacts with the real world contents.” “The key characteristic of mixed reality
is that the synthetic content and the real-world content are able to react to each other
in real time” [13].

Considering the immersive video, we have to refer to 360° video that is currently
under extensive technological development. The 360° video allows at least to watch
the video in all directions around a certain virtual position of a viewer. More
advanced versions of 360° video allow a viewer also to watch video in any direction
up and down from its virtual location, as well as to change the virtual location. In
popular understanding, the 360° video is even treated as a synonym to the
immersive video, e.g., see Wikipedia [14].

The preliminary classification of immersive video [3] was recently discussed by
MPEG (Moving Picture Experts Group, i.e., formally ISO/IEC JTC1 SC29 WG112)
[15–17]. By drawing conclusions from this discussion some main categories of
content may be defined:

1. monoscopic 360° video, where usually video from many cameras is stitched to a
panorama,

2. stereoscopic and binocular 360° video that allows a viewer to watch in an
arbitrary position with various levels of spatial sensations,

3. 6° of freedom 360° video that provides a viewer the ability to change freely his/
her location.

For Class 2, the first generation of 3D video, i.e., the stereoscopic video is the
very popular and the simplest case. The last wave of enthusiasm for 3D video was
encountered around year 2010 but the lack of user-friendly stereoscopic displays
has reduced the interests recently. In this book, we rather consider the
next-generation 3D content that allows a viewer to perceive spatial parallax pos-
sibly without special glasses that are necessary for traditional stereoscopic displays,
like shutter glasses, polarization glasses, or color-filter glasses. Such glass-free
systems are still challenging even for a fixed view, nothing to say about 360° video.

The Class 3 is related to virtual navigation that is a functionality of future
interactive video services where a user is able to navigate freely around a scene.
The systems that provide such functionality are often called free viewpoint
television (FTV) [18–23]. The prospective FTV will be an interactive
Internet-based system that may output virtual monoscopic video, virtual stereo-
scopic video or even multiview video, e.g., for watching a virtual view on an
autostereoscopic display.

In 360° video, virtual navigation and other types of advanced visual content, the
virtual views are synthesized or rendered using a scene representation, or a scene
model. The following scene representation types are mostly considered in the
references: object-based [24, 25], ray-space [19, 26], point-based [27], and multi-
view plus depth (MVD) [28]. As the first three types of models are related to quite
complex calculations, currently, the MVD representation is used most often and

2See Sect. 2.3.
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will be extensively considered further in this book. Nevertheless, it is worth to
mention that modeling of 3D scenes using point clouds is considered as an com-
petitive and interesting approach, even related to recent standardization projects
[16].

The multiview plus depth video format is also vital for the display technology.
Although the display technology is also not mature enough for wide adoption of 3D
video and for the immersive video and images, the situation seems to be diversified
for various display application areas. In particular, the glassless autostereoscopic
displays and projection systems are being improved step by step, thus increasing the
comfort and quality of spatial (3D) video presentations. Such signage systems may
use even 200 views, i.e., they display simultaneously 200 views in order to produce
realistic impression of depth [29–31].

2.2 Multiview Video Plus Depth

The complete and general description of a visual scene may be provided using a
plenoptic function (POF) [32]. The plenoptic function is usually defined as a
function of seven variables, i.e., POF(x, y, z, /, u, t, k), where x, y, z represent the
coordinates of a point in 3D space, / and u define the direction of a light ray,
t denotes time, and k denotes the wavelength in light ray. The value of the plenoptic
function expresses the “amount of light” (e.g., luminance) of a given wavelength k,
registered at a time instant t at a point (x, y, z), and in the direction defined by the
angles / and u. In order to describe a scene entirely, the plenoptic function should
be measured at all points (x, y, z) in some 3D space relevant to the scene, for all
wavelengths k from the visible light interval, and in all directions defined by the
angles / and u possibly from the interval (−p, p). Obviously, such full description
is neither possible nor necessary. Instead, in multimedia technology, we use various
simplified representations of 3D scenes already mentioned in Sect. 2.1. Among
those types of representation, the multiview plus depth (MVD) representation is
the most popular in practical approaches to natural 3D video. More views with the
corresponding depth maps we have, more exact is the approximation of the
lightfield.

The high number of video views of multiview video results in a huge amount of
data that needs to be transmitted over bandwidth-limited channels. This fact
motivates the research on compression systems that should be able to drastically
reduce the storage and the bandwidth requirements for 3D video data. Practical
systems register, process, and transmit only a subset of the required views together
with the geometric information of the scene, represented by depth maps. The
missing views can then be generated at the receiver side through view synthesis
algorithms, based on the transmitted view and depth data. For this purpose, depth
maps provide the information related to the distance of each pixel in the video view
with relation to the view camera position. Such representation for 3D video, using a
small number of video views combined with the geometric information of the
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scene, is the called multiview video plus depth (MVD) [28, 33] as already men-
tioned. Figure 2.1 illustrates an MVD system, which uses view synthesis at the
receiver side.

An example of a depth map and the corresponding view is depicted in Fig. 2.2.
Depth estimation is still a challenging task. In general, there exist two

approaches:

Fig. 2.1 MVD system based on view and depth data with view synthesis at the decoder side [28]

Fig. 2.2 A view and the corresponding depth map from the test multiview sequence
Poznan_Street [34]
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– application of special depth sensors called also depth cameras (e.g., [35, 36]),
– estimation of depth from video data by the use of video analysis on computers.

The depth sensors illuminate a scene with invisible infrared light and mostly
exploit one of the following two technologies:

– by measurements of the time-of-flight [37] from the radiator to the object and
back to the sensor,

– by analysis of structured light reflected from a scene illuminated with a specific
pattern.

Currently, both technologies are under further development resulting in their
improvements. Despite which technology is used, the usage of depth sensors is
conceptually very attractive as they may produce the depth in real time with rea-
sonable latency. Nevertheless, their practical employment still faces severe prob-
lems related to limited spatial and temporal resolutions of the acquired depth maps,
limited distance ranges, synchronization of video and depth cameras, additional
infrared illumination of the scene that may interfere with other equipment, mutual
interference of several sensors working simultaneously at the same scene, and
sensitivity to environmental factors including solar illumination. Currently, these
sensors are only capable of acquiring low-resolution depth maps, which are usually
enhanced by postprocessing methods based on interpolation and denoising filters.
Also, the maximum and minimum depth value acquired by these sensors is limited.
Furthermore, since depth sensors are physically independent of video cameras, they
are positioned at slightly different positions, resulting in depth maps that do not
exactly match the associated views. Already, substantial research work is done with
the aim to overcome the abovementioned problems, see, e.g., [38–40]. Despite all
the abovementioned problems, the technology of depth cameras is intensively
developed for many potential applications including industrial computer vision,
mobile robot navigation, control of autonomous cars, and many others.

Depth can be also estimated in the process of video analysis. The real views used
for depth estimation should be corrected by compensation of the lens distortions,
and possibly also by compensation of the differences in color characteristics of the
cameras. Moreover, illumination differences also should be compensated.

The depth estimation may be described as follows. For the simplest case, con-
sider two views. The pairs of characteristic points need to be found in the views.
For each such pair, disparity d can be measured as the shift between the locations of
the corresponding characteristic in the two views. Assume that the focal length of
both cameras is f, and the distance between the optical centers of the cameras, i.e.,
the base distance is b. Assuming f � z we get [41], we may calculate the depth of a
point object

z ¼ fb
d
: ð2:1Þ
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In order to use Formula 2.1, the values of focal length f and the base b need to be
measured. It is done in the process of calibration of the multi-camera system, when
some special calibration video is recorded, and the relevant camera parameters as
well locations of the camera sensors are estimated using the data obtained from the
calibration video [42].

Estimation of depth from a pair of views has been studied since many years
(e.g.[43–45]. Some methods [46, 47] focus on the segmentation-aided depth esti-
mation based on optimization performed on a graph. While achieving relatively
high quality of estimated depth maps, these methods are designed for stereo pairs
only. Moreover, main optimization process is performed on the pixel level, making
the whole estimation very time-consuming. Exploitation of the outputs from more
than two cameras provides the opportunity to produce more exact depth maps. For
example, the method of [48] estimates depth maps for limited resolution in the real
time, using the outputs from four cameras with parallel optical axes. The method of
[49] proposes the estimation of the multiview depth based on the epipolar plane
image. While providing the inter-view consistent depth of the high quality, this
method is still limited to linear arrangements of cameras. Multiview depth esti-
mation can be based on the Belief Propagation [50]. In the work described in [51],
the inter-view consistency is ensured by depth maps cross-checking and multiview
matching of views. The methods have been also proposed that provide the temporal
consistency of the estimated depth maps [52, 53]. There exist a huge number of
papers on various aspects of the depth estimation, and this paragraph provides
sparse samples of the references rather than an entire review.

The depth estimation reference software [54] has been developed by MPEG, and
currently, it is widely used a reference for multiview depth estimation.

Recently, it was shown that for highly occluded scenes, nonuniform distribution
of cameras around a scene leads to better depth estimation [20]. Therefore, for such
real scenes, it was proposed to acquire multiview video using camera pairs [55].

Obviously, depth maps can be represented as greyscale images. In practice, the
name of depth map is used for the data sets, where the samples represent either
depth or disparity. The depth or disparity samples have often 8-bit representation. If
disparity representation is used, each sample value corresponds to the inverse of the
distance from the given camera to a given scene point, or more exactly to the plane
that contains this particular scene point and is perpendicular to the optical axis of
the camera. It means that the range between the minimum and maximum depth
distances is divided into 256 unequal intervals. Closer distances are represented
more accurately while the further ones more sparsely. Therefore, for many appli-
cations, the depth sample representations with more than 8 bits are used.

Depth estimation allows to produce the multiview plus depth representation that
may be used for the synthesis of virtual views, or, in other words, for
depth-image-based rendering (DIBR) that is essential for free viewpoint television,
augmented and virtual reality, lightfield displays, etc. The virtual view synthesis is
also exploited in order to increase compression efficiency for multiview video [56].
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Figure 2.3 presents a block diagram of the DIBR algorithm, based on two
reference views and their associated depth maps. Any virtual view can be generated
based on these two references. Usually, two nearest real views, labeled left and right
reference views in Fig. 2.3, are selected from the multiview sequence and warped
[57]. The warped images generated from the two views are then blended to form the
new virtual position [58, 59]. Since some disoccluded regions and holes may still
remain, in painting is applied to fill the missing data [57].

In order to reduce errors introduced by stereo matching algorithms, [60] pro-
poses a depth map preprocessing algorithm based on temporal filtering, compen-
sation for errors and spatial filtering. An illumination compensation technique is
applied in [61] to reduce color discontinuities and improve visual quality of the
synthesized views. The warped depth maps are processed by median and bilateral
filters before inverse warping in [62] to improve the visual quality of the synthe-
sized view. Furthermore, depth map pixels at edges are detected and are not warped
in [63]. This technique reduces unreliable data in these regions from the warping
operations.

Other DIBR techniques found in literature include the enhancement of virtual
views through pixel classification, graph cuts, and depth-based inpainting [64]. The
perceived depth quality and visual comfort in stereoscopic images are improved
using stereoacuity before rendering the images in [65]. Furthermore, a just

Fig. 2.3 Block diagram of the DIBR algorithm
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noticeable depth difference (JNDD) model and saliency analysis are used in [66] to
provide a better user perception of the rendered content. Recently, good-quality
synthesis technique has been demonstrated for practical virtual navigation in a
scene represented by multiview plus depth with real cameras sparsely located
around a scene [55]. For research purposes, the view synthesis reference software
[62] is available in the version adequate for the synthesis of the views from arbitrary
locations.

The data processing pipeline for multiview plus depth representation of visual
scene together with the corresponding audio data is depicted in Fig. 2.4.

2.3 Standardization—The Status and Current Activities

2.3.1 Standardization in Multimedia

Standardization is crucial for telecommunications where the transmitter and the
receiver are often placed in the locations being very distant one from the other. In
such cases, the interoperability of hardware and software delivered by different
vendors is an issue of paramount importance. The means to ensure the interoper-
ability is to observe standards agreed by all involved parties. In practice, such

Fig. 2.4 The processing
chain for spatial video
associated by spatial audio [3]
© IEEE 2017
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standardization agreements are obtained either in international institutions or by
consortia of companies sharing substantial portions of the relevant markets.

The following international institutions play the primary role in multimedia
standardization:

ISO—International Organization for Standardization,
IEC—International Electrotechnical Commission,
ITU—International Telecommunication Union.

In the area of multimedia, ISO and IEC work mostly jointly and they jointly
issue international standards (IS). International standards are therefore numbered as,
e.g., ISO/IEC IS 14496. Except the number, each standard has also its own generic
name. The ISO/IEC standards are divided into parts, like Part 1 “Systems”, Part 2:
Video, Part 3 “Audio”, etc. In fact, a part of a standard defines the minimum
requirements for interoperability for a given technology, like video compression or
audio compression. The parts of standards may also be recommendations of ITU.
The standards (called recommendations) of ITU are grouped into
Telecommunication Sector (ITU-T) and Radiocommunication Sector (ITU-R). Of
course, some standards are independently developed and issued by only one
institution, some are issued jointly by two or three of them. Moreover, some
internationally recognized standards have been also defined by IEEE, i.e., the
Institute of Electrical and Electronics Engineers and by SMPTE (Society of Motion
Picture and Television Engineers).

Moreover, there also regional and national standardization organization. For
example, the Chinese consortium for Audio Video Coding Standard plays an
important role in the standardization of the compression of video and audio.

In many cases, the active role is played by an industrial consortium. For
example, a group of big companies (Amazon, ARM, Cisco, Google, Intel,
Microsoft, Mozilla, Netflix, NVidia) has recently created an Alliance for Open
Media with the aim of producing a new standard for video compression called AV1.

For video and audio compression, the minimum interoperability requirements
are related to the semantics and syntax of the bitstream, i.e., they define how to read
the bitstream. It means that a standard defines the decoders, while having limited
impact on the encoders (cf. Fig. 2.5).

Fig. 2.5 Standardization of compression
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2.3.2 Basic Technologies

In the recent years, significant efforts have been made in standardization of
compression of multiview video, multiview plus depth video as well as other
related aspects. These techniques mostly rely on the consecutive generations of
monoscopic video coding. During the last 25 years, consecutive generations of
monoscopic video coding technology have been accepted as the international
standards, like MPEG-2 (MPEG-2) [67], Advanced Video Coding (AVC) [68], and
High-Efficiency Video Coding (HEVC) [69]. Currently, the new generation of
video compression technology is under development and is expected to be stan-
dardized around 2020–2021 as a part of the prospective MPEG-I (immersive)
standard. These consecutive video coding generations have been developed thanks
to huge research efforts that reach thousands of man-years recently.

Assuming the required quality level corresponding to the broadcast quality and a
mature codec implementation, for demanding content, and for a given video format,
the bitrate B of the compressed bitstream may be very roughly estimated using the
formula [70–72, 22]

B � A � V Mbpsð Þ; ð2:2Þ

where A is technology factor, where
A = 4 for MPEG-2,
A = 2 for AVC,
A = 1 for HEVC,
A = 0.5 for the prospective technology expected around year 2021 (Versatile Video
Coding),
and V is video format factor, where
V = 1 for the Standard Definition (SD) format, (either 720 � 576, 25 fps or
720 � 480, 30 fps, chroma subsampling 4:2:0, i.e., one chroma sample from each
chroma component CR and CB per 4 luma samples),
V = 4 for the High Definition (HD) format (1920 � 1080, 25/30 fps, chroma
subsampling 4:2:0),
V = 16 for the Ultra High Definition (UHD) format (3840 � 2160, 50/60 fps,
chroma subsampling 4:2:0).

The conceptually simplest way to implement the coding of multiview video is to
encode each view as an independent video stream. Such type of compression is
usually called simulcast coding. Simulcast coding exploits the commonly used
relatively cheap video codecs may be efficiently applied. The total bitrate Bm of the
bitstreams is

16 M. Domański et al.



Bm ¼ N � B; ð2:3Þ

where N—the number of views,
B—the bitrate for a single view from Eq. 2.2.

2.3.3 Multiview Video Coding

The main idea of the multiview video coding is to exploit the similarities between
neighboring views. One view, called the base view, is encoded like a monoscopic video
using standard intraframe and temporal interframe predictions, therefore it is also called
the independent view. The respective bitstream constitutes the base layer of the mul-
tiview video representation. The independent or the base viewmay be decoded from the
base-layer bitstream using a standard monoscopic decoder. For encoding of the
dependent views, i.e., the other views the inter-view prediction with disparity com-
pensation may be used in addition to standard intraframe and interframe predictions. In
inter-view prediction, a block in a dependent view is predicted using a block of samples
from a frame from another view in the same time instant. The location of this reference
block is pointed out by the disparity vector. This inter-view prediction is dual to the
interframe prediction, where the motion vectors are replaced by the disparity vectors.

In multiview video coding, the pictures are predicted not only from temporal
interframe references, but also from inter-view references. An example of a pre-
diction structure is shown in Fig. 2.6.

Multiview video coding has been already standardized as extensions to the
MPEG-2 standard [73], the AVC standard [74], and the HEVC standard [75]. The
multiview extension of AVC is denoted as MVC (Multiview Video Coding) and

Fig. 2.6 Typical frame structure in multiview video coding using inter-view prediction with
disparity compensation: solid line arrows denote interframe predictions while dashed line arrows
correspond to temporal predictions. The letters I, P, and B denote I-frames (intraframe coded),
P-frames (compressed using intra- and temporal interframe coding) and B-frames (compressed
using two reference frames)
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that of HEVC as MV-HEVC (Multiview HEVC). These multiview extensions have
been standardized in such a way that low-level coding tools may are virtually the
same as for monoscopic video coding. Therefore, some more advanced techniques
for multiview coding are not included into the standards.

For the state-of-the-art multiview video coding technology is MV-HEVC [69].
The multiview coding provides the bitrate reduction of order 15–30%, some-

times reaching even 50% as compared to the simulcast coding. These high bitrate
reductions are achievable for video that is obtained from cameras densely located
on a line, and then rectified in order to virtually set all the optical axes parallel and
on the same plane. For sparse and arbitrary camera locations, the gain with respect
to the simulcast coding reduces significantly.

Recently [76], it was shown that the efficiency of the inter-view prediction is
virtually the same for Multiview HEVC and for HEVC augmented by Intra Block
Copy tool (originally designed for computer-generated content) using the same
resolution of translation/displacement vectors. It is worth to add that the latter codec
has simpler single-loop structure and is nearly compliant with standard HEVC
Screen Content Codec. The result was obtained for rectified multiview video clips
acquired using cameras with parallel optical axes, i.e., for the application scenario,
for which Multiview HEVC was designed. This result put into question the need to
develop multiview video codecs for future generations of video compression
techniques.

2.3.4 3D Video Coding

Many 3D video coding tools have been already proposed including prediction
based on: view synthesis, inter-view prediction by 3D mapping defined by depth,
coding of disoccluded regions, advanced inpainting, special techniques for depth
coding using platelets and wedgelets, etc. [77, 56, 78, 79, 33, 80]. Some of these
tools have been already included into the standards of 3D video coding: 3D High
Profile of AVC (AVC), [81] and 3D Main Profile of HEVC (HEVC), [75]. The
latter defines the state-of-the-art technology for compression of 3D video with
accompanying depth. This technology not only compresses the depth but also
exploits the depth in order to improve coding performance of the multiview video.

For 3D-HEVC, the standardization requirement was to reuse the monoscopic
decoding cores for implementations. MV-HEVC, 3D-HEVC, and the scalable
extension of HEVC share nearly the same high-level syntax of the bitstreams, and
the multi-loop structure of the encoders and decoders is the common architecture
used in the implementations. Therefore, view encoding cannot depend on the
corresponding depth. As compared to MV-HEVC, 3D-HEVC provides additional
prediction types:

(1) Combined temporal and inter-view prediction of views that refers to pictures
from another view and another time instant;
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(2) View prediction that refers to a depth map corresponding to the previously
encoded view;

(3) Prediction of depth maps using the respective view or a depth map corre-
sponding to another view.

The compression gain of 3D-HEVC over MV-HEVC is expressed by 2–12%
bitrate reduction. Nevertheless, the compression gains of both 3D-HEVC and
MV-HEVC are smaller when cameras are not aligned on a line. For circular camera
arrangements, in particular with the angles between the camera axes exceeding 10°,
the gain over simulcast falls below 15%, often being around 5%. This observation
stimulated research on the extensions of 3D-HEVC that uses true 3D mapping for
more efficient inter-view prediction [82, 83]. Such extension of 3D-HEVC has been
proposed in the context of transmission of the multiview plus depth representations
of the dynamic scenes in the future free viewpoint television systems [22].

3D video coding is currently a research topic for several groups around the
world, and also future standardization activities are expected. Recently, the
MPEG-FTV, the body within MPEG, was exploring possible 3D-HEVC extensions
for efficient coding of multiview video taken from arbitrary camera positions.
Currently, this activity has been shifted to MPEG-I project. Hitherto practical
deployment of 3D-HEVC is negligible but growing interests in the applications
hitherto mentioned in this chapter will stimulate applications of this compression as
well as, probably, standardization of its more efficient extensions. It is also expected
that the coding tools of 3D-HEVC together with possible improvements will be
included, probably with some delay, into the forthcoming video coding standard
that is expected to be ready around 2020–2021 in its first version.

In general, depth maps are characterized by homogeneous regions separated by
sharp edges at object boundaries. Despite the distinct characteristics, multiview
video and depth maps represent the same scene. Therefore, video and depth map of
a given view exhibit some correlation. The similarities between both streams can
thus be exploited by the video coding methods. In such a scheme, a base view still
needs to be encoded independently from other views and depth maps, allowing
compatibility with legacy single-view displays. All the remaining views and depth
maps will depend on this stream.

In the scope of the MVD coding, the ISO/IEC MPEG standardization process
comes out with three solutions based on different coding technologies. MVC + D is
proposed as a simple solution for sending views along with corresponding depth
maps, using the multiview video coding (MVC) [84] algorithm. All changes are
related to high-level syntax elements only providing a way to signal the presence of
depth data [85]. Other two solutions incorporate specific tools for the independent
compression of depth maps or for the joint compression of video and depth, based
on advanced video coding (AVC) [68] and high-efficiency video coding (HEVC)
[69] encoders. The first one is 3D-AVC algorithm, which is backward compatible
with AVC and provides a fast and easy adoption of 3D video in the market. The
other one is the current state-of-the-art solution for 3D video coding, known as
3D-HEVC [33, 69].
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The different features of depth maps, associated to the fact that they are not
displayed at the decoder, imply that compression of depth maps with the standard
video encoder might not be optimal. In order to improve the coding efficiency of
depth maps, and the quality of the synthesized views, it has been shown that
preservation of depth map edges is very important. In this context, alternative
methods based on different coding paradigms have been proposed outside of the
scope of standardization groups. The platelet and wedgelet depth modeling,
pattern-matching coding and linear-fitting modeling are some of the solutions
suggested in literature [86–89].

Techniques to save even more bandwidth include the downsampling of the depth
maps. These will require the upsampling of the decoded maps at the receiver side.
In any case, preservation of the edges in the depth maps is very important for view
synthesis. Thus, a joint video/depth edge-based upsampling method can be applied
as in [90] to better define the edges in the depth map. This is possible because the
edges in the depth map are also present in the video, which corresponds to the same
scene and objects.

Compression efficiency can be improved by removing high-frequency compo-
nents from both views depth maps. Each image may be divided into regions based
on their depth values. Regions which are far away from the camera are low-pass
filtered more coarsely than closer regions. This ensures that the removal of the
detail does not severely degrade the quality of the image [91]. This method assumes
that the viewer is more concerned with the foreground than with the background.
Similarly, regions of image further from the camera can be quantized more than
closer regions [70, 71]. Objects in the view and the depth map video streams move
with similar direction and speed. This correlation can be exploited using a scalable
video coding (SVC) architecture, where the base layer encodes the views and the
enhancement layer carries the depth data. This idea is presented in [92] and [93]
where an inter-view prediction scheme is coupled with an inter-layer motion pre-
diction method. The inter-layer motion prediction is based on SVC. Currently, this
approach is part of a 3D-HEVC standard where depth maps motion field can be
predicted from corresponded motion field.

Although MVD requires the additional compression of depth information, it
saves a high amount of bits by transmitting a reduced set of views. Furthermore,
due to its characteristics, depth maps tend to result in a much smaller compressed
bitstream when compared to the video. At the decoder side, a higher number of
views can be generated using a synthesis algorithm. One of the most popular
techniques is depth-image-based rendering (DIBR) in which the depth data and the
view are used to generate the virtual image. This technique was selected by the
motion picture experts group (MPEG) as the reference synthesis framework for free
viewpoint video architectures, which relies on the multiview video-plus-depth
format. In fact, the view synthesis reference software (VSRS) that was released by
the ad hoc group on 3D audio and visual (3DAV) of MPEG is based on DIBR [94].
Although originally it was designed only for linear view arrangement, recently it
was generalized to cope view general view arrangements as well [62].
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2.3.5 New Standardization Projects

The international organizations work by their working groups of experts. For ISO and
IEC there are two groups: JPEG (official name is ISO/IEC JTC1/SC29/WG1) and
MPEG (official name is ISO/IEC JTC1/SC29/WG11). For ITU the relevant working
group is VCEG. In order to create a new general video coding standard that will
correspond to more modern compression technology, both ISO/IEC and ITU have
created a joint group called Joint Video Exploration Team (JVET). This group is
working towards a new video coding standard that will be related to the technology
(recently called Versatile Video Coding) that halfes the bitrates of HEVC. Within ISO/
IEC this standard will be a part of the forthcomingMPEG-I (from immersive) standard.

In 2017, the MPEG-I standardization project comprises also the extensive works
on point cloud compression and lightfield video compression. The latter is also a
work item for JPEG that has created already a working subgroup JPEG PLENO that
is dealing with lighfield image compression. The lightfield images will be con-
sidered in the next two sections.

2.4 Lightfield Super-Multiview with Camera Array

In order to visualize a lightfield, it first needs to be captured. Regardless of the
parametrization, the lightfield should ideally be captured on a sufficiently large
plane, and with the smallest possible granularity both in the spatial and angular
sense.

While it is possible to capture lightfield using a single sensor (as described in the
next section), the physical baseline (distance between the leftmost and rightmost
captured position) is limited by the physical size of the camera. This means that the
viewing angle (Field of View) of the captured imagery can only be relatively small,
unless the camera is capturing an object from close up. See Fig. 2.10. If we are
about to capture larger scenes with a large field of view, we either have to use very
big cameras (which do not exist in practice), or a camera array spanning the
necessary baseline.

It is important to note that while the ultimate goal is to capture a (near) con-
tinuous lightfield, camera arrays can only capture a lightfield with a specific
granularity due to the gap between adjacent cameras. That is, all these camera
arrays are sampling the lightfield at regular intervals, which needs to be taken into
account when working with the captured data.

The layout of camera arrays can be quite different depending on the scene and
capture requirements. Some special cases include linear, converging linear, and arc
setups. Camera arrays can also be 1D or 2D arrays. In a linear array, cameras are
positioned next to each other, with equal distance between cameras, their optical
axis is parallel, and perpendicular to the line on which cameras are arranged. In a
converging linear array, the position of the cameras is similar, but they are rotated,
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so that their optical axis points towards a common point of convergence. In case of
an arc/circular camera array, cameras are positioned on a circular path, all pointing
to a point of convergence in the center. In case of a 1D array, the cameras are
arranged in a single row (or column, but that’s a quite unusual setting), while in
case of a 2D array, cameras are arranged both horizontally and vertically. The
advantage of regular camera arrays is that the rough position and orientation of
cameras is known, which is later refined by a camera calibration process. Apart
from this, an unstructured array of cameras that capture the same scene from
different angles can be considered a camera array, and can be used for lightfield
capture, however, the density of the captured data may vary over the field of view.

There are many examples of camera arrays in both research and industrial set-
tings, used for a variety of purposes. A quite well known and early camera array is
the Stanford Multi-Camera Array [95], consisting of 128 video cameras. These
cameras can be arranged in various layouts, such as a linear array of parallel
cameras having horizontal and vertical parallax, or a converging array of cameras.
This large rig has been used for capturing lightfields for research purposes, for
example for lightfield rendering, synthetic aperture imaging. Numerous other
multi-camera rigs are known, such as the 100 camera array at Nagoya University
[96], the 27-camera array at Holografika [97] or the recent horizontal and vertical
parallax 16-camera system from Fraunhofer IIS [98]. These camera systems provide
sufficient input to 3D lightfield displays, as the density (in terms of angular reso-
lution) and width (in terms of baseline) of the captured lightfield allows for
wide-angle visualization.

The main design constraint of camera arrays is the physical size of cameras and
lenses, which pose an upper limit on how dense the arrangement of such cameras
can be. For this reason, typically small camera modules are preferred, while some
designers even use board level cameras to achieve an even narrower size per
camera.

Using cameras with the possibility of triggering ensures that the frames captured
by the individual units represent the same time instant, which is important to ensure
consistency between images when capturing a moving scene.

Static scenes can, of course, be captured without strict synchronization. Going
further, as a special case of a camera “array” one can use a moving camera to
capture a static scene [99], or a static camera with a rotating object [100] to obtain a
lightfield. These approaches work properly as long as the static scene indeed
remains static during the capture session (for example, no people walking by, no
changes in illumination due to different positions of the sun), and that camera
positioning is precise enough to assume that no further camera adjustments are
necessary.

Calibration of the individual cameras (resulting in intrinsic camera parameters) is
just as important as with single camera capture, however, in the case of
many-camera arrays, the relative position of cameras (resulting in extrinsic camera
parameters) is just as important. Cameras pairs are typically calibrated by using
stereo calibration techniques [42] (which can be performed for multiple camera
pairs if they can see the same calibration patterns/features), and finding globally
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consistent extrinsic multi-camera parameters by using an optimization algorithm on
the camera parameters [101].

Any kind of regular 2D cameras can be used to build a camera array. For video
capture, typically machine vision cameras with trigger capabilities, or professional
video cameras are used. DSLRs have also been used for capturing both static and
animated lightfields. Camera arrays built of GoPro cameras have also been used,
however, these cameras do not allow for real-time streaming of the captured video
over a cable connection—in such cases the recoded lightfield needs to be down-
loaded after the capture session. In real-time lightfield capture settings however, the
bandwidth required for transfer and store the resulting video data can be a concern.

Researchers not in the possession of a camera array wishing to do research on
lightfields can do so using the many available public datasets. A good collection of
these can be found in the MPEG-FTV Call for Evidence [102], which lists selected
super-multiview and free viewpoint television content to be used for experimen-
tation (Figs. 2.7, 2.8, 2.9).

Fig. 2.7 100 camera array of Nagoya University. (Source Masayuki Tanimoto)
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Fig. 2.8 16-camera full parallax camera array of Fraunhofer IIS. Copyright: Kurt Fuchs|
Fraunhofer Institute for Integrated Circuits IIS

Fig. 2.9 36-camera matrix at Poznan University of Technology, Multimedia laboratory
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2.5 Lightfield with Microlens Array

Lightfield with microlens array—also known as holoscopic [1] plenoptic [103] and
integral imaging [104]—derives from the fundamentals of lightfield/radiance
sampling [105], where not only the spatial information about the 3D scene is
represented but also angular viewing direction, i.e., the “whole observable” scene.

The concepts behind this lightfield imaging technology were firstly proposed by G.
M. Lippmann and referred to as integral photography in 1908 [106]. The conventional
lightfield imaging system comprises a main lens and a regularly spaced array of
microlenses, known as a “fly’s eye” lens array [1] which is overlaid with the image
sensor at the focal distance, f, as seen in Fig. 2.10. Therefore, different from a con-
ventional camera that captures an image by integrating the intensities of all rays (from
all directions) impinging each sensor element, in a lightfield camera each sensor
element collects the light of a single ray (or of a thin bundle of rays as depicted in
Fig. 2.10) that converges on the microlens from a given angular direction.

The traditional lightfield camera can be generalized to alternative camera setups,
such as the one proposed in [103] and referred to as focused setup camera. In the
focused camera, the main lens and the microlenses are focused in an image plane in
front (or behind) of the microlens array plane. As a result, the main lens forms a
relay system with each microlens. In practice, these differences in the optical
geometry will only change the trade-off between providing maximal angular or
spatial resolution in the captured lightfield image [107].

Among the advantages of employing a lightfield imaging system with microlens
array is the ability to open new degrees of freedom in terms of content production
and manipulation, supporting functionalities not straightforwardly available in
conventional imaging systems, namely: postproduction refocusing, changing depth
of field, and changing viewing perspective. Moreover, the interaction functionalities
can also be enriched, for instance, by allowing the user to vary the plane of focus

f

Image
plane Sensor

Microlens
array

Main lens
Fig. 2.10 Basic optical setup
of the traditional lightfield
camera comprising a main
lens, a microlens array, and an
image sensor
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and depth of field interactively. In addition to this, it is still possible to derive from
this type of content geometric information, such as depth/disparity and ray-space
[19] representations.

Recently, lightfield imaging with microlens array has become a promising
approach for 3D imaging and sensing, being applied in many different areas of
research, e.g., 3D television, [1, 108] image recognition and medical imaging [104].
For this reason, novel initiatives on image and video coding standardization have
also considered lightfield application scenarios. Notably, the JPEG working group
started recently a new study activity—known as JPEG Pleno [109]—targeting
richer image capturing, visualization, and manipulation. In addition, the MPEG
group started the third phase of free viewpoint television (FTV), in August 2013,
targeting SMV, free navigation and full parallax imaging applications [110].

However, introducing lightfield image and video applications with its appealing
functionalities will require to identify the requirements and challenges in this type of
systems, as well as to understand the users’ needs in terms of lightfield content
interaction. Regarding the challenges, to provide a lightfield representation with
convenient spatial resolution and viewing angles, a huge amount of data is required
and thus efficient coding is of utmost importance. In addition to this, as the imaging
technology moves toward richer representations, novel data representations are
essential to support the new applications and functionalities that arise [109]. In this
sense, a scalable coding architecture is desirable to support a very flexible scaling of
the lightfield content with a diverse range of consumption environments and devices.
Moreover, this makes it possible to accommodate in a single compressed bitstream a
variety of sub-bitstreams appropriate for users with different preferences and various
application scenarios: from the user who wants to have a simple 2D version of the
lightfield content without actively interacting with it; to the user who wants full
immersive and interactive 3D lightfield visualization. Additionally, providing sup-
plementary data—such as disparity/depth, ray-space, and 3D model—to be incorpo-
rated into the scalable bitstream is also important to support lightfield applications that
are adaptable to various display interfaces, e.g., stereo, multiview, super-multiview,
and also lightfield displays. Hence, it would facilitate the support for displays with
different sizes, and with larger number of viewpoints and angular resolutions. Another
important requirement is to provide backward compatibility with the current
state-of-the-art in image and video coding technologies so as to support interoper-
ability with the widely used 2D and 3D representation formats [109].

Towards the goal of identifying more powerful lightfield representation and
coding solutions, several image and video coding schemes have been recently
proposed in the literature for the lightfield with microlens array case and try to take
advantage of its characteristic planar intensity distribution to achieve more efficient
compression. Notably, as a result of the used optical system, the lightfield raw
image corresponds to a 2D array of microimages (MIs), also known as elemental
images, where both light intensity and direction information are recorded, as
illustrated in Fig. 2.11a. Due to the small baseline between adjacent microlenses

26 M. Domański et al.



used in the lightfield acquisition process, a significant cross-correlation exists
between neighboring MIs (see Fig. 2.11b).

In terms of the possible different ways to organize the lightfield data for coding
and transmission, the following three main approaches can be identified.

2.5.1 Lightfield Raw Data-Based Approach

This category corresponds to cases in which encoding and transmission of the
lightfield image are done in its entirety, represented as a 2D grid of MIs. For this, a
special lightfield prediction scheme is introduced in a state-of-the-art 2D codec to
exploit the nonlocal spatial redundancy between different MIs for improving the
coding efficiency. Figure 2.12 illustrates a basic coding diagram based on the
high-efficiency video coding standard (HEVC) [111] for introducing a lightfield
prediction scheme.

Fig. 2.11 Lightfield image captured with a focused setup camera using a 250 µm pitch microlens
array a Full image with resolution of 1920 � 1088; b Enlargement of 280 � 224 pixels showing
the array of microimages
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Fig. 2.12 Basic diagram for a lightfield raw data-based coding approach based on HEVC
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Following this approach, a scheme for displacement intra prediction, referred to
as self-similarity (SS) estimation and compensation, was proposed in [112] to
improve the performance of the H.264/AVC standard for lightfield image coding.
Later, in [113, 114], the authors proposed to introduce the SS prediction into the
HEVC standard for image and video coding so as to take advantage of the flexible
partition patterns used in this type of video codecs. In [115], the authors investigate
alternative nonlocal spatial prediction, and also propose to include a prediction
framework based on locally linear embedding into HEVC for lightfield image
coding. More recently, in [116], a displacement intra prediction with multiple
hypothesis method is proposed for both lightfield image and video content. Please
refer to the Chap. 6 for more details on this multiple hypothesis lightfield coding
method.

The advantage of these coding schemes is that they explore the particular cor-
relation of the lightfield content without requiring any explicit knowledge about the
used optical system (e.g., microlens’ size, focal length, and distance of the
microlenses to the image sensor). Although these parameters may be provided by
camera makers, many of them are highly dependent on the manufacturing process,
being different from camera to camera. For instance, the fabrication process results
in microlenses that may vary slightly in shape, size, and relative position, needing a
very careful and complex calibration process in the lightfield camera. For this
reason, using compression and rendering tools that are less dependent on these
calibration processes would be advantageous for supporting a vaster selection of
devices without increasing the complexity.

On the other hand, although these coding schemes achieve significant com-
pression gains when compared to the existing state-of-the-art alternatives, trans-
mitting the entire lightfield data without a scalable bitstream may represent a serious
problem since the user needs to wait until the entire content of each picture arrives
before it can be visualized, independently of the used type of display and level of
interaction the user may want to do with it.

2.5.2 Multiview-Based Approach

Some coding schemes propose to decompose the lightfield data into several
viewpoint sequences to be represented as a multiview video [117–119] which is
then coded with a standard multiview video coder, as illustrated in Fig. 2.13.
A viewpoint image (a.k.a. sub-image) represents an orthographic projection of the
complete captured scene in a particular direction, and can be constructed by simply
extracting one pixel with the same relative position from each MI. In [117–119], a
coding approach based on the multiview video coding (MVC) [74] extension of
H.264 standard is proposed to jointly exploit temporal motion and disparity
between adjacent viewpoint images. Therefore, the sequence of each viewpoint is
encoded using MVC by defining different scanning orders and coding
configurations.
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Although scalability and backward compatibility are guaranteed by using a
standard multiview video codec, a drawback of these coding schemes is that they
usually consider computer-generated sequences with a small number of viewpoint
images (up to 9), while this number is typically much higher for natural lightfield
content (usually, more than 50). Consequently, these coding schemes become more
complex and with a larger amount of header information, when applied to natural
content.

Since rendering viewpoint images usually produce very low-resolution images
with aliasing [120], an alternative to the multiview representation based on these
viewpoint images is presented in [121], as shown in Fig. 2.14. In this case, the
lightfield content is decimated into 2D views with larger resolution than viewpoint
images by using the rendering algorithms proposed in [103]. Hence, a scalable
coding solution is proposed to support backward compatibility with 2D represen-
tation (base layer) and also with the current stereo and multiview representation (in
one or more enhancement layers). Finally, the top enhancement layer supports the
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Fig. 2.13 Basic architecture for a lightfield coding scheme based on a multiview video codec
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entire lightfield content. For more details about this scalable coding approach,
please refer to the Chap. 6.

This scalable coding architecture is able to support a diverse range of con-
sumption environments and devices. On the other hand, the end-user still needs to
receive the entire lightfield bitstream to have a viewing experience with the novel
and appealing interaction functionalities supported by this type of content (such as
changing focus and depth of field).

2.5.3 Subsampled Grid of MIs Plus Disparity Approach

Other coding schemes propose to represent the lightfield data by a subsampled set
of MIs with their associated disparity information [122–125]. As first proposed in
[122], the grid of MIs is subsampled to remove the redundancy between neigh-
boring MIs and to achieve compression. Thus, only the remainder subsampled set
of MIs and associated disparity data are encoded and transmitted, as depicted in
Fig. 2.15a. At the decoder side, the lightfield data is reconstructed by simply
applying a disparity shift (in [123, 125]) or by using a depth-image-based rendering
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Fig. 2.15 Basic lightfield coding architectures for subsampled grid of MIs plus disparity approach
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(DIBR) algorithm modified to support the multiple MIs as input views in [124], and
followed by an inpainting algorithm to fill in the missing areas.

However, in real-world images, the disparity/depth information is estimated
from the acquired lightfield raw data, which introduces inaccuracies. Hence, the
quality of the reconstructed MIs—and, consequently, the quality of rendered views
—is severely affected by these inaccuracies at the encoder side. Additionally, due to
occlusion problems and quantization errors when (lossy) encoding this disparity/
depth maps, some synthesized MIs might present too many missing areas to be
filled, thus introducing even further inaccuracies. The reconstruction artifacts are
even more challenging for MI synthesis because of the small angle-of-view (which
is intrinsically limited by the pitch of the microlenses).

For this reason, instead of uniformly selecting the MIs, the selection is per-
formed adaptively in [123, 124], so as to obtain better view reconstruction. For this,
extra MIs are selected by identifying possible hole-causing regions, increasing
considerably the bits consumption. In [125], the entire lightfield image is also
encoded and transmitted in an enhancement layer, as shown in Fig. 2.15b, so as to
provide better rendering views. More details about this coding approach can be seen
in the Chap. 6.

The main advantage of incorporating the disparity information into the bitstream
is that it facilitates the support of a larger variety of displays and larger levels of
user’s interaction. However, a common characteristic of the aforementioned
approaches is that the quality of rendered views is negatively affected by the
inaccuracies in the synthesis of the missing MIs.

2.6 Free Navigation and Free Viewpoint Television

Free viewpoint television (FTV) is an interactive video service that provides the
ability for a viewer to navigate freely around a scene [19]. Such service is also
simply called virtual navigation or free virtual navigation. A viewer watches the
scene from an arbitrary direction and from virtual viewpoints on an arbitrary
navigation trajectory. At each virtual viewpoint, the corresponding view has to be
synthesized and made available at the receiver. At the same time instant, possibly
many viewers share the same FTV service, and each viewer navigates indepen-
dently. View synthesis may use either the distributed model where views are
synthesized independently in each receiver, or the centralized model where views
requested by all viewers are synthesized in the servers of the service provider. The
distributed model requires high transmission bandwidth in the server-to-viewer
downlinks and significant processing power of viewer terminals. On the other hand,
the centralized model suffers from delays in the bidirectional server-to-terminal
communications, similarly to networked gaming. Therefore, both models are con-
sidered for future applications.

An FTV system requires efficient techniques for multi-camera system calibration
and video correction, depth estimation, and view synthesis as pointed out in
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previous sections. In a practical FTV system, the number of cameras should be
limited, and therefore the distances between cameras are large. The cameras are
located around a scene, in a roughly circular camera setup (see Fig. 2.16).

Recently, the generic structure of FTV systems has been proposed as shown in
Fig. 2.17. Throughout this paper, we are going to use this structure that consists of
the following functional blocks:

• The video and audio acquisition system,
• The representation server that produces a visual representation of the spatial

dynamic scene,
• The rendering servers that serve the requests for the synthesis of video and audio

at particular virtual locations around a scene,

Fig. 2.16 Tripods with wireless camera modules designed and produced at Poznań University of
Technology © IEEE 2016

Fig. 2.17 The general structure of an FTV system—from [20, 21] © IEEE 2016
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• The user terminal.

The video and audio acquisition system has to provide data necessary to com-
pute the spatial representation of a scene. Except video and audio, the data include
also some depth information obtained either from pure multiview video analysis or
also from depth sensors. The depth acquisition using the depth sensors is con-
ceptually very attractive, but its practical application still faces severe problems
related to limited resolutions of the acquired depth maps, limited distance ranges,
additional infrared illumination of the scene, synchronization of the video and depth
cameras, and sensitivity to the environmental factors including solar illumination.
In particular, in this paper, we focus on the multiview recording of real events
where additional infrared illumination might be unacceptable. Therefore, the con-
siderations in this paper base on the assumption that the depth information is
obtained by the video analysis only, and the special depth sensors are not used.

The video and audio data together with the system calibration data are trans-
mitted via Link A that belongs to the contribution environment, thus needs the
high–fidelity compression. As the video data in Link A are yet neither calibrated
nor corrected, for video, standard single-view compression techniques may be used,
including both intraframe techniques like M-JPEG 2000 or HEVC All Intra, or
interframe studio profiles of AVC or HEVC. Note that simple FTV systems will
probably rarely use nonlinear edition as the FTV material does not need any choice
of the camera during the production process. The FTV video material does not need
camera changes and zooming, as that is done individually by a viewer. If the
nonlinear edition is not needed, there is also no need for the random frame access
and no need for small error accumulation in the multiple encoding–decoding cycles.
Therefore, the requirement to use the intraframe coding may be released, and the
standard interframe compression techniques may be used for video. In that way, the
requested bitrate may be significantly reduced but still the total bitrate will be
determined by simulcasting the video streams from multiple cameras plus the audio
streams from many microphones.
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Chapter 3
3D Content Acquisition and Coding

Dragan Kukolj, Libor Bolecek, Ladislav Polak, Tomas Kratochvil,
Ondrej Zach, Jan Kufa, Martin Slanina, Tomasz Grajek,
Jarosłw Samelak, Marek Domański and Dragorad A. Milovanovic

Abstract This chapter starts by addressing the impact of the inaccurate camera
system alignment on the spatial reconstruction accuracy and stereo perception. An
experimental study is described, using a stereoscopic camera setup and its deter-
ministic relations derived by trigonometry, spatial model, and basic stereoscopic
formulas. The significance of errors that can occur for possible cameras system
setup is analyzed in order to find the appropriate settings and physical constraints of
the camera system, which minimize the error. Then, the chapter presents an
overview of the compression tools used in current stereoscopic and multiview video
encoders. It includes the stereoscopic frame-compatible formats using spatial
multiplex in the side-by-side and top-and-bottom fashion; the video plus depth
representation, the layered coding approach, and multiview encoding. Furthermore,
an extension of multiview video compression for the arbitrary camera arrangements
is presented. The current status of MPEG exploration experiments of
next-generation video codec technologies is also outlined in the last section. First,
the UltraHD compression performance beyond HEVC is presented and second, the
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recent developments in HDR/WCG format conversion and coding are presented.
Finally, the testing procedures and 3D projection formats for 360° video are
addressed.

3.1 Introduction

The amount of acquired digital data is always increasing with novel 3D video
formats. Consequently, more demanding video coding schemes are required. The
evolution of video coding technologies is continuously pushing performance
boundaries and capabilities of existing and new codecs. In this technological
context, the following chapter presents an accuracy analysis of spatial reconstruc-
tion in stereo system design. Moreover, a comparison of 3D content coding tech-
niques available today with preliminary simulation results, and benchmarking of the
next-generation video codec is given.

The next section—3.2, prepared by Bolecek, Polak and Kratochvil, explores the
impact of the inaccurate camera system alignment on the spatial reconstruction
accuracy and stereo perception. A practical experiment with a stereoscopic camera
setup was carried out, where setup’s deterministic relations are derived by
trigonometry, spatial coordinates, and basic stereoscopic formulas. Authors tried to
reveal in the experiment how significant errors can occur for possible cameras
system setup and to find the appropriate settings and placement of the camera
system in order to minimize the error. In Sect. 3.3, written by Polak, Zach, Kufa,
Slanina and Kratochvil, an overview of the compression tools for stereoscopic and
multiview video available today is given. It includes a survey of novel coding
techniques including the stereoscopic frame-compatible formats using spatial
multiplex in the side-by-side and top-and-bottom fashion; the video plus depth
representation, the layered coding approach and multiview encoding. Further, an
extension of multiview video compression for the arbitrary camera arrangements is
presented. It generates the derivation of the disparity vectors from depth data for
sequences captured using cameras located on an arc. Extensive experiments on
widely recognized multiview test sequences are described. Then, as the most
important part of Sect. 3.3, there is an overview of currently available coding tools.
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In Sect. 3.4, written by Grajek, Samelak and Domanski, efficient modifications of
3D-HEVC codec toward arbitrary view setup are presented, with particular
emphasis on the arc view arrangement. The current status of MPEG exploration
experiments of next-generation video codec technologies is outlined in the last
section, which is prepared by Milovanovic and Kukolj. In its first part, the UltraHD
compression performances beyond HEVC are presented. In the second part, the
recent developments in HDR/WCG format conversion and coding are highlighted.
In the last part of this section, the testing procedure and 3D projection formats for
360° video are evaluated.

3.2 Effect of an Incorrect Camera Alignment
on the Accuracy of the Spatial Reconstruction
and Stereo Perception

The importance of obtaining spatial models of the objects from two-dimensional
photographs and scenes of the real world has been rising. For instance, digital
photogrammetry and computer vision deal with creating of these models, which can
be used in many areas of human activity. Photogrammetry allows reconstructing
the objects without physical contact with them and analyzes their characteristics
[1–3].

Among other factors, the 3D reconstruction of the object depends on the type of
the used camera system. In general, two systems can be considered. In the first one,
called as normal or stereo, mutual positions of the cameras differ only in their
horizontal position. The angles of mutual rotation between the cameras equal to
zero. In the second case, marked as generalized system, cameras have arbitrary
positions and angles of their mutual rotation are nonzero. In the remaining part of
this section, we will deal solely with a stereo system. The accuracy of 3D recon-
struction can be influenced by many factors. Inaccuracy in the camera model, in
exterior calibration and inaccuracy occurring at image processing are the
best-known factors [2]. In [3], influences of the stereo base with various sizes and
focal distance on the depth resolution are investigated. In this work, an accurate
determination of the mentioned parameters was considered.

Methods to guarantee the precise alignment were proposed in [4, 5]. Results
showed that the change of the stereo base has a higher impact on the overall
accuracy than changes in the focal distance. Another important factor influencing
achievable accuracy is the image discretization, to be more precise, the finite size of
the pixel [6, 7]. Another fundamental aspect is an accurate determination of the
corresponding points [8]. The depth of the object has a crucial impact on the
accuracy of spatial coordinates, which decreases quadratically with an increasing
depth. Hence, Kamencay et al. in [9] proposed a system with variable stereo base,
which, independently on the depth, has a constant error. Furthermore, the accuracy
in some specific issues is examined in [10, 76].
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In this section, the influence of various errors (occurring in the camera align-
ment) on the performance of 3D reconstruction is explored. For this purpose, a
geometric-based description and studies presented in [7, 11, 12] are used. The
problem of misalignments was investigated in [13]. Practical experiments reveal
that formulas in [12] are simplified and can be used only in special scenarios (e.g.,
the point lies on the horizontal axis of the image). Presented results extend the
original contribution of the work in [14] which contains examination of error in all
three spatial coordinates. Analysis of potential errors in all three spatial coordinates
depending on position of the point in the space and system parameters is presented
in detail. Furthermore, two possible views on the aspects influence errors coming
from camera alignment error are specified. To be more precise, two aspects are
considered: parameters of the sensing system and properties of the reconstructed
spatial point.

Remaining parts of this section are organized as follows. Equations for esti-
mating of errors caused by wrong camera alignment are deduced in Sect. 3.2.1.
Here, consequences of errors in camera alignment are mathematically analyzed.
Section 3.2.2 contains description of the influence of the camera system parameters
and spatial position of the object, while an experimental results discussion is given
in Sect. 3.2.3.

3.2.1 The Influence of Inaccurate Camera Alignment

Geometry of the camera has a direct impact on the accuracy of the 3D recon-
struction. There is considered a stereoscopic (normal) scenario. In this case, posi-
tions of the corresponding points differ only in horizontal position. Of course, it is
true at correct camera alignment. However, this assumption is not valid if the
cameras are not in normal (so-called perfect) position. Here, the corresponding
points cannot be found because they are being searched only in the same row.

In this study, the errors in camera alignment, represented by error angles α, β,
and γ, are explored. The considered scenario is clearly shown in Fig. 3.1, where
possible changes of parameters of the sensing system and changes in position of
captured objects are outlined.

The error in camera alignment influences the coordinate system. This causes
changes in image coordinates of the spatial points. In the first step, basic (general)
formulas to calculate errors in spatial coordinates (marked as ΔX, ΔY, ΔZ),
respecting incorrectly determined image coordinates (x02, y

0
2), are deduced. The

relation for the error in depth (ΔZ) was presented in [12]. Remaining equations to
calculate ΔX and ΔY are given in this study. In the second step, equations for
calculation of x02 and y02 are obtained. For this purpose, trigonometric functions are
used, which are coming from considered geometric situations.
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Theory Background

First, formulas to calculate spatial coordinate (Z) for two scenarios of camera
alignment (with and without error) are presented. Both equations were obtained
from the basics of stereophotogrammetry theory [15, 12]:

Ztrue ¼ fc
B

x02 � x1
� 1

� �
ffi fc

B
x02 � x1

� �
; ð3:1Þ

Zobs ¼ fc
B

x2 � x1
� 1

� �
ffi fc

B
x2 � x1

� �
; ð3:2Þ

where Ztrue and Zobs are the real (true) and observed absolute depth from image
plane to the object, respectively, fc is the focal length of both cameras, B marks
horizontal distance between the cameras (stereo base), x1 and x2 are the true
(correct) positions of the measured point in the first image (captured by the first
camera) and second image (captured by the second camera), respectively, and x02

Fig. 3.1 Vision system with two cameras with possible fault angles α,β,γ
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is the observed error position of the particular pixel in the second image (captured
by the second camera at incorrect rotation).

The error of spatial coordinate ΔZ can be calculated as a difference between the
observed and real depth of the point [14]:

DZ ¼ Ztrue � Zobs: ð3:3Þ

After substituting (3.1) and (3.2) into (3.3), the following mathematical opera-
tions are executed:

DZ ¼ fc
B

x02 � x1

� �
� fc

B
x2 � x1

� �
;

DZ ¼ fcB
x2 � x02

x02 � x1
� �

x2 � x1ð Þ ;

DZ ¼ Ztrue
x2 � x02
x2 � x1

� �
:

ð3:4Þ

From (3.4), it is clearly visible that occurring error in the spatial coordinate
depends on the incorrect horizontal position in the second image (x02).

In the next steps, general formulas for ΔX and ΔY [14] are obtained:

Xtrue ¼ B
x2

x2 � x1
� 1

� �
ffi B

x2
x2 � x1

� �
; ð3:5Þ

Xobs ¼ B
x02

x02 � x2
� 1

� �
ffi B

x02
x02 � x2

� �
; ð3:6Þ

where Xtrue and Xobs are the real (true) and observed absolute spatial horizontal
coordinates, respectively. The general form of ΔX can be expressed as [14]

DX ¼ B x2 x02 � x2
� �� x02 x2 � x1ð Þ� �
x2 � x1ð Þ x02 � x2

� � : ð3:7Þ

Finally, the equation for ΔY was derived

Ytrue ¼ B
y

x2 � x1
� 1

� �
ffi B

y
x2 � x1

� �
; ð3:8Þ

Yobs ¼ B
y0

x02 � x2
� 1

� �
ffi B

y0

x02 � x2

� �
; ð3:9Þ

where Ytrue and Yobs are the true (real) absolute spatial vertical coordinates, and
Yobs is the observed absolute spatial vertical coordinate.

Based on previous steps, the final general formula of ΔY will be
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DY ¼ B y x02 � x2
� �� y0 x2 � x1ð Þ� �
x2 � x1ð Þ x02 � x2

� � : ð3:10Þ

The vertical image coordinate (yim) can also be changed. Such change introduces
a problem which was not considered before [12] and moreover, this parameter is
not included in Eqs. (3.1) and (3.2). However, the change of vertical position can
cause that the corresponding point will be not found.

Errors in the Rotation of the Camera

In this section, errors in image coordinates caused by incorrect camera alignment
are derived, based on the geometric model of considered scenarios. At the begin-
ning, attention is focused on the error in roll with rotation angle α between two
cameras. Let assume that the first camera is perfectly calibrated. In this case, its
optical axis is the same with axis z. Optical axes of the second camera are parallel to
the optical axes of the first camera, but the second camera has incorrect calibration.
Hence, the error is in the angle α. Taking into account the error in image coordi-
nates and previously derived expressions (3.4), (3.7) and (3.10), errors in all spatial
coordinates, caused by error angle α, can be calculated as

DZa ¼ Ztrue
X2 cos a� 1ð Þ � Y sin a

B
; ð3:11Þ

DXa ¼ BX
XþB cos aþX cos aþ Y sin a

� X; ð3:12Þ

DYa ¼ XY þB2 sin aþ Y2 sin a� BX sin a� XY cos a
X þB cos aþX cos aþ Y sin a

: ð3:13Þ

Now, we consider that the calibration of both cameras is perfect. However, at the
configuration of the second camera, we assume an error for a certain rotation angle
β about a line which is parallel to the bar. It is important to mention that the epipolar
line is no longer parallel with the bar [14]. After basic mathematical operations,
errors in all spatial coordinates, caused by error angle β, can be expressed as

DXb ¼ Y þ BXZ
XZ 1� cos bð Þ � Bfc � Xfc þBZ cos bþBY sin b� XY sin b

;

ð3:14Þ

DYb ¼ Y þ
B Yfc

cos 2b
2 þ 0:5

� 	
� Zfc cos b sin b

� 	

Xfc
Z cos b�fc þY sin bþ fc B�Xð Þ

Z

� �
Z cos b� fc þ Y sin bð Þ

; ð3:15Þ
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DZb ¼ XZ2

B Z cos b� fc þ Y sin bð Þ �
XZ
B

: ð3:16Þ

Finally, we assume that the first camera is again perfectly calibrated, but its
optical axis represents the z-axis of the ordinate system with the center in the focus.
However, in the calibration of the second camera is an error at a certain rotation
angle γ about the y-axis [14]. In such case, errors in all spatial coordinates will be

DXc ¼ Y �
B� Xð Þ Z2 sin 2c

2 þX2 sin c� XfcþXZ cos c� cos 2c
2 þ 0:5

� �� �� 	
Bfc � Xfc � BZ cos c� BX sin cþXZ cos 2c

2 þ 0:5
� � ;

ð3:17Þ

DYc ¼ Y � BYZ

Z
Xfc

cos c
2ð Þþ 0:5ð Þ�Zfc cos 2c

2

Z cos c�fc þX sin c þ fc B�Xð Þ
Z

� � ; ð3:18Þ

DZc ¼
Xfc

cos c
2 þ 0:5

� �� Zfc cos c sin c
Bfc Z cos c� fc þX sin cð Þ � XZ

B
: ð3:19Þ

3.2.2 Influence of the Camera System Parameters
and Spatial Position of the Object

In the following experiments, the impact of camera system parameters as well as
influence of object position on errors caused by incorrect camera alignment is
explored. Dependencies of the errors in spatial coordinates on the parameters of the
sensing camera system and on the position of the point in the scene are studied first.
After that, the dependency of the accuracy on the positions of the object in the scene
is explored.

The study of errors in spatial coordinates is important, because spatial coordi-
nates are the final output of 3D reconstruction which is independent of the content
of image and used 3D display. These coordinates are calculated from image
coordinates of the corresponding points. It is evident that possible errors in spatial
coordinates depend on the occurring errors in image coordinates. The spatial per-
ception is important in the evaluation of the video quality and it is directly affected
by errors in image coordinates. Nevertheless, the spatial coordinates are used for
their generality and independence.

The stereo camera system, used in this study, can be characterized by two
parameters: horizontal distance between cameras, called as stereo base (B), and
focal length (f). The influence of the focal length on the error in determining the
spatial coordinates (X, Y, Z) was observed within the range from 6 to 100 mm.
The viewing angle decrease is less than 28° for a focal length higher than 180 mm.
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The using of teleobjective for stereo is typical for images acquired by satellites.
Altogether, five values of error angles are considered: 0.2, 0.5, 1, 2, and 3. Obtained
results are shown in Fig. 3.2. In all graphs, relative errors Xrel are plotted because
more aptly inform about error severity. It is calculated as dX ¼ dXabs=Xð Þ 100,
where δXabs is the absolute error, and X is a given variable. It is visible that relative
errors of all spatial coordinates are independent on the focal length for the error
angle α. Such outcome is caused by that the focal length does not appear in the
equations for error calculation in the image coordinates for the error angle α. In the
case of the error angle pitch β, the situation is opposite, because the errors for all
coordinates are increasing with the increasing focal length. Once again, the worst
relative error occurs for the vertical spatial coordinate Y. Here, occurring errors
depending mainly on the size of the focal length and on the size of error angle.
Finally, errors for X and Z coordinate are growing with the increasing value of angle
yaw γ. The worst Xrel can be found for the spatial coordinate Z. It is an interesting
fact that errors in the spatial coordinates X and Y for the pitch are practically
independent on the size of error angle.

From the viewpoint of obtaining 3D video, there is a critical error in the image
vertical coordinate. The formation of the stereoscopic 3D effect is not possible due to
the change of the vertical position in one image disallows, because the 3D effect is
based on the condition that both eyes see the same object in various positions
(horizontal positions only) of their view. Human eyes always see the object in the
same vertical position whereas; the change of horizontal positions defines the dis-
tance from the observer. Consequently, possible errors in the horizontal coordinates
are not so critical. Errors of the corresponding point in horizontal position cause only
wrongly perceived depth while the loss of vertical conformity is resulted in the loss
of the 3D effect (because of loss of correspondences). In the image processing,
corresponding points are searched only in the same row of the stereo images. It is the
reason that why correspondence for the error in the vertical position was not found.

The influence of the stereo base length B on the error in the determination
of spatial coordinates (X, Y, Z) was examined in the range from 35 mm to 1.2 m.
The especially interesting baseline length is approximately 70 cm. The length of the
stereo base directly influences the perceived spatial effect. Longer stereo baseline
causes more significant stereo perception in longer distance. All obtained results are
plotted in Fig. 3.3. It is visible that errors in spatial coordinates are practically
independent on the stereo base for the roll. The error is decreasing with the
increasing stereo base for the pitch. Moreover, this decrease in the small length of
the stereo base causes the most harp form in the obtained curve. Stereo base longer
than 50 cm is optional from the view of the accuracy of 3D reconstruction.

Dependences of the accuracy on the positions of the object in the scene are
shown in Figs. 3.4, 3.5 and 3.6. The highest errors occur for the yaw, but errors for
the yaw are independent on the vertical positions of the object. Observed depen-
dencies are increasing with the increasing object distance from the origin of the
coordinate system. Therefore, the sensing of the object in the proximity of cameras
is advantageous for the minimization of the danger of the errors. This requirement is
unfortunately in conflict with the requirement for relative long stereo base.
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3.2.3 Remarks

In this section, the influence of an inaccurate camera system alignment on the 3D
reconstruction accuracy and stereo perception was studied. Attention was devoted
to the camera system parameters, namely, stereo base and focal length of cameras
(marked as B and f). This study extends previous work in this field [14, 12].

Relative error of all spatial coordinates for all considered errors in alignment was
investigated. Results revealed that the usage of the stereo base longer than 50 cm is
a good compromise for the minimization of errors in 3D reconstruction. The roll
error is independent on the parameter of the sensing system whereas error pitch is
decreasing for the focal length and with the increasing stereo base. The influence of
the position of the spatial point in the spatial coordinate system was explored too.
Regarding the obtained results, it is observed that:

• The yaw (γ) between the cameras has the highest influence on the accuracy of
the spatial coordinate X.

• The size of the angle between the yaw (γ) of the cameras has high influence on
the error of the coordinate X.

• The accuracy of the spatial coordinates Y and Z is very sensitive on the pitch (β)
and on the yaw (γ) between the cameras, respectively.

3.3 Compression Tools for Stereoscopic
and Multiview Video

The recent decade in the field of Digital Video Broadcasting (DVB) and multimedia
video systems can be characterized as “the decade of significant revolution”. One of
the important milestones in this revolution is related to display technology and new
television (TV) services, including Three-Dimensional TV display technology
(3DTV). The idea of a 3DTV (stereoscopic) display was presented for the first time
by Sir Charles Wheatstone in 1838 [16]. With the advancement in modern
stereoscopic display technologies both in the cinema and at home, 3D TV has been
receiving a lot of interest apparently after James Cameron’s blockbuster 3D movie
Avatar, released in 2009.

Since then, the interest for stereoscopic multimedia content has been increasing
in many fields including TV broadcasting, visualization, medicine and security.
In all these fields, ensuring an appropriate visual quality of 3D video is among the
most important issues. The techniques of capture, post-production, coding, trans-
mission, decoding, and display are the key factors which influence the overall
quality of experience (QoE) of 3D video [17–23].

In this section, an overview of the available compression tools for stereoscopic
and multiview video is provided. This is an extremely important component from
the video image quality point of view. First of all, in Sect. 3.3.1, the basic
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stereoscopic frame-compatible formats are briefly described. Section 3.3.2 presents
an overview of the dominant compression tools, applicable to 3D video.
A comparison of performance of the considered compression tools and their flex-
ibility is provided in Sect. 3.3.3. Finally, Sect. 3.3.4 emphasizes the main findings
of this survey.

3.3.1 Stereoscopic Frame-Compatible Formats

Frame-compatible formats define the arrangement of the left and right images in a
spatial multiplex, which results in an image which can be treated like a normal High
Definition TV (HDTV) image by the demodulator and compression decoder in the
receiver [24, 25]. For the final 3D image, the left and the right images are packed
together in the samples of a single video frame. In such format, half of the coded
samples represent the left view and the other halves represent the right view.
Consequently, one full coded frame consists of two coded frames with half the
spatial resolution of a full single-view frame. For packing of the left and the right
images, there exist several basic methods, such as side-by-side (SbS),
top-and-bottom (TaB), and quincunx (“checkerboard”), as shown in Fig. 3.7.

“The SbS format is defined as the arrangement of the frame-compatible spatial
multiplex such that the horizontally anamorphic left-eye picture is placed in spatial
multiplex to occupy the first half of each line, and the right-eye picture is placed in
the spatial multiplex to occupy the second half of each line” [24]. It means that for,
e.g., 1280 × 800 pixels in a full frame the left view and the right view multiplexed
in the frame consist of 640 × 800 pixels each. The main advantage of the SbS
format is in its simplicity, low bandwidth requirements, and use of passive 3D
glasses. However, its main disadvantage is decreased QoE due to reduced
horizontal resolution of the frames corresponding to each of the views [26].

Fig. 3.7 Common 3D frame-compatible formats: side-by-side (SbS), top-and-bottom (TaB), and
quincunx (“checkerboard”). Symbols “triangle” and “square” correspond to the samples
belonging to the left view and right view images, respectively (based on [32])
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“The (TaB) format is defined as the arrangement of the frame-compatible spatial
multiplex such that the vertically anamorphic left-eye picture is placed in the
spatial multiplex to occupy the first (top) half of a single HDTV video frame, and
the right-eye picture is placed in the spatial multiplex to occupy the second (bottom)
half of a single HDTV video frame” [24]. Consequently, the TaB format is almost
the same as the SbS; however, frames for each eye are scaled down vertically. It
means that for, e.g., the frame resolution of 1280 × 800 pixels, the left view and the
right view are both scaled down to the spatial resolution of 1280 × 400 pixels.

A quincunx is a geometric pattern containing five coplanar points, four of them
forming either a rectangle or a square with the fifth point being at its center. The
“checkerboard” (quincunx) sampling [23] can be applied to each view, with the two
views interleaved in alternating samples in both the horizontal and the vertical
dimension (see Fig. 3.7). The pixels are then packed in SbS or TaB for transmis-
sion. The stereoscopic TV separates the respective interleaved images and displays
them sequentially (half resolution images). The main drawback of this format is in
the increased unwanted artifacts, at least without enhancement metadata. Moreover,
it requires active shutter glasses to be used with the display. If the 3DTV does not
include an appropriate decoder, then enhancement of metadata is ignored. This is
the main reason why this format is not preferred for 3DTV broadcasting [27].

If the presentation device cannot process and display the SbS format, then 3D
content can be converted to sequential form in a straightforward manner. In prin-
ciple, for the left view and the right view, each frame of the stereoscopic content is
split into two temporally successive subframes. In order to create a sequential
stereoscopic content, the left and the right parts of a typical SbS frame are stretched
from 640 × 800 to 1280 × 800 pixels—involving upscaling and interpolation of
pixel values. Such conversion results in doubling the frame rate.

Based on the features of SbS and TaB formats, it can be concluded that both
formats are appropriate for TV sets with active 3D glasses. On the other hand, using
passive 3D glasses is better for the TaB format because passive 3DTV systems, in
general, reduce the vertical frame resolution by a half.

Using content conforming to the SbS to be displayed by a stereoscopic display
with passive glasses is currently the worst case scenario since half the resolution is
lost in horizontal direction due to frame packing, and then half the resolution is lost
in the vertical direction due to differentiation of odd and even lines for different
light polarization in order for the two views to be correctly separated by the glasses.

The main advantage of the above described stereoscopic formats is their com-
patibility with the widely deployed delivery infrastructure (encoding, signal pro-
cessing, transmission, reception, signal processing, and decoding) and broadcasting
systems. In advance, the deployed and emerging compression tools can be also
applied to such video formats [28]. On the other hand, the main disadvantage of
such processing and representation of stereoscopic content is the loss of temporal or
spatial resolution. Furthermore, in order to correctly distinguish between the left
view and the right view and to perform deinterleaving, an “out-of-band” signaling
is necessary. More details can be found in [23].
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Frame Sequential Stereoscopic Format

Sequential stereoscopic format, sometimes marked as “page-flip”, is the simplest
3D format available. A frame sequential signal in full spatial resolution picture is
carried at typically 120 frames per second, corresponding to a 60 Hz progressive
scanning format for each of the two views. The frames are arranged into a sequence
and received as left/right/left/… frames. Such solution does not need additional
signal processing for the decoding of the received signal in the 3DTV receiver. This
is the reason why this 3D format is the simplest in terms of display pre-processing
when used as an input to a 3DTV receiver with active shutter glasses stereoscopic
display approach. As already mentioned, the successive frames in a sequence are
intended for different eyes. To be more precise, particular left view frames are
shown only to the left eye, whereas the right view frames are shown only to the
right eye at the same time. This causes that 3D content, sent at 120 frames per
second (fps), for instance, is actually displayed at 60 fps for each eye. The main
advantage of the frame sequential format, apart from its simplicity, is an expectation
of high QoE (no spatial resolution losses in horizontal and vertical dimensions).
However, among its disadvantages are the requirements for active shutter stereo-
scopic glasses and demand for a higher bandwidth [29].

Video Plus Depth (V + D)

Video plus depth (one stream with associated depth map, marked as “V + D”) is
another class of 3D formats. It contains a video signal and a per-pixel depth
map. Additional depth data (either monochromatic or luminance video signal) for
each pixel can be generated from either calibrated stereo or multiview video by its
depth estimation. The depth range that can be described by the depth map is
restricted to the minimum (znear) and maximum (zfar). This range is typically
described by 8-bit values. Consequently, the nearest and farthest points are repre-
sented by the values 255 (znear) and 0 (zfar), respectively, such as a gray scale image.
Such depth images in a sequence can be converted into a YUV 4:0:0 format video
signal and processed by a desired video compression tool [30, 28].

The main advantage of the V + D format can be found in the advanced possi-
bilities of stereoscopic signal processing (e.g., to modify the level of depth
perception related to display size or viewing distance). However, its main drawback
is nontrivial processing needed to obtain a depth map from a pair of aligned video
sequences captured by a stereo camera. Moreover, the accessibility of stereo signals
by this format is limited. More details about video plus depth can be found in
[28, 31, 32].

3.3.2 Compression Tools for Stereoscopic Video

The stereoscopic content is subject to several processing steps with variability in
their setup. The technique of capturing and depth map presentation as well as
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applied display technology directly influences the overall picture quality of 3D
video content [20, 33]. Thanks to increasing data volume in multimedia content,
appropriate video codecs whose performance meets with video image quality,
device compatibility, and hardware and software complexity are necessary [34, 18,
20, 22].

In this section, the performance of the currently available compression tools for
stereoscopic and multiview videos is evaluated and compared by 2D objective
video quality metrics. We consider video coding algorithms available in ITU-T
H.26x Recommendations, namely, H.264 AVC, H.265 HEVC, and their multiview
(MV) extensions, namely, MVC and MV-HEVC. Furthermore, we consider the
possibilities of coding media for the two views independently, using symmetrical or
asymmetrical approach.

Symmetrical and Asymmetrical 3D Video Coding

As mentioned above, methods to compress 3D video content and related depth
map play a key role in guaranteeing a certain perceptual quality level in 3DTV
services. Generally, compression techniques can be symmetrical or asymmetrical.
The symmetrical 3D video compression is based on applying any 2D video coding
tool on the left and on the right images independently. However, synchronization
for playback between the two views should be maintained. The relatively low
computational complexity of decoding is the main advantage of such solution since
no inter-sequence prediction is employed in the compressed bitstream. On the other
hand, higher (double) bandwidth to transmit two 2D streams is its main disad-
vantage [35].

In asymmetrical 3D video compression, different compression tools may be used
for the left view and the right view. As a result, target bitrates in both views can be
different. Although the view with lower bitrate has lower decompressed 2D video
quality, the perceived binocular visual quality is still similar to the symmetrical 3D
video coding [35]. Hence, asymmetrical 3D video compression is mainly based on
the advantage of the human visual system (the perceived quality of the joined left
and right views with different quality is close to the higher quality view) [36]. It can
be concluded that in symmetrical compression, the required time for compression/
decompression is almost the same whereas for asymmetrical compression the time
for decompression of each view may differ.

Advanced Video Coding (AVC)—H.264

Advanced video coding (AVC) [37] is a result of joint collaboration of
International Telecommunication Union (ITU) and Motion Picture Experts Group
(MPEG). Since its standardization in 2003, it has become the gold standard of video
encoding. AVC is used for distribution of the content in DVB systems and on the
Internet, as well as a storage format on Blu-Ray discs. AVC has a wide variety of
profiles and levels to reflect the demands of different delivery scenarios, from small
devices such as smartphones with limited resources up to high-quality scenarios
with 4 K resolution. In this study, AVC is mainly used as a benchmark to other

3 3D Content Acquisition and Coding 59



video coding algorithms. In order to encode used video sequences according to
AVC standard, an open-source implementation was used—x264 [38]. Compared to
the reference JM implementation [39], x264 offers good performance in terms of
rate-distortion efficiency, computational speed, a broad variety of settings, and
cross-platform compatibility.

Multiview Video Coding (MVC)—H.264 Annex H

Multiview Video Coding (MVC) is an extension of AVC standardized for the
first time in 2010. In addition to AVC, new features and coding tools are available
to process more than one view. New syntax was added to take advantage of new
inter-view prediction mode. In 3D video capture setup, both views belong to the
same scene. Therefore, there is a correlation between the different views. In such a
case, one of the views can be used as reference for encoding the other view, which
can lead to increase of coding efficiency compared to encoding the views inde-
pendently. An example of inter-view prediction is depicted in Fig. 3.8. The inter-
view prediction enables to lower the bitrate while preserving the quality for all the
views used [40]. However, the additional syntax may lead to increase of the final
bitrate due to increased overhead volume.

As a tool for encoding the video sequences conforming to the MVC standard, the
FRIM encoder [41] was used. FRIM serves as a free MVC encoder and is available
on MS Windows platform. The main advantage of FRIM compared to the reference
JMVC encoder [42] is the possibility of direct setting of target bitrate and higher
computational speed.

High Efficiency Video Coding (HEVC)—H.265

High Efficiency Video Coding (HEVC) [43] is a direct successor to H.264/AVC.
It is built on the same basics as AVC; however, the coding tools are improved to
require just half of the AVC bandwidth with preserving the same perceivable video
quality. The new features include improved basic coding structure called Coding
Tree Unit (CTU) with size up to 64 × 64 pixels, new directional modes for
intra-picture prediction, Content-Adaptive Binary Arithmetic Coding (CABAC) as
the only entropy coding, Sample Adaptive Offset (SAO) filter, and other
improvements. However, the increase of the video quality is at the cost of higher
both encoder and decoder complexity, which leads to increase of computational
demands. The main advantage of HEVC compared to AVC is high-quality sce-
narios up to 4 K (3840 × 2160) and 8 K (7680 × 4320) resolution. HEVC does

Fig. 3.8 Principles of
inter-view prediction for two
views (based on [40])
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not have implicit support for 3D or multiview video content encoding, therefore,
each view has to be treated separately.

To encode the video content in accordance with HEVC standard, its reference
implementation—the HM reference model [44]—was employed. The reference
implementation offers wide variety of settings, and its source code is easily mod-
ifiable, which makes it widely used in research.

Multiview High Efficiency Video Coding (MV-HEVC)

Similarly as MVC, Multiview High Efficiency Video Coding (MV-HEVC) is
based on the single-view variant of the codec. The coding tools of MV-HEVC are
the same as in HEVC, and the main changes are made in syntax only, to provide the
support of encoding more than one view. The inter-view prediction mode is also
available in MV-HEVC. In addition, the syntax changes also allow for using both
multiview and scalable video encoding [45].

As a software tool to encode the 3D video sequences according to MV-HEVC,
the reference implementation of the standard MVHM v15.1 [46] was used.
The encoding core is pure HM reference model; however, additional settings enable
to opt for encoding the input video sequences as 3D or multiview video content.

3.3.3 Performance Analysis of Compression Tools

In this section, the quality of the encoded/decoded stereoscopic videos by the
compression tools listed in previous sections is evaluated and discussed. All the
selected algorithms use raw video data only as their inputs. Consequently, no depth
map is necessary. The results presented in this section are a continuation of previous
work [22].

Video Sequences

To demonstrate the encoding/decoding [47] performance of the considered
compression tools, several short 3D video sequences were used. As source
sequences, we used eight video sequences available in databases [48] (Fig. 3.9a, c,
d, e, f, g, h and [49] (Fig. 3.9b). All the sequences had Full HD resolution of
1920 × 1080 pixels in each frame (1080p) of one view stream, 25 frames per
second. The total length of each sequence was 10 s. The selected sequences cover a
wide variety of scene characteristics which are represented by the Temporal
Information (TI) and Spatial Information (SI) parameters (see Fig. 3.10). These
parameters were calculated according to ITU-T P.910 [50].

For a symmetrical scenario, sequences (a) to (h) depicted in Fig. 3.9 were used;
in case of asymmetrical video coding, we used sequences (e) to (h).
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Encoding Parameters Settings

For the symmetrical 3D video coding, four quality levels were considered,
defined by a concrete bitrate. The bitrate values varied from 0.5 to 4 Mbps per view.
Consequently, the total bitrate for the complete stereoscopic sequence is double.
Additional parameters of the encoders were selected to follow the values recom-
mended in the documentation of the encoders. Video encoder settings used in this
study is clearly presented in Table 3.1. Symbol “/” denotes a default setting.

In the case of asymmetrical 3D video coding, a different approach was used. We
consider a scenario, where the left view is always encoded using H.264/AVC at a
static bitrate 10 Mbps (typical value for Satellite Digital Video Broadcasting

Fig. 3.10 SI and TI values
of the used 3D test video
sequences

Fig. 3.9 Preview of the used 3D test video sequences
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(DVB-S) of Full HD content). The additional right view is encoded compliant to
H.265/HEVC with bitrate values in the range from 250 kbps to 1 Mbps. The left
view is considered as a backward-compatible video stream, and the right view can
be broadcasted as an extending service for compatible devices.

2D Objective Quality Metrics

To evaluate the quality of the test video sequences, compressed by the above
briefly introduced video codecs, established 2D objective metrics were used,
namely: Peak Signal-to-Noise Ratio (PSNR) [51], Structural Similarity Index
(SSIM) [52], and Video Quality Metric (VQM) [53]. The PSNR, typically
expressed in logarithmic (dB) scale, is the ratio between the maximum power of the
signal (reference) and the power of distorting noise in an image [51]. The SSIM
index is a full reference objective metric which measures the similarity (luminance,
contrast, and structure) between two images (reference and compressed). It is based
on the human visual system (HVS) [52]. Finally, VQM is an advanced video
quality metric which measures the perceptual effects (impairments) of the video.
Output values from this metric have a high correlation with scores from subjective
quality metrics [53].

A performance comparison of the used video codecs, evaluated by 2D objective
quality metrics, is clearly shown in Figs. 3.11 and 3.12. Each row is related to one
test video sequence, containing an evaluation of PSNR versus bitrate, SSIM versus
bitrate, and VQM versus bitrate, respectively. Higher PSNR and SSIM values
reflect higher video quality while low VQM values denote high video quality. All
the described 2D video quality metrics were applied to 3D videos [54]; hence, such
metrics were computed for the left and for the right view separately. Results for the
left view only are plotted in Figs. 3.11 and 3.12, because results for both views
showed minimal differences.

Symmetrical 3D Video Coding—Performance Analysis

Compression efficiency of the video codecs with similar features (AVC and
MVC; HEVC (H.265) and MV-HEVC) are comparable for Basketball video
sequence. Small differences are visible only in SSIM values (see Fig. 3.11b).
Overall, HEVC and MV-HEVC outperform AVC and MVC.

Table 3.1 Encoding parameters settings [22]

Parameters

Codec Version of the
encoder

Profile Level Preset Motion estimation
range

AVC x264-r25697 High 5.1 Very
slow

/

MVC x64 1.25 High 4.0 1 /

HEVC HM 15 Main 5.1 / 64

MV-HEVC HTM 15.1 Main None / 64
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Fig. 3.11 Mean PSNR, SSIM, and VQM values versus video bitrates for sequences Basket,
Poznan Hall, Train, and Wishing Well
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Fig. 3.12 Mean PSNR, SSIM, and VQM values versus video bitrates for sequences Statue-Flag,
Bicycle-Stand, Parklands and Piano-Player
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Higher differences between the performance of new video codecs (HEVC and
MV-HEVC) and their predecessors (AVC and MVC) are visible for the Poznan
Hall video. All objective values for the HEVC and MV-HEVC are practically the
same while differences for AVC and MVC are gradually increasing from 2 Mbps
approximately. The higher performance of MVC, in comparison with AVC, can be
explained by a dominant global motion in the scene.

The Train video sequence is characterized by high SI and low TI values.
Probably, such features can play a key role in that the classical compression tools
(HEVC and AVC) have higher performance than their multiview versions.
Moreover, AVC codec outperforms both advanced HEVC and MV-HEVC codecs.

Different performance between the AVC and HEVC codecs is visible for the
Wishing Well video sequence. The MVC definitely outperforms the AVC codec. On
the other hand, HEVC is slightly better than its MV extension. Interestingly, their
performance at lower bitrates is comparable.

The same performance analysis has been carried out for video sequences Statue-
Flag, Bicycle-Stand, Parklands, and Piano-Player, and the corresponding results
are shown in Fig. 3.12. The Statue-Flag is characterized by high SI and TI values
(see Fig. 3.10). All considered objective metrics show high performance of HEVC
codec whereas the difference between MV-HEVC and AVC codecs is negligible.
Interestingly, the worst values from objective metrics are assigned to the MVC
codec. For content Bicycle-Stand, both HEVC and MV-HEVC outperform their
predecessors (AVC and MVC). Only VQM metric for the bitrate values higher than
2 Mbps shows comparable performance for AVC, HEVC, and MV-HEVC.

Analysis of objective metrics for the video sequence Parklands, which has the
highest SI value, shows the same performance of all considered video codecs as
previously in the case of video sequence Train. Such a phenomenon can be
explained by similar high values of Spatial Index. Interestingly, almost the same
performance of AVC, HEVC, and MV-HEVC can be observed in the case of video
sequence Piano-Player. This video sequence has the highest TI value. All the
mentioned video codecs outperform multiview version of AVC (MVC) for all
considered bitrates.

In general, the PSNR results show comparable performance for codecs with
similar features (AVC and MVC; HEVC and MV-HEVC). Furthermore, results
from 2D objective quality metrics proved theoretical assumption that HEVC and
MV-HEVC perform better than AVC and MVC compression algorithms. However,
results also showed that this possible gain of multiview coding is highly dependent
on the content of the considered video sequence.

Asymmetrical 3D Video Coding—Performance Analysis

Asymmetrical approach offers the possibility of encoding each view separately
using different coding algorithms [55]. In this scenario, we encoded the left view at
a constant bitrate using AVC, the right view was encoded using HEVC (see sub-
section 3.3.3). The values of computed video quality metrics for left view can be
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found in Table 3.2. When taking a look at the values, it can be seen that the scores
give evidence of a good quality sequence.

The objectively measured quality for the HEVC encoded right views is depicted
in Fig. 3.13. Once again, the x-axis shows the bitrate values, vertical axis depicts
the objective quality scores. For example, video sequence Bicycle-Stand always
achieves higher scores than other sequences. This is in accordance with the fact that
this sequence has comparatively low temporal activity (see Fig. 3.10), with respect
to other sequences. In general, due to the fact we used lower bitrate range for this
scenario, we achieved lower objective ratings. However, as stated in [35], the 3D
video quality experience as perceived by the real viewer might be similar as when
using both views encoded to the same quality.

3.3.4 Remarks

This section presented the different frame formats of stereoscopic video content to
be used in 3DTV broadcasting services, in online streaming, stored on magnetic or
optical media, and more. It is clear that the frame formats have a direct impact on
the perceived visual quality, mainly due to their tendency to influence the spatial
resolution of the transmitted content.

Furthermore, the different mainstream video coding algorithms and standards
available for either asymmetrical or symmetrical compression of stereoscopic

Fig. 3.13 Mean PSNR, SSIM, and VQM values versus video bitrates for asymmetrical 3D Video
Coding

Table 3.2 Objectively measured quality of the left views in asymmetric scenario

Sequence name PSNR [dB] SSIM [-] VQM [-]

Statue-Flag 34.48 0.935 0.381

Bicycle-Stand 37.56 0.925 0.198

Parklands 32.97 0.914 0.334

Piano-Player 35.01 0.934 0.387
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content were described. A simple experimental evaluation shows that an absolute
comparison of the different codecs is hardly possible since a very significant content
dependence is observed. Thus, the benefit of using a stereoscopic or multiview
extension of a video compression standard does not necessarily lead to a tangible
increase in the perceptual quality.

3.4 Multiview Video Compression for Arbitrary Camera
Locations

As mentioned earlier in this book, 3D-HEVC [56] is the state-of-the-art compres-
sion technology for 3D video in “multiview video and depth” format (MVD) [57].
The technology has been developed by Collaborative Team on 3D Video Coding,
Extensions Development (JCT-3V), formed by ISO/IEC and ITU-T members. This
technology is incorporated into the HEVC standard (High Efficiency Video Coding)
as Annex I of ISO/IEC MPEG-H Part 2 and ITU-T Recommendation H.265.

The 3D-HEVC is built on the top of the MV-HEVC [56] codec. The MV-HEVC
codec utilizes inter-view prediction between the views. In other words, the side
views are used as another source for inter-prediction, just like previous frames of
the same view are used for motion compensated inter-prediction. It should be
stressed here that no information about scene structure (e.g., depth maps) is used
during encoding with MV-HEVC.

The goal of the 3D-HEVC is to exploit the information about 3D scene structure
(in form of depth maps) to increase coding efficiency of 3D video. However, during
the development of the 3D-HEVC technology, explicit 1D parallel (linear) views
arrangement has been assumed. Thus, inter-view prediction of samples, motion
vectors, etc., are done as purely horizontal shifts defined by the disparity values.
Such a prediction is unable to effectively remove the inter-view redundancy from
the views with optical axes in the significantly different directions. Moreover, many
modern Super Multiview (SMV) displays require circular (arc) view arrangements
for better experience of a user. Therefore, efficient compression technology for
nonlinear (e.g., arc) camera arrangements is of great interest.

This section present extension of 3D-HEVC toward arbitrary view setup, in
particular the arc view arrangement.

3.4.1 Adaptation of 3D-HEVC to Nonlinear Camera
Arrangements

One of the proposed techniques for efficient compression of multiview video
acquired with nonlinear camera setup was developed by Zhejiang University [58].
The proposal was based on the HTM 13.0 [59], which is a reference
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implementation of the 3D-HEVC codec. It introduces 2D disparity vectors in order
to improve the efficiency of the Disparity Compensated Prediction. Additionally,
several coding tools have been adjusted to nonlinear camera arrangements, e.g.,
View Synthesis Prediction, View Synthesis Optimization, Neighboring Block
Disparity Vector, and Depth Rate-Distortion Optimization. This proposal provides a
significant improvement in compression efficiency of sequences acquired using
nonlinear camera setups. Nevertheless, it is not compatible with 3D-HEVC because
of modifications in the syntax of the bitstream.

Another solution for adapting 3D-HEVC to nonlinear camera arrangements was
developed by Poznan University of Technology [60]. The proposal is implemented
on top of the HTM 13.0 and is also based on 2D disparity vectors. In order to derive
the 2D vectors, a true mapping of samples in 3D space is performed as presented in
Fig. 3.14.

In Fig. 3.14, the reference view is already encoded, and the target view is
currently processed by the encoder. Both views contain projection of point M, but
the positions of these projections differ. In case of nonlinear camera arrangements,
the difference may appear both in horizontal and vertical direction. Thus, the 2D
disparity vector can be defined as follows:

dv ¼ mA � mB ¼ xA
yA


 �
� xB

yB


 �
¼ xA � xB

yA � yB


 �
: ð3:20Þ

When encoding the target view, the position of mB can be calculated using
position of mA in the reference view, depth information and projection matrices for
both views (3.21).

Fig. 3.14 Mapping points in
3D space © 2016 IEEE [74]
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Values zA and zB represent the distances between the cameras and point M and
can be calculated from depth value v using following formula:

z ¼ v
2DepthMapBit Depth �

1
Znear

� 1
Zfar

� �
þ 1

Zfar

� ��1

; ð3:22Þ

where Znear and Zfar define the range of depth maps, and DepthMapBit Depth is a
number of bits representing a single depth sample (usually 8 or 16 bits per sample is
used).

Projection matrices for the reference and target view (PA and PB, respectively)
can be derived from multiplication of intrinsic and extrinsic camera parameters
using formula (3.23).

P ¼
fx c ox 0
0 fy oy 0
0 0 1 0
0 0 0 1

2
664

3
775 � R �R � T

OT 1


 �
: ð3:23Þ

In 3D-HEVC, according to the assumption of 1D parallel views assumption,
only some of the parameters used in (3.23) are transmitted in the bitstream
(Table 3.3). With 2D disparity vectors, the remaining camera parameters are also

Table 3.3 Camera parameters needed in the case of linear and arbitrary camera locations © 2016
IEEE [74]

Parameter name Parameters needed for arbitrary
locations

Parameters needed for linear
locations

Horizontal focal length fx fx
Vertical focal length fy –

Horizontal optical center ox ox
Vertical optical center oy –

Skew factor c –

Nearest distance to
camera

Znear Znear

Farthest distance to
camera

Zfar Zfar

Translation T = [tx ty tz] tx
Rotation R –
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required. The transmission of the additional parameters is the only modification of
the bitstream introduced by the solution proposed by Poznan University of
Technology.

Using a true mapping of points in 3D space along with the 2D disparity vectors
resulted in adjusting following coding tools to nonlinear camera arrangement:

• Disparity Compensated Prediction (DCP),
• Neighboring Block Disparity Vector (NBDV),
• Depth-oriented NBDV (DoNBDV),
• View Synthesis Prediction (VSP),
• Inter-view Motion Prediction (IvMP), and
• Illumination Compensation (IC).

In the improved 3D-HEVC extension, the bitstream is modified only by adding a
dedicated extension to the Video Parameter Set, which contains calculated pro-
jection matrices for each of the encoded views. This additional data is negligibly
small compared to the amount of data produced by 3D-HEVC encoder.

3.4.2 Methodology of Evaluation

The evaluation of the improved 3D-HEVC codec was performed by comparing its
efficiency with the unmodified 3D-HEVC codec, MV-HEVC, and HEVC simul-
cast. The HEVC encoder was used as a reference in order to present the efficiency
of multiview encoders. All the encoders were compiled using HTM 13.0 reference
software in order to obtain a reliable comparison. During the experiments, the
encoders were configured as follows:

• Number of encoded frames: 50,
• Quantization parameter for views: {25, 30, 35, 40},
• Quantization parameters for depth (3D-HEVC only): {34, 39, 42, 45},
• GOP size: 8, and
• View synthesis optimization (3D-HEVC only): off.

The remaining configuration parameters were set according to JCT-3V Common
Test Conditions (CTC) [61]. The evaluation was performed using three views of 10
multiview test sequences. The views in those sequences are arranged either on a line
(Poznan Street, Poznan Hall 2 [62], Dancer [63], Balloons, Kendo [64], and
Newspaper [65]), or an arc (Poznan Blocks [66], Big Buck Bunny Flowers [67],
Ballet, and Breakdancers [68]). The quality of the views was assessed using
averaged bitrate reduction for luma PSNR (Peak Signal-to-Noise Ratio), calculated
with the Bjøntegaard formula [69]. It is an objective measure, commonly used for
evaluation of video quality.
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3.4.3 Results

Figure 3.15 presents the results of evaluation, divided into two groups to stress out
the difference in compression efficiency in case of encoding views arranged on a
line (“linear” sequences) and on an arc (“circular” sequences).

The achieved results show that the inter-view prediction can highly improve the
compression efficiency of multiview video. For the linear camera arrangement, the
multiview encoders produce roughly 30–50% lower bitrate than HEVC simulcast.
On the other hand, the gain for compression of views arranged on an arc is much
lower and oscillates in the range of 5–30%.

The improved 3D-HEVC encoder provides a significant improvement in com-
pression of circularly arranged views, compared to the unmodified 3D-HEVC. This
observation proves that the 2D disparity vectors allow predicting the content
between two views more accurately than simple horizontal shifts. Additionally, this
improvement introduces negligibly small raise in bitrate for compression of 1D
parallel views. As mentioned before, this is caused by the necessity of transmitting
full set of camera parameters, which was not the case in the original 3D-HEVC.
Nevertheless, a major advantage of the improved encoder is that it is not restricted
to any camera arrangement.

Fig. 3.15 Bitrate reduction against HEVC simulcast © 2016 IEEE [74]
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3.4.4 Remarks

The number of applications that utilize multiview video acquired with 1D parallel
camera setup is very limited. A more desired solution is to distribute the cameras
freely, because it allows for obtaining much more information about the scene.
Unfortunately, the state-of-the-art techniques for compression of multiview video
do not support efficient coding of such content. The modifications of 3D-HEVC
codec, developed by Zhejiang University and Poznan University of Technology,
provide a significant improvement in compression of multiview video acquired with
camera setup other than linear. This shows that there is still room for improvements
in multiview video compression. As the multi-camera systems produce enormous
amount of data, it is very important to develop efficient and universal technique for
compression of such content.

3.5 Recent Developments in Video Compression
with Capabilities Beyond HEVC

Digital video codecs continuously evolve beyond HEVC performance and with
new capabilities to compress formats such as UltraHD, HDR, and omnidirectional
360° video. The current status of MPEG exploration experiments of next-generation
video codec (NGVC) technologies is outlined in this section. In the first part, the
high-quality UltraHD format compression performances beyond HEVC are pre-
sented. In the second part, the recent developments in extended dynamic/
color-volume HDR/WCG format conversion and coding are highlighted. In the
third part, NGVC testing procedure and 3D projection formats for 360° video are
evaluated.

Currently, the MPEG investigates benefits of next-generation video coding
technology (NGVC) which could improve the compression performance or give
new functionality, as compared to HEVC. Further, test cases and evaluation
methodologies for assessment of such benefits are investigated. As a first step,
MPEG addressed in April 2017 the Call for Evidence (CfE) to interested parties
which are in possession of technology providing better compression capability than
the existing standard, either for conventional video material or for other domains
such as HDR/WCG or 360° (VR) video. Based on the outcome of the call, and
promising evidence that potential technology exists, MPEG and VCEG will pro-
duce a formal Call for Proposals (CfP) later in the year, with the intent to enter a
more rigid standardization phase for the next generation of video compression
standards beyond HEVC. A preliminary target date for completion of a new
standard on the subject is late 2020. The planned phases for the 5-year standard-
ization and roadmap are shown in Fig. 3.16 [MP20 Workshop on MPEG
Standardization roadmap, Oct. 2016].

3 3D Content Acquisition and Coding 73



New functionalities in immersive video technology (MPEG-I) enable to sur-
round the user with a large field of view video (up to 360°) through VR headset or
large 3D video walls. The user is presented different viewpoints to surroundings,
corresponding to body/head movements in a limited volume around a central
position [Doc. W16719 MP20 Workshop on Global media technology standards
for an immersive age, Jan. 2017]. Free viewpoint television (MPEG-I FTV)
technology synthesizes surround from a lower number of input camera views (for
cost reasons) and real-time render of a large number of multiview images on super
multiview 3D displays in application free navigation (FN) scenario [Doc. N15095
Draft Call for Evidence on FTV, Feb. 2015]. Omnidirectional (360°) video
(MPEG-I/JVET) provides immersive experiences based on interactivity between
the user and the content. However, the market fragmentation due to lack of
appropriate standards on storage and delivery format for such content is becoming
one of the strong concerns by the industry. MPEG plans to standardize optimized
video coding technologies, delivery mechanism, the application format, and other
relevant technologies [Doc. N16542 Summary of the Survey on Virtual Reality,
Oct. 2016]. Based on survey feedback results, MPEG aligned its standardization
roadmap with the expected deployment timelines. A standard addressing video and
audio coding for six degrees-of-freedom (6DOF) where users can freely move
around is on 5-year roadmap. Light Field Coding (MPEG-I/JPEG Pleno) cameras
have been introduced as a new technology that has the potential to dramatically
increase the sense of immersion that can be achieved by images and video captured
by cameras, and arrays of cameras focused on a particular scene [70]. A key issue
with the technology describing light information at all positions and from all
viewing directions of the scene is the incredibly large amount of data necessary to
achieve the desired sense of immersion, without unwelcome impacts on the user

2017                2018                  2019                  2020                 
2021            2022

HDR TRv1

CfE               CfP                            New video 

CfP PCC v1
v2

LFC

IoMT

Big Media

360 v1
Immersive

Media

Fig. 3.16 Standardization roadmap for 3D media coding and systems and tools. [Doc. N16775
MPEG Strategic standardization roadmap, April 2017, Doc. N16804 MPEG Time line, April
2017]
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(i.e., motion sickness, viewer fatigue, and eye strain) [Doc. N16532 Call for light
field test material including plenoptic cameras and camera arrays, Oct. 2016].
3D Point clouds (MPEG-I PCC) have recently emerged as representations of the
real world enabling more immersive forms of interaction and communication to
better understand and navigate it. They are typically captured using various setups
of multiple cameras, depth sensors, LiDAR scanners, etc., but can also be generated
synthetically. Point clouds can have attributes such as colors, material properties,
and/or other attributes. The standard targets both efficient geometry and attributes
compression, scalable/progressive coding, and coding of sequences of point clouds
captured over time. In addition, the compressed data format should support random
access to subsets of the point cloud [Doc. N16763 Call for Proposals for Point
cloud compression, Apr. 2017]. Next, MPEG identifies the need for ensuring the
interoperability among multimedia-centric Internet of Things (MPEG IoMT).
A standard specifies interaction commands, the protocols and format of the
aggregated and synchronized data which facilitate the large-scale deployment of
complex media systems that can exchange data interoperably between media things
and media wearables [Doc. N16535 Call for Proposals on Internet of Media Things
and Wearables, Oct. 2016—Jan. 2018 FDIS approval]. Big Media (MPEG
Exploration Part 21) has current focus on standardization gap analysis and on the
development of a conceptual model for multimedia-related functionalities in con-
text of Big Data. A huge amount of data comes from audiovisual sources or has a
multimedia nature. However, audiovisual data are currently not incorporated in the
Big Data standardization paradigm. MPEG has started analyzing the need for Big
Media standards [Doc. N16565 Liaison Statement from SC29/WG11 to JTC1/WG9
on Big Media].

3.5.1 UltraHD Video Compression Performance Beyond
HEVC

A next-generation of video compression (NGVC) technology would be needed by
the beginning of the next decade that has sufficiently higher compression capability
than the HEVC standard and give new functionality which supports professional
high quality, high resolution (UltraHD), and extended dynamic/color-volume
(HDR/WCG) video, as well as omnidirectional (360°) video. For some of the
markets, the new standard will strive to reduce the bitrate for storage and transport
of video by 50%. Special attention is given to support developing markets like
augmented and virtual reality (AR/VR), unicast streaming, automotive applications,
and multimedia-centric Internet of Things (IoMT). For these markets, special
attention will be given to seamlessly enable the required functionality by close
integration with transport and storage to provide efficient personalized interactive
services, as well as appropriate 360° projections to enable VR applications.
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Therefore, though the further improvement of compression performance is
expected to play the major role in this development, adaptation capabilities for usage
in various network environments, a variety of capturing/content generation, and
display devices are considered important as well [Doc. N16359 Requirements for a
future video coding standard v3, June 2016]. Professional video format UltraHD
(Ultrahigh Definition), formally specified in Recommendation ITU-R BT.2020 and
SMPTEST2036-1, defines higher spatial resolutionswith 4 K-UHD (3.840 × 2.160)
and 8 K-UHD (7.680 × 4.320) with aspect ratio of 16 × 9 and progressive image
sample structures and higher frame rates (HFR) up to 120 Hz as well as higher sample
bit depths (DCR) up to 12 bits and a wider color gamut (WCG) encoding and digital
representation [ITU-R BT.2020-2 Parameter values for ultrahigh definition televi-
sion systems for production and international programme exchange, Oct. 2015].
There are the three different UltraHD format elements: the programme production
standard, the broadcast delivery standard, and the display standard. The UltraHD
production image standard was agreed in the ITU-R BT.2020 in 2012 in all elements
except one—high-dynamic-range (HDR) system. At the February 2016 meeting of
ITU-R WP6C, the recommendation BT. 2100 was approved and published [ITU-R
BT. 2100 Image parameter values for high-dynamic-range television for use in
production and international programme exchange, July 2016].

The MPEG adopted an open standardization approach in the development of the
video codec specifications. All inputs and contributions to an MPEG meeting are
made by documents, which are registered in a publicly accessible document
repository. A set of deliverables, which turn to become normative or remain to be
supplemental in their final form, are also publicly accessible. These comprise the
specification text itself, the reference software, a conformance specification, and the
test model. Furthermore, a verification report is produced which documents and
demonstrates the achieved performance. Three steps of MPEG standardization
development are based on formal subjective assessment of the video quality:

• Call for Evidence (CoE) purpose is to explore in house whether the coding
efficiency and the functionality of the current version of HEVC standard can be
further improved.

• Call for Proposals (CfP) on video coding technology is open to external parties
with primary goal to define compression technology. To evaluate the proposed
technologies, formal subjective tests are performed. Results of these tests are
made public.

• Verification tests (VT) for video coding technology include test conditions,
evaluation methodology, and timeline to assess the improvement of the coding
performance.

Verification Tests

HEVC (High Efficiency Video Coding) is the joint video coding standardization
project of the ITU-T Q.6/SG16 (Video Coding Experts Group) and ISO/IEC JTC1/
SC29/WG11 MPEG (Moving Picture Experts Group). The JCT-VC (Joint
Collaborative Team on Video Coding) was established to work on HEVC project
and publish specifications:
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• Edition 1.0 ITU-T Recom. H.265 V1 (2013-04-13) First base specification.
• Edition 2.0 ITU-T Recom. H.265 V2 (2014-10-29) RExt, SHVC, MV extensions.
• Edition 3.0 ITU-T Recom. H.265 V3 (2015-04-29) 3D-HEVC extension.
• Edition 4.0 ITU-T Recom. H.265 V4 (2016-12-22) SCC extension.
• Edition 5.0 ITU-T Recom. H.265 V5 (2017-12-??) HDR/WCG extension.

A major goal for the development of the HEVC standard was to achieve a
substantial improvement in compression capability relative to its predecessor, the
AVC (Advanced Video Coding) standard. A subjective evaluation was conducted
comparing the HEVC Main profile to the AVC High profile. The verification test
compared visual quality for 20 video sequences with resolutions ranging from
UltraHD to HD Ready that were encoded at various bitrates or quality levels [Doc.
Q1011 Report on HEVC compression performance verification testing,
March 2014]. Analysis of the subjective test results shows that HEVC test points at
half or less than half the bitrate of the AVC reference were found to achieve
comparable quality in 86% of the cases. Estimation of the bitrate savings from these
results confirmed that the HEVC Main profile achieves the same subjective quality
as AVC High profile while requiring on average approximately 59% fewer bits. The
average bitrate savings for test sequences with 4 K-UltraHD resolution is estimated
at approximately 64%. The tests were conducted according to the verification test
environment and methodology as described in the HEVC verification test plan
[Doc. P1011 HEVC Verification test plan, Jan. 2015]. The verification test was
conducted using the HM12.1 (Reference HEVC codec) and JM18.5 (reference
AVC codec). Each picture resolution was represented by five test sequences, giving
a total of 20 test sequences. For each test sequence, four test points encoded using
the HM12.1 and JM18.5 reference software were chosen. The JM18.5 reference
points were chosen such that the quality levels span the entire range of the MOS
(Mean Opinion Score) scale and PSNR (Peak Signal-to-Noise Ratio) range. The
test results were collected, processed, and presented in the in Table 3.4 for the
4 K-UltraHD resolution test sequences.

JVET Coding Experiments

As previously planned and announced at its 109th meeting, MPEG (together with
ITU-T SG 16 VCEG) hosted a brainstorming workshop at the October 2014 to

Table 3.4 HEVC video compression performance results versus AVC in terms of bitrate BR
savings for five 4 K-UltraHD test sequences in objective (PSNR) and subjective (MOS) evaluation
[Doc. JCTVC-Q1011, HEVC verification test report, April 2014] [75]

UltraHD test sequence BR savings (PSNR) (%) BR savings (MOS) (%)

BT709 Birthday 62 75% average in range [66–83]

Book 59 66% average in range [50–76]

Homeless sleeping 76 No available

Manege 33 56% average in range [39–68]

Traffic 41 58% average in range [44–70]
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explore use cases, requirements, and potential timelines for the development of future
video coding (FVC) standards [Doc. M34630 Brainstorming panel discussion ses-
sion on future video coding, Oct. 2014]. MPEG has recognized a need to further study
future application requirements, and the availability of technology developments to
fulfill these requirements. Toward establishing a roadmap for future video coding
standardization, MPEG has established two ad hoc groups to conduct this study:

1. AHG on Future Video Coding technology:

[Doc. AZ01 Report of AHG1 on Coding efficiency improvements, June 2015]

• to discuss and identify challenges in video coding technology beyond HEVC,
• to identify suitable test cases and materials, and
• to solicit contributions on potential improvements in video compression.

2. AHG on Industry needs for Future Video Coding

[Doc. F0102 Industry recommendation for FVC standard development, April
2017]

• collect information on industry needs for future video coding,
• identify new use cases for existing and emerging markets for video coding

technology, and
• solicit presentations on emerging markets.

At the October 2015 meeting of ITU-T SG16/Q6 VCEG and ISO/IEC JTC1
SC29WG11 MPEG, both organizations have founded a joint team for exploration
of future video coding technology. This meeting saw a large number of contribu-
tions addressing the next generation of video coding (NGVC). In order to make this
study more efficient, it was agreed to establish JVET (Joint Video Exploration
Team) with MPEG. The reference software for the JVET group was named JEM
(Joint Exploration Model). The software effort was originally started by VCEG
under the name HM KTA [4th-generation Key Technology Areas study Jan-Oct.
2015]. The JEM software is based on the HM (HEVC Model) software that has
been jointly developed as reference (example) software for the HEVC standard.

Initial simulation software HM KTA had 10% improvement over HEVC
HM 16.6 Main 10 [Doc. M36782 Report of AHG on Future video coding stan-
dardization challenges, June 2015]. New test model JEM 1.0 (Joint Exploration
Model) based on well-understood and straightforward techniques had Y = 21%
U = 17% V = 15% average improvement in color components of four test
sequences with Class A-D resolutions. Next version JEM 2.0 (Feb. 2016) had
Y = 15.4% U = 23.5% V = 20.1% (AllIntra codec configuration) and Y = 20.8%
U = 29.9% V = 23.8% (RandomAccess codec configuration) average improvement
in color components of UltraHD test sequences based on enhanced techniques
(Table 3.5).

In HEVC hybrid video coding scheme shown in Fig. 3.17, the pictures of the
input UltraHD video sequence are fed to the encoder. A prediction signal generated
from information available on both, the encoder and the decoder side of the system
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Fig. 3.17 a HEVC encoder scheme (Motion Estimation, Quantization, Transform) and example
quadtree (QT) partitionings into prediction blocks PBs (dashed lines) and transform blocks TBs
(solid lines). b JEM 2.0 algorithm improvements based on quadtree plus binary tree segmentation
(QTBT) [Doc. B1001 Algorithm description of JEM2, Feb. 2016]

Table 3.5 Enhanced techniques implemented in simulation software JEM 2.0 (Joint Exploration
Model) based on tradeoffs compression versus complexity

Technique Experimental coding tools

Segmentation Quadtree plus binary tree segmentation (QTBT), larger coding tree units and
larger transform blocks (CTU size is set to be 256 × 256 by default)

Intra-prediction Intra-mode coding with 67 prediction modes, four-tap intra-interpolation
filter, boundary prediction filters, cross-component prediction,
position-dependent prediction combination, adaptive reference sample
smoothing

Inter-prediction ATMVP improvement: sub-PU based motion vector prediction, adaptive
motion vector resolution, higher precision motion vector storage,
overlapped block motion compensation, local illumination compensation,
affine motion compensation prediction, pattern-matched motion vector
derivation, bidirectional optical flow

Transform Adaptive multiple core transforms (AMT), secondary transforms (applied
between forward core transform and quantization—at encoder, and between
de-quantization and inverse core transform—at decoder side),
signal-dependent KLT transform

Entropy coding CABAC improvement: context model selection for transform coefficient
levels, multiple adaption rate probability estimation with context-dependent
updating speed, adaptive initialization for context models
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is subtracted from the input signal. The residual, representing the resulting pre-
diction error, is transformed, quantized, and encoded into the bitstream. The pre-
diction parameters needed to reproduce the prediction signal at the decoder side are
encoded into the bitstream as well. Under the assumption of error-free transmission,
the encoder and decoder sides are synchronized since the encoder includes the
complete prediction structure of the decoder. The HEVC specification text distin-
guishes between blocks and units. While the former address a specific area in a
sample array (e.g., luma, Y), the latter comprise the collocated blocks of all encoded
color components (Y, Cb, Cr, or monochrome) as well as all syntax elements and
prediction data that is attached to the blocks (e.g., motion vectors). The base entities
are the CTB (Coding Tree Block) and the corresponding CTU (Coding Tree Unit).
The CTU contains the CTBs of the encoded color components and forms a com-
plete entity in the bitstream syntax. A CTB is the root of a quadtree partitioning into
CB (Coding Blocks). A Coding Block is partitioned into one or more PB
(Prediction Blocks) and forms the root of a quadtree partitioning into TB
(Transform Blocks). A corresponding set of units is specified which comprise the
block and the respective syntax structure, each. Accordingly, a CU (Coding Unit)
contains the PU (Prediction Units) and the tree-structured set of TU (Transform
Units). While a PU contains the joint prediction information for all color compo-
nents, a TU contains a separate residual coding syntax structure for each color
component. The location and size of the CBs, PBs, and TBs of the luma component
apply to the corresponding CU, PU, and TU. Accordingly, the locations and sizes
for the chroma blocks are derived from the corresponding luma blocks.

The current version of JEM 6.0 test model is build up on top of the HEVC test
model. The basic encoding and decoding flowchart of HEVC is kept unchanged in
the JEM; however, the design elements of most important modules, including the
modules of block structure, intra- and inter-prediction, residue transform, loop filter,
and entropy coding, are somewhat modified and additional coding tools are added
[Doc. N16887 Algorithm description of Joint Exploration Test Model 6 (JEM6),
Apr. 2017]. The description of encoding strategies used in experiments for the study
of the new technology in the JEM is also provided. Exploration Experiments
(EEs) are performed in order to get better understanding of technologies considered
for inclusion to the next version of JEM, analyze and verify their performance,
complexity, and interaction with existing JEM tools [Doc. N16889 Description of
Exploration Experiments on coding tools, Apr. 2017]. The characteristics of test
sequences that were offered for usage in evaluation of new compression technology
are described in work plan. The objective is to understand the characteristics of
4 K-UltraHD test sequences and the coding performance difference between HM
and JEM. New preselected HDR sequences are to be encoded with HM using the
JVET HDR and WCG test conditions at the specified base QP values. One other
purpose is to study test sequence and rate points for CfE/CfP test conditions [Doc.
N16512 Work plan for assessment of test material, Oct. 2016].

Recently, JVET development enters a more rigorous evaluation phase, by
issuing a preliminary CfE (Call for Evidence) in January 2017, potentially followed
by a formal CfP (Call for Proposals). This preliminary CfE will be updated in early
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April 2017, and responses to the CfE will be evaluated in July 2017. The possible
subsequent CfP would follow the evaluation of the responses to the CfE.
Assessment will be made based on objective criteria (such as rate savings judged by
PSNR quality) as well as subjective quality evaluation (experts viewing) of con-
ventional video material, or other domains such as HDR/WCG or 360° (VR) video.
As test cases, the call defines rate points and materials in all of these latter cate-
gories, anchors with HEVC encodings are also provided. The scope of technology
consideration includes a broad variety of video source content, e.g., camera-view
content, screen content, VR/360 video and high-dynamic-range video for such
applications as broadcast (with live or pre-authored content), real-time video con-
ferencing and video chat, on-demand viewing, storage-based media replay, con-
sumer generated content, and surveillance with fixed or moving cameras [Doc.
N16886 Joint Call for Evidence on video compression with capability beyond
HEVC, Apr. 2017].

3.5.2 Conversion and Coding for HDR/WCG Video

In 2013, MPEG started to explore the area of extended dynamic/color volume. In an
initial phase, requirements were gathered, and exploration experiments were initi-
ated [Doc. N14510 Requirements and explorations for HDR/WCG content distri-
bution and storage, April 2014]. The exploration experiments covered a wide range
of aspects related to the understanding of how HDR/WCG content differs from
standard dynamic range (SDR) content and how this affects the attempts to com-
press it. Several different transfer functions were investigated, different color spaces
were explored, and subsampling methods and different bit-depth representations
were tested. One of the major challenges was finding reliable and efficient methods
for subjective quality assessment of HDR video and collecting HDR video content
that could be used as a representative test set for carrying out experiments. It was
identified that all the available objective metrics suffered from poor correlation with
subjective video quality. The HDR video content used as test material in MPEG
was stored either in a display-referred 12-bit SMPTE ST 20841 RGB 4:4:4 format
or in a linear light half-float EXR RGB 4:4:4 format. The sequences were all
represented with BT.2020 color primaries, which were graded for up to 4000 cd/m2

using either the P3 color gamut or the BT.709 color gamut [71].
Efficient representation of color pixel in an UltraHD video format reduces the

amount of data by optimizing the use of integer code values and by restricting the
range of light and color that can be represented for distribution or storage purposes.
To compress HDR video content stored in floating-point values, three main
approaches have been proposed:

1. Derivation of metadata to reconstruct HDR content from LDR or vice versa.
Only one stream (original HDR or its tone-mapped LDR version) is then
compressed and transmitted with the metadata embedded in the bitstream. In the
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case of transmitting HDR content, it is first perceptually encoded and then
compressed using a video codec.

2. Using a perceptual curve, for example, the PQ/HLG that transforms HDR
content (floating-point data) into LDR content of high bit depth. The generated
content is directly compressed using a single high-bit-depth codec. At the
decoder side, the HDR content is reconstructed using the inverse of the per-
ceptual curve. These techniques need only one codec and require a bit depth of
10 to 14 bits for a high-quality HDR content reconstruction.

3. Scalable coding techniques require two codec instances—LDR version and a
second one to compress the missing data between the tone-mapped version and
the original HDR one.

HEVC specification is already usable for HDR/WCG video distribution appli-
cations. HEVC versions comprise a set of coding tools and metadata relevant for
increasing the dynamic range and widening the color gamut of UltraHD format:
support of higher bit-depth signals (with the definition of a consumer profile, Main
10), BT.2020 color gamut for UltraHD format, PQ (Perceptual Quantizer,
SMPTE ST 2084) and transfer functions (OETF) that can be used for HLG (Hybrid
Log-Gamma, ARIB STD-B67) correction with RGB and YCbCr color components,
one SEI message providing descriptive information on color volume (the color
primaries, white point, luminance range) of the content display, three SEI messages
embedding processing parameters for an efficient adaptation at rendering side (tone
mapping, knee function, color remapping). In the context of scalable coding, HEVC
contains two tools, the color gamut scalability and bit-depth scalability, allowing
the support of HDR and WCG with backward compatibility with standard dynamic
range SDR BT.709 HD format [ITU-R BT.709-6 Parameter values for the HDTV
standards for production and international programme exchange, June 2015].

Fast-Track HEVC HDR10 Extension

MPEG has launched in June 2015 a fast-track standardization process to
enhance the performance of the HEVC Main 10 profile for HDR/WCG video that
would lead to the HDR10 extension in October 2016 [Doc. N15084 Requirements
and use cases for HDR and WCG content coding, Feb. 2015]. To achieve this,
immediately following its meeting in February 2015, MPEG issued a CfE (Call for
Evidence) of new tools that may improve the performance of HEVC when used to
encode high dynamic range and wide color gamut video [Doc. N15083 Call for
Evidence for HDR and WCG video coding, Feb. 2015]. A set of anchors targeting
broadcast/OTT bitrates are provided using the HEVC Main 10 codec. After a
successful call for evidence for High Dynamic Range (HDR), the technical work
starts in the video subgroup with the goal to develop an architecture as well as core
experiments (CE). Verification tests conducted in-between the April and May 2016
[Doc. X1018 Verification test report for HDR/WCG video coding using HEVC
Main 10 Profile, June 2016. Doc. N16506 Revised verification test report for HDR/
WCG video coding using HEVC Main10 Profile, Oct. 2016].
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The proponents of the CfE were working together to create a test model, which
is called the ETM (Exploratory Test Model). The test model was finalized in late
2015 [Doc. W0092 Description of the exploratory test model for HDR/WCG
extension of HEVC, Feb. 2016]. The ETM process was designed as a normative
post-processing step, called the reshaper. The reshaper was designed out of loop
(i.e., after the HEVCMain 10 decoding step), and the output of the reshaper was
viewable HDR video. Optionally, the reshaper could be bypassed to output SDR
video for a backward-compatible configuration (Mode 1). In the nonbackward-
compatible configuration (Mode 0), this output would be nonviewable, but would
potentially provide improved HDR compression efficiency in return.

The HDR end-to-end system shown in Fig. 3.18 consists of four major stages:
pre-encoding processes, encoding process, decoding process, and post-decoding
processes. At the HEVC codec boundary AA’, input and output are fixed-point
nonlinear signal in 10-bit, narrow range, perceptual quantizer ST2084, subsampling
4:2:0, nonconstant luminance Y’CbCr representation. At the system boundary BB’,
input and output are floating-point linear RGB signal with BT.2020 color primaries.
Differences when coding HDR data are as follows:

• gamma transfer function more nonlinear, several knock-on effects,
• subsampling can give luminance artifacts (avoided by subsampling Luma

Adjustment procedure),

Fig. 3.18 a HEVC HDR10 video coding and conversion, b examples of typical coding artifacts
and image improvements (color, edges, and texture)
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• chroma values cluster around 0 value more than for SDR data (counteracted by
encoder Chroma QP offset optimization), and

• more bits are spent in dark regions of image (counteracted by encoder Luma
DeltaQP optimization).

Common test conditions (CTC) defines conversion practices and software ref-
erence configurations to be used in the context of experiments for HDR/WCG video
coding [Doc. W1020 Common test conditions for HDR/WCG video coding
experiments, Feb. 2016]. CTC are desirable to conduct experiments in a
well-defined environment and ease the comparison of the outcome of experiments:
test sequences, quantization parameter values, encoder configuration files, and the
pre- and post-processing options to be used. The test method adopted for verifi-
cation test is ITU-T P.910 DCR (Degradation Category Rating). The six test
sequences are proposed to use. Bitstreams will be generated using HEVC Main 10
Profile, BT.2020 container, ST2084 transfer function, and NCL Y’CbCr color space
conversion. All the test sequences have the following characteristics: resolution
(1920 × 1080 progressive), original (not coding) color format (RGB 4:4:4), coding
format (10 bit 4:2:0), and container (BT.2020 with gamut BT.709/P3D65
depending on the content). The conclusion reached in Feb. 2016 is as follows:

• no new profiles needed for HDR (without backward compatibility
considerations),

• guideline development for 4:2:0 10 bit with PQ, and
• further work on backward compatibility.

On June 2015, it was decided that a technical report should be written on the
topic of conversion and coding of HDR video using the Main 10 profile for Y’CbCr
based on the nonconstant luminance color space and the SMPTE ST2084 transfer
function [Doc. N16505 MPEG-H Part 14, Text of ISO/IEC PDTR 23008-14
Conversion and coding practices for HDR/WCG, Oct. 2016]. The technical report
provides guidance on processing of high-dynamic-range (HDR) video with the
purpose to provide a reference for recommended practice operation of HEVC when
used for compressing HDR video:

• Processing steps for converting linear light, RGB, 4:4:4 video into ST2084,
Y’CbCr, 4:2:0 video before encoding.

• Processing steps for converting ST2084, Y’CbCr, 4:2:0 to linear light, RGB,
4:4:4 after decoding.

• Some high-level recommendations for compression with HEVC are also
included in this document. It is recommended to adjust the bit-distribution
between chroma and luma, for example, by setting chroma QP offset. It is
further recommended to adjust the bit-distribution between dark samples and
bright samples, for example, by setting delta QP such that blocks with a high
average luma value are assigned lower QP than blocks with a low average luma
value. It is also recommended to take into account the activity (var) of a block
when setting delta QP for the block.
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Although the focus of these guidelines is primarily on 4:2:0 Y’CbCr 10-bit
representations, these guidelines may also apply to other representations with
higher bit depth or other color formats, such as 4:4:4 Y’CbCr 12-bit video. In
addition, this document provides some high-level recommendations for com-
pressing these signals using either the AVC or HEVC video coding standards.
A description of post-decoding processing steps for converting these NCL Y’CbCr
signals back to a linear light, 4:4:4 RGB representation is also included. The
another technical report [Doc. N16508 MPEG-H Part 15, Working Draft 1 of TR:
Signalling, backward compatibility and display adaptation for HDR/WCG video,
Oct. 2016] complements and extends work in the conversion and coding guidelines.
Specifically, this report expands on the application of ICtCp, HLG, and SEI mes-
sages in the coding of high dynamic range and wide color gamut video.

An evaluation of backward-compatible single layer HDR transmission reports
the performance of two possible scenarios for distributing HDR content employing
a single layer [Doc. W0106 Evaluation of backward-compatible HDR transmission
pipelines, Feb. 2016]. One of them compresses HDR10 content, with color con-
version and tone mapping performed at the decoding stage to generate SDR, while
the other scenario compresses tone-mapped SDR content with inverse tone map-
ping and color conversion at the decoding side to generate HDR. Additional
metadata can be derived to improve the quality of the color and tone mapping.
Combining the findings with those from [Doc. M37318 Evaluation of PQ versus
tone mapping for single layer HDR video compression, 2015] it is concluded that
the first scenario (Fig. 3.19a) is preferable over that of the second (Fig. 3.19b).

Long-Track JVET Experiments

The second track standardization process addresses long-term requirements of a
future video coding (FVC) standards. As a first step, JVET addressed in January
2017 the Call for Evidence (CfE) to interested parties which are in possession of
technology providing better compression capability for HDR/WCG video [Doc.
N16886 Joint Call for Evidence on video compression with capability beyond
HEVC, Apr. 2017]. This preliminary CfE will be updated in early April 2017, and
responses to the CfE will be evaluated in July 2017. The evaluation of the sub-
missions to the CfE will be done using the Expert Viewing Protocol based on
recommendation ITU-R BT.2095-0 with JVET participants serving as expert
viewers. In addition, proponents are required to submit an input contribution with
documentation of weighted PSNR values (at least average of frame wPSNR for
each sequence and encoding point, separate for luma and chroma components),
tPSNR-Y, deltaE100, and PSNR-L100. Metric definitions and coding conditions
are provided in the JVET common test conditions and evaluation procedures for
HDR/WCG video. It is requested to also provide the Bjøntegaard Delta-Rate [Doc.
VCEG-AI11 Improvement of BD-PSNR model, July 2008] for each metric [Doc.
N16890 Common test conditions and evaluation procedures for HDR/WCG video
coding, Apr. 2017].
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3.5.3 Projection Conversions and Coding for 360° Video

On June 2016, MPEG established an ad hoc group on virtual reality (MPEG-VR/I)
which conducted a survey on virtual reality. The understanding of the virtual reality
(VR) potential is growing but the market fragmentation due to lack of appropriate
standards on storage and delivery format for such content is becoming one of the
strong concerns by the industry. The market is rapidly adapting to Virtual Reality
(VR) to provide immersive experiences that go beyond what even an UltraHD can
offer. Interactivity between the user and the content, high-quality immersive video
(HDR, increased spatial resolution), and efficient delivery over existing networks
are required. Therefore, MPEG plans to standardize optimized video coding tech-
nologies for VR, delivery mechanism, the application format, and other relevant
technologies. Based on survey feedback results, MPEG aligned its standardization
roadmap with the expected deployment timelines [Doc. N16542 Summary of the
Survey on Virtual Reality, Oct. 2016].

Since there are no existing standards for end-to-end VR services shown in
Fig. 3.20, the lack of interoperability is a significant challenge. An initial specifi-
cation for 360° video and virtual reality services will be ready by the end of 2017
and is referred to as the MPEG-A OMAF [ISO/IEC 23000 Part 20 Omnidirectional
Media Application Format, Jan. 2017]. A standard addressing video and audio
coding for six degrees-of-freedom (6DOF) where users can freely move around is

Fig. 3.19 Backward-compatible single layer HDR transmission: a distribution of HDR content
and derivation of SDR content at the display stage, and b distribution of SDR content and
derivation of HDR content at the display stage
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on 5-year roadmap. OMAF currently includes equi-rectangular projection as a
projection format but it might include support of additional projection formats with
a generalized extension mechanism during its further development. It includes
signaling of necessary metadata for interoperable rendering of 360 degree mono-
scopic and stereoscopic audiovisual data, selection of audiovisual codecs for this
application, and the technologies for storage of data in the ISO base media file
format (ISOBMFF). The HEVC standard has been chosen as video codec because
of its tiling capabilities and MPEG-H 3D audio has been chosen because of its
capability of immersive audio representation [72, 74]. The standard will include
technologies for the delivery of OMAF content with MPEG-DASH and MMT at a
later stage.

Fig. 3.20 Conversion and coding 360° video in VR end-to-end system: a multi-camera array
captures video, image stitching to obtain spherical video, pre-processing spherical video to 2D
plane projection and 2D video encoding, packing and delivery, and b unpacking and decoding,
post-processing 2D plane to sphere projection given specific viewport, rendering and display
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As the size of 360° video is becoming a major bottleneck for VR applications
and services, projection formats and projection conversions significantly impact on
coding efficiency. The scope of future video coding technology consideration
performed by the JVET (Joint Video Exploration Team) includes camera-view
content, screen content, VR/360 video and HDR video. The 360° based end-to-end
system consists of four major stages acquisition, pre-processing and encoding,
decoding and post-processing, and rendering with the following characteristics:

• more pre- and post-processing are being applied from camera to display,
• such processing has become more closely related with the codec, and
• in addition to high compression efficiency in directional geometry/coding

schemes, the FVC also needs to provide more functionality support (ease of
perspective extraction without loss of coding efficiency).

Recently, JVET issued the Call for Evidence (CfE) to study the potential need to
include 360° video coding technologies in the future video coding standard. [Doc.
N16886 Joint Call for Evidence on video compression with capability beyond
HEVC, Apr. 2017]. This preliminary CfE was issued in early April 2017, and
responses to the CfE were evaluated in July 2017. For subjective 360° video
evaluation, 2D rectilinear viewports will be extracted from the 360° × 180°
omnidirectional video, using bilinear interpolation, similar to the default viewport
extraction used in the 360 Lib software [Doc. N16888 Algorithm descriptions of
projection format conversion and video quality metrics in 360Lib, Apr. 2017]. The
2D rectilinear viewports will be viewed on ordinary monitors, following the method
described for SDR content. Dynamic rectilinear viewports are expected to be used,
in which the yaw and pitch angles may change for each frame in the sequence. The
particular dynamic viewports used for evaluation of each sequence will be selected
after the submission of YUV files. Proponents are required to submit an input
contribution with documentation of multiple objective metrics [Doc. N16891
Common test conditions and evaluation procedures for 360 video, Apr. 2017].

Evaluation Procedures and Projection Formats

Evaluation procedures for 360° video coding are based on common test con-
ditions and software reference configurations. Common test conditions (CTC) are
desirable to conduct experiments in a well-defined environment and ease the
comparison of the results. HM HEVC Version 16.15 reference software is agreed to
be used for most experiments. For 360-specific coding tools proposal, JEM Version
5.1 software is recommended. The 360Lib software package is used for packing
format manipulation, projection format conversion and video quality metrics
computations. High fidelity test materials are provided in YUV4:2:0 format rep-
resenting 360° video in ERP (Equi-rectangular projection). According to the
testing procedure specified by Fig. 3.21, prior to the encoding those materials are
converted to one of the projection formats (projections) representing 360 video:
ERP (equi-rectangular projection), ISP (icosahedral projection) [JVET-E0029
Jan. 2017], CMP (Cube Map Projection), OHP (Octahedron Projection), TSP
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(Truncated Square Pyramid Projection) [JVET-D0071 Oct. 2016], SSP
(Segmented Sphere Projection) [JVET-E0025 Jan. 2017], and EAP (Equal-Area
Projection) [JVET-D0021 Oct. 2016]. Additionally to PSNR specific quality metric
for spherical video listed below will be used: WS-PSNR [JVET-D0040 Oct. 2016],
CPP-PSNR [JVET-D0027 Oct. 2016], S-PSNR-I, S-PSNR-NN (w/o interpola-
tion) [JVET-D0021 Oct. 2016]. In total 11 different metrics will be reported: both
PSNR reported by codec and WS-PSNR between input and output of the codec,
CPP-PSNR, S-PSNR-I, and S-PSNR-NN between decoded output and input high
fidelity ERP, CPP-PSNR, S-PSNR-I, S-PSNR-NN, and WS-PSNR between orig-
inal and reconstructed ERP in highest resolution, and PSNR for two view ports.

Referring to Fig. 3.21, for a given input 360° video, projection format conver-
sion is applied first to convert source projection format into coding projection
format. In the CTC for 360° video, the coding projection format is in lower reso-
lution than that of the source projection format. For example, 8 K source video is
coded in 4 K resolution. After coding, the reconstructed signal in coding projection
format is back converted to the source projection format at the source resolution. In
the CTC, original video sequences are all provided in the ERP format in either 8 or
4 K.

Spherical Quality Metrics

Four spherical quality metrics are implemented in 360Lib for 360 video quality
evaluation (Table 3.6): weighted to spherically uniform PSNR (WS-PSNR),
spherical PSNR without interpolation (S-PSNR-NN), spherical PSNR with inter-
polation (S-PSNR-I), and PSNR in Crasters Parabolic Projection format

Fig. 3.21 Processing chain for 360° video in CTC testing procedure: end-to-end distortion
measurement, cross-format distortion measurement, and coding distortion measurement
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(CPP-PSNR) [75]. In order to evaluate viewport quality, viewport-based PSNR is
also supported in 360 Lib.

Calculation of 360-video objective quality metrics is performed at different
stages in the CTC testing procedure, summarized as the following three categories:

• End-to-end distortion measurement: WS-PSNR, CPP-PSNR, S-PSNR-I, and
S-PSNR-NN are calculated between the original signal in source projection
format and the reconstructed signal in source projection format. The end-to-end
distortion considers both projection format conversion errors (including forward
and backward projection format conversion) and coding errors.

• Cross-format distortion measurement: CPP-PSNR, S-PSNR-I, and
S-PSNR-NN are measured between the original signal in source projection
format and the reconstructed signal in coding projection format. Partial (only
forward) projection format conversion errors and coding errors are measured.

• Coding distortion measurement: WS-PSNR and PSNR are measured between
the input to the codec and the output of the codec. Only coding errors are
measured, and projection format conversion errors are not measured.

Additionally, the CTC includes viewport quality evaluation using viewports
generated from the original signal in the source projection format and the recon-
structed signal in the coding projection format. Figure 3.22 shows the internal 3D

Table 3.6 Objective quality metrics

PSNR Conventional PSNR calculation with equal weight for all
samples

Weighted to spherically uniform
PSNR (WS-PSNR)

The distortion at each sample position is weighted by the
area on the sphere covered by the given sample position.
All samples on the 2D projection plane are used in
WS-PSNR calculation. The two inputs to the metric
calculation must have the same resolution and projection
format

Spherical PSNR w/o
interpolation
(S-PSNR-NN)

Calculate PSNR based on a set of points uniformly
sampled on the sphere. To find the sample value at the
corresponding position on the projection plane, nearest
neighbor rounding is applied. The two inputs to the metric
calculation can have different resolutions and/or projection
formats

Spherical PSNR with
interpolation
(S-PSNR-I)

Calculate PSNR based on a set of points uniformly
sampled on the sphere. To find the sample value at the
corresponding position on the projection plane, bicubic
interpolation is applied. The two inputs to the metric
calculation can have different resolutions and/or projection
formats

CPP-PSNR Apply another projection format conversion to convert the
two inputs into the CPP domain, and calculate PSNR in
CPP domain. The two inputs to the metric calculation can
have different resolutions and/or projection formats
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XYZ coordinate definition used to describe the 3D geometry of each projection
format representation. Starting from the center of the sphere, X-axis points toward
the front of the sphere, Y-axis points toward the top of the sphere, and Z-axis points
toward the right of the sphere. The sphere can be sampled with longitude (ϕ) and
latitude (θ). The longitude ϕ in the range [−π, π] is known as yaw, and latitude θ in
the range [−π/2, π/2] is known as pitch, where π is the ratio of a circle’s circum-
ference to its diameter. Rotation of this coordinate system is supported.

Subjective Testing Method

A subjective testing method is included for comparing 360 video projection
formats using an HEVC codec [Doc. N16892 Subjective testing method for com-
parison of 360 video projection formats using HEVC, Apr. 2017]. The test
sequences are defined in the JVET Call for Evidence 360 video section. Five
sequences are included: SkateboardInLot, ChairliftRide, KiteFlite, Harbor, and
Trolley. The video evaluation procedure for dynamic view ports is described in CfE
[Doc. N16886 Joint Call for Evidence on video compression with capability beyond
HEVC, Apr. 2017].

The call for evidence requested responses for use cases of video coding tech-
nology in three categories: standard dynamic range (SDR), high dynamic range
(HDR), and 360° omnidirectional video. The evaluation of the responses at the July
2017 MPEG meeting included subjective testing of the video quality produced by
candidate video coding technology. Two responses were received in the SDR
category, two responses in the HDR category, and four in the 360° category. The
results indicate that for a considerable number of test cases, a significant gain over
HEVC had been demonstrated, with comparable subjective quality at 40-50% less
bitrate compared to HEVC for the SDR and HDR test cases. In single cases, even
higher rate savings could be observed. The substantial benefit was also shown for

Fig. 3.22 a Internal 3D XYZ coordinate definition used to describe the 3D geometry of each
projection 360 format, and b example of a viewport generation with rectilinear projection
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several 360° video test cases. It has thus been concluded that evidence exists of
compression technology that may significantly outperform HEVC that could be
used to develop a new standard. As a consequence, MPEG has proceeded toward
issuing a formal Call for Proposals (CfP), expected to be issued in October 2017
[73].
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Chapter 4
Efficient Depth-Based Coding

Carl James Debono, Marek Domański, Sérgio M. M. de Faria,
Krzysztof Klimaszewski, Luís F. R. Lucas, Nuno M. M. Rodrigues
and Krzysztof Wegner

Abstract This chapter addresses predictive coding methods for depth maps that are
required for virtual view synthesis. In multi-view immersive systems, virtual views
play a very important role in the overall quality experienced by the users. Despite
the fact that depth maps are not viewed by the users, their accuracy has a significant
impact on the quality of the corresponding synthesized views. This is mostly due to
the geometry information of the scene they represent, which enables reconstruction
of any viewpoint lying between two camera views. The indirect impact of depth
map quality on synthesized images and video suggests that the optimization of
coding algorithms for view synthesis can improve the quality of experience of the
user. In this context, the chapter discusses the compression of depth maps using
standard coding techniques. A method for compressing the depth map with the use
of the standard coding technique of advanced video coding is provided. A depth
map quality metric is discussed as this is of paramount importance when allocating
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bitrates between the texture and the depth videos. Furthermore, experiments
regarding compression efficiency and bitrate allocation strategy are described and
their results presented.

4.1 Introduction

The multi-view video plus depth (MVD) representation provides a solution to
reduce the amount of data that needs to be transmitted in three-dimensional tele-
vision (3DTV) and free-viewpoint television (FTV) applications. The information
in the depth video supplies the geometry necessary to reconstruct any viewpoint
that lies between any two camera views. The depth data is composed of large
homogeneous areas representing objects that are at the same distance from the
camera and sharp edges that indicate changes in the depth.

These characteristics distinguish the depth video from the texture video. The
standard codecs are optimized for the texture video and therefore might not be
optimal for the depth information. This suggests that better encoding of the depth
data can be obtained by exploiting the different characteristics of the data.

This chapter first discusses predictive depth map coding for efficient virtual view
synthesis. The depth map is never viewed by the user but it is important for the
quality and accuracy of the synthesized views. This suggests that optimizing
the coding algorithm for view synthesis can improve the quality of experience of
the user. The chapter then discusses the compression of depth maps using standard
coding techniques. A method of compressing the depth map with the use of stan-
dard coding technique of advanced video coding (AVC) is provided. A depth map
quality metric is discussed as this is of paramount importance when allocating
bitrates between the texture and the depth videos. Experiments regarding com-
pression efficiency and bitrate allocation strategy are described and their results are
presented. Finally, some conclusions are drawn.

4.2 Depth Map Coding for Efficient Virtual View
Synthesis

The predictive depth coding (PDC) algorithm [1, 2] has been recently proposed for
efficient intra coding of depth maps in the context of the multi-view video plus
depth representation format. PDC presents an alternative coding paradigm based on
a highly predictive framework combined with a flexible block partitioning scheme.
In alternative to transform-based residue coding, a straightforward linear approxi-
mation residue coding scheme is used. Reported experiments have shown that PDC
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is able to achieve a higher rate-distortion performance compared to the current
state-of-the-art 3D-HEVC encoder for depth map intra coding. In this section, the
PDC algorithm is described and some experimental results comparing the perfor-
mance of PDC with 3D-HEVC standard are presented.

4.2.1 Algorithm Overview

At its core, the PDC algorithm uses a block-based hybrid coding approach based on
intra prediction and residue coding. The depth map is partitioned into
non-overlapping blocks of 64 × 64 pixels that can be further partitioned into
smaller sub-blocks using a flexible partitioning scheme. Each sub-block can be
predicted using directional prediction or, alternatively, a new constrained depth
modelling mode (CDMM), as illustrated in Fig. 4.1.

The used directional intra prediction method is based on one of the methods
defined in the HEVC standard [3–5]. However, PDC proposes significant
improvements including adaptive mode pruning and efficient prediction direction
signalling. The block may alternatively be encoded using CDMM, designed for
explicitly signalling the edges that are difficult to predict by directional prediction.
These edges are typically observed in the bottom-right region of the block, which is
harder to predict by directional prediction using left and top neighbouring block

Fig. 4.1 Block diagram of the PDC algorithm for intra depth map coding

4 Efficient Depth-Based Coding 99



samples. CDMM allows to explicitly signal an approximation of the edges in the
block as well as surrounding smooth areas. For residue coding, a linear approxi-
mation approach that depends on the chosen prediction direction is used. The
approximation linear coefficients are transmitted using a depth lookup table (DLT),
as proposed in 3D-HEVC. DLT performs a mapping of the valid depth values into
index values, being advantageous, for instance, when the range of available values
in depth map is pre-quantized. On the encoder side, most of the possible combi-
nations of block partitioning and coding modes are examined and the best one is
selected according to a Lagrangian rate-distortion cost. The context adaptive m-ary
arithmetic coding (CAAC) [6] is then used for entropy coding, including the
symbols that represent the flexible block partition, directional prediction modes,
constrained depth modelling mode and residue coding.

4.2.2 Flexible Block Partitioning

In PDC, each block may be partitioned using a flexible scheme based on bintree and
quadtree methods. The bintree partitioning [7] recursively divides the input block,
either in the vertical or horizontal directions, down to the 1 × 1 size, as illustrated
in Fig. 4.2. Some block sizes with a high ratio between horizontal and vertical
dimensions (ratios larger than 4, e.g. 64 × 1) are not used, lowering overall com-
putational complexity, because of their negligible impact on the coding.

In order to further reduce the encoder’s computational complexity, the bintree
block partitioning scheme is combined with quadtree partitioning. Three quadtree
levels are defined at block sizes 16 × 16, 32 × 32 and 64 × 64. The four partitions,
generated by each quadtree partitioning, are processed in a raster scan order. For
each available quadtree level, the bintree partitioning is used down to a predefined
minimum block size.

4.2.3 Directional Intra Prediction

When combined with the flexible block partitioning scheme, the directional pre-
diction framework provides an efficient representation of depth map edges. The
directional intra prediction includes the planar, DC and 33 angular prediction modes
[3]. PDC further improves the prediction of depth map signals, by using predefined
and adaptive reduction of directional modes, to minimize signalling requirements.

As discussed before, PDC allows a large set of block sizes for prediction. Since
some block sizes are very small or narrow, some directional intra prediction modes
(e.g. the ones with adjacent directions) may be redundant, giving similar prediction
results. Therefore, to save unnecessary calculations and overhead bits, PDC uses a
predefined reduced set of available directional modes, mainly for smaller block
sizes.
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The adaptive reduction of directional modes is another improvement of PDC
algorithm, which has similar coding advantages. It exploits the large amount of
smooth areas present in depth maps. In these areas, various directional modes may
produce the same predicted samples. Adaptive reduction of directional modes is
used to avoid this, based on the reference samples in the block neighbourhood.
Three groups of directional prediction modes are defined, depending on their ref-
erence samples. Group 1 holds all the directions that generate a prediction signal,
based exclusively on the top and left block neighbourhood including the top-left
pixel, that is angular modes 10 to 26 plus the planar mode. When these reference
samples are constant, the modes of group 1 are disabled. As illustrated in Fig. 4.3,
modes 10 to 26 tend to produce the same prediction output when the left and top
block neighbouring samples are constant. The remaining modes may produce
different prediction results if edges are present in down-left or top-right block
neighbouring regions (see right side of Fig. 4.3). DC mode can be chosen in place
of the disabled modes of group 1 since it produces the same result. When the
samples of the neighbour left and down-left regions are constant, the angular modes

Fig. 4.2 Possible block sizes
in PDC and their respective
label numbers. Arrows
indicate the direction of block
splitting
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2 to 9 are disabled. In this case, angular 10 mode (horizontal) can substitute these
modes. Finally, Group 3 contains angular modes 27 to 34, which depend on the top
and top-right neighbour regions, and can be substituted by angular mode 26
(vertical).

4.2.4 Constrained Depth Modelling Mode

CDMM facilitates the intra directional prediction process, by providing an alter-
native method that explicitly encodes depth map edges that are difficult to predict.
Such edges are often present in the bottom-right region of the block. Directional
prediction framework reasonably predicts straight edges coming from the left or top
block neighbourhood. However, when this is not the case, for example in the right
block of Fig. 4.4, it becomes difficult to predict.

CDMM uses a technique similar to the Wedgelet depth modelling mode used in
3D-HEVC [8], but several restrictions were applied to its design, to make it more

Fig. 4.3 Modes of group 1 (angular 10 to 26) only use left and top neighbouring samples to
generate block prediction. Middle figure shows that modes of group 1 produce the same prediction
output when the top and left block neighbouring samples are constant

Fig. 4.4 Example of simple edge prediction (left and middle) and difficult edge prediction (right)
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efficient in the context of the PDC algorithm. It divides the block into two parti-
tions, which are then approximated by constant values. The block partitioning
occurs between two points of the right and bottom margins of the predicting block.
In the second restriction, the line drawn between the two selected points should be
parallel to the anti-diagonal defined by the down-left and top-right block corners
(line defined between points C0 and C1 in Fig. 4.4).

The restriction on the block partitioning slope avoids testing many block par-
titions with different slopes reducing computation time. Furthermore, using a
unique partition slope associated with the block size allows for no bitstream
overhead in its transmission. The main disadvantage of this restriction is the
reduced flexibility to approximate depth map edges. However, the PDC algorithm is
able to alleviate this issue by combining CDMM with the flexible block partitioning
scheme, which results in anti-diagonal lines with different slopes.

CDMM block partitioning generates two partitions, whose depth values are
approximated by using a constant value. For P1 partition, an approximate coeffi-
cient is derived using the block’s neighbourhood. On the other hand, the constant
approximation of the P2 partition is explicitly transmitted to the decoder.

4.2.5 Residual Signal Coding

The flexible block partitioning scheme combined with the intra prediction frame-
work provides a very efficient prediction of edges, resulting in a smooth residue.
Because of this, PDC uses a simple linear modelling method to encode the residue.
Figure 4.5 presents the schematic of the PDC residue coding method. Four
approximation models are available: constant, horizontal linear and vertical linear,
as well as a special case of null residue. Depending on the chosen prediction mode,

Fig. 4.5 The PDC residue coding method
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which is known to both encoder and decoder, one of the available residue
approximation models is transmitted. For a more efficient rate-distortion coding,
linear non-null residue approximation models can be bypassed by setting a binary
flag. In order to better encode pre-quantized depth maps, the DLT algorithm [8] is
used to encode linear approximation coefficients.

4.2.6 Rate-Distortion Performance

The intra depth map coding performance of the PDC and 3D-HEVC algorithms is
evaluated based on MPEG common test conditions document for 3D video core
experiments [9]. 3D-HEVC results were produced using reference software version
HTM-13.1, in all-intra configuration. For a fair comparison of depth coding per-
formance, the contour depth modelling mode of 3D-HEVC was disabled, in order
to disable inter-component prediction. Performance of depth map coding is eval-
uated in terms of PSNR quality of resultant virtual views generated based on the
decoded depth data and the original texture views, against the reference virtual
views, generated based on the original uncompressed depth and original texture
views. The average luminance PSNR quality of six intermediate views placed
between the positions of the encoded depth maps is used. For the purpose of view
synthesis, the state-of-the-art software for linear camera arrangement implemented
in HTM software is used [10]. The sum of the bitrate used to encode the three depth
map views is considered in the evaluation process.

Figure 4.6 presents the average Bjontegaard Delta Bitrate [11] results of PDC
relative to 3D-HEVC, for eight different test sequences, using two configurations
with different distortion metrics: the sum of square errors (SSE) and the view
synthesis optimization (VSO) [8]. These results show the advantage of the PDC
algorithm over the 3D-HEVC approach, when using SSE and VSO distortion
metrics. The average bitrate savings of PDC over 3D-HEVC using all-intra

Fig. 4.6 Average BD-BR values of PDC relative to 3D-HEVC using SSE and VSO distortion
metrics
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configuration and SSE distortion metric are approximately 6%. The average PDC
gain is superior when VSO method is used in both algorithms, achieving 14.3% of
bitrate reduction for the same quality of virtual views.

4.3 Depth Compression Using Standard Coding
Techniques

Sending the depth data along the texture data (normal video frames) for a video
sequence is a must in different modern applications, described elsewhere in this
book. Such an approach requires that available bandwidth is divided between the
texture and depth data. Both kinds of data need to be compressed, be it a joint
compression, or completely independent compression for texture and depth.

The most straightforward approach towards the compression of depth maps,
represented as a sequence of monochromatic images, is to feed the depth map
sequence to a standard video encoder. The same encoder can be, therefore, used for
texture and depth compression. This approach has some obvious drawbacks, since
standard coding methods, that are used in hybrid coders, are not very well suited for
depth map compression. The properties of depth maps make the hybrid coders less
suitable for use for their compression [12]. This occurs mostly because of the poor
performance of the transform coding for sharp edges, which are found in abundance
in depth maps. Moreover, the process of lossy coding performed by hybrid coders
introduces offsets in values of depth maps. This can be destructive for depth map
quality, while is acceptable for texture.

While all the aforementioned drawbacks have to be kept in mind, still, the
encoding of depth maps using a standard video coder is a valid and widespread
technique for encoding depth maps.

This section deals with some aspects of such encoding, mostly the bitrate dis-
tribution between depth and texture data.

4.3.1 Bitrate Distribution

Encoding textures and depths involves deciding on the way the available bitrate is
distributed between texture and depth. It is usually assumed that the depth can be
encoded using significantly less bits than allocated to encode the corresponding
texture. This comes from the fact that depth is conventionally represented as a
monochromatic image (so only a single channel needs to be encoded) with limited
textures (usually objects are rather flat therefore their corresponding depth is a
simple gradient-filled surface, such areas can be efficiently encoded). On the other
hand, the prominent edges in depth maps consume many bits to encode. Another
limiting factor is the necessity to avoid significant changes in depth values, which

4 Efficient Depth-Based Coding 105



would easily result from high compression ratios. In order to choose the appropriate
bitrate ratio between depth and texture, one must decide on the optimization cri-
terion used. For standard video coders, this will usually be the quality of the
reconstructed data. This approach, however, is not appropriate for depth, as will be
discussed in the next section.

4.3.2 Depth Map Quality

When deciding on the strategy of bitrate distribution, one has to choose the quality
metric for depth. Unfortunately, the most widespread objective metric, the PSNR, is
unsuitable for depth. The reason for this unsuitability is that depth data are not
presented to the viewer, but, instead, are being used in the process of synthetic view
generation (so-called depth image based rendering—DIBR). Certain parts of the
depth map contribute much more significantly to the resulting virtual view image
than others, and, therefore, the quality metric needs to be weighted with the weights
appropriate for each pixel separately. In fact, there exist areas in depth maps, where
the distortions in depth map will not influence the virtual view synthesis process at
all. Unfortunately, PSNR metric does not provide this kind of information.

Thus, the more appropriate metric of the quality of depth seems to be the metric
based on the quality of the synthesized view with the use of a given depth map. This
turns out to be the most straightforward way of assessing the quality metric, as it
inherently takes into account different influence of the values of depth map in
different areas. Such a method was adapted by Moving Pictures Experts Group
(MPEG) of the International Standardization Organization (ISO/IEC) in the process
of evaluating methods of processing and compression of the multi-view video with
depth [13]. Adopted method assesses the performance of depth compression
method by evaluating the quality of virtual views in terms of PSNR. But even such
a simple method has its variants. Because PSNR metric needs a reference image,
one has to provide the image to refer to for each frame of virtual view.

The first method is to compare the virtual view generated with the use of
compressed depth map to the real view captured by a camera situated in the same
position and orientation as were set for a virtual camera, as shown in Fig. 4.7. This
approach provides results that are more consistent with the subjective evaluations of
the virtual view quality [12], but requires additional video data to be obtained
during the capture process, which is not always possible. Another drawback of this
method is that the quality evaluation is influenced by the quality of virtual view
synthesis algorithm, and thus, comparing results obtained with different view
synthesis software is difficult.

Another method is to compare the virtual view generated with the use of
compressed depth map to the virtual view generated with the use of uncompressed
depth data, as shown in Fig. 4.8. This way the influence of the view synthesis
algorithm is diminished, but the results are slightly less consistent with the already
mentioned subjective test results. This is the only method that is suitable for
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assessing the quality of dense virtual views, since it is physically impossible to
place any real camera for providing the reference view. Also for already recorded
sequences, this can be the only feasible metric, since no additional camera data can
be provided in such a case.

The method accepted by MPEG relies on this second version of depth quality
estimation algorithm. This method is also used for assessing the quality of the
overall video plus depth compression. This is therefore the optimization criterion
for estimating the optimal or near optimal ratios of bitrate devoted to texture and
depth bitstreams in compression.

4.3.3 Bitrate Distribution Between Texture and Depth

Upon agreeing on the way of assessment of the quality of depth, the proper ratio of
bitrates devoted to texture and depth can be estimated. Usually, the depth is per-
ceived as the kind of data that can be easily compressed, with high compression
ratios. The comparison of bitrates for three exemplary sequences with depth, Book
Arrival [14], Newspaper [15] and Pantomime [16] for a given value of quantization
parameter index (QP) is given in Fig. 4.9. It can be seen that the bitrate of depth is
for all the tested sequences visibly lower than the bitrate for texture. Therefore,
usually the bitrate devoted to the transmission of the depth data is limited to about
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10–20% of the total bitstream. This rule of thumb may not, however, be the most
efficient bitrate distribution. In fact, as it turns out, such a simple approach is not
valid for a significant number of cases, as usually depth requires larger bitrate than
expected.

The exemplary curves showing the PSNR value of the virtual view for a certain
test sequence can be seen in Fig. 4.10. The reference for the PSNR metric was here
the real view from a camera. The quantization parameter index for texture is
denoted QP, while for depth it is denoted QD. Results for only one representative
sequence are given. The dashed horizontal line is the reference quality obtained
with uncompressed data. It can be seen that there are different combinations of QP
and QD indices that produce the same bitrate, but they can significantly differ in
quality of synthesized view. The same holds true for the bitrate ratio—as seen in
Fig. 4.11. The quality is highly dependent on the QP—the index of quantization
parameter for texture. The dependency on the QD is much less noticeable for the

Compression

View
Synthesis

A C

Decompression

                                 Depth Maps

Views

Virtual
B

View A

View C
Depth 
Map A

Depth 
Map C

PSNR
calculation

View
Synthesis Reference 

Virtual
B

Quality 
metric

Fig. 4.8 Depth quality
assessment using synthetic
view as a reference

108 C. J. Debono et al.



part of the considered data points. However, there is a certain threshold, above
which the QD value starts to significantly influence the quality of the virtual view. It
can be therefore concluded that in order to achieve the highest coding performance,
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the compression should be done so that the bitrate is maintained at the
close-to-optimal level.

This optimal bitrate ratio can be estimated using more experimental data. The
dense experimental data are shown in Fig. 4.12. One can clearly see the envelope of
the family of curves—the bold continuous line above all dashed lines. Dashed lines
depict the results for different QP and QD pairs that were tested. The envelope
consists of the testpoints with different QP and QD values. It is also interesting to
see the bitrate ratios for the points on this optimal curve. The bitrate ratio is shown
in Fig. 4.13. Figure 4.13 shows that to get optimal performance, one sometimes
needs to assign more than 30% of bitstream to depth coding. Another observation is
that the bitrate ratio gets bigger for lower bitrates—this means, that for lower total
bitrates one has to assign more bitrate to the depth data, since any further
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degradation of depth reconstruction would significantly reduce the overall quality
of the virtual views.

In order to operate on the optimal curve (i.e. assign the proper bitrate to depth
and texture for a given total bitrate), one needs to adjust the QP and QD indices.
Unfortunately, there is no linear dependency between the values of QP and QD
laying on the optimal quality curve.

The analysis of experimental data, provided in [17], is concluded in an
approximate formula used to estimate the value of QD based on the value of QP
index. There are two formulas, and the choice depends on the reference used for
PSNR quality estimation. For comparison with a view synthesized using the
uncompressed data, the formula is given below.

QD ¼ �0:0216� QP2 þ 2:6872� QP� 29:376
� �

; QP[ 16
11; QP� 16;

�
: ð4:1Þ

Compression results obtained with the use of Eq. (4.1) for a specific represen-
tative test sequence are shown in Fig. 4.14. It can be seen that the performance
(solid line) is at close-to-optimal level, compared to the dashed lines for all possible
pairs of QP-QD values.

4.3.4 Coding Depth with Reduced Resolution

Another observation about coding depth maps with standard coding techniques is
that it is usually more beneficial, in terms of compression efficiency versus virtual
view quality, to decimate the depth map and obtain the depth map with reduced
resolution. This reduced resolution depth map is then compressed, and after
decompression, the original size is restored. The experiments have shown, that
during the decimation, several aspects need to be observed.
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First—it is not possible to use average value for depth pixels. Doing so would
introduce non-existent depth levels to the scene and may cause significantly visible
artefacts in virtual views. Therefore, only the values that are already present in the
depth map can be used in the decimated version. The most appealing choice is to
use the maximum value of the neighbouring pixels during decimation. This can be
justified by the observation that this maximum value corresponds to the object
closest to the camera and unlikely to be occluded. It will, however, occlude the
neighbouring objects in virtual view. This is therefore the object that will, most
probably, be seen in the virtual view and it is important to preserve its original
depth value.
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The results of the compression of texture and depth, with the depth being
reduced in resolution twofold and fourfold, are shown in Fig. 4.15. It is noticeable
that only the twofold reduction improves the compression, while the fourfold
reduction decreases the overall quality.

4.4 Conclusion

This chapter has covered predictive depth map coding solutions optimized for view
synthesis. Furthermore, it has shown that standard video coding techniques can be
used for depth compression, despite their fundamentally different properties than
texture, for which the coding methods were developed. The motion compensation
and transform coding of a hybrid coder perform sufficiently well also for depth
maps. Although better suited methods are being developed, still the most conve-
nient and straightforward method of compressing the depth map is to use standard
video coding software.
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Chapter 5
Error Concealment Methods
for Multiview Video and Depth

Sérgio M. M. de Faria, Sylvain Marcelino, Carl J. Debono,
Salviano Soares and Pedro Amado Assunção

Abstract The different media representation formats and coding techniques cur-
rently used to deliver 3D visual information across diverse networks require specific
approaches and methods to minimise the perceptual impact of data loss, that may
occur along the communications path. This chapter addresses this type of problem
by presenting recent advances in error concealment methods, expanding conven-
tional techniques used for 2D video to multiview (MVC) and multiview
video-plus-depth (MVD) coded formats. The methods described in the chapter
exploit the specific characteristics of multiview formats to achieve highly efficient
error concealment performance and, consequently, to improve the perceptual
quality delivered to end users, in the presence of transmission losses. In the case of
MVC, besides spatial and inter-frame, inter-view correlations are also exploited,
while in MVD, the most efficient methods use both the texture (view) and depth
information to improve the error concealment performance. The most relevant
contributions in this field are described in detail, where the performance of these
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advanced solutions is discussed along with comparisons between different methods
and benchmarking.

5.1 Introduction

The existence of different representation formats and coding techniques for 3D
visual information requires specific approaches and methods to minimise the per-
ceptual impact of data loss, that may occur in delivery services through error-prone
networks, such as those generally used in multimedia communications. Video
compression of multiview video exploits spatial, temporal and inter-view redun-
dancies to reduce the huge amount of captured data. When such highly compressed
streams are delivered over practical networks, transmission errors can cause loss of
some of the data packets with significant impact on the quality of experience
(QoE) provided to end users. The missing information does not simply affect an
image area in the current frame, but due to the various coding dependencies
exploited during the compression process, any spatial, temporal or inter-view
content that predicts the values from this area will be also erroneous. Therefore, the
errors will propagate in space, time and in-between views until the dependencies are
interrupted.

In order to provide good quality of experience (QoE) in 3D multiview services
over networks, the lost information needs to be reconstructed using methods cap-
able of minimising the impact of the resulting impairments. To overcome the errors
over communications channels, error control strategies, such as forward error
correcting (FEC) codes, can be applied. However, when the FEC codes fail other
algorithms are needed at the decoder side to limit the error effects and estimate the
missing video content. The former techniques are known as error resilience coding,
which restricts the propagation of the errors to a certain extent, while the latter are
classified as error concealment (EC), which estimate the missing information from
the received data, including stream syntax elements. In this case, depending on the
type of coded data affected by losses, spatial and temporal information may be used
to recover missing image regions to reduce the impact of lost data.
Conventional EC techniques, normally used in 2D video, may also be implemented
in robust decoders of multiview (MVC) and multiview video plus depth (MVD).

In this chapter, more efficient error concealment methods are described. These
exploit the specific characteristics of multiview formats, which allow the use of new
types of information in order to improve the error concealment performance and,
consequently, the perceptual quality delivered to end users. As described in the
following sections, in the case of MVC, besides spatial and inter-frame, inter-view
correlations may also be efficiently exploited, due to the high similarity between
frames captured from different viewpoints at the same time instant. In the case of
MVD, besides the different viewpoints, for each texture (view) frame there is also a
corresponding depth map, thus texture and depth information can be jointly used in
order to improve error concealment performance. Based on the previous underlying
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principles, the chapter describes the most recent advances in error concealment
methods for MVC and MVD, performance evaluation, discussion of results and
benchmarking using known methods as reference. The efficiency of these advanced
solutions is discussed based on the quality of virtual views as this is the ultimate
performance indicator for the reconstruction efficiency of error concealment
methods in MVC and MVD robust decoders.

5.2 Error Concealment for Multiview Video

In general, error concealment is a post-processing operation applied after the actual
decoding process to fill in any missing content, by exploiting the error-free infor-
mation that reaches the receiving side. Due to the nature of the coding algorithms,
any missing blocks in images affected by errors always have some level of corre-
lation with other blocks located in their spatial, temporal and inter-view neigh-
bourhood. This has been the underlying principle behind single-view concealment
methods, which have been inherited for multiview solutions along with the addition
of inter-view neighbourhood exploitation. This section describes the most important
methods that have been used in the past and also recent research contributions to
improve the quality of multiview video delivery over error-prone networks, by
using efficient error concealment methods.

5.2.1 Basic Methods Using Neighbouring Regions

Spatial correlation methods are based on the similarity between pixels located in
neighbouring areas of the same image. A possible approach to implement a spatial
EC method is to store the location of all erroneous and dropped slices in an error
map during the decoding process [1]. To recover such missing content, the EC
algorithm starts from the top and bottom edges in the vertical plane and from the
left and right edges in the horizontal plane of the frame and moves to the centre of
the lost slice. Spatial EC methods are particularly useful when transmission errors
corrupt pixels within an intra-coded frame, because no temporal or inter-view
neighbours that can be used to recover the missing regions. In these cases, error
concealment relies exclusively on the information available in the spatial neigh-
bourhood. A weighted average of the closest available boundary pixels values is
performed to fill in the missing pixels. The values of the weights are found
depending on the inverse distance between the pixel to conceal and the reference, as
shown in Fig. 5.1. Missing pixels closer to boundary generally correlate better with
the pixels on the boundary and therefore result in better quality than others, which
are further away. The missing pixel value is interpolated using:
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wAþ xBþ yCþ zDð Þ
wþ xþ yþ zð Þ ð5:1Þ

where A, B, C and D represent the reference pixel values and w, x, y, and z represent
the pixel distances, as shown in Fig. 5.1.

In the case of inter-predicted frames, there are more candidates to be used by the
error concealment process. In addition to the spatial candidates discussed above, the
missing pixels can be estimated from temporal and inter-view neighbours.
Temporal concealment methods estimate the motion vector of the missing data
computed from the motion vectors of the spatial neighbourhood. These motion
vectors provide pixel candidates in the previous frame. If the average of these
motion vectors represents a very slow moving or stationary content, the lost data is
filled using the collocated pixels in the reference frame. If on the other hand there is
high movement in the scene, a motion vector needs to be selected from the
neighbouring data and assigned to the lost blocks. The result represents a good
estimate given that motion of nearby content is statistically highly correlated.
Figure 5.2 represents the concept behind this technique where mvl, mvt, mvr and
mvb represent the left, top, right and bottom motion vector, respectively. The
neighbouring blocks can be divided into smaller partitions, allowing to increase the
number of candidate vectors.

This method provides a list of motion vector candidates that can be used to
recover the lost blocks. To select the best match from the list, the error at the
boundary for each candidate replacement is computed, and the one presenting the

Fig. 5.1 Spatial concealment
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smallest error is selected. The calculation is done using the boundary matching
algorithm (BMA) [2]:

dsm ¼ minarg
dir2 left;top;right;bottomf g

X16
j¼1

Yref mvdirð Þj�Yrecj
��� ���

 !
=N

* +
; ð5:2Þ

where dsm represents the Luma (Y) error, mvdir represents the motion vector being
considered, Yrec is the reconstructed Luma value at the boundary of the frame, Yref is
the reference Luma value on the other side of the boundary and N is the average
number of pixel elements. The summation to 16 is for a 16 � 16 block. This error
represents a measure of smoothness between the correctly decoded blocks and the
ones replacing the lost ones. The zero-motion vector also forms part of the list of
candidates to cater for the possibility that the corrupted content was a SKIP. If the
current frame is bi-predicted, then the vectors to be used will be selected from a list
of candidate vectors. When only one of motion vectors is available, then the
selection is trivial. When both are available, the forward prediction motion vector is
used.

The multiview standard requires that one of the views is compatible with
single-view coding and therefore presents no inter-view dependencies. Hence,
frames in this view simply use the same single-view techniques, which rely on the
spatial and the temporal concealment methods previously discussed. The other
views can have inter-view dependencies, which can be either dependent on another
view or on two other views. This situation is similar to the temporal dependencies,
but instead of motion vectors they now use disparity vectors. Therefore, the can-
didate disparity vectors from the neighbourhood of the missing content can be used
to find replacements in the other views [3]. Note that, in order to allow random

Fig. 5.2 Motion vector
candidates for temporal
concealment

5 Error Concealment Methods for Multiview Video and Depth 119



access, the anchor frames do not exploit temporal redundancy, but still exploit
inter-view redundancy. Hence, only the disparity vectors are candidates in such
cases. Other frames can use both temporal and inter-view concealment. A decision
algorithm should be used to determine the best reference frame for concealment,
depending on the error generated when comparing the boundaries.

These techniques form the basis of all error concealment methods found in the
literature. Improvements are based on using different combinations of replacement
candidates, different error measurement solutions to determine the smoothness, and
different matching algorithms, such as the outer boundary matching algorithm [4].
The results obtained from error concealment strongly depend on the type of
sequence and, typically, favour slow moving content with few errors. Further work
is still needed to improve the results of concealment and understand its impact in
high-definition 3D viewing.

5.2.2 Recent Advances in EC for Multiview Video

Based upon the basic techniques described above, there are different approaches to
obtain improved results and better visual quality when multiview video suffers from
network losses. The following methods are relevant examples of recent advances in
this field.

A spatial EC method for MVD, which uses the depth information to restore the
corresponding texture image based on thresholding of the depth map, is described
in [5] by A. Ali et al. This approach shows high potential, since the main edges of
the depth map define the limit between the background and foreground, which can
also be used in the reconstruction process of the corrupted texture. However, the
validation of the method is not very strong because a simple error pattern was used
with small error rates, which makes it difficult to evaluate the accuracy and to
validate the performance as a general result. Moreover, since the MVD format is
used and the quality of the images synthesised from the recovered texture images
was not evaluated, the actual impact of the recovered texture images on the overall
quality is not fully known.

A full-frame EC method for MVC was proposed by Liu et al. [6] using an
approach that takes into consideration the underlying principles based on motion
similarities between frames in the temporal domain. Nevertheless, in this case the
redundancy between adjacent views is used. As the EC method described in [7], a
motion field is computed based on the previously decoded frames. Liu et al. pro-
posed a similar approach, but taking advantage of the MVC video characteristics,
where the motion information of the adjacent views is used to recover the corrupted
frames. The motion field of the adjacent views is based on a simplified global
disparity model, where the motion vectors (MVs) from adjacent views are con-
sidered similar, simply taking into account the camera displacement. When a frame
from a non-base view is lost, each lost MB is recovered by copying all the block
partitions and respective MVs from the adjacent view. When motion information is
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not available in the adjacent view, as for intra-coded MBs, spatial error concealment
is performed by setting the lost MB being concealed as a skip in P-coded pictures or
direct mode, in the case of B-coded pictures [8]. However, the authors only com-
pared the proposed method with temporal replacement method (TR), where gains
up to 2.6 dB and 0.97 dB, on average, were achieved for the tested sequences.
Despite the fairly good results, this method still has room for improvement, mainly
due to simplistic EC approach that uses the same global disparity for all recovered
MBs. This might be an advantage in terms of computational complexity, but may
reduce the EC accuracy when compared to the case where individual disparity
values would be used for each recovered MB.

Using a different approach, Chen et al. in [9] also proposed a full-frame error
concealment method for stereoscopic video using a frame difference projection
based on the disparity (DFDP) of a stereo pair. Figure 5.3 shows an example of
how the temporal similarity between frames (inter-frame) and also between views
(inter-view) is exploited. The method assumes that the left view is the base view,
allowing this stream to be independently decoded without the need of other views.
In the case of the right view, the correlation between views was taken into account,
meaning that the adjacent views are needed in the decoding process. Chen et al.
proposed a method that is targeted for non-base encoded views, where inter-view
information is also exploited.

The left view is defined by l, the right view by r and t defines the time instant.
A pixel from f r;tð Þ of a corrupted frame can be obtained by motion and disparity
vectors, one due to motion activity (ml

! and ~mr) and the other due to disparity

between frames (dt
!

and ~d t�1ð Þ).
Assuming that objects in the scene do not change significantly along time, nor

between frames from adjacent views, it is reasonable to consider that the MVs

ml
!� ~mr and dt

!�~dt�1, indicating that both inter-view and inter-frame correlations
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Fig. 5.3 Inter-view and
inter-frame correlations
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are high. Chen’s DFDP method is based on this assumption and comprises three
main functions: (1) Change Detection, (2) Disparity estimation and (3) Frame
difference projection.

In the first function, Change Detection, a temporal change detection is per-
formed by computing the absolute frame differences for all pixels between a certain
temporal instant t and t � 1 in the left view l. The resulting matrix Df , defined by
Eq. (5.3), represents the corresponding frame difference, which is then filtered with
a mean filter, followed by thresholding [10]. In order to detect the moving objects,
pixels belonging to the foreground and background are separately identified. This
filtered matrix is represented by M l;t�1!tð Þ x; yð Þ and defined by Eq. (5.4), where
x and y are the corresponding pixel coordinates. The threshold T is computed by an
iterative algorithm, as described in [9].

Df l;t�1!tð Þ x; yð Þ ¼ f l;tð Þ x; yð Þ � f l;t�1!tð Þ x; yð Þ�� �� ð5:3Þ

M l;t�1!tð Þ x; yð Þ ¼ 1; Df l;t�1!tð Þ � T
0; otherwise

�
ð5:4Þ

In the second function, Disparity estimation, the horizontal disparity estimation
is computed between the stereo pair l and r (a parallel camera arrangement is used).
It is assumed that a disparity vector can be decomposed into two components, the

global and the local disparity. The global disparity d t�1ð Þ
global is computed for the

regions where temporal changes occur, as defined by Eqs. (5.5) and (5.6). The
objective is to compute the disparity d, where the absolute differences between
frames belonging to left (l) and right (r) views are smaller.

Et�1
global ¼

X
M r;t�1!tð Þ x;yð Þ

f l;t�1!tð Þ x; yð Þ � f r;t�1!tð Þ x� d; yð Þ�� �� ð5:5Þ

d t�1ð Þ
global ¼ argmin

d
Et�1
global ð5:6Þ

The local disparity d t�1ð Þ
local is computed using an m� m window, as defined by

Eqs. (5.7) and (5.8). To compute the local disparity, an 8� 8 window was used in a
search range defined by d 2 �20; 20½ �.

d t�1ð Þ
local ¼ argmin

d
Et�1
local x; y; dð Þ ð5:7Þ

Et�1
local x; y; dð Þ ¼

Xm
2

c¼�m
2

Xn
2

e¼�m
2

f l;t�1!tð Þ xþ c; yþ eð Þ � f r;t�1!tð Þ xþ c� d � d t�1ð Þ
global; yþ e

� ���� ���
ð5:8Þ
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After obtaining the global and local disparity components, the final disparity
values d t�1ð Þ x; yð Þ are expressed as:

d t�1ð Þ x; yð Þ ¼ d t�1ð Þ
global þ d t�1ð Þ

local ð5:9Þ

In the third and final function of this EC method, frame difference projection is
performed, based on the inter-frame and inter-view correlation, knowing that MVs

ml
!� ~mr and dt

!�~dt�1. The change detection map M r;t�1!tð Þ x; yð Þ and the temporal
frame difference Df r;t�1!tð Þ x; yð Þ of the right view can be computed based on the left
view M l;t�1!tð Þ x; yð Þ and Df l;t�1!tð Þ x; yð Þ. It is considered that the lost frame is the
right view from temporal instant t f r;tð Þ

� �
, which is recovered using pixels from

f r;t�1ð Þ together with the temporal distances Df r;t�1!tð Þ x; yð Þ, as defined by

Df r;tð Þ x; yð Þ ¼ f r;t�1!tð Þ x; yð ÞþDf r;t�1!tð Þ x; yð Þ ð5:10Þ

To validate the method, Chen et al. compared with two other techniques [11,
12], which also exploit the correlation between views to recover the lost regions.
The proposed method is able to achieve good results and to surpass the best
reference methods by an average luminance peak signal-to-noise ratio (PSNR) of
1.42 dB. But, it would be also interesting to compare the proposed method with
other popular EC methods tailored for 2D video, such as temporal replacement
(TR) or motion vector extrapolation (MVE), in order to conclude more clearly the
accuracy of the proposed method over other techniques.

Chung et al. proposed an EC in [13], which is similar to the previous one [9].
This approach also exploits the correlation between different views, in order to
extract MVs from uncorrupted views to the one being concealed. The novel idea of
this work is to consider the occlusions between views [9]. Figure 5.4 shows how
the occlusions between the views are detected. For example, a scene composed by
points a, b, c, d, e, f and g, which are represented in two distinct frames at the same
temporal instant from two views, e.g. a stereo pair. Considering an object that is
located at a certain distance from the background represented by pixels a and b,

Backgroundc d e f g h  

a b

a    b    c    d    e    f    g   h  

lx

rx

Le� frame Right frame

a    b    g   h  

Occlusion

Fig. 5.4 Detection of occluded region between views

5 Error Concealment Methods for Multiview Video and Depth 123



some pixels of the background are not visible by none of the views. These pixels
belong to the occluded region, represented by c, d, e and f. Since the EC cannot be
accurate for these pixels, as presented in [9], a further method to fill this region must
be used.

After recovering the lost region corresponding to the non-occluded areas, the
hole filling is performed not only on the occluded areas, but also in other regions
where temporal EC was not successfully performed. In some cases, some MVs can
point to the same pixels, resulting in empty regions that were not concealed. The
non-concealed regions are filled, by checking the motion activity of neighbours
previously recovered. Using a 5� 5 window around the empty pixel, and if the
motion intensity from such window is below a predefined threshold, temporal
replacement (TR) is used. When the motion activity is above the threshold, the
holes are filled with the spatially nearest available pixels. Comparing to the
implementation in [9], on which the method of Chung is based, the authors reported
an average PSNR gain of 0.4 dB. In the case of individual frames, the PSNR gain
over the method in [9] can be over 1.7 dB, which is a quite significant improve-
ment. Since the average PSNR advantage over the best reference methods is not
very high (0.4 dB), the proposed method would be better validated if subjective
tests were made, in order to verify if such a small PSNR difference has some effect
on the perceived quality by the viewers.

An EC algorithm for MVC, based on the FMO H.264/AVC resilience tool, was
proposed by Micallef et al. in [3] and [14]. Since the adopted EC techniques cannot
deal with full-frame loss, the method relies on the assumption that when errors
occur, only portions of the images are lost (e.g. slices). This method also exploits
both inter-view and inter-frame correlations, but in this case, the similarities are not
exploited by computing a disparity for the corrupted pixels. A more specific
approach is used, less computationally expensive because the disparity vectors
(DVs) are extracted from the MVC bitstream. Based on these DVs, EC techniques
that were primarily developed for 2D video can also be adopted, such as the ones
presented in [15], by adding the DVs to the set of candidates. The MV or DV
producing the smaller distortion at the boundaries of the lost region is chosen to
recover the corrupted blocks. Depending on the MVC coding structure, DVs might
not be available for error concealment. In case of the first view (view 0), which is
typically the base view, DVs are not available and EC is performed in the same
manner as 2D video. In the other views, anchor frames only have available DVs and
not MVs, because in such frames only inter-view prediction is exploited in the
coding process. In some view frames, both MVs and DVs are available for EC. As
mentioned before, Micallef et al. tested these EC methods for MVC using FMO and
also another coding scheme that uses a fixed slice size of 150 bytes. Using FMO or
the fixed slice size, the reconstruction accuracy was clearly higher than the accuracy
in the scheme with fixed slice size. Comparing a reference method (i.e. FC) with the
proposed method, PSNR gains over 2 dB were achieved, proving its effectiveness,
though the diversity of EC reference methods used for benchmarking is limited to
consolidate the gains obtained from the use of disparity information (i.e. DVs).
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In the work described in [16], Stankiewicz et al. proposed an EC algorithm for
multiview video, using the MVD format. The major novelty of this method is the
use of depth-image-based rendering (DIBR) in EC, where the synthesis of a virtual
view is used to recover the lost areas. In addition to DIBR, also intra-based and
temporal techniques are used. In the DIBR process, it is assumed that the depth
maps are available at the decoder by either being transmitted through different
channels or generated on-site. First, the lost regions are recovered using a combi-
nation of the inter-view (DIBR) and temporal techniques, but since these might not
be able to recover all pixels of the lost regions, the remaining areas are filled using
an intra-technique. Regarding, the inter-view and temporal techniques, these two
are used to recover all the missing regions. After performing this task, only one of
the methods is chosen based the estimated accuracy of the EC technique. Although
using demanding simulation conditions with high packet loss rates (PLR), up to
50%, only a very specific loss scenario was considered, where the corrupted frames
are not used as reference, thus the error propagation does not exist. Since the test
scenario is not very realistic, the ability of this EC method to mitigate the negative
effects of error propagation is not known. The quality of the proposed EC method
was assessed by comparing it with two other reference methods, temporal
replacement (TR) and another temporal EC method, similar to the one described in
[17]. The image quality was measured through a set of subjective tests and it was
found that the proposed EC method achieves better results than the reference
methods for almost all sequences. Only for one test sequence, the method did not
achieve the best result, which was justified by the inconsistency in the lightning
environment between cameras, which severely affects the accuracy of inter-view
concealment.

Another EC algorithm, proposed by Xiang et al. [18] for stereoscopic video, is
based on an autoregressive model (AR) [19]. This method starts by acquiring the
motion information (MVs) and also the DVs of the corrupted regions. Then, the AR
coefficients are computed based on the spatial correlations using both the previously
acquired MVs and DVs. The final step is to apply the AR model on all pixels of the
lost regions, using weighted interpolation of the selected prediction directions. Note
that each of the MVs and DVs is refined using BMA, then the best MV and DV is
chosen for the recovery process. Each pixel of the lost region is computed by using
a weighted interpolation of the pixels that belong to a window with size (2� R).
R is the radius of this window, centred on the pixel located at the point given by
MV or DV from the reference frame (temporal-correlated or inter-view frame).

Figure 5.5 shows an example of pixels selection used to compute the weighted
interpolation. A cross � in the lost MB of the current frame defines the lost pixel,
while a circle � defines the surrounding pixels in the reference frames that are
contained inside the region defined by 2R. Pixels defined by � are used in the
weighted interpolation, with an associated weight a that is computed by the pro-
posed AR model. The authors reported PSNR gains up to 1.28 dB in comparison to
the error concealment method implemented in JM H.264/AVC reference decoder,
for the base view (without inter-view redundancy to exploit). For the second view,
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where inter-view redundancy exists, the PSNR gain is higher, up to 3.32 dB,
revealing the importance of using DVs to achieve an accurate EC.

In the work described in [20], Yan et al. proposed an EC technique for MVD
which has many similarities with his previous work [21], where the main focus is to
recover corrupted texture by taking advantage of additional information given by
the depth maps. Hybrid motion vector extrapolation (HMVE ) and pixel-based
motion vector extrapolation (PMVE) EC techniques are implemented with the
addition of depth support. First, a set of extrapolated MVs for each pixel of the lost
region is computed using HMVE and PMVE. Then, the depth value of each MVs
point is checked based on the assumption that objects present in the scene with
similar motion have also similar depth values. When depth maps are lost, no
specific EC is performed for depth maps, therefore the conventional PMVE or
HMVE is used. Since some MVs might point to the same pixels, some other lost
pixels might not be recovered. In such cases, a simple weighted interpolation of the

Fig. 5.5 Temporal and inter-view EC model
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nearest available pixels is performed, using pixels that were already recovered using
the previous techniques. The use of depth map information to recover corrupted
texture in both PMVE and HMVE EC algorithms is reported as being a significant
advantage. Without the use of depth, the HMVE achieves better quality than
PMVE. With the addition of depth maps, the advantage of the HMVE method is
even more significant. Like other EC techniques described in this chapter, the
quality of the synthesised images is not evaluated. Therefore, it is not possible to
assess the effect the recovered depth and texture on the synthesis of virtual views.

An error concealment method, based on view synthesis, was proposed by Doan
et al. in [22] to recover corrupted colour images, while for corrupted depth maps,
the error concealment method is described in [23]. For the sake of simplicity, the
authors considered an application where two views with the corresponding texture
and depth maps are used. The left view is considered to be error free. This approach
is also based on the assumption that slices containing eighty macroblocks are
randomly lost. Regarding the EC of the texture, which is the main focus of this
method, when a missing region of the right view is detected, the corresponding
pixels of such regions are synthesised through DIBR, in order to find the matching
pixels of the left view. In the synthesis process, some pixels may not be synthesised
if the matching pixels belong to occluded regions. If the number of unsuccessful
synthesised pixels is higher than a predefined threshold, the corrupted region is
recovered using conventional methods [23]. Otherwise, the following steps are
performed in order to choose a temporal or synthesis based error concealment
method: (i) first, inter-view MV prediction is performed by computing the DVs,
using the available depth of the corresponding corrupted texture image. Since such
DVs are block-based, they may be somehow inaccurate at the pixel level. To
overcome this problem, a block partitioning scheme is adopted, using the disparity
motion field computed from the depth maps. It allows MB partitions from 16� 16
pixels down to 8� 8 pixels, and the partition size is chosen according to the one
that produces less deviation from the disparity MV field; (ii) second, view synthesis
based selection is performed by using not only the typical temporal MVs (zero-MV,
neighbour-MVs) but also the DVs computed in the previous step and the co-located
depth MVs. The best MV/DV is selected by computing the distortion between the
predicted block and the corresponding synthesised texture. Besides considering the
distortion between predicted block and synthesised texture, the distortion at
the boundary of the recovered region is also taken into account in order to achieve a
more accurate spatial smoothness; (iii) finally, a selection is performed between a
temporal error concealment (TEC), using the MVs/DVs of the previous steps, or
simply by synthesising the missing regions. This is performed by selecting the
technique that produces less distortion at the boundaries of the missing region,
computed using BMA. V. Doan et al. compared the proposed method with BMA,
DMVE and also the technique described in [23]. Compared to the best reference
method [23], the results show that the proposed method is able to achieve
improvements up to 2.19 dB, for a 20% PLR. To validate these results, and to allow
comparison to other methods, the quality of the synthesised views using the
recovered texture and depth maps should have been evaluated.
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The methods previously described follow different approaches, but the goal is
essentially the same, i.e. to recover missing image regions in multiview video prone
to network losses during transmission. In the case of MVD, depth maps are also
transmitted along with the corresponding texture views. Since the depth data is
substantially different from texture views, errors or data loss in depth has a com-
pletely different impact on the 3D video quality. Therefore, specific error con-
cealment methods must be used for depth data, as described in the next section.

5.3 Methods for Error Concealment of Depth Maps

Most of the work developed so far in the field of depth map error concealment for
MVD is based on the use of temporal information extracted from video-plus-depth
decoded streams. Due to the low bit rates of coded depth data most common data
loss scenarios involve the loss of full depth frames, but depending on the coding/
packetisation method, also single blocks or groups of blocks may be lost (bursts).
As mentioned before, despite the fact that depth maps are not directly displayed,
they play a very important role in the overall quality of the synthesised views,
significantly affecting the synthesis quality. Therefore, in error-prone environments,
it is crucial to use EC methods that can mitigate the effects of errors in depth maps
that would lead to inaccurate synthesis. In this section, a review of the most
important EC methods for depth maps is presented, having in mind that some of
these publications do not refer exclusively to depth map EC, but also to recover
corrupted texture. Depth map EC algorithms are strongly influenced by the existing
techniques for 2D and 3D video that were previously described in this chapter. As
in 2D and 3D, some techniques rely only on the available spatial information to
recover the lost regions, while other techniques rely on temporal and inter-view
information. Finally, other techniques rely on the combination of all approaches.

The research work described in [24] exploits the redundancy in motion infor-
mation between texture images and their corresponding depth maps to recover lost
regions, in both texture images and depth maps. However, despite the good
objective results, the depth contours are not preserved and some blocking artefacts
are noticeable in the depth map, mainly at the edges between the foreground and the
background. As pointed out before, this leads to poor quality in the synthesised
views. In [23], it is assumed that in presence of depth map errors, if the corre-
sponding texture image region is free of errors, then, it can be used to recover the
missing depth. Although good objective results are reported, the impact on the
quality of the synthesised images of other views was not evaluated. In another
recent work [25], the authors propose an EC method for both texture and depth, but
additionally using temporal information. In many of the referenced publications, the
impact of the error concealment accuracy of texture and depth maps in the synthesis
process is not evaluated, which is rather important since one of the main advantages
of using MVD is the capability of synthesising other virtual view points.
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An EC method for 3D video transmission that is used on both texture images and
depth maps was proposed by Yan et al. in [26]. A BMA technique is used together
with the available motion information to recover both corrupted depth maps and
texture images. As in the other EC techniques with a similar approach, the BMA
technique is used to select the best MV candidate, but in this case, the MV can-
didates are obtained not only from the uncorrupted spatially and temporal neigh-
bouring regions but also from the corresponding depth map. However, the use of
motion information from depth maps to texture and vice versa can be questionable.
To exploit redundant motion information between texture and depth, the MV
sharing process should not be done indiscriminately, because not all MVs of the
texture are suitable to be used for the depth, and vice versa. This is much more
evident when using depth MVs in texture, because these MVs are much more likely
to be inaccurate, while the texture MVs are much more correlated with depth maps.
This is mainly due to the fact that many objects in the scene might have motion, but
at the same depth level and in this type of region the depth does not change
significantly. Typically, the depth MVs that are more similar to those of the texture
are those located at the objects’ edges. At the edges of an object, sharp changes in
depth maps values occur, and then MVs at such locations are more likely to have
high motion correlation with texture motion. As mentioned before, Yan et al. used
depth MVs as additional candidates in the BMA technique to recover texture errors.
It would be clearer if it is known how frequently the depth MVs are used, when
compared to texture MVs of neighbouring regions. Despite the good results of the
EC accuracy in the texture video, the authors did not evaluate the quality of the
reconstructed depth maps. Furthermore, in these experiments, only one video
sequence was tested. Since the proposed method is intended to be used with MVD,
the quality of the synthesised views using the recovered texture and depth should
have been also evaluated. Therefore, it is very difficult to get a precise idea of its
accuracy for synthesised images. The method developed by Liu et al. in [23] also
exploits the temporal correlation between texture and depth. This EC method for
depth maps is based on a similar approach as described in [24], where the MVs
from the texture are directly used to recover the lost regions in the depth maps. It is
assumed that depth does not change dramatically over time, and then using MVs
from texture is an effective approach. However, such assumption is not totally
assertive for very fast-moving areas and also in motion over the z-axis, i.e. per-
pendicular to the camera plane.

A full-frame EC method is described in [24, 27] by Hewage et al. to be applied
for depth maps in MVD based on the SVC (Scalable Video Coding) coding
architecture, where the depth maps are encoded as an enhancement layer. In this
method, to recover lost texture or depth frames, a similar approach as previously
described by Yan et al. in [26] is used. The MVs from the corresponding depth
maps or texture are used to conceal the error effects in the respective corrupted
depth map or texture. Since this is intended to be used for entire depth frame loss,
BMA is not used to refine the MVs, as in [26]. In this case, depth or texture MVs
are used directly in the error concealment process. To improve the EC performance
of the depth maps, MVs from texture images are also used in the enhancement layer
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and then to limit the bit rate increase, an upper limit of 25% of the corresponding
texture bit rate is imposed. In the performance evaluation, the quality of synthesised
image was not measured, only the PSNR of depth maps, which is not the best
metric because the quality of synthesised images does not follow the PSNR of the
corresponding depth maps. That is why it is important to evaluate error concealment
performance of depth maps by assessing the quality of the corresponding synthe-
sised views. Nevertheless, the available results show that sharing motion infor-
mation between texture and depth maps can be quite effective. Hewage et al.
presented an example in [24] where the proposed method is able to achieve good
results when compared with TR methods. However, since the depth maps are not
used directly for display, subjective tests and/or assessment of the synthesised
image are needed to consolidate such results.

Another method for MVD using SVC encoding is presented in [25], where the
texture images were encoded as the base layer and the depth maps were encoded in
the enhancement layer. The authors rely on the assumption that due to the SVC
coding scheme, when a texture region is lost, the co-located region of the depth map
has high probability of being also corrupted, due to the interlayer correlations. The
proposed technique starts by recovering any possible errors in the texture images
and then, by exploiting the correlations between texture and depth, the depth map is
recovered in a second step. Besides using temporal information from the temporally
adjacent regions, the spatial neighbouring regions of the lost areas can also be used
by a block matching technique, in order to find the best blocks for reconstruction.
The algorithm classifies the lost areas into two separate groups. The first group
includes the lost blocks that have at least one surrounding block in the spatially
neighbouring regions. The second group includes either blocks with corrupted
neighbours or blocks that have already been concealed. In the case of missing
regions, classified as belonging to the second group, EC is performed by using
temporal replacement TR from the last decoded frame. In the case of the lost
regions belonging to the first group, Fig. 5.6 shows the data involved in the
reconstruction. By using the available blocks on top, bottom, left and right of the
lost block, a search procedure is carried out to find four MVs that correspond to
these four neighbour blocks. The search is done on the previously decoded frame,
which is used as the reference frame with a 32� 32 pixel search window. The best
MV is chosen by computing a border continuity metric (BCM), as described in
[28]. After choosing the best MV, the lost block is recovered by motion
compensation.

Regarding the EC of the depth map, a lost block is also classified into two
groups, by determining whether the lost region is co-located (first group) or not
(second group) with the lost region in the texture image. If the lost depth region
belongs to the first group, EC is performed by using the best MV found in the
texture video. The method relies on the correlation that exists between texture and
the corresponding depth maps. In the case where the lost depth regions belong to
the second group, TR is also used for EC. This EC method has many aspects in
common with other solutions presented in this chapter, such as performing block
matching search in the neighbourhood of the lost regions using the correlations
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between texture and depth. In this respect, the relative performance was not eval-
uated in comparison to more sophisticated temporal methods, such as MC, MVE or
PMVE. Regarding the SSIM, the results show that the highest difference between
the proposed method and the TR is less than 0.4%, which might reveal that SSIM is
not a significant metric to evaluate the recovered texture and depth in this scenario.
Performance evaluation of depth error concealment through image and video
synthesis is not reported.

For stereoscopic video, chung et al. [29] proposed a temporal EC method to deal
with data losses in both texture images and depth maps of MVD. Missing regions of
depth maps are recovered by exploiting the correlations between texture and depth
of the same view and from the adjacent view, depending whether the lost frame
belongs to the base view or to the second view. The prediction structure shown in
Fig. 5.6 is used, assuming that the base view is the left (CL) one and the non-base
view is the right one (CR). The group of pictures (GOP) length is eight pictures
(Ti; i ¼ 0; 1; . . .; 7). DL and DR define the left and right depth maps, respectively. In
the encoding process, besides temporal correlation (motion compensation predic-
tion, MCP) also disparity compensation prediction (DCP) is used. In the base view,
only MCP is used and in the non-base view, MCP and DCP are used. Since texture
and depth maps are separately encoded, MCP and DCP are only used within the
same type of data, as shown in Fig. 5.7. The actual error concealment approach

Current Depth map
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Reference Texture frame

Lost block

Search window

Fig. 5.6 Hewage et al. texture and depth error concealment
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depends whether a lost frame belongs to the base or non-base view and also on the
availability of the corresponding texture and depth frame.

When a left depth map is lost, the EC algorithm first verifies whether the cor-
responding texture image of the same view was correctly decoded. In this case, its
MVs are directly copied for the depth map, in order to recover the lost depth frame.
If the texture image is also lost, then the depth map is recovered by using Pixel
based motion vector extrapolation (PMVE) [30]. In the case where the right view is
lost (non-base view), EC is performed by first checking the availability of the
corresponding depth map of the same view. If the depth map is available, pixels of
the lost right texture frame are synthesised using the depth map associated to the left
texture image. If the corresponding depth map is not available, the occluded pixels
are detected by using both texture and depth from the right view. Then, the
non-occluded ones are first recovered by using the inter-view similarities [13]. The
remaining occluded pixels are further recovered using PMVE. Finally, the right
depth frames errors are recovered directly using MVs from the corresponding right
texture frame. For pixels that have been encoded with DCP, the temporal MV is not
available and its recovery is done as described in [13]. To evaluate the proposed EC
method, Chung et al. compared it with four other reference methods described in [9,
27, 26, 31]. Random full-frame loss was simulated for both texture and depth maps
in both views using an error percentage of 10%. Since this EC method is intended
to be used for both texture and depth, the authors evaluated the PSNR of texture
video sequences and also the intermediate synthesised view using the recovered
texture and depth maps. When compared to the reference methods, the proposed
method is able to obtain consistent PSNR improvements over all test sequences, on
both texture images and also over the corresponding synthesised views. Besides the
good error concealment results, it would be enlightening to know what are the
negative effects on the synthesis when these errors occur only in the depth maps.
Liu et al. in [32] followed a similar approach as previously described. At the
encoder side, the occlusions are first detected in the texture regions and the texture
MVs of such regions are used in the encoding process of the depth. When a frame is
lost, at the decoder side, EC is performed in two main steps: (i) first the
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Fig. 5.7 chung et al. [29] stereoscopic coding scheme
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non-occluded regions of the lost frame are recovered by synthesising those pixels;
(ii) in the second step, the MVs that were embedded in the coding process are used
to reconstruct the lost regions that correspond to the occluded areas. The approach
of forcing texture MVs of the occluded regions in the depth maps is an innovative
idea, but despite texture MVs being highly correlated with depth maps MVs, as
mentioned before, this redundancy tends to decrease in the presence of fast-moving
regions. Since the texture MVs are used for depth maps coding, the cost is trans-
lated into an increased residue due to less accurate motion information. Regarding
the texture images, the author reported significant PSNR gains over the reference
method used for comparison of results. In the case of the depth maps, also good
PSNR results were reported. However, as mentioned before, the depth maps are not
used for display and the quality of the synthesised images was not evaluated.

An EC method for MVD to recover entire frame loss for both texture and depth
maps was proposed by Lie et al. in [33]. Regarding recovery of depth maps, the
proposed algorithm is based on MV sharing [31] and BMA. Typically, BMA is not
used in full-frame loss but rather in error concealment of lost regions that have at
least some neighbour regions decoded without errors. This method starts by using
MV sharing on the co-located regions of the texture image, where MVs exists. In
intra-coded texture MBs, the MB is divided into 4� 4 pixel sub-blocks and for
each of them a MV is computed. These co-located MVs, with the intra-coded
texture blocks, are computed using the texture MVs of the neighbouring region of
the intra-coded MB. All the MVs recovered in this step are designated as DEC_BF.
The subsequent task is to refine DEC_BF with BMA using the information from
depth map together with the corresponding texture information. The accuracy of the
method was evaluated by separately computing the PSNR of both the recovered
texture and depth maps. As mentioned before, using PSNR to evaluate the quality
of depth maps might not be the best choice. This problem is more evident when the
PSNR differences are smaller. In one of the five sequences, the depth PSNR
advantage over the reference methods is up to 2.42 dB for a 15% PLR, but for all
the other sequences, the depth PSNR gain is lower than 0.5 dB, which may not be a
valid performance indicator.

In [34], Zhang et al. proposed an EC technique for depth maps, which is based
on the selection of three other techniques, previously described. The first technique
is the weighted spatial interpolation of the four uncorrupted neighbours. The second
technique is an inter-frame EC method using TR. Finally, the third technique is MV
sharing, as described in [31]. The method proposed by Zhang et al. starts to recover
each missing block using these three methods. Then the winning EC method is
selected by verifying the similarity of the recovered depth block with the corre-
sponding region of the depth maps in the adjacent view of the same temporal
instant.

The similarity measure is based on the computation of the disparity MVs
obtained from the depth maps. Figure 5.8 shows an example of how this task is
performed, where IL corresponds to the left view IR to the right view, DL and DR

correspond to the left and right depth maps, k ¼ x; yð Þ defines the coordinates of the
texture co-located depth block B in the left view, while k0 ¼ x0; y0ð Þ defines the
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position of the associated block B in the right view. In the non-occluded regions, the
original depth maps, the DVs (disparity vectors)vL kð Þ and vR k0ð Þ should be very
similar. These DVs are computed based on the corresponding depth maps, as
defined by Eq. (10). In this equation, only the horizontal component is shown (vxl),
since it is considered that only horizontal disparity exists due to the 1D arrangement
of the camera array.

vxl ¼ f :lt
DL kð Þ
255

1
Zmin

� 1
Zmax

� 	
þ 1

Zmax


 �
ð10Þ

In Eq. 10 f defines the focal length, lt defines the baseline, and 255 is the
maximum value for a depth map with 8-bit resolution. Zmin and Zmax are, respec-
tively, the minimum and maximum depth value of the depth map sequence. The
winning concealment technique is the one that minimises the distortion between the
blocks in texture images, which are computed based on the disparity vectors vL kð Þ
and vR k0ð Þ.

The authors evaluate the accuracy of the proposed method by computing the
PSNR of the synthesised views. This is performed by comparing the recovered
depth maps of three reference EC methods with the one obtained from the proposed
method. The novel aspect of the method is the computation of the disparity vectors
using the recovered depth, since this type of approach is not common in the lit-
erature. The performance was measured by using HEVC to encode depth data and
then loss patterns using a uniform distribution of lost blocks. Additionally, it is used
a packetisation scheme capable of ensuring error-free decoded regions surrounding
lost blocks, which may not be very realistic. A loss scenario with small blocks is
considered (e.g. 8 � 8 pixels), which eases block reconstruction through EC. Thus,
the quality gains of the method are modest in comparison to other methods solely
based on spatial interpolation techniques.

Fig. 5.8 Zhang et al. disparity MVs computation based on depth maps
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The various error concealment methods described above mostly rely on three
main groups of techniques that can be classified as: spatial domain, inter-view
domain and temporal domain. The next subsections describe recent advances in
each of these domains.

Spatial domain EC techniques for depth

In the spatial domain, error concealment methods were developed relying on the
contours of the corrupted depth map itself, followed by a weighted spatial inter-
polation [35, 36]. This concept is the core of advanced methods, where two
approaches emerge to recover lost contours: the first is based on geometric fitting
using Bézier curves, while the second exploits the similarities between the depth
maps and the associated texture frame contours. In these methods, depth map
contours representing sharp transitions between different depth levels are recon-
structed using curve fitting techniques based on Bézier curves or texture frame
contours. First, all contours representing sharp transitions in depth values are
extracted from the received depth map. Second, depth lost blocks are classified into
two categories: non-edge lost blocks and edge lost blocks. For the non-edge lost
blocks, weighted sample interpolation is used to compute values for the missing
depth samples, while for edge lost blocks, the missing edge/contour is first
reconstructed by using Bézier curves [35] or texture contours [36]. Based on the
recovered depth contours, depth values inside such lost blocks are also computed
using weighted interpolation. In this case, contours are used as boundaries to
separate regions with different levels of depth. The proposed algorithm comprises
four main steps: Initially, all contours are extracted from the depth map. Then, the
contour around each lost area is analysed to find matching endpoints that should be
connected together. Finally, based on the matching endpoint pairs obtained in the
previous step, an additional pair of control points is computed to reconstruct the
contour using a Bézier [35] curve or reconstructed by using texture contours.
Finally, all lost blocks are reconstructed using weighted sample interpolation. When
comparing the performance of these two methods, the average PSNR of the syn-
thesised images is quite similar in the tested sequences, where their variation is not
larger than 0.1 dB, but surpassing the reference methods up to 1.91 dB. A variant
method was devised [37], which recovers missing contour segments from both
texture and Bézier interpolation. The results demonstrated that the combination of
both methods leads to improved quality of the synthesised views up to 1.01 dB.

Inter-view domain EC techniques for depth

Inter-view domain concealment methods are based on the correlation between
depth maps and texture images from different views. Such inherent characteristic of
these representation formats allows to exploit similarities between depth and texture
views to reconstruct the corrupted depth maps. To this end, block matching using
warping functions with geometric transforms proved to achieve quite good per-
formance [38]. In this work, it is assumed that only the depth map of one view is
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affected by errors resulting in missing blocks/regions. This method is structured in
three stages:

1. Weighted interpolation of the lost values using the non-corrupted neighbour
values only.

2. Error concealment using warping vectors obtained from block matching using
geometric transformations (BMGT) on the texture images. Figure 5.8 shows an
example of how a lost depth region is recovered using BMGT. The warping
vectors are found by searching in regions of both texture images, co-located
with the lost region of the corrupted depth map. The warped quadrilateral
mapping is then used to interpolate the lost region, by using values of the
non-corrupted depth map.

3. Weighted interpolation of the lost values using the non-corrupted neighbour
values and the depth contours, which are reconstructed based on the edge
information of the texture image. Details of this method can be found in [36].

In a typical BMA, motion is represented by a simple translation of a rectangular
area. In the BMGT algorithm, an image block is warped to match the best possible
representation of a complex motion. The block deformation is performed through
image warping, by means of a geometric mapping. When a lost block belongs to a
non-homogeneous region, the recovery process is performed by using BMGT. This
processing sequence is described by the following three steps:

• Step 1: The texture image associated with the corrupted depth map (View 2) is
used as a reference to perform a BMGT search, in order to find the matching
quadrilateral in the texture image of View 0 (see Fig. 5.9). The BMGT search is
performed using the fast search technique, as described in [38].

• Step 2: In this step, taking the best quadrilateral match for the texture image
View 0 in the previous step, the depth map values of View 0 are used to recover
the lost area of View 2 (inverse mapping). The matching refinement is performed
by warping the quadrilateral area until the best possible match is found for the
lost region. The mapped depth values are candidates to fill the missing ones in
the lost region. The match is verified by evaluating the distortion between depth
values of the mapped candidate block (in View 0) and the non-corrupted depth
values in the neighbourhood of the lost area (in View 2). Three rows (top and
bottom neighbour values) and three columns (left and right neighbour values) of
depth values are used to measure the distortion between the candidate block and
the surrounding area of the region to be recovered. In case of error bursts, only
top and bottom neighbour values are used, as the left and right neighbours are
unavailable. SAD is computed to measure the distortion and a predefined
threshold th, defined as th ¼ 100� Npel, is used to decide whether the mapped
values from View 0 are suitable to recover the lost region of View 2. Npel is the
number of depth neighbour values used to compute SAD and the constant 100
was empirically obtained from the experimental results. If the computed dis-
tortion (i.e. SAD) corresponding to the best quadrilateral used to recover the lost
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depth region is larger than th, this block is discarded and BMGT is not used to
recover the lost region.

• Step 3: Since each view is obtained from a different camera position, the
intensity of the depth map values used to recover the lost region from one view
to another may be different from the actual ones. Therefore, after recovering the
lost depth values in Step 2, an intensity compensation is performed by taking
into account the edge information of the recovered block extracted by the Canny
algorithm.

The results achieved by this method outperform the reference ones used for
comparison, especially in sequences where the depth maps contain many depth
levels, corresponding to several objects in the scene at different depths. The method
shows good efficiency to recover the lost regions, by preserving the objects
geometry and depth edges which are of major importance to achieve high quality
synthesised images. The results also shown that this method achieves not only
higher subjective quality in synthesised images than the reference one but also
better PSNR results, that can be up to 5.61 dB for the tested sequences [38].

Temporal domain EC techniques for depth

Regarding temporal domain techniques, geometric similarity between texture
and depth maps is exploited by using the motion information extracted from the
corrupted depth map itself and also from the texture images using a similar tech-
nique, as described in [38]. These temporal techniques are combined with the
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Grid
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Transform

(inverse mapping)

Lost
Area

Fig. 5.9 Depth error concealment with BMGT
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previous spatial domain techniques, resulting in improved accuracy and better error
concealment performance. By exploiting the geometric nature of depth information,
a BMGT approach jointly used with depth contour reconstruction is devised to
achieve accurate interpolation of arbitrary shapes within lost regions of depth maps.
The experimental results show that, for different packet loss rates, up to 20%, the
depth maps recovered by the proposed method produce virtual views with higher
quality than the existing methods based on motion information and spatial inter-
polation. An average PSNR gain of 1.48 dB is obtained in virtual views synthesised
from depth maps using this method [39].

These methods were further investigated in order to efficiently recover lost
descriptions in multiple description coded (MDC) depth maps [40, 41]. As the
coarse depth version, decoded from a single description, significantly affects the
quality of the resulting synthesised images, the research problem tackled in this
topic was focused on efficient concealment of missing descriptions when a single
one is lost. The method proposed to recover corrupted depth maps is based on a
coarser decoded version, which is recovered by applying the spatial/temporal error
concealment techniques to the received description, which significantly reduces the
negative effects of losing a depth map description. This error concealment method
for MDC depth maps can be used when any description is lost. The experimental
results show that the proposed method is very efficient, not only when applied to
small depth error regions but also in large error areas, even when an entire depth
frame is lost. Results obtained with the proposed method show that the use of
motion information from the texture clearly improves the reconstruction perfor-
mance. Furthermore, the combination of temporal and spatial techniques results in
an accurate MDC depth map values, significantly improving the quality of the
synthesised views, e.g. a PSNR improvement up to 2.29 dB for loss rates of 10%.

5.4 Conclusions

Multiview video delivery using the current coding standards, such as the H.265/
HEVC and its multiview extensions, is prone to transmission errors and data loss
with strong impact on the quality provided to end users. Joint encoding of texture
images (views) and depth maps allow sharing some common information from each
side, when parts of the corresponding streams are lost in the networks. This chapter
presented several error concealment methods for multiview video and depth maps,
that are capable of improving the quality of the visual information delivered to users
when transmission errors occur. Besides methods inherited from conventional 2D
video, several extensions to stereo and multiview were described, including specific
methods for depth maps, which are extremely important for the quality of syn-
thesised views. Overall, the chapter presented the most important recent research in
this field.
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Chapter 6
Light Field Image Compression

Caroline Conti, Luís Ducla Soares, Paulo Nunes, Cristian Perra,
Pedro Amado Assunção, Mårten Sjöström, Yun Li, Roger Olsson
and Ulf Jennehag

Abstract Light field imaging based on a single-tier camera equipped with a
micro-lens array has currently risen up as a practical and prospective approach for
future visual applications and services. However, successfully deploying actual
light field imaging applications and services will require identifying adequate
coding solutions to efficiently handle the massive amount of data involved in these
systems. In this context, this chapter presents some of the most recent light field
image coding solutions that have been investigated. After a brief review of the
current state of the art in image coding formats for light field photography, an
experimental study of the rate-distortion performance for different coding formats
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and architectures is presented. Then, aiming at enabling faster deployment of light
field applications and services in the consumer market, a scalable light field coding
solution that provides backward compatibility with legacy display devices (e.g., 2D,
3D stereo, and 3D multiview) is also presented. Furthermore, a light field coding
scheme based on a sparse set of microimages and the associated blockwise disparity
is also presented. This coding scheme is scalable with three layers such that the
rendering can be performed with the sparse micro-image set, the reconstructed light
field image, and the decoded light field image.

6.1 Introduction

Light field imaging based on a single-tier camera equipped with a micro-lens array
(MLA)—simply referred to as light field (LF) in this chapter—has currently risen
up as a practical and prospective approach for future visual applications and ser-
vices. However, successfully deploying actual LF imaging applications and ser-
vices will require identifying adequate coding solutions to efficiently handle the
massive amount of data involved in these systems.

In this context, this chapter overviews some relevant LF image coding solutions
that have been recently proposed in the literature. For this, the chapter starts
reviewing the state of the art in image coding formats for LF photography in
Sect. 6.2. Moreover, since the choice of the used data format strongly influences the
LF coding performance, a comprehensive analysis of the rate-distortion perfor-
mance for different coding formats and different coding architectures applied to LF
image coding is presented in Sect. 6.3. In addition to this, aiming at allowing faster
deployment of LF applications and services in the consumer market, a scalable LF
coding solution that provides backward compatibility with legacy display devices
(e.g., 2D, 3D stereo, and 3D multiview) is presented in Sect. 6.4. This display
scalable solution makes use of an efficient Inter-layer prediction scheme that when
combined with a spatial displacement compensated prediction is able to achieve, in
most of the cases, better rate-distortion performance than the non-scalable HEVC
solution.

Furthermore, an LF coding scheme based on a sparse set of microimages
(MIs) and the associated blockwise disparity is presented in Sect. 6.5. This coding
scheme is scalable with three layers such that the rendering can be performed with
the sparse MI set, the reconstructed LF image, and the decoded LF image.
Moreover, it is shown that this coding scheme improves considerably the coding
efficiency with respect to HEVC Intra and is slightly better than the spatial dis-
placement compensated prediction with multiple hypotheses.
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6.2 Light Field Image Representation

Since the first approach proposed by Lippman [1] to capture light rays, continuous
research and technological developments led to production of LF cameras (a.k.a.
plenoptic cameras) that are now available in the consumer market and also for
research and scientific applications. Such cameras are mainly characterized by their
ability to record not only the light intensity but also the directionality of light rays
that reach the camera. This is equivalent to sample the continuous plenoptic
function in (6.1), which describes the intensity of light rays passing through any
point at a 3D spatial location (x, y, z), i.e., the camera center, from any possible
direction (h, /) with wavelength k at any instant t.

P ¼ Pðx; y; z; h;/; k; tÞ ð6:1Þ

For practical acquisition and representation of light fields, the high dimension-
ality of the plenoptic function is reduced by assuming that the optical spectrum is
monochromatic and the light intensity does not change over the discrete acquisition
time of each sample (i.e., a single shot that captures one image at each instant t).
Moreover, the LF is not captured for all possible 3D positions in the scene space.
Instead, only the light projected onto the 2D camera plane is recorded. This sim-
plification turns the 7D plenoptic function into a 4D representation of light fields,
which is commonly used by defining two parallel planes, the camera plane (u, v)
and the image plane (s, t). In such 4D model, the light field L(s, t, u, v) defines the
intensity of a light ray intersecting both planes [2]. This representation allows
visualization of a light field as a (u, v) array of (s, t) images (i.e., different views or
perspectives) or as a (s, t) array of (u, v) images (i.e., sub-aperture images of the
whole captured scene [3]. Since in currently available LF cameras, 4D light fields
are captured as a two-dimensional matrix of tiled 2D MIs, the latter is also the most
common representation format used in many application areas and computational
algorithms based on the information conveyed by light directionality.

However, such tiled representation may not enable simple and fast access to
other types of implicit information embedded in a 4D light field, such as surface
reflection and the 3D structure of objects in the scene, i.e., depth. For extracting and
processing such type of information the epipolar plane image (EPI) representation is
in general more appropriate. An EPI representation of a 4D light field can be
thought as a large set of views, where the viewpoints all lie in the common focal
plane and the views are projected onto the same image plane I. If P is parameterized
with coordinates (s, t) and I with coordinates (x, y), then by fixing a camera
coordinate t and image plane coordinate y, the resulting cut in the (x, s) plane is the
EPI image. The EPI structure captures 2D views from different viewpoints and
encodes the depth information as the slope of line structures in the 2D (x, s) planes.
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6.3 Light Field Image Coding Formats

Regardless of the representation format, LF images require a huge amount of data to
capture and store the light intensity along with directional information. The number
of samples that is necessary to capture the intensity and direction of light rays is
much higher than the spatial resolution of conventional 2D images usually rendered
in end-user devices.

Due to the inherent redundancy of LF representation, this type of visual data can
be easily compressed using conventional image/video coding methods. However,
such redundancy is dependent on the data structure that is used in conjunction with
each specific coding scheme. For instance, when using standard image/video
encoders, which are not specifically tailored for images comprising a lot of MIs with
sharp boundaries and highly redundant content, there is a mismatch between such
input data structure and the coding units used in most standard compression algo-
rithms. Standard image and video encoders have been used for this purpose, but
optimal exploitation of the intrinsic redundancy of LF data requires specific pre-
processing. For instance, the correlation between neighboring MIs was exploited in
[4, 5] and the correlation in sub-aperture images [6], using three-dimensional
transforms was exploited in [7, 8]. Another method based on preprocessing the raw
LF in two steps was prosed in [9]. The first step consists in partitioning the raw LF in
tiles of equal size and then, in the second step, these tiles are ordered as a
pseudo-temporal sequence in order to adapt the data to subsequent HEVC temporal
predictive coding. The results show that by exploiting redundancies in the spatial
and view angle domain, the HEVC encoding tools are more efficient than JPEG
exploiting only spatial redundancies in the whole LF image. Another result of
interest is the significant difference between RD performance of the tile-based
scheme and that of JPEG, which is quite large for high compression ratios (e.g.,
bpp = 0.1), but much lower for small compression ratios (e.g., bpp = 1). Such
results indicate that the benefits of exploiting both the spatial and view angle cor-
relations decrease as the compression ratio also decreases. Thus, for lower com-
pression ratios, exploiting the data redundancy in the two dimensions may result in
similar coding efficiency as exploiting redundancy only in the spatial dimension.

For other applications, where the full accuracy of the originally captured LF
needs to be preserved, lossless encoding must be used for the entire representation
data. This is required for applications with stringent accuracy requirements, such as
medical imaging, computer vision for industry, microscopy, etc. For such purpose,
LF lossless coding methods have been reported in the literature. For instance, in
[10], Perra encodes the non-rectified lenslet image by exploiting the correlation
between microimages, like Henlin et al. [11], where the proposed method encodes
the sub-aperture images extracted from the rectified lenslet data, exploiting
Inter-image correlations by applying different predictors to regions of the same
depth. An experimental study on lossless light field coding using standard codecs is
presented in [12], using preprocessing techniques to convert the LF data to a format
that enables higher lossless compression performance of current standard encoders.
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The study analyzes the use of two types of preprocessing techniques that increase
the compression efficiency of standard lossless encoders, namely lenslet data
rearrangement and color transformation.

6.3.1 Light Field Image Coding Using HEVC

This section presents a performance evaluation study of the coding efficiency attained
by the standard high-efficiency video coding (HEVC) using different LF represen-
tation formats [13]. To this aim, a data set comprising 12 LF images was captured
with the Lytro-Illum camera, which stores the data on LPR files (�55 MBytes each).
This is basically a container format comprising several types of data (the RAW image
as captured by the sensor, a thumbnail in PNG format and system settings, among
others). The RAW image itself is a 10 bits pack, in GRBG format, with a total
resolution of 7728 � 5368. The RAW files were processed using the “Light Field
Toolbox for Matlab”, which allows to decode and rectify the captured information
using the camera’s specific calibration data, comprising a set of white images [14].
The main output of this process is a reconstructed LF corresponding to a 625 � 434
matrix ofMIs, each one capturing the light coming from 15 � 15 different directions.
The data set used in this study is characterized in Table 6.1.

Five data formats were defined to evaluate the standard HEVC coding efficiency,
corresponding to different data structures of the same YUV LF. Three of these are
organized as still images and encoded using the HEVC still image profile. For the
remaining two, LF images are decomposed into sequences of different views in a
pseudo-video arrangement encoded using the “Low-Delay B”, “Low-Delay P” and
“Random Access” video coding configurations. The following formats were used
for the HEVC Still Image Profile.

Table 6.1 Data set used to evaluate the HEVC light field coding performance

Light field image Visual content

1 Euro A 2e coin

2 Bottles Bottles (1.5 L) on a table

3 Bottle caps Plastic bottle caps on a grey table

4 Corridor Corridor in backlight

5 WhiteFlowers Large green leaves and few pink flowers

6 RedFlowers Small red and white flowers

7 Park A few cars at a park exit

8 Garden Part of a garden with medium-sized trees

9 TrashCans Large (�1.80 m) recycling containers

10 Twobottles Two plastic bottles (1.5 L)

11 People Four adults at building entrance

12 SkinSpots Dark spots (�2 mm) on white skin
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• Light field (Lenslet)—This is the LF comprising a matrix of MIs obtained with
Light Field Toolbox for Matlab, as described in Sect. 9.2. An example can be
seen in Fig. 6.1.

• All-views—The LF data is rearranged by first extracting the different angular
views which are then placed side by side, as seen in Fig. 6.2.

• Light field filled—This is similar to Lenslet but the black corner pixels of each
MI are filled by extending the left-neighbor pixels (Fig. 6.3).

The pseudo-video formats were obtained by using two different approaches to
arrange sequences of views. Both of them result in a pseudo-video sequence such
that adjacent views correspond to “temporally adjacent” frames in order to obtain
high Inter-frame correlation. In general, this is observed when views have small
view-angles, i.e., where disparity is smaller. The two pseudo-video formats used in
this study are the following.

Fig. 6.1 Data set used to evaluate the HEVC light field coding performance

Fig. 6.2 Light field—all views
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• Raster—The pseudo-video sequence is obtained by gathering the views from
left to right and top-down, following the scan path shown in Fig. 6.4 (left).

• Spiral—The pseudo-video sequence is obtained starting from the central view
outwards, following the spiral scan path shown in Fig. 6.4 (right).

For both Raster and Spiral pseudo-video formats, the HEVC configurations used
for encoding the light field were the following: All-Intra, Low-Delay B, Low-Delay
P, and Random Access. In the next section, the performance of these coding
configurations is evaluated, under test conditions adapted from [15].

Fig. 6.3 Light field filled

Fig. 6.4 Scan patterns to generate pseudo-video from all views: raster (left), spiral (right) (© 2017
IEEE. Reprinted, with permission, from [13].)
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6.3.1.1 Coding Efficiency

The coding efficiency obtained from Bottles, People, and RedFlowers is shown in
Figs. 6.5, 6.6 and 6.7 for the different configurations referred to above. From these
figures, it is quite obvious that different data formats have huge impact on the
HEVC coding efficiency. For different arrangements of the LF data and HEVC
coding configurations, the PSNR exhibits significant variations, which can be
greater than 10 dB at the same rate (bpp). It is worthwhile to note in these figures
that the pair (data format, coding configuration) does not correspond to a consistent
relative coding performance for different visual content. Given the particular
structure of the LF data, comprised of a matrix of tiny microimages with dark
corners, a consistent worst performance would be expected from the light field
format. However, while this is true for People and Bottles, in the case of
RedFlowers, the Spiral All-Intra format is the one achieving the poorest perfor-
mance. This is most likely due to the fact that the visual content of RedFlowers
inside the MIs also contain further high-frequency components corresponding to
many small leaves of the flowers. Therefore, besides the high-frequency nature of
the LF format itself, the coding efficiency is also greatly influenced by the char-
acteristics of the visual content in each MI. On average, the Bottles and People LF
images should not have so much high-frequency content in each MI, which justifies
the results shown in the Figures. Further research is necessary to find a valid
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Fig. 6.5 HEVC efficiency for LF image Bottles (© 2017 IEEE. Reprinted, with permission, from
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threshold for the high-frequency content of MIs, below which coding lenslet light
field images might be better than Intra coding of all views (i.e., All-Intra).

Figures 6.5, 6.6, and 6.7 also show a detailed zoom of the lowest rates between 0
and 0.03 bpp. For the pseudo-video formats, one can observe that very low rates are
obtained for acceptable levels of PSNR. In this operational region, pseudo-video
coding produces very similar results for all data formats, due to the use of high
quantization parameters, which contribute to vanish the small differences between
adjacent views.

In Figs. 6.5, 6.6, and 6.7, it is clear that organizing the LF data as pseudo-video
sequences provides much better performance than still images, as expected. This
can also be seen in Table 6.2, where the coding efficiency is shown for the whole
set of LF images. Table 6.2 reports the results obtained with quantization parameter
QP = 12 and QP = 37. As expected from the results above, the pseudo-video
formats (Raster and Spiral) achieve lower bitrates in comparison with the other
formats using the still image profile. The Raster and Spiral scan patterns produce
very similar results, which suggests that either one can be used without significant
differences in performance.

The results of this simulation study lead to the conclusion that high-efficiency
coding of LFs is not only dependent of the encoder configuration but also requires
appropriate data rearrangement in order to obtain the best performance. The same
coding configuration produces quite different results when using the same input
data arranged in a different format. There are also intrinsic signal characteristics of
each micro-lens, such as the amount of high-frequency content, that influence the
relative coding performance of the various methods. Further research is necessary
to find the best LF preprocessing algorithms that are capable of guaranteeing a
consistent relative performance across all coding configurations, for any type of
content.

6.4 Scalable Light Field Coding for Backward Display
Compatibility

In addition to the challenge of proposing efficient coding solutions for handling the
huge amount of data involved in LF application systems, another important issue
when trying to deliver LF content to end-users is to provide backward compatibility
with existing legacy receivers (either 2D, or current stereo or multiview). Dealing
with this specific concern is an essential requirement for enabling faster deployment
of new LF imaging application services in the consumer market. For enabling this,
an efficient scalable LF coding approach is then desirable whereby decoding only
the adequate subsets of the scalable stream, 2D or 3D compatible video decoders
can present an appropriate version of the LF content. Regarding the scalable coding
solution, although simulcast is a possible approach, the bandwidth consumption
may not be acceptable, thus demanding a more efficient scalable coding solution.
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In this context, a display scalable architecture for LF coding is presented in
Sect. 6.4.1 (as first proposed in [16]) using a three hierarchical layer approach so as
to accommodate from the end-user who wants to have a simple 2D version of the
LF content to be visualized in a conventional 2D display; to the end-user who wants
have a more immersive and interactive visualization by using a more advanced LF
display technology, such as an integral imaging display [17–20] or a head-mounted
display for augmented and virtual reality [21, 22]. As discussed in Sect. 6.4.2, a
preprocessing is necessary for generating the content for each hierarchical layer
before coding. Based on this hierarchical coding architecture, Sect. 6.4.3 presents
an light field (LF) enhancement codec to efficiently encode the LF content in the
highest layer [23]. Finally, Sect. 6.4.4 performs the evaluation of the presented
display scalable codec.

6.4.1 Display Scalable Coding Architecture

A display scalable architecture for light field coding (DS-LFC) with a three-layer
approach is used here as illustrated in Fig. 6.8. As can be seen, each layer of this
scalable coding architecture represents a different level of display scalability:

• Base Layer (2D Layer)—The base layer represents a single 2D view, which
can be used to deliver a 2D version of the LF content to 2D displays devices.
This 2D view is then coded with conventional HEVC [24] Intra coder to provide
backward compatibility with a state-of-the-art coding solution. Then, the
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reconstructed 2D view is used for coding the higher layers, as illustrated in
Fig. 6.8.

• First Enhancement Layer (Stereo or Multiview Layer)—This layer repre-
sents the necessary information to obtain an additional view (representing a
stereo pair) or various additional views (representing multiview content). This is
to allow stereo and autostereoscopic devices to play versions of the same LF
content. The content in this layer can be then encoded by using a standard stereo
or multiview coding solution [25–28], and the reconstructed 2D views are then
made available to be used for coding of the LF enhancement layer (Fig. 6.8). In
this work, the multiview extension of HEVC, MV-HEVC [28], is adopted. With
these solutions [25–28], Inter-view prediction can be used to improve the coding
efficiency between the base layer and the first enhancement layer, as well as
within the views in the first enhancement layer. However, it should be noticed
that efficient prediction mechanisms between the base layer and the first
enhancement layer and within the first enhancement layer are not addressed in
this chapter since these cases have been extensively studied in the context of
MVC [25], and in the 3D video coding extensions of the HEVC [28]. For a good
review of these 3D video coding solutions, the reader can refer to [25–28] as
well as Chaps. 3 and 4.

• Second Enhancement Layer (LF Enhancement Layer)—This layer repre-
sents the additional data needed to support full LF display. The content in the LF
enhancement layer is then encoded by using the LF enhancement coding
solution presented in Sect. 6.4.3, as depicted in Fig. 6.8.

High compression efficiency is still an important requirement for the scalable
coding architecture presented in this section. In this context, the scalable coding
solution should be able to improve the rate-distortion (RD) coding performance
compared to independent compression of the three different layers (the simulcast
case).

6.4.2 Hierarchical Content Generation

Generating 2D and 3D multiview content from LF content basically means pro-
ducing various 2D views with different viewing angles. For this, a particular ren-
dering algorithm needs to be chosen and some information about the acquisition
process—such as the MI resolution and MLA structure (i.e., the array packing
scheme and the micro-lens shape)—needs to be known at both encoder and decoder
sides.

In the work presented in this section, the rendering algorithm proposed in [29]
and referred to as basic rendering is adopted for this hierarchical content generation.
The idea behind these algorithms is to combine suitable patches from each MI to
properly compose a 2D view image. Then, as explained in [29], the process of
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generating a 2D view image can be controlled by the following two main
parameters:

• Patch Size—It is possible to control the plane of focus in the generated 2D view
image (i.e., which objects will appear in sharp focus) by choosing a suitable
patch size to be extracted from each MI. Therefore, during a creative postpro-
duction process, a proper patch size will be selected for generating the content
for the first two hierarchical layers. It is worth noting that this decision is limited
to the available depth range in the captured LF image.

• Patch Position—By varying the relative position of the patch in the MI, it is
possible to generate multiple 2D views with different horizontal and vertical
viewing angles (i.e., different scene perspectives). It is also worthwhile to note
that this choice is also made in a creative manner, and the number of views and
their corresponding positions may be based on a target type of display device
that will be used for visualization.

In other words, there is a large degree of freedom when defining how to generate
the content for the base and first enhancement layers. Therefore, the performance of
the scalable coding solution shall be analyzed while taking into account the
parameters that control this process.

6.4.3 Efficient LF Enhancement Layer Coding Solution

Since the lower layers of the proposed DS-LFC codec presented in Sect. 6.4.1 are
based on the HEVC [24] standard (or on its extension for multiview coding
MV-HEVC), the LF enhancement encoder proposed in this section is also based on
the hybrid coding techniques of HEVC, as illustrated in Fig. 6.8, so as to modify as
few aspects of the underlying architecture as possible. Notice that, although the LF
enhancement layer encoder presented in Fig. 6.8 targets LF still image coding, it
can be also extended for scalable LF video coding by including also the HEVC
Inter-frame coding.

The main blocks of the proposed HEVC-based LF enhancement encoder
(highlighted in Fig. 6.8) are explained in the following.

6.4.3.1 Self-similarity (SS) Prediction

The SS prediction [30–32] (Fig. 6.8) is used to exploit the redundancy within the
highest enhancement layer and to improve coding efficiency. As can be seen in
Fig. 6.9a, a significant cross-correlation exists between neighbor MIs in the LF
image captured with an LF camera.

6 Light Field Image Compression 157



Hence, the SS prediction is a spatial displacement compensated prediction [33]
which makes use of a block-based matching algorithm to estimate the prediction
block with the highest similarity (according to appropriate criteria) to the current
block in the previously coded and reconstructed area of the current picture itself (the
SS reference, as seen in Fig. 6.9b). This predictor block can be generated from a
single candidate block [30, 31] or from a combination of two different candidate
blocks [32, 33] (Fig. 6.9b). Hence, the relative position between the current and the
“best” candidate block(s) is signaled by one of two SS vector(s), vi, (Fig. 6.9b).

As a result of the SS prediction, the residual information and the SS vector(s) are
coded and sent to the decoder.

6.4.3.2 Inter-layer (IL) Prediction

An IL prediction mode can also be used to further improve the LF enhancement
coding efficiency by removing redundancy between the LF content and its stereo or
multiview version from the enhancement layer underneath.

For this, an Inter-layer reference (ILR) is constructed by using information from
the lower layers. This ILR picture can be then used as new a reference frame for
employing an IL compensated prediction (see Fig. 6.8) when encoding the LF
image. To build an ILR picture, the following information is needed:

• Set of 2D Views—The set of reconstructed 2D views obtained by decoding the
bitstream in the lower layers is available in the decoded picture buffer, as
depicted in Fig. 6.8;

• Acquisition Parameters—These parameters comprise information from the LF
capturing process (such as the MI resolution and the MLA structure) and also
information from the 2D view generation process (i.e., size and position of the

(a) (b)

Current Block 
I (x)

Search Window W

SS Vector

Candidate
Block

v1

v0

Ĩ (x-v0)

Ĩ (x-v1)

SS Reference

ww

w

Fig. 6.9 SS prediction: a inherent MI cross-correlation in a light field image neighborhood; and
b SS estimation process (example of a second candidate block and SS vector for bi-prediction is
shown in dashed blue line). Reprinted from [33]. Copyright (2017), with permission from Elsevier
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patches). As explained in Sect. 6.4.3.4, this information has to be conveyed
along with the bitstream to be available at the decoding side.

Therefore, two steps are distinguished when generating an ILR picture, which
are explained in the following.

Patch Remapping

Although most of the LF information is discarded when rendering each view in
the hierarchical layer generation block in Fig. 6.8 (see Sect. 6.4.2), it is still pos-
sible to reorganize the reconstructed view texture information into its original
positions in the LF image. This is the purpose of the patch remapping step. The
input for this step is the coded and reconstructed views from the two lower layers,
as well as the acquisition parameters used for acquiring these views at the encoder
side.

The patch remapping simply corresponds to an inverse process of the rendering
algorithm used Sect. 6.4.2. More specifically, it corresponds to an inverse mapping
(referred to here as remapping) of the patches from all rendered and reconstructed
views to their original positions in the LF image, as illustrated in Fig. 6.10a.
A template for the LF image assembles all patches, and the output is referred to as
the sparse ILR picture, as seen in Fig. 6.11a.

MI Refilling

This step aims at emulating the significant cross-correlation existing between
neighboring MIs so as to fill the holes in the sparse ILR picture (built in the
previous step) as much as possible.

Since there is no information about the disparity/depth between objects in
neighboring MIs, the disparity is defined in a patch-based manner, by using the
patch size parameter that was used in the hierarchical layer generation block (see
Sect. 6.4.2). An illustrative example of this process is shown in Fig. 6.10a for only
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2 2 2 2
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View N-1View 2

Sparse ILR Picture

Micro-Image
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1 1 1 1 2
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1 1 1 1 2
3 3 3 3

Fig. 6.10 The process to generate an ILR picture to be used in the proposed IL prediction: a patch
remapping step; and b MI refilling step
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three neighboring MIs in the sparse ILR picture. As can be seen, for each MI in the
sparse ILR picture, an available set of pixels (see Fig. 6.10a) is copied to a suitable
position in a neighboring MI that is shifted by the patch size. Additionally, the
number of neighboring MIs where the patch may be copied to depends on the size
of the MI and the patch size. Finally, the output of the process is the ILR picture
(see Fig. 6.11b).

It is worthwhile to notice that there are still opportunities to enhance the pro-
posed IL prediction (notably, the MI refilling step) and to enlarge the applicability
of the proposed DS-LFC solution. A possibility is to incorporate supplementary
data (such as depth, ray-space, and 3D model data) into the scalable bitstream. This
solution will be further studied in future work.

6.4.3.3 Intra Prediction

HEVC Intra prediction is available as an alternative prediction when selecting the
most efficient mode for encoding a CB in the LF enhancement layer (Fig. 6.8). The
decision between the different available prediction modes is made in a
rate-distortion optimization (RDO) manner [34] as in conventional HEVC [24].

6.4.3.4 Header Formatting and CABAC

Additional high-level syntax elements are carried through the scalable bitstream to
support this new type of scalability. These are basically: (i) acquisition parameters
that are used to generate the content for the lower layers and are also necessary to
build the ILR picture (i.e., MI resolution, MLA structure, size and position of the
patches); and (ii) dependency information for signaling the use of the novel ref-
erence pictures (SS reference and ILR). Finally, residual and prediction mode
signaling data are entropy coded using CABAC.

Fig. 6.11 Illustrative example of a portion of an ILR built for the LF image plane and toy (frame
123): a the sparse ILR picture; b the corresponding complete ILR constructed using the MI
refilling algorithm; and c the corresponding portion of the original LF image (which is coded in the
LF enhancement layer)

160 C. Conti et al.



6.4.4 Performance Assessment

To evaluate the performance of the proposed DS-LFC codec, the following test
conditions were considered:

• Light Field Test Images—Six LF images with different spatial and MI reso-
lutions are considered to achieve representative RD results. These are (see
Fig. 6.12): Fredo, Seagull, Laura, Demichelis Spark (first frame of a sequence
with identical name), Robot 3D, and Plane and Toy (frame number 123 from a
sequence with identical name). The first three images are available in [35] and
the remaining images in [36]. The original tested images were rectified to have
all MIs with integer number of pixels, and they were then converted to the
Y’CbCr 4:2:0 color format.

• Hierarchical Content Generation—To generate the content for the 2D, stereo
or multiview layers, the six LF test images were processed using the algorithm
Basic Rendering [29] (Sect. 6.4.2). In this process, a set of 9 � 1 regularly
spaced 2D views was generated—one for the base layer and the remainder for
the first enhancement layer. Additionally, the patch size was chosen to represent
the case where the main object of the scene is in focus. Based on the above
decisions, the chosen patch sizes and positions for each LF test image are
summarized in Table 6.3.

= 74 × 74(a) Fredo7104 × 5328 7104 × 5328(b) Seagull = 74 × 74 7104 × 5328(c) Laura = 74 × 74

(d) Demichelis Spark (e) Robot 3D (f) Plane and Toy

Fig. 6.12 Example of a central view rendered from each light field test image (with the
corresponding characteristics below each image)
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• Codec Software Implementation—For these tests, the reference software for
the MV-HEVC extension version 12.0 [37] is used as the base software for
implementing the proposed DS-LFC codec.

• Coding Configuration—The results are presented for four QP-values (22, 27,
32, and 37). The same QP-value was used for coding all hierarchical layers. In
the proposed DS-LFC codec, all the views in the lower layers are independently
encoded as Intra-frames. Notice that, other configurations for encoding the
content in the first layer are still possible, notably, by enabling Inter-view
prediction (coding as P or B frames). However, due to the large number of
possible test condition combinations, the following sections will focus on
analyzing the influence of varying the parameters for generating the content for
the lower layers in the performance of the proposed IL prediction. Following
this, the LF enhancement layer is encoded as an Inter-B frame.

• Search Strategy—Considering both IL and SS prediction, a search range value
of 128 is adopted for all tested LF images. The full search algorithm with the
HEVC quarter-pixel accuracy is also used.

• RD Evaluation—For evaluating the RD performance of the proposed LF
enhancement layer encoder, the distortion, in terms of PSNR, of the recon-
structed LF image in the LF enhancement layer is considered. The rate is
presented in bits per pixel (bpp), which is calculated as the total number of bits
needed for encoding all scalable layers, divided by the number of pixels in the
LF raw image. Therefore, the BD [38] results are presented in terms of the luma
PSNR of the reconstructed LF image in the LF enhancement layer and the
corresponding rate in terms of bpp values.

• Additional Objective Quality Metrics—Additionally, to analyze the perfor-
mance in terms of the quality for views synthesized from the reconstructed
content in the LF enhancement layer, the distortion is also measured in terms of
average PSNR and SSIM values calculated for a set of 3 � 3 views rendered

Table 6.3 Test conditions—patch sizes and positions (in pixels) for generating content for the
lower hierarchical layers using the DS-LFC solution (for each light field test image in Fig. 6.12)

Test
image

Patch size (focus
plane)

Patch positions (view’s perspectives)

(a) 10 {(−24,0), (−18,0), (−12,0), (−6,0), (0,0), (6,0), (12,0),
(18,0), (24,0)}

(b) 9 {(−24,0), (−18,0), (−12,0), (−6,0), (0,0), (6,0), (12,0),
(18,0), (24,0)}

(c) 10 {(−24,0), (−18,0), (−12,0), (−6,0), (0,0), (6,0), (12,0),
(18,0), (24,0)}

(d) 12 {(−8,0), (−6,0), (−4,0), (−2,0), (0,0), (2,0), (4,0), (6,0),
(8,0)}

(e) 4 {(−8,0), (−6,0), (−4,0), (−2,0), (0,0), (2,0), (4,0), (6,0),
(8,0)}

(f) 4 {(−8,0), (−6,0), (−4,0), (−2,0), (0,0), (2,0), (4,0), (6,0),
(8,0)}
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from viewpoint positions equally distributed in horizontal and vertical direc-
tions. This metric is referred to here as PSNR3�3Views and SSIM3�3Views. These
views are different than the views rendered for the lower layers (except for the
central view). The standard deviation for each of these metrics is also used as a
dispersion evaluation of the presented average values. For rendering the views,
the same algorithm used for generating content for each hierarchical layer is
used (i.e., basic rendering or weighted blending [29]).

The next subsections present and analyze the performance of the proposed
DS-LFC solution and compare it to the following solutions:

• DS-LFC (Simulcast)—This scalable codec corresponds to the benchmark for
the simulcast case, where the content from each hierarchical layer is coded
independently with the MV-HEVC standard using “All-Intra, Main” configu-
ration [39].

• DS-LFC (SS Simulcast)—In this case, the content from the LF enhancement
layer was coded with the DS-LFC codec but only enabling the SS prediction and
conventional HEVC Intra prediction (without IL prediction). Hence, not only
local spatial prediction is exploited (with Intra prediction) but also the nonlocal
spatial correlation between neighbor MIs (with SS prediction). Since when
using the SS prediction each scalable layer is still coded independently (from
each other), the proposed DS-LFC (SS) can be seen as an alternative simulcast
coding solution.

• HEVC (Single Layer)—In this case, the entire LF image is encoded into a
single layer with HEVC using the main still picture profile [24]. Since the
proposed DS-LFC codec provides an HEVC-compliant base layer, this solution
is used as the benchmark for non-scalable LF coding, and the resulting bit
savings are compared to the proposed scalable LF coding solution so as to
analyze the cost (in terms of RD performance) of supporting display scalability
in the bitstream.

6.4.4.1 Overall DS-LFC RD Performance

To assess the performance of the proposed DS-LFC codec, Table 6.4 presents the
RD performance in terms of the Bjøntegaard Delta in PSNR (BD-PSNR) and rate
(BD-BR) [38] regarding the benchmarks solutions for all test images in Fig. 6.12.

From these results, the following conclusions can be derived:

• Comparison with simulcast cases—The RD performance of the proposed
DS-LFC is significantly better than the DS-LFC (Simulcast) for all tested
images, with average BD gains of 2.05 dB or 33.71% of bit savings (see
Table 6.4). The gains are much more expressive for test images with higher MI
resolution, where the BD gain goes up to 3.00 dB with 44.56% of bit savings
(for Seagull). These gains show the efficiency of the predictive coding tools used
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in the LF enhancement encoder. Moreover, comparing the DS-LFC (Proposed)
solution with the DS-LFC (SS Simulcast), improved RD performance can be
attained by taking advantage of the redundancy in all domains (local and
nonlocal spatial domain, and Inter-layer domain), leading to average BD gains
of 0.35 dB or −6.56%.

• Comparison with HEVC (Single Layer)—As shown in Table 6.4, the pro-
posed DS-LFC solution presents better RD performance, in terms of average BD
gains (0.90 dB and 13.49%), than the non-scalable HEVC (Single Layer),
showing that it is possible to support a display scalable bitstream with no
additional bit rate cost. Moreover, for LF images with larger resolution and MI
sizes, it is even possible to achieve significant better RD performance with the
proposed DS-LFC (with BD gains of up to 2.40 dB and 37.90% of bit savings).
On the other hand, for some LF images with smaller resolutions and MI sizes,
the scalability is allowed at a cost of some compression efficiency penalty (up to
−0.56 dB and 7.54% of penalty). However, it is important to notice that the
worse RD performance of the proposed DS-LFC solution is, in this case, also
due to the set of 9 � 1 views that are independently encoded as Intra-frames in
the lower layers, instead of enabling the Inter-view prediction to improve the
RD performance.

6.4.4.2 Quality of Rendered Views

To assess the performance of the proposed scalable coding architecture regarding
the quality of rendered views, the RD performance of the DS-LFC (Proposed) is
here presented in terms of the PSNR3�3Views and SSIM3�3Views metrics and com-
pared to the DS-LFC (Simulcast) and HEVC (Single Layer) solutions. The results
are illustrated in Figs. 6.13 and 6.14, respectively, for the worst (i.e., for test image
Robot 3D) and best case (i.e., for test image Seagull) in terms of DS-LFC
(Proposed) RD coding gains.

Table 6.4 BD-PSNR and BD-BR performance of the proposed DS-LFC codec against the
benchmarks (for each test image)

Test image DS-LFC (simulcast) DS-LFC (SS simulcast) HEVC (single layer)

PSNR (Db) BR (%) PSNR (dB) BR (%) PSNR (dB) BR (%)

(a) 2.85 −41.32 0.44 −8.52 2.08 −32.27

(b) 3.00 −44.56 0.43 −9.08 2.40 −37.90

(c) 2.59 −33.05 0.35 −5.86 1.32 −19.99

(d) 1.14 −29.04 0.26 −7.56 -0.19 6.80

(e) 1.18 −13.02 0.26 −3.12 -0.56 7.54

(f) 1.53 −20.58 0.34 −5.22 0.32 −5.13

Average 2.05 −33.71 0.35 −6.56 0.90 −13.49
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It was observed that there is a consistent relative RD performance gain using the
three different quality metrics. In all cases, the proposed DS-LFC outperforms the
simulcast cases with significant gains, showing the advantage of using the proposed
IL prediction for improving the RD performance. In terms of the PSNR3�3Views

metric (Fig. 6.14a), the RD gains (using the BD metric [38]) of the DS-LFC
(Proposed) solution go up to 2.79 dB or 14.82% compared to DS-LFC (Simulcast)
and 2.48 dB or 38.62% with respect to HEVC (Single Layer). In the worst case
(Fig. 6.14a), supporting a display scalable bitstream using the DS-LFC (Proposed)
solution results in a RD performance penalty (using the BD metric [38]) of 0.37 dB
or 4.89% of bit saving loss.

Regarding the standard deviation values presented in Figs. 6.13 and 6.14, a more
careful analysis of the PSNR3�3Views/SSIM3�3Views results for each rendered views
showed that views rendered from viewpoint positions near to the border of the MIs
presented larger variation in PSNR/SSIM values. These variations are more sig-
nificant in the case of Demichelis Spark, Robot 3D (see Fig. 6.13) and Plane and
Toy mainly due to the increased vignetting that appears in these images, at the
border of each MI.
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Fig. 6.13 RD performance for a set of rendered views from image Robot 3D (Fig. 6.12e) in terms
of: a PSNR3�3Views versus bpp; and b SSIM3�3Views versus bpp
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Fig. 6.14 RD performance for a set of rendered views from image Seagull (Fig. 6.12b) in terms
of: a PSNR3�3Views versus bpp; and b SSIM3�3Views versus bpp
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6.5 Sparse Set of Micro-lens Images and Disparities
for an Efficient Scalable Coding of Light Field Images

The information in light field images has a high degree of correlation, as its elements
are projections captured from a single scene out of different angles for many posi-
tions. In the previous sections of this chapter, this correlation has been modeled in
different ways to enable efficient compression. In the present section, the correlation
is described by introducing disparity maps in a similar way as depth maps. It is based
on a number of articles that describe and evaluate compression of LF that use
disparity maps [40, 41] and multi-hypothesis Intra prediction [33, 42] for com-
pression of LF images, both from focused as well as conventional LF cameras [43].

The use of disparity maps to describe the correlation between MIs is particularly
suitable when the full LF image is produced by focused LF cameras. The reason is
that each MI constitutes a small perspective view of the observed scene with a fair
amount of information overlap. The disparities so constitute a shift of pixels
between adjacent MIs. This pixel shift is also rather small for data coming from LF
cameras, as the distances between the MIs are small and objects are located at
intermediate and long distances from the camera.

The principal reason for using the disparity between MIs can also be found in
other compression schemes. For example, in an earlier work [44], the scheme
arranges light field images into a grid, where images within the grid are recursively
predicted from a few Intra coded images. It was later improved by using homog-
raphy transformations to describe the disparities between views in the light field
[45].

The compression scheme using a sparse set of micro-lens images and disparities
that is presented in this section consists of three parts:

• Sparse set of MIs—The MIs of the original LF image are decimated by
selecting every s MI and so constitute a new LF image of subsampled MIs.

• Disparity maps—The disparity between adjacent MIs is described by a best
value of pixel shift. These disparities so constitute two maps, one describing the
horizontal, one the vertical pixel shifts.

• Refinement by Inter and Intra prediction—The two previous parts, sparse set
of MIs and the disparity maps, enable the prediction of a LF image of full
resolution. The third part contains a refinement to obtain a high-quality LF
image by predicting from this first LF image of full resolution.

6.5.1 Scalability

The three parts of the compression scheme constitutes a successive refinement of
the final LF image reconstruction, and therefore is the basis for a scalability built
into the compression scheme. The first layer includes a decimated image with a
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lower angular and spatial resolution. Image reconstruction from this layer can be
useful for thumbnails or presentations on smaller displays and devices with lower
computational power. The first layer so forms a scalability with respect to resolu-
tion. The second layer includes additional information so that a LF image with full
spatial and angular resolution can be reconstructed, although with a reduced image
quality than the original. The second layer so forms a scalability with respect to
quality. The third layer adds further information that enable a full resolution LF
image with the highest possible images quality for the selected compression ratio.

6.5.2 Displacement Intra and Inter Prediction Scheme

Intra prediction schemes are efficient compression methods for images that contain
correlated information. This is demonstrated in Sect. 6.4, in which self-similarity
prediction for LF images is used. Likewise, the block-copying mode (BC) [46] was
introduced into the HEVC codec in order to compress screen contents that contain
plenty of repeating patterns in text and graphics. Both self-similarity and HEVC-BC
are single-hypothesis Intra predictions, i.e., they find a best block match in the
already decoded part of the image and keeps the disparity vector to describe the
prediction candidate block, from which the current block is predicted.

The displacement Intra prediction scheme was proposed and investigated in [33,
42]. It employs a multi-hypothesis Intra prediction by subdividing the already
decoded part of the image into two areas, from each of which a best candidate for
block prediction is searched. These two blocks are candidates to be used as a
reference for the Intra prediction. There is also a third candidate, which is the mean
of two blocks found by searching near the first two blocks. The best match of the
three candidates is used for the Intra prediction. The scheme works well both for LF
images from focused as well as conventional LF cameras [43].

In the case of light field video coding, i.e., a sequence of LF images, the Intra
prediction scheme can also incorporate predictions from previous or future frames
to search for good candidates. Thereby, the previous or future frames are loaded
into the reference picture list, and the rate-distortion optimization of the codec
selects the best prediction mode among the Inter prediction, the displacement Intra
and the original HEVC Intra. The combination of these modes provides more
possible prediction candidates for an efficient compression. See Fig. 6.15.

6.5.3 Encoding

A schematic description of the encoding of LF images using the sparse set of
micro-lens images and disparities is given in Fig. 6.16. The scheme is subdivided
into three layers that constitute the basis of the scalability.
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6.5.3.1 Sparse Set of Micro-lens Images

The decimation of the full LF image into a sparse set of MIs is done by selecting
every s MI. The input LF image C x; y; r; tð Þ is described by N �M MIs with
coordinates x; yð Þ, each containing Nt �Mt pixels with coordinates r; tð Þ. So, the
sparse set of MIs is described by Cs xs; ys; r; tð Þ ¼ C x � s; y � s; r; tð Þ, such that xs 2
1;N=s½ � and ys 2 1;M=s½ �. See Fig. 6.17a.

Fig. 6.15 Multi-hypothesis prediction in displacement Intra and Inter prediction scheme. Each
block may be predicted from previously decoded areas in the same frame (L0 and L1), and from
previous frames (L1). L0 and L1 are reference list 0 and 1, respectively
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Fig. 6.16 Schematic overview of decoding for sparse set of MIs and disparities. The LF image is
encoded in three scalability layers. Layer 1 decimates the LF image to a fewer number of MIs, and
is encoded by the displacement Intra prediction scheme. Layer 2 estimates horizontal and vertical
disparities between all adjacent MIs. The two disparity maps are encoded using HEVC video
coder. Layer 3 uses the reconstruction of layer 1 and 2 as a reference in the displacement Intra and
Inter coder
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The sparse set is itself an LF image with fewer MIs than the original, and
therefore has a reduced resolution. The scheme is developed for LF images from
focused LF cameras, which has a combined distribution of angular and spatial
information throughout the MIs, which means that the decimation implies a
reduction in both angular and spatial resolution.

Another consequence of the sparse set being an LF image is that it can be
compressed with any codec developed for this kind of data. HEVC was employed
in [41] but displacement Intra has a better compression performance for LF image
data and is employed in the sequel of this section. The compressed sparse set of MIs
constitutes the first layer of the scalable codec. The encoder further includes a
decoding of the first sparse set to assure that the other layers receive the same data
as the decoder on the receiver side.

6.5.3.2 Disparity Maps

Disparities between adjacent MIs are estimated on the original LF image. They are
later used to calculate the disparities from the sparse set of MIs onto the MIs
removed from the original LF image. In fact, these disparities can give an estimated
disparity between any two MIs in the LF image. The disparities are gathered in two
maps, one for horizontal disparity and one for vertical disparity.

The disparity map is computed by finding a best disparity for the whole MI and
its neighbor. The total pixel square error between the MI displaced by the disparity
and its neighbor is minimized to obtain the disparity value,

(a) (b)

Fig. 6.17 Decimation and reconstruction of sparse set of MIs. a The sparse set is constructed by
selecting every sMI and combing them into a new LF image of fewer MIs; here s ¼ 4. b LF image
of high resolution is reconstructed by first placing the MIs of the low-resolution LF image into
their original positions. The remaining MIs are recovered through predictions that use estimated
disparities, see Sect. 6.5.3.2. MIs between those MIs part of the sparse set averaged using all
surrounding MIs (bottom right arrows)

6 Light Field Image Compression 169



Dhðx; yÞ ¼ argmin
Dh

Cðx; y; rþDh; tÞ � Cðxþ 1; y; r; tÞk kF
Dvðx; yÞ ¼ argmin

Dv

Cðx; y; r; tþDhÞ � Cðx; yþ 1; r; tÞk kF
ð6:2Þ

where subscript F denotes the Frobenius norm, in which the summation is done
over all r and t. Note that the disparity maps are of sizes N � 1ð Þ �M and
N � M � 1ð Þ, respectively.

These disparity maps can be compressed in many different ways. It is very
important that the decoded values are very accurate in order to retain a good pre-
diction result when reconstructing the full LF image. (See Sect. 6.5.4 for the
reconstruction process.) In [41], HEVC lossless Intra codec was used to assure the
quality of the disparity maps. However, it turns out that HEVC lossy coding of high
quality (low QP-value) give higher compression ratio with sufficient quality. HEVC
was selected to encode the disparity maps as a sequence of two frames, i.e., the first
map is encoded by HEVC lossy Intra coding and the second is Inter-frame predicted.
The compressed disparity maps constitute the second layer of the scalable codec.

The encoder further includes a decoding of disparity maps and a reconstruction
of the full LF image starting from the sparse set of MIs and calculated disparities.
As in conventional encoding settings, this is done to assure the same data as in the
decoder for the process of encoding the third layer of the scalable codec.

6.5.3.3 Refinement by Inter and Intra Prediction

The sparse set of MIs and the disparity maps can be used to predict the other MIs of
the full resolution LF image. This LF image reconstruction is as other predictions of
lower quality than the original. A straightforward way to have a final LF image of
high quality would be to compute the residuals with respect to the original LF
image, and compress the residuals by common arithmetic coding. In [41], the LF
image reconstruction was instead used as a reference frame in the displacement
Intra and Inter prediction compression as described in Sect. 6.5.2 and the
HEVC RDO chooses the block that gives the least error. The residuals of this
prediction are compressed as in the original HEVC scheme. The compression by
Inter and Intra prediction constitutes the third layer of the scalable codec that
produces the full resolution LF image of highest quality.

6.5.4 Decoding and Reconstruction

The encoded LF image data are decoded and reconstructed in three steps that
correspond to the three scalability layers, as schematically depicted in Fig. 6.18.

The first layer is decoded according to the disparity Intra prediction scheme
defined in [33]. The result of the decoding is the sparse set of MIs, which itself is a
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low-resolution LF image of the original LF image. It can be used to render images
of low spatial resolution and refocusing with limited depth resolution and depth of
field as the data contain low angular resolution. This is sufficient for thumbnails and
small displays.

The second layer is decoded using HEVC and results in the horizontal and
vertical disparity maps, Dh x; yð Þ and Dv x; yð Þ. These maps are then used to calculate
the disparities Dhs x; y; xs; ysð Þ and Dvs x; y; xs; ysð Þ in (6.3), from the MIs at position
xs; ysð Þ in the sparse set to each MI position x; yð Þ of the original LF image, i.e., to
those not being part of the sparse set. See Fig. 6.18.

Dhsðx; y; xs; ysÞ ¼
Pxs�1

k¼x Dhðk; yÞ x\xs

�Px�1
k¼xs Dhðk; yÞ x[ xs

( )

Dvsðx; y; xs; ysÞ ¼
Pys�1

l¼y Dvðx; lÞ y\ys

�Py�1
l¼ys

Dvðx; lÞ y[ ys

( ) ð6:3Þ

The full LF image of the second layer is reconstructed by shifting the sparse set
MIs using the disparities Dhs x; y; xs; ysð Þ and Dvs x; y; xs; ysð Þ, and placing the pre-
dicted MI in the corresponding position. If the predicted MI has more than one
prediction candidate of MIs in the sparse set, the predicted MIs are averaged. See
Fig. 6.17b. In case there are still missing areas in a predicted MI, i.e., pixels have
not been assigned a value in the disparity-based prediction, these areas need to be
filled with plausible information. For this reason, a dynamic inpainting approach
[47] was employed in [40] to obtain the final LF image reconstruction of the second
layer. This second layer LF image reconstruction has full spatial and angular res-
olution but has a lower image quality than when also utilizing the third layer data.

The third layer data is fed into the decoder of the disparity Intra and Inter
prediction scheme, along with the output from the second layer. The second layer
LF image is put into the reference picture list and is used for Inter prediction
along the displacement Intra prediction and the original HEVC Intra prediction in
the third layer. Thereby, the final, third layer, LF image is reconstructed that has full
resolution and is of high quality.

Decoding
Displ. Intra 

Decoding
Disp. maps 

Disparity
calculations 

Recon-
struction

Decoding
Displ. 

Intra/Inter

Layer 1

Layer 2

Layer 3

Layer 1 reconstruction

Layer 2 reconstruction

Layer 3 reconstr

Fig. 6.18 Schematic overview of decoding for sparse set of MIs and disparities. The decoding is
divided into three parts, one for each scalability layer. Each layer decoding results in LF images of
low resolution (layer 1), high resolution of low quality (layer 2), and high resolution and high
quality (layer 3)
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6.5.5 Evaluation

The coding scheme using a sparse set of MIs and disparities was evaluated in [40,
41]. The lowest bit rate is obtained for a decimation factor of s ¼ 2, which led to a
bit rate reduction of 50–60% for different input LF images. Larger decimation
factors imply a small increase in bit rate. Although it improves the compression
efficiency by only a small margin relative to the displacement Intra prediction, it
provides a scalable structure for coding and rendering. Compared to HEVC-BC
being a single-hypothesis Intra prediction scheme, the sparse set and disparity
scheme has a reduction of 20% in bit rate. See Fig. 6.19a.

The third scalability layer contains a fair amount of the bit budget, especially
when a very high quality is required for the final LFI. The compression of disparity
maps in the second layer results in a very low number of bits when the lossy HEVC
coding is employed, whereas the lossless coding use more than 30 times more bits.
Yet, the second layer is the smallest component among the three. See Fig. 6.19b.

The objective quality of the second layer reconstruction is much lower than that
of the third layer. See Fig. 6.20a. However, the visual quality of the second layer
reconstruction is fairly good for the central view rendering, even if improvements
can be seen for the full LFI reconstruction. See Fig. 6.20b.

(a) (b)

I

Fig. 6.19 Efficiency of compression schemes. a Rate-distortion graphs for evaluated compression
schemes. The scheme using sparse set and disparities performs slightly better than the
displacement Intra scheme and much better than the single-hypothesis prediction method
HEVC-BC and standard HEVC. b Distributions of data in the three scalability layers. The third
layer contains most data, whereas the second layer (disparities) is constant independent of
QP-value, and contains less than 0.5% of the total for QP37. Figures produced from data in [40]

172 C. Conti et al.



6.5.6 Remarks

A compression scheme for LF images from focused LF cameras was presented in
this section. It uses a sparse set of micro-lens images (MIs) and disparities between
these MIs. The scheme exhibits large compression improvements over both HEVC
Intra and HEVC-BC, and moderate improvements over the multi-hypothesis pre-
diction scheme displacement Intra. The computational complexity is increased.
Instead, the scheme introduces scalability in both resolution and quality, and so
provides a flexible reconstruction of images.

6.6 Conclusions

This chapter covered recent advances in LF coding, based on different approaches.
After a brief description of LF representation formats, the coding efficiency of
unmodified standard codecs using various LF image data structures was evaluated
and discussed for different coding configurations. In general, it was shown that LFs
in pseudo-video format provides higher compression efficiency still image formats.
Then, a scalable LF coding solution, capable of providing compatible substreams to
2D and 3D decoders, is described and evaluated. A display scalable architecture
was presented, using a three-layered hierarchical approach, which allows to support
a wide range of end-user displays, from conventional 2D to advanced immersive LF
applications (e.g., augmented and immersive virtual reality). Furthermore, another
recent approach to encode LFs, which exploits spatial correlation based on the

(a) 
(b) 
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Fig. 6.20 Reconstructed images using decimation factor s ¼ 2. a Objective quality (PSNR) for
reconstructed central view using layer 1–2 and layer 1–3, respectively. b Central view
reconstruction. Upper images were compressed using QP22, lower used QP37. Left images are
reconstructed using layer 1–2, and right images using layer 1–3. Figures produced from data
in [40]
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disparity maps and multi-hypothesis prediction, is also presented and discussed.
A sparse set of MIs is used as a first layer, which provides a small resolution
representation of the visual content. Then, the second and third layers provide
higher spatial resolution and the full resolution of the LF, respectively. Such
scalable coding schemes also enable seamless interoperability with legacy video
systems and smooth transition to emerging applications and services where LFs are
increasingly gaining importance and user acceptance.
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Chapter 7
Impact of Packet Losses in Scalable
Light Field Video Coding

Caroline Conti, Paulo Nunes and Luís Ducla Soares

Abstract Light field imaging technology has been recently attracting the attention
of the research community and the industry. However, to effectively transmit light
field content to the end-user over error-prone networks—e.g., wireless networks or
the Internet—error resilience techniques are required to mitigate the impact of data
impairments in the user quality perception. In this context, this chapter analyzes the
impact of packet losses when using a three-layer display scalable light field video
coding architecture, which has been presented in Chap. 6. For this, a simple error
concealment algorithm is used, which makes use of inter-layer redundancy between
multiview and light field content and the inherent correlation of the light field
content to estimate lost data. Furthermore, a study of the influence of 2D views
generation parameters used in lower layers on the performance of the used error
concealment algorithm is also presented.

7.1 Introduction

Light field is an imaging technology that has been attracting the attention of the
research community and the industry for providing richer two-dimensional (2D)
image capturing systems [1–3], single-camera 3D imaging, and more immersive 3D
viewing systems [4–6].
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However, to progressively introduce this technology into the consumer market
and to efficiently deliver light field content to end-users, a crucial requirement is
backward compatibility with legacy 2D and 3D devices. Hence, to enable light field
content to be delivered and presented on legacy displays, a scalable light field
coding approach is required, where by decoding only the adequate subsets of the
scalable bitstream, 2D or 3D compatible video decoders can present an appropriate
version of the light field content.

Moreover, following the current forecasts indicating that three-quarters of the
world’s mobile data traffic will be video by 2020 [7], it should be envisaged to
efficiently provide light field video services in such type of error-prone environ-
ments. To guarantee this, error resilience techniques in the encoding and decoding
side are needed to mitigate the impact of data impairments in the user quality
perception. The design of an appropriate error resilience technique typically con-
siders the type of network (i.e., error characteristics of the network being used for
transmission) and also the type of content (i.e., inherent characteristics of the
content) being transmitted. In this sense, due to the different nature of acquisition
system and, consequently, the different type of correlation in the light field content,
when compared to the conventional 2D and 3D multiview contents, the set of
factors which could affect the performance of an error control algorithm may also
differ. Hence, it is essential to deeply understand the impact of packet losses in
terms of decoding video quality for the specific case of light field content, notably
when a scalable approach is used.

To the best of the authors’ knowledge, the proposal of error resilience techniques
suitable for light field content has been only addressed by the authors in [8]. In this
context, this chapter aims to contribute to the discussion of this issue and presents a
study of the influence of packet losses in scalable light field content coding. For
this, the three-layer scalable light field video coding architecture presented in
Chap. 6 (Sect. 6.4.1) is considered. Based on this coding architecture, a simple
error concealment algorithm is proposed, which derives from the previously pro-
posed inter-layer prediction method (Sect. 6.4.3.2) to estimate the lost data. Finally,
an analysis of the influence of some meaningful parameters in the proposed coding
architecture (e.g., 2D view generation parameters used in lower layers) on the
performance of the used error concealment algorithm is also presented.

The remainder of this chapter is organized as follows: Sect. 7.2 briefly reviews
the used scalable architecture for light field video coding, as well as the inter-layer
prediction scheme, in order to better understand the proposed error concealment
algorithm; Sect. 7.3 discusses some meaningful factors which affect the inter-layer
prediction accuracy, and presents the proposed error concealment algorithm;
Sect. 7.4 presents the considered test conditions and studies the influence of packet
losses on the accuracy of inter-layer prediction; and finally, Sect. 7.5 concludes the
chapter.
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7.2 Scalable Light Field Coding

The display scalable architecture for light field coding that has been presented in
Sect. 6.4.1 is here considered (see Fig. 7.1). In this case, each layer of this scalable
coding architecture represents a different level of display scalability:

• Base Layer (2D)—The base layer represents a single 2D view, which can be
used to deliver a 2D version of the light field content to 2D displays devices.

• First Enhancement Layer (Stereo or Multiview)—This layer represents the
necessary information to obtain an additional view (representing a stereo pair) or
various additional views (representing multiview content). This is to allow
stereo and autostereoscopic devices to play versions of the same light field
content.

• Second Enhancement Layer (Light Field)—This layer represents the addi-
tional data needed to support full light field display.

For generating 2D views from the light field content to compose the content in
the base and first enhancement layers, two rendering algorithms, proposed in [9]
and referred to as Basic Rendering and Weighted Blending, are adopted here.
Essentially, there are two parameters that control these algorithms: (i) the patch size
that controls the plane of focus in the generated view; and (ii) the patch position that
controls the viewing angle (i.e., the scene perspective).

High compression efficiency is still an important requirement for the scalable
coding architecture adopted in this section. Therefore, an inter-layer prediction
mode (see Fig. 7.1) is used to further improve the second enhancement layer coding
efficiency by removing the redundancy between the light field content and its
multiview version from the enhancement layer underneath. For this, an inter-layer
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Fig. 7.1 Display scalable light field coding architecture considered in this chapter for analyzing
the impact of packet losses when transmitting in error-prone channels
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(IL) reference picture is constructed by using the set of reconstructed 2D views
obtained by decoding the bitstream in the lower layers. This IL reference picture
can be then used as new a reference frame for employing an inter-layer compen-
sated prediction when encoding the light field image. The process for constructing
the IL reference picture can be basically divided into the following two steps (which
are explained in detail in Sect. 6.4.1):

• Patch Remapping—The purpose of this step is to reorganize (remap) the
texture samples (patches) from the reconstructed 2D views into its original
positions in the light field image.

• Micro-Image Refilling—Since most of the light field information is discarded
when rendering the 2D views in the lower layers, this step aims at emulating the
significant cross-correlation existing in light field content between neighboring
micro-images so as to synthesize the missing texture samples as much as pos-
sible to complete the IL reference picture.

7.3 Mitigation of Packet Loss Impact on Scalable Light
Field Coding

Guaranteeing successful light field video transmission in the presence of channel
errors is a challenging issue that requires reliable error resilience mechanisms for
fighting the transmission errors and mitigating their impact in the user quality
perception.

State-of-the-art error resilience techniques for 2D and 3D multiview video can
be typically categorized in three main groups [10]: (i) error resilient encoding
techniques, which are introduced into the video encoding process to make the
bitstream more robust to errors; (ii) error concealment techniques, which are
employed at the decoding process to conceal the effect of errors; and (iii) those that
require interactions between encoder and decoder to adaptively consider the net-
work characteristics in terms of information loss.

Since there is a lack of error resilience techniques specific for light field content,
a simple error concealment technique is proposed to estimate the lost data making
use of the inherent correlation existing in the light field content. In this section, a
discussion about some of the relevant factors which affect the inter-layer prediction
accuracy is first presented (in Sect. 7.3.1) and, then, the proposed error concealment
method is defined (in Sect. 7.3.2).
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7.3.1 Relevant Factors for the Inter-layer Prediction
Accuracy

Besides the aforementioned advantages of using a light field imaging system, it is
important to notice that for representing the full light field in this type of content,
there is a massive increase in the amount of information that need to be captured,
encoded, and transmitted when compared to legacy technologies. As opposing the
MVC approach where each enhancement layer represents an additional 2D view
image, there is a considerable jump in the coding information amount between first
and second enhancement layers of the proposed scalable coding architecture.

To illustrate the relation between amounts of information in the lower hierar-
chical layers and the second enhancement layer, consider one frame from the light
field test image Plane and Toy (frame 123, in Fig. 7.2a), with a resolution of
1920 � 1088 and micro-image resolution of around 28 � 28 pixels. From this light
field content, nine views are generated for the first two scalability layers—one for
the base layer and eight for the first enhancement layer. These views are generated
using the Basic Rendering algorithm with patch size of 4 � 4 and varying the

Fig. 7.2 Light field image and corresponding IL picture prediction: a light field image Plane and
Toy (frame 123); b magnified section of 336 � 246 pixels from original image; c magnified
section of 336 � 246 pixels from sparse IL prediction picture; and c Magnified section of
336 � 246 pixels from full IL prediction picture
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position of the patch in relation to the center of the micro-image in {−8, −6, −4, −2,
0, 2, 4, 6, 8} pixels. Notice that, from this set of patch positions, adjacent patches
contain overlapping areas of the micro-image. Consequently, approximately 12% of
the information inside each micro-image is used to build these nine 2D views and
the remainder data is discarded. The nine views are then coded independently with
the high-efficiency video coding (HEVC) using the “Intra, main” configuration
[11].

Afterwar, the nine-coded and reconstructed 2D views are processed to build an
IL reference (see Fig. 7.1). In the Patch Remapping step, since there are overlap-
ping areas between adjacent patches, this redundant information is used to refine
the pixel values. The resulting sparse light field image is shown in Fig. 7.2b by the
enlargement, to illustrate the amount of information that need to be estimated in the
Micro-Image Refilling process. After this, by applying the Micro-Image Refilling
process, the IL picture prediction is completed, as shown Fig. 7.2c. This IL picture
prediction is then used as a new reference picture to efficiently encode the light field
content in the second enhancement layer (Sect. 7.3).

Finally, in Fig. 7.3, the used bitrate for encoding all the nine 2D view images
independently is compared to bitrate used to encode the light field content with the
scalable coding scheme for four different quantization parameter (QP) values. From
this, it can be seen that the base layer and the first enhancement layer represent only
a small percentage of the scalable bitstream (in this case, about 16% of the scalable
bitstream). Therefore, it is expected that losses in the lower hierarchical layers will
considerably affect the accuracy of the built IL picture prediction and, consequently,
degrade the performance of the proposed scalable coding scheme.

Moreover, it should be also noticed that, as was shown in [12], the performance
of the inter-layer prediction scheme is improved when increasing the patches sizes.
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Fig. 7.3 Relation between the amount of data in the bitstream for the base layer and first
enhancement layer, compared to the second enhancement layer
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This fact is related again to the amount of data from a light field content that is
discarded when generating a 2D view image and that need to be estimated in the
Micro-Image Refilling process. As the amount of discarded information is a con-
sequence of the chosen patch size and number of views, this means that the
parameters which are freely chosen when generating the content in the lower
hierarchical layers will also affect the accuracy of the build IL picture prediction.

Considering the Basic Rendering and Weighted Blending algorithms, these
parameters are:

• Patch Size—During the creative postproduction process, a proper patch size
will be selected and will be limited to the used optical depth of field. As
mentioned earlier, the quality of the IL picture prediction will improve as rel-
ative larger patch sizes are used.

• Number and position of 2D views—The choice of number of views and their
corresponding positions is based on the type of display that will be used. In this
case, as the number of 2D view images increases, less information from the light
field content will be discarded and, consequently, the quality of the IL prediction
may improve. However, if these 2D views are generated by overlapping patches
positions, the amount of relevant information to build the IL prediction picture is
smaller, and its performance may decrease.

In other words, there is a large degree of freedom when defining how the light
field content will be presented. Therefore, the error resilience problem needs to be
analyzed considering the parameters that control the generation of content for the
lower hierarchical layers, since the quality of the inter-layer prediction is also
dependent on them and may also affect the effectiveness of a resilience error
technique.

7.3.2 Proposed Error Concealment Algorithm

Typically, an error concealment algorithm makes use of spatial, temporal, and
spectral redundancy of the content to estimate the missing data and mask the effect
of channel errors at the decoder.

Although the conventional error concealment tools for the lower layers in the
hierarchical scalable architecture can be applied to the second enhancement layer,
these methods do not consider the inter-layer correlation between the multiview and
light field content, and neither the inherent spatial correlation of the light field
content.

When generating the IL picture prediction, the Micro-Image Refilling process is
already able to estimate nonexisting data to fill the holes in the IL picture prediction,
by making use of the significant cross-correlation existing between neighboring
micro-images. Therefore, considering that a 2D view image is lost (see Fig. 7.1),
the only difference when building the IL picture prediction is that there will be more
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holes to be fulfilled in the Micro-Image Refilling process. This means that it is
possible to simply derive the error concealment algorithm from the inter-layer
prediction method.

Therefore, upon the detection of a lost picture, the following steps are considered
by the proposed error concealment algorithm to build the IL picture prediction:

(i) The Patch Remapping process is employed considering only the set of 2D
view images that are available (without loss). To illustrate the consequence of
a lost 2D view in this step, five nonoverlapping patch positions ({−8, −4, 0, 4,
8}) are used to generate five corresponding 2D view images from the light
field image Plane and Toy (frame 123). Then, considering that the central 2D
view image (with patch position “0”) is not available at the decoder side, the
sparse IL picture prediction will contain extra holes where the patches of the
lost 2D view were supposed to be placed, as illustrated in Fig. 7.4a.

(ii) The Micro-Image Refilling algorithm can estimate most of the holes by using
information from available patch positions, including the set of lost patches in
the position “0”. This is illustrated in one of the steps of the algorithm (for the
first 2D view) in Fig. 7.4b. Finally, it is possible to recall the algorithm also for
the lost patch position to fulfill the IL prediction picture, as shown in Fig. 7.4c.

Fig. 7.4 Some steps of the used error concealment algorithm to build the IL reference when one
2D view image is lost: a the Patch Remapping for the available 2D view images; b one of the
iterations of the Micro-Image Refilling to illustrate the recovery of the lost patches; and c the built
IL picture prediction
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7.4 Experimental Results

To properly analyze the influence of packet losses on the accuracy of the inter-layer
prediction, the following test conditions were considered:

• Light field test images—Four light field images with different spatial and
micro-image resolutions (MIresol) are considered to achieve a set of represen-
tative results. These are (see Fig. 7.5): Plane and Toy (frames 23 and 123 from a
sequence with identical name); Robot 3D; and Laura. The first three images are
available in [13] and the last light field image in [14].

• Hierarchical Content Generation—To generate the content for the first two
scalability layers, the four test images were processed with the Basic Rendering
and Weighted Blending algorithms, proposed in [9]. In this process, nine 2D
view images were generated—one for the base layer and eight for the first
enhancement layer. Since the resolution of the micro-images varies from one
image to another, the patch positions to generated 2D view images were chosen
to have nine regularly spaced views within the micro-image limits. Additionally,
three different patch sizes were chosen for each test image, which correspond to
cases where adjacent patches are taken with and without overlapping areas. One
of these patch sizes represents the case where the main object of the scene is in
focus. Due to the small size of micro-images in Plane and Toy and Robot 3D
images, an additional set of patch positions is needed to be considered so as to
have the case where the patches are taken without overlap areas. In this case,
five regularly spaced 2D view images were generated.

• Network Conditions—It should be noticed that due to the large number of
possible combinations of test conditions (number of views, patch size and patch
positions) and since this chapter mainly focuses on analyzing the influence of
these parameters on the performance of the error concealment algorithm, it will
not yet cover an extensive set of network conditions, which will be, however,
considered in future work. To simulate the network conditions, it is considered
that an entire 2D view image is coded into only one packet. Hence, loss of a
packet implies that the entire 2D view image must be recovered by the error

1904 × 1064= 28 × 28
(a) Plane and Toy

(frame 23) 1904 × 1064= 28 × 28
(b) Plane and Toy

(frame 123) 1904 × 1064= 28 × 28(c) Robot 3D 7104 × 5328= 74 × 74(d) Laura

Fig. 7.5 Example of a central view rendered from each light field test image (with the
corresponding characteristics below each image)
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concealment algorithm. Three different packet loss conditions were considered,
where one, two, and three packets are lost. Additionally, packet losses were
assumed independent and identically distributed for all 2D view images. For
this, a case is considered where the two lower layers are independently encoded,
since an enhancement layer would not be decodable if the 2D view image in the
base layer was lost.

• Results Analysis—The results are presented in terms of the average mean
squared error (MSE) (for all the combination of lost 2D view images) of the IL
picture prediction built by the error concealment algorithm, compared with the
IL prediction picture when there is no packet loss. Alternatively, the average
MSE is also shown discarding the cases where the first or the last pictures are
lost, since when this happens, a portion of the information cannot be recovered
by the Micro-Image Refilling algorithm in the border of the IL picture reference.

The experimental results for each tested light field image can be seen in
Figs. 7.6, 7.7, 7.8, 7.9, 7.10, 7.11 and 7.12. In each Figs. 7.6, 7.7, 7.8, 7.9, 7.10,
7.11, and 7.12, these results are split in different charts for each used rendering
algorithm (Basic Rendering and Weight Blending algorithms) and for each patch
size. Finally, each chart shows the corresponding average MSE value for all the
possible combinations of lost 2D views (referred to as All Views) as well as the
average MSE value when discarding the cases where the first or the last pictures are
lost (referred to as Without Border Views). Additionally, the maximum and min-
imum MSE values in each case are also presented by the error bars.
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Fig. 7.6 Comparison between qualities of the IL reference when there are lost views. In this case,
nine views were generated with three different patches from the tested light field image Plane and
Toy (frame 23) using: a Basic Rendering algorithm; and b Weighted Blending algorithm
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Fig. 7.7 Comparison between qualities of the IL reference when there are lost views. In this case,
five views were generated with three different patches from the tested light field image Plane and
Toy (frame 23) using: a Basic Rendering algorithm; and b Weighted Blending algorithm
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Fig. 7.8 Comparison between qualities of the IL reference when there are lost views. In this case,
nine views were generated with three different patches from the tested light field image Plane and
Toy (frame 123) using: a Basic Rendering algorithm; and b Weighted Blending algorithm
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Fig. 7.9 Comparison between qualities of the IL reference when there are lost views. In this case,
five views were generated with three different patches from the tested light field image Plane and
Toy (frame 123) using: a Basic Rendering algorithm; and b Weighted Blending algorithm
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Fig. 7.10 Comparison between qualities of the IL reference when there are lost views. In this
case, nine views were generated with three different patches from the tested light field image Robot
3D using: a Basic Rendering algorithm; and b Weighted Blending algorithm
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Based on these charts, the following conclusions can be drawn in terms of:

• Number of lost 2D view images—This analysis compares how the accuracy of
the built IL picture prediction varies when different numbers of 2D view images
are lost. As expected, in all test conditions, the accuracy of the inter-layer
prediction degrades as the number of lost views increases. For instance, con-
sidering the tested image Laura when using the larger patch size (14) to generate
the nine views with the Basic Rendering algorithm (in Fig. 7.12a), the average
MSE value goes from 65.23, when only one view is lost, to 253.75, when three
views are lost. Moreover, it can be seen that the influence of lost views is
stronger when the first or the last 2D views are lost. For example, for the same
abovementioned test condition, the corresponding average MSE values for the
Without Border Views case are considerably smaller (respectively, 5.9 and
61.63 when one or three views are lost).

• Different Patch Sizes—This analysis compares the results when using different
patch sizes, for each tested image with the same patch positions and rendering
algorithms. Surprisingly, for all results, the patch size corresponding to the case
where the main object is in focus was shown to be the less affected by lost 2D
views, even when it is the smaller one. For instance, consider the results shown
in Fig. 7.8 for Plane and Toy (frame 123), where nine views were generated
with the Basic Rendering algorithm. The patch size 4, where the main object is
in focus, presented smaller average MSE values than the presented when using
larger patch sizes. However, it is known that in this case (patch size 4), more
information from the light field image was discarded from the original light field
image (when generating the 2D views) and need to be estimated in the Micro-
Image Refilling process. From this, it can be concluded that in a sequence where
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Fig. 7.11 Comparison between qualities of the IL reference when there are lost views. In this
case, five views were generated with three different patches from the tested light field image Robot
3D using: a Basic Rendering algorithm; and b Weighted Blending algorithm
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there is interest in varying the patch sizes from one frame to another (e.g., the
Plane and Toy sequence), the impact of losses will be considerably lower, since
the main object is maintained in focus (which is, most of the times, the case).

• Different Rendering Algorithms—This analysis compares the results when
using one of the rendering algorithms, Basic Rendering (in Figs. 7.6a, 7.7a,
7.8a, 7.9a, 7.10a, 7.11a and 7.12a) and Weighted Blending (in Figs. 7.6b, 7.7b,
7.8b, 7.9b, 7.10b, 7.11b and 7.12b), for each tested image and test conditions
shown in Table 7.1. From this, it can be seen that the accuracy of the inter-layer
prediction using the Weighted Blending algorithm is generally better than using
the Basic Rendering algorithm when one or more views are lost. This can be
explained by the high level of blur which is introduced by the weighted average
in the Weighted Blending algorithm. Hence, the differences in these blurred
images will be less evident than differences in images generated by the Basic
Rendering algorithm.

• Different Number of 2D View Images in Lower Layers—This analysis
compares the results when different numbers of 2D views are generated to the
lower layers, using the same patch sizes and rendering algorithms. For this, the
results using five and nine views for Plane and Toy (frame 23) (in Figs. 7.6 and
7.7), Plane and Toy (frame 123) (in Figs. 7.8 and 7.9), and Robot 3D (in
Figs. 7.10 and 7.11) are compared. As expected, by using less 2D view images
in the lower layer, a loss of 2D view images will affect more drastically the
accuracy of the built IL picture prediction. This can be understood since, when
considering less views: (i) more information from the original light field image
is discarded to generate the 2D view images; and (ii) a loss of a 2D view image
represents a higher packet loss rate.

It is important to notice that although for these tests it was considered that an
entire 2D view image is coded into only one packet, the Patch Remapping and
Micro-Image Refilling processes could easily be adapted to the case where the lost
packets represent slices of 2D view images. Moreover, from the presented analysis,
it was shown that although the parameters of the scalable coding architecture
somehow interfere on the performance of the error concealment algorithm, in some

Table 7.1 Test conditions—patch sizes and positions (in pixels) for generating content for the
lower hierarchical layers (for each light field test image in Fig. 7.5)

Test image Patch sizes Patch positions (horizontal positions)

Plane and Toy (frame
23)

{4 (in focus), 9, 11} 9 views: {−8, −6, −4, −2, 0, 2, 4, 6, 8}
5 views: {−8, −4, 0, 4, 8}

Plane and Toy (frame
123)

{4, 9(in focus), 11} 9 views: {−8, −6, −4, −2, 0, 2, 4, 6, 8}
5 views: {−8, −4, 0, 4, 8}

Robot 3D {4 (in focus), 9, 11} 9 views: {−8, −6, −4, −2, 0, 2, 4, 6, 8}
5 views: {−8, −4, 0, 4, 8}

Laura {7, 10 (in focus),
14}

9 views: {−28, −21, −14, −7, 0, 7, 14, 21,
28}
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cases, the used error concealment algorithm is able to recover the IL picture pre-
diction with negligible MSE value (e.g., when the Weighted Blending algorithm is
used). However, it is also important to consider cases where the losses happen in
the second enhancement layer of the proposed scalable coding solution, since the
information in this layer represents the largest percentage of the scalable bitstream
(as shown in Sect. 7.3.1). Therefore, these cases will be considered in future work.

7.5 Conclusions

This chapter proposed to start the discussion about error resilience techniques for
light field content and presents a study of the influence of packet losses in display
scalable light field content coding. For this, an error concealment algorithm was
adopted to estimate the lost data, which was derived from the inter-layer prediction
scheme previously proposed by the authors. From the presented study, it could be
seen that although the parameters of the scalable coding architecture somehow
interfere on the performance of the error concealment algorithm, in some cases, it is
possible to recover the inter-layer prediction with negligible differences compared
to the prediction when there are no losses. However, it is also important to consider
cases where the losses happen in the second enhancement layer of the proposed
scalable coding solution. Therefore, future work includes the proposal of error
resilience techniques for dealing with transmission errors in this layer.
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Chapter 8
Transmission of 3D Video Content

Emil Dumic, Anamaria Bjelopera, Khaled Boussetta,
Luis A. da Silva Cruz, Yuansong Qiao, A. Murat Tekalp
and Yuhang Ye

Abstract This chapter describes different video transport technologies that support
the existing 3D video formats, such as frame-compatible side-by-side and
multi-view video plus depth. Particular emphasis is given to the DVB systems
(terrestrial, satellite, and cable) and IP transport, focusing HTTP/TCP streaming,
adaptive HTTP streaming, RTP/UDP streaming, P2P Networks, and
Information-Centric Networking-ICN. Hybrid transport technologies, combining
broadcast and broadband networks for video delivery are also addressed. The
chapter highlights important aspects of 3D video transmission over wireless
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networks, together with their benefits and limitations in the delivery of this type of
content. Recent research results are summarized for different delivery systems and
transport technologies.

8.1 Introduction

With the rapid development of different 3D video content, its transmission and
delivery to the end user become a challenging problem to the existing network
systems due to the ever-increasing capacity needs, different errors that may arise in
the transmission chain, used format of 3D content, etc. This chapter describes
different video transport technologies that support most of the existing 3D video
formats (e.g., side-by-side, multi-view + depth). The DVB systems (terrestrial,
satellite, and cable) are addressed and also IP transport (HTTP/TCP streaming,
adaptive HTTP streaming, RTP/UDP streaming, P2P Networks, and
Information-Centric Networking-ICN), hybrid transport technologies (a combina-
tion of broadcast and broadband video delivery), and 3D video transmission over
wireless networks, together with their benefits and limitations in 3D video delivery
content.

First, in Sect. 8.2 the main processing blocks of DVB systems (DVB-T/T2,
DVB-S/S2, and DVB-C/C2) are presented, along with transport of 3D video
(side-by-side, multi-view + depth), from compressed video, audio, and ancillary
information that form elementary streams, packetized elementary streams. The most
important specifications of Program Stream (PS) or Transport Stream (TS), as
defined in MPEG-2 Systems are also addressed. Hybrid transport technologies to
pool existing DVB broadcast of stereo 3D TV and IP streaming for multi-view
3DTV broadcast applications are highlighted in Sect. 8.3. In Sect. 8.4, IP transport
technologies will be discussed in more detail, like multi-casting, content-
distribution networks (CDN), peer-to-peer (P2P) streaming. In this section,
HTTP/TCP streaming, adaptive HTTP streaming, and RTP/UDP streaming are also
explained. Section 8.5 describes Information-Centric Networking (ICN) concept.
Section 8.6 describes support of 3D stereo and multi-views video over wireless
networks and finally, Sect. 8.7 gives conclusions.

8.2 DVB-T/T2, C/C2, and S/S2 Systems

Terrestrial, cable or satellite broadcast have been the most commonly used delivery
method for bringing 3D TV content to home and in the technological context the
Digital Video Broadcasting–Terrestrial (DVB-T) standard is of utmost importance,
as defined by the European Telecommunications Standards Institute (ETSI) stan-
dard EN 300 744 [1], DVB-T2 in ETSI EN 302 755 [2], Digital Video
Broadcasting-Satellite (DVB-S) in ETSI EN 300 421 [3], DVB-S2 in ETSI EN 302
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307 [4], Digital Video Broadcasting-Cable (DVB-C) in ETSI EN 300 429 [5], and
DVB-C2 in ETSI EN 302 769 [6]. DVB systems today usually carry stereo video in
one of the frame-compatible formats that combines the left and right video
sequences in one high-definition (HD) stream.

• SbS (side-by-side)—left and right images are one next to the other in an HD
image;

• TaB (top-and-bottom)—put left and right images one above the other in a HD
image.

A frame-compatible stereoscopic video format combines the left-eye and right
eye images in a spatial multiplex arrangement which results in a composite image
that can be treated like a conventional high-definition television (HDTV) image by
the receiver demodulator and compression decoder. SbS and TaB formats are
compatible with actual HD systems and can be transmitted using current DVB
standards. Of course, at the receiver side, one needs to have 3D monitor to properly
show 3D video. Regarding how a decoded signal is sent to a stereo display, current
stereoscopic systems usually use a frame-sequential 3D signal. Left and right frames
are alternately sent to the display and by diverse systems like active shuttered glasses
or polarized glasses are then shown to each eye. This means that the real frame
frequency is half the video frame frequency. New standard for DVB-3DTV that is
currently being developed, ETSI TS 101 547, in Part 2 describes frame-compatible
stereoscopic 3DTV formats (SbS, TaB), ETSI TS 101 547-2 [7].

8.2.1 DVB-T

DVB-T is the DVB European-based consortium standard for the broadcast trans-
mission of digital terrestrial television [1]. This system is used for transport of
compressed digital audio, video, and other data, multiplexed into a Moving
Picture Experts Group (MPEG) TS [8, 9] using Coded Orthogonal Frequency
Division Multiplexing (COFDM) modulation [10]. Rather than carrying the data on
a single radio frequency (RF) carrier, Orthogonal Frequency Division Multiplexing
(OFDM) works by splitting the digital data stream into a large number of slower
digital streams, each of which digitally modulates a set of closely spaced adjacent
carrier frequencies. In the case of DVB-T, there are two choices for the number of
carriers known as 2K-mode or 8K-mode (4K-mode is rarely used) [1].

A DVB-T transmitter shown in Fig. 8.1 (taken from ETSI EN 300 744 [1]),
consists of the following signal processing blocks, explained in more detail in [11].

• Source coding and MPEG-2 multiplexing: Compressed video, audio, and private
data streams form elementary streams (different video and audio compression).
Elementary streams are first cut into packetized elementary streams (PES) and
afterward multiplexed into MPEG-2 transport stream (MPEG-2 TS) [12].
Each TS packet is 188 bytes long and can contain data from only one PES
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packet. The system also allows two-level hierarchical channel coding and
modulation, including uniform and multi-resolution constellation. In this case,
the functional block diagram of the system shall be expanded to include the
modules shown dashed in Fig. 8.1.

• External encoder (RS encoder): Reed–Solomon coding or RS (204, 188, T = 8)
code is used which is a shortened version of the code RS (255, 239, T = 8).
Reed–Solomon code RS (204,188) uses 16 parity bytes and it can correct up to
eight erroneous bytes per packet.

• External interleaver (convolutional interleaver, I = 12): Convolutional inter-
leaver rearranges the transmitted packets with the purpose to increase the effi-
ciency of the Reed–Solomon decoding by spreading the burst errors introduced
by the channel over a longer time.

• Internal encoder (Punctured Convolutional Code): Uses convolutional coding
and is an efficient complement to the Reed–Solomon coder and external inter-
leaver. Possible Forward Error Correction (FEC) codes: 1/2, 2/3, 3/4, 5/6,
and 7/8.

• Internal interleaver: Two separate interleaving processes are used to reduce the
influence of burst errors, one operating on bits (bit interleaver) and another on
groups of bits (symbol interleaver).

• Mapper (+ pilots and Transmission Parameter Signaling (TPS) carriers): All
data carriers in one OFDM frame are modulated using Quadrature Phase-Shift
Keying (QPSK), 16QAM (Quadrature Amplitude Modulation), 64QAM,
nonuniform 16QAM or nonuniform 64QAM constellations.
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• OFDM Transmitter and Guard Interval Insertion: In DVB-T, OFDM usually
uses 2048 or 8192 carriers (2K and 8K mode). Insertion of the guard interval
extends symbol duration by 1/4, 1/8, 1/16 or 1/32 to give the total symbol
duration. Cyclic prefix serves as a guard interval and eliminates the intersymbol
interference from the previous symbol.

• DAC (digital to analogue converter) and front-end: Digital signal is transformed
into an analogue signal with a DAC and then modulated to radio frequency
(very high frequency (VHF), ultra high frequency (UHF)) by the RF front-end.
The occupied bandwidth is designed to accommodate DVB-T signal into 5, 6, 7,
or 8 MHz channels.

DVB-T receiver consists of below mentioned signal processing blocks, which
are as follows:

• Front-end and ADC (analogue to digital converter);
• Time and frequency synchronization;
• Guard interval disposal and OFDM Receiver;
• Channel Estimator and Channel Compensation;
• Demapper;
• Inner Deinterleaver;
• Internal Decoding (Viterbi Decoder);
• External Deinterleaving (Convolutional Deinterleaver, I = 12);
• External decoding (RS Decoder);
• MUX (multiplexer) adaptation;
• MPEG-2 demultiplexing and source decoding.

The receiving STB (Set-Top Box) adopts techniques which are dual to those
used in the transmission. Its practical performance depends on hardware con-
struction (it is not standardized like encoder). Details of an example simulation of
DVB-T transmitter and receiver can be found in [11], while the simulation itself can
be downloaded from [13].

8.2.2 DVB-T2

Because of the inefficient frequency capacity usage in the terrestrial television
platform, defined in DVB-T standard [1], a more efficient transmission system was
developed to fulfill the market demands and allow launching new services, such as
3D and multi-view video delivery. To maximize spectrum efficiency, the DVB
Project developed the second-generation digital terrestrial television standard, the
DVB-T2 standard [2]. This new specification includes a newer coding scheme,
interleaving and modulation techniques which provide increased capacity and
robustness in the terrestrial transmission environment, compared to DVB-T.
Transmission can be adapted to the characteristics of the actual channel conditions,
thanks to all configurable parameters of the new standard.
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Similarly to the DVB-T, the DVB-T2 uses COFDM, but new modulation and
coding techniques are introduced. The possibility of using the 256QAM mode
allows higher number of bits to be carried per data cell, which increases the spectral
efficiency and bitrate. This increase is possible due to the better coding scheme
Low-density parity-check + Bose–Chaudhuri–Hocquenghem (LDPC + BCH). The
support for the 16K and 32K transmission modes allowed increase of the guard
interval length without decreasing the spectral efficiency of the system. It is possible
to choose between normal or extended carrier modes. The extended carrier mode
gives the possibility to use more carriers per symbol, resulting in increased data
capacity. Comparison of available modes in DVB-T and DVB-T2 specifications is
shown in Table 8.1 [14]. Bolded values in DVB-T2 are newly added in standard.

The DVB-T2 transmitter, shown in Fig. 8.2, consists of several signal pro-
cessing blocks. First novelty in the DVB-T2 standard is LDPC code [15] in
combination with BCH, used as a protection against interference and noise. LDPC
and BCH codes offer excellent performance resulting in a robust signal reception in
different signal transmission condition. An important new feature is also bit, cell,
time, and frequency interleaver. Additionally, a new technique called rotated
constellations [16] resulted in improved robustness against loss of data cells.
Similarly to the DVB-T, the DVB-T2 uses COFDM, but new modulation and
coding techniques are introduced. 256QAM mode allows higher number of bits to
be carried per data cell, which increases the spectral efficiency and bitrate. Higher
number of bits per symbol, compared with DVB-T, is possible due to the better
protection coding scheme in DVB-T2 (LDPC + BCH). The support for the 16K
and 32K transmission modes increases the guard interval length without decreasing
the spectral efficiency of the system. It is also possible to choose between normal or
extended carrier modes. Extended carrier modes achieve even better spectral effi-
ciency, comparing to normal carrier modes. DVB-T2 standard uses eight scattered
pilot pattern modes (depending on Fast Fourier Transform (FFT) size and guard

Table 8.1 Comparison of parameters in DVB-T and DVB-T2 standard

DVB-T DVB-T2

FEC Convolutional coding (1/2, 2/3, 3/4, 5/6,
7/8) + Reed–Solomon

LPDC (1/2, 3/5, 2/3, 3/4,
4/5, 5/6) + BCH

Modes QPSK, 16QAM, 64QAM QPSK, 16QAM, 64QAM,
256QAM

Guard interval 1/4, 1/8, 1/16, 1/32 1/4, 19/256, 1/8, 19/128,
1/16, 1/32, 1/128

FFT size 2K, 8K 1K, 2K, 4K, 8K, 16K, 32K
Scattered Pilots 8% of total 1%, 2%, 4%, 8% of total

Continual Pilots 2.6% of total 0.35% of total

Spectrum 5, 6, 7, or 8 MHz 1.7, 5, 6, 7, 8, 10 MHz
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interval, only some combinations are allowed), in order to maximize the data
payload. The DVB-T2 standard also allows the transmission of single or multiple
PLPs (Physical Layer Pipes) simultaneously. Each PLP carries one or more logical
data streams (DVB-T2 services and signaling data) and can have different physical
parameters, like coding rate or constellation. Optionally, the DVB-T2 standard
supports Multiple Input Single Output (MISO) systems. Two techniques for Peak to
Average Power Ratio (PAPR) reduction can be used: Active Constellation
Extension (ACE) for lower order constellations and Tone Reservation method for
higher order constellations.

An example of net bitrate calculation application in DVB-T2 network can be
downloaded from [13] (written in MATLAB). Net bitrate for specific symbols/
frame can be also calculated (if exists). Supported modes are given as follows
(but only with allowed combinations of parameters):

• scattered pilots: PP1–PP8;
• bandwidth: 1.7, 5, 6, 7, 8, 10 MHz;
• FFT: 1k, 2k, 4k, 8k, 16k, 16k-ext, 32k, 32k-ext;
• guard interval: 1/4, 19/128, 1/8, 19/256, 1/16, 1/32, 1/128;
• modulation: QPSK, 16QAM, 64QAM, 256QAM;
• L1 post-modulation: BPSK (Binary Phase-shift keying), QPSK, 16QAM,

64QAM;
• FEC: 1/2, 3/5, 2/3, 3/4, 4/5, 5/6;
• PAPR (Peak to Average Power Reduction): no tr-PAPR, tr-PAPR;
• efficiency mode: High-efficiency mode—HEM (no Deletion of Null Packets),

normal (no Input Stream Synchronization, no Deletion of Null Packets).

8.2.3 DVB-S/S2

DVB-S standard is defined in ETSI EN 300 421 [3] for digital video broadcasting
over satellite. Functional block diagram is shown in Fig. 8.3. Basically, its structure
is similar with DVB-T up to Inner encoder: Outer coder is Reed–Solomon
(204,188); Outer interleaver is convolutional interleaver; Inner coder can have FEC
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1/2, 2/3, 3/4, 5/6, 7/8. After it, signal is shaped in baseband (square root cosine filter
with roll-off factor 0.35) and modulated using QPSK modulation. QPSK modula-
tion, although with lower spectral efficiency, is chosen because satellite services are
particularly affected by power limitations in transmission channel.

The second-generation digital satellite television standard, DVB-S2, is explained
in detail in ETSI EN 302 307 [4]. Main differences between DVB-S and DVB-S2
are shown in Table 8.2.

In March 2014, an optional extension of DVB-S2 standard was proposed as
DVB-S2X [16].

8.2.4 DVB-C/C2

The DVB-C standard, described in detail in ETSI EN 300 429 [5], is used for cable
delivery systems A DVB-C transmitter, Fig. 8.4, consists of several signal pro-
cessing blocks, which are given as follows:

• MPEG-2 source coding and multiplexing;
• MUX adaptation and energy dispersal;
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Fig. 8.3 Functional block diagram of DVB-S system

Table 8.2 Comparison of parameters in DVB-S and DVB-S2 standard

DVB-S DVB-S2

Input
interface

Single transport stream
(TS)

Multiple transport stream and generic stream
encapsulation

Modes Constant coding and
modulation

Variable coding and modulation and adaptive coding
and modulation

FEC Reed–Solomon (RS)
1/2, 2/3, 3/4, 5/6, 7/8

LDPC + BCH 1/4, 1/3, 2/5, 1/2, 3/5, 2/3, 3/4, 4/5, 5/
6, 8/9, 9/10

Modulation QPSK QPSK, 8PSK, 16APSK, 32APSK

Roll-off 0.35 0.2, 0.25, 0.35

Pilots N/A Pilot symbols
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• Outer encoder: Reed–Solomon RS (204, 188) code;
• Outer interleaver;
• Byte/m-tuple conversion: This unit shall perform a conversion of the bytes

generated by the interleaver into QAM symbols (m = 4, 5, 6, 7 or 8).
• Differential coding: In order to get a rotation-invariant constellation, this unit

shall apply a differential encoding of the two Most Significant Bits (MSBs) of
each symbol.

• Baseband shaping
• QAM Mapper and RF front-end: Five allowed modulation modes are 16QAM,

32QAM, 64QAM, 128QAM, and 256QAM.

DVB-C STB has techniques which are dual to those used in the transmission.
DVB-C2, second-generation digital cable television standard is explained in detail
in ETSI EN 302 769 [6]. Main differences between DVB-C and DVB-C2 are
shown in Table 8.3.
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Fig. 8.4 Functional block diagram of DVB-C system

Table 8.3 Comparison of parameters in DVB-C and DVB-C2 standard

DVB-C DVB-C2

Input
interface

Single transport stream
(TS)

Multiple transport stream and generic stream
encapsulation

Modes Constant coding and
modulation

Variable coding and modulation and adaptive
coding and modulation

FEC Reed–Solomon (RS) LDPC + BCH 1/2, 2/3, 3/4, 4/5, 5/6, 8/9, 9/10

OFDM – 4K IFFT

Modulation
schemes

16QAM to 256QAM 16QAM to 4096QAM

Guard
interval

– 1/64 or 1/128

Interleaving Bit-interleaving Bit, time, and frequency interleaving

Pilots – Scattered and continual pilots
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8.2.5 Transport of 3D Video in DVB Systems

Compressed video, audio, and ancillary information can be transported over DVB
physical layers after multiplexing and packetization using the formats defined in
MPEG-2 Systems specification, as laid out in ISO/IEC (International Organization
for Standardization/International Electrotechnical Commission) 138181-1 [8] and
ETSI technical standard 101 154 [9]. MPEG-2 Systems describes two packetizing
formats, one at program stream (PS) level adequate for use in storage or trans-
mission over error-free communication systems, and another one at transport layer
level (TS—Transport Stream) with provisions for multiplexing of multiple program
streams and better suited for transmission over error-prone channels such as those
typical of the DVB systems described in Sects. 8.2.1–8.2.4. In both cases, the
source encoded media information is first formatted as elementary video, audio, and
other data streams that are packetized and prepended with headers containing
timing information to form elementary stream packets, as illustrated in Fig. 8.5. The
figure shows packets with variable lengths, reflecting the fact that the media
information can be sourced at different data rates. The PES associated with a given
program usually share a common time base and are multiplexed, defining a program
stream. The packet headers carry important timing information such as presentation
time stamps (PTS) and decode time stamps (DTS) which are used by the audio and
video decoders to decide in which order the packet contents should be decoded and
rendered and also allows synchronization of the audio and video streams at play
time.

The program stream packets can be stored or transmitted directly over error-free
transmission channels. Alternatively, PES packets belonging to different programs
possibly with different time bases can segment into smaller packets, to form TS
packets which can be passed on to the lower layers of the DVB system for trans-
mission after addition of FEC bits. The segmentation of PES packets into TS
packets is shown in Fig. 8.6 and the multiplexing of TS packets from different
programs into a final transport stream is sketched in Fig. 8.7.

The transport layer also fulfills very important functions of synchronization, both
end-to-end and between elementary streams, relying on a reference signal provided
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by the system time clock (STC) whose value is periodically inserted in the TS
packets.

Originally, MPEG-2 Systems was designed for use in the transmission of 2D
video but it has since suffered amendments to support the transmission of 3D video
in stereo, multi-view video, and in texture plus depth formats. Encoded 3D stereo
video can be transported in several different ways over MPEG-2 TS systems, some
choices depending on how the left and right views are encoded. The simplest
solution is applicable to video which has been encoded in “simulcast”, i.e., both
views have been encoded separately. In this case, the two streams can be trans-
ported as two elementary streams of a given program stream or two program
streams of a transport stream and the decoder receives information about the 3D
nature of the content through specific signaling. A slightly more efficient method
involves using layered video coding, such as in MPEG-2 with the Multi-view
Profile, to encode one of the views as a base view and encode the other with
reference to the base view. The two streams can then be multiplexed into a transport
stream. These two transport methods are very convenient as they are easily com-
patible with 2D decoders which just have to ignore one of the elementary video
streams and decode the other.
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Instead of encoding both views and separate video streams, frame-compatible
encoders assemble a composite frame which is the encoded using a regular 2D
video encoder. The composite frames can be constructed either by joining the left
and right view frames side-by-side, or in a top–bottom arrangement or using some
other spatial multiplexing scheme possibly with some previous spatial
sub-sampling operations. The encoded video is then delivered using a normal
MPEG-2 TS complemented with information to signal the decoder that the stream
contains a frame-compatible-encoded stereo video. Several variants of these
schemes are documented in ETSI technical standard series 101 547 [17–20].

Both H.264/AVC (Advanced Video Coding) and HEVC (High-Efficiency Video
Coding) have extensions for encoding multi-view video, according to which view is
independently encoded (base view) while the others are encoded using the frames
of the base view as reference for inter-view prediction. Several streams result from
the encoding procedure, which are interleaved on a frame basis to produce a
multi-view elementary stream that can be delivered using an MPEG-2 transport
stream together with signaling information.

Video plus depth emerged as 3D video format with several advantages over
stereo video, as it supports compatibility with 2D decoders in a natural way and
results in a relatively small additional amount of bits when compared to 2D video.
Due to these advantages and the foreseeable wide adoption of the format, the
MPEG group standardized a method to encode auxiliary video information such as
the depth component of this 3D video format (the standard also supports repre-
senting parallax information). The standard is informally known as MPEG-C Part 3,
or ISO/IEC 23002-3 and also specifies how to signal the receiver that a stream
contains 3D video in video plus depth format. Both the video part as well as the
depth component can be transported over MPEG-2 TS systems, together with
supplemental information which can specify the encoding standard used to encode
the depth information. Further details can be found in [21].

In [22], the authors describe how to deliver layered media (such as MVC and
SVC) over DVB-T2 using multiple PLPs. The key is to use the common PLP to
deliver one representation of the layered media stream and transmit the second
representations of the layered media stream in a data PLP. The combination of
layered media codecs with multiple PLPs in DVB-T2 can enable flexible and
cost-efficient delivery of high-quality HDTV and 3DTV services. Figure 8.8 shows
flexible implementation of 3D services using MVC and 2D services using SVC.

A review of state of the art in 3D video formats, coding methods for different
transport options and video formats, IP streaming protocols, and streaming archi-
tectures is presented in [23]. The authors also describe asymmetric stereoscopic
video streaming, adaptive, and peer-to-peer (P2P) streaming of multi-view video,
view-selective streaming, and future directions in broadcast of 3D media over IP
and jointly over DVB and IP. In [24], the authors present a complete framework of
an end-to-end error resilient transmission of 3D video over DVB-H and provides an
analysis of transmission parameters. Figures 8.9 and 8.10 show basic principle of
proposed 3D video transmitter and receiver over DVB-H networks.
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The effect of different slice modes and protection methods on the error perfor-
mance of video + depth-based 3D video broadcast over DVB-H was studied
in [25]. In [26], the authors propose a complete framework for end-to-end
transmission of stereo video for regular services using a digital video
broadcasting-terrestrial version 2 (DVB-T2) system. The proposed system incor-
porates existing services (such as fixed and mobile) to deliver stereoscopic 3D
content in order to maintain backward compatibility without requiring any addi-
tional bandwidth. Figure 8.11 shows transmitter side of Hybrid DVB-T2 3DTV and
Fig. 8.12 shows receiver side of the proposed system.

Fig. 8.8 3D services with
MVC and 2D services with
SVC

Fig. 8.9 3D video transmitter over DVB-H
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The work described in [27] presents DVB-T2 and T2- Lite/NGH hybrid 3DTV
system design and implementation for DVB-T2 terrestrial 3DTV broadcasting
services. The proposed system uses the video streams from two different PLP as left
and right eye videos to provide high-quality 3D services, while it is backward
compatible with DVB-T2/T2-Lite and NGH standard.

8.3 Hybrid Broadcast/Broadband 3DTV

The broadcast transport and existing IP networks do not sufficiently scale up to
carry multi-view video with depth maps. Hence, it may be of interest to pool
existing DVB broadcast of stereo 3D TV and IP streaming for multi-view 3DTV
broadcast applications. A particular system, where frame-compatible stereo

Fig. 8.10 3D video receiver over DVB-H
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broadcast is supplemented by several synchronized auxiliary views and associated
depth maps over IP has been proposed in [28]. A hybrid system is constructed in the
proposed work, where the DVB network and a P2P overlay network transport
multi-view media together. The DVB network has been used to deliver part of the
3D service owing to its robustness and wide availability, as a mechanism to
guarantee the minimum 3D Quality of Experience (QoE). P2P transport technology
is used for real-time (overlay) multimedia delivery, together with its benefits that
include a user preference-aware adaptation mechanism, adaptive redundant chunk
scheduling for robustness, incentives to decrease the load on the content server for
improved system scalability, and resynchronization capability with the DVB
transmission.

A converged broadcast and broadband platform in order to deliver 3D media to
both mobile and fixed users with guaranteed minimum quality of experience
(QoE) is described in [29]. It offers an ideal business model for operators having
both digital video broadcast and Internet Protocol (IP)-based media services. In
[30], the authors propose a new synchronization and transport system target
decoder (T-STD) model of 3D video distribution based on heterogeneous trans-
mission protocol in a hybrid network environment, where a broadcasting network
and broadband network are combined. Proposed technology has been proved to be
successfully used as a core element for synchronization and T-STD model in a
hybrid 3D broadcasting.

In [31], a general reference model was devised to allow the convergence of
3DTV and 3D Web by defining a general architecture and some extensions of
current Smart TV concepts as well as the related standards, like HbbTv (Hybrid
Broadcast Broadband TV) [32] and HTML-5 [33]. The authors propose two sce-
narios: the first scenario is designed for TV sets which include 3D rendering
resources and where the apps that are executed on the device have access both to
Web and broadcast content. The second scenario is less restrictive and only needs
capability to display the remotely rendered 3D content overlaid on top of the
broadcasting signal.
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In [34], the authors propose a hybrid 3DTV broadcasting system, which utilizes
both a terrestrial broadcast network and a broadband network. In the proposed
system, two elementary streams of left and right views for a stereoscopic video
service are transmitted over a terrestrial broadcasting network and a broadband
network, respectively. In addition, the proposed system suggests a new mechanism
for synchronization between these two elementary streams. Basic diagram of the
proposed hybrid 3DTV broadcasting service is shown in Fig. 8.13.

8.4 3D Video Delivery Over IP

In this section, different IP transport technologies that can be used to deliver 3D
video content are discussed: HTTP/TCP streaming, adaptive HTTP streaming,
RTP/UDP streaming, multi-casting, content-distribution networks (CDN),
peer-to-peer streaming (P2P).

8.4.1 HTTP and RTP-Based 3D/Multi-view Streaming

Delivery of media over the Internet Protocol (IP), where the client player can start
playback before the entire file has been sent is called streaming. Streaming over IP

Fig. 8.13 Hybrid broadcast/broadband system overview for hybrid 3DTV service
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is a flexible transport system for multi-view video since the transmission bitrate can
be configured according to requirements of video format and user equipment.

Streaming systems can be classified as server-client or peer-to-peer (P2P) sys-
tems. A server-client streaming system consists of a streaming server and a client
that communicate using a set of standard protocols. The client may be a stand-alone
player or a Web browser. In the server-client model, typically a different stream is
sent to each client. This model is not scalable since server traffic increases linearly
with the number of stream requests. Different solutions have been proposed to solve
this problem including multi-casting, content-distribution networks (CDN) and P2P
streaming. Multi-casting is a one-to-many delivery system, where the server sends
each packet only once and the nodes in the network replicate packets only when
necessary to reach multiple clients. It can be implemented at the network (IP) or
application level. In P2P streaming, clients (peers) forward packets to other peers
(as opposed to network nodes) to minimize the load on the source server. Some P2P
technologies employ the multi-cast concept when distributing content to multiple
recipients, known as peer-casting.

Streaming applications can be classified as one-way video-on-demand, broad-
cast, or live streaming sessions and two-way real-time communication
(RTC) sessions. In a video-on-demand session, the server streams from a
pre-encoded and stored file. Live streaming refers to live content delivered in
real-time over the Internet, which requires a live camera and a real-time encoder on
the server side [35].

A streaming service can be a pull-application (client-driven stream request) or a
push-application (server driven packet transmission). In order to avoid the burden
of processing individual client status information on the server side, one-way
streaming applications are often configured as pull-applications using HTTP/TCP
(Hypertext Transfer Protocol/Transmission Control Protocol), where the server is a
simple HTTP server and all intelligence reside on the client side. Streaming over
HTTP works by breaking a stream into a sequence of small HTTP-based file
downloads, each download loading one short chunk of the whole stream. Delay
critical applications, such as real-time communication sessions, are set up as push
applications using Real-Time Streaming Protocol (RTSP). RTSP is an open stan-
dard published by the Internet Engineering Task Force (IETF) in 1998. RTSP
servers use the Real-time Transport protocol (RTP) over User Datagram Protocol
(UDP) for media stream delivery, which supports a range of media formats.
Smartphone platforms also include support for RTSP as part of the
Third-Generation Partnership Project (3GPP) standard. The main problem with
UDP-based streaming is that streams are frequently blocked by firewalls since they
are not being sent over HTTP (port 80). In order to alleviate this problem, protocols
have been extended to allow for stream encapsulation within HTTP requests, called
tunneling, as a fallback solution. Streaming protocols also have secure variants that
use encryption to protect the stream.

Since the Internet is a best-effort channel, packets may be delayed or dropped by
the routers and the effective end-to-end bitrates fluctuate in time. Adaptive
streaming aims to adapt the video encoding rate according to estimated available
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end-to-end network rate. One possible solution is stream switching, where the
server encodes video at multiple preselected bitrates and the client requests
switching to the stream encoded at the rate that is closest to its network access rate.
An alternative solution is based on scalable video coding, where one or more
enhancement layers of video may be dropped to reduce the bitrate as needed.

HTTP streaming solutions include support for adaptive streaming (bitrate
switching) to allow clients dynamically switch between streams of varying quality
and chunk size during playback, in order to adapt to changing network conditions
and available central processing unit (CPU) resources. HTTP streaming allows
chunks to be cached within Internet service providers (ISP) or corporations, which
would reduce the bandwidth required to deliver HTTP streams. Different vendors
have implemented different HTTP-based streaming solutions, such as HTTP Live
Streaming (HLS) by Apple, Smooth Streaming by Microsoft, HTTP Dynamic
Streaming (HDS) by Adobe, which use similar mechanisms but are incompatible.
MPEG-DASH (Dynamic Adaptive Streaming over HTTP) is an international
standard, published in April 2012, for adaptive bitrate HTTP-based streaming that
is audio/video codec agnostic in order to address this fragmentation problem.

The work done in [36] addresses multi-view video streaming over HTTP for
emerging multi-view displays. In this research, the effect of various adaptations of
decision strategies is evaluated and, as a result, a new quality-aware adaptation
method is designed. The proposed method is benefiting from layer-based video
coding in such a way that high Quality of Experience (QoE) is maintained in a
cost-effective manner. A different approach was followed in [37], where the authors
proposed a method of efficient 3D adaptive streaming service based on the DASH,
which covers service-compatible stereoscopic content in a single segment sequence.
The 3D adaptive HTTP streaming method introduced in this chapter is able to
provide seamless streaming service for various kinds of stereoscopic contents.

In [38], the authors propose a dynamic adaptive rate control system and its
associated rate-distortion model for multi-view 3D video transmission, which
improves the user’s quality of experience in the face of varying network bandwidth.
Rate control system has been built on top of two state-of-the-art key technologies:
HEVC and MPEG-DASH.

In [39], the authors investigated the possibility of greatly improving the average
quality and also attenuating the quality variations for a better user experience, by
leveraging multipath communication requiring no extra bandwidth. Algorithm
exploits concurrently multiple paths using a Content Delivery Network
(CDN) compliant distributed streaming infrastructure and standard HTTP range
requests.

8.4.2 3D Video Distribution Over P2P Networks

Due to the large bandwidth consumptions to deliver 3D video content (e.g.,
stereoscopic and multi-view video), it is a challenge to achieve service scalability
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and satisfy increasing numbers of recipients [40]. Therefore, the throughput pro-
vided by the traditional server-client model may not fulfill the requirements of
high-quality 3D video delivery. On the contrary, the peer-to-peer model enables
video streaming clients to share content with others, which enhances the utilization
of spare bandwidth of the users, such that the overall throughput can be improved
and the burden of service providers can be mitigated.

The P2P protocols were originally designed to distribute larger files over the
Internet via an overlay solution [41]. In the early stage, the P2P streaming protocols
choose a tree-based topology [42] and hierarchical connections among peers. As
this approach is difficult to cope with network dynamics, e.g., peer churns, and
cannot utilize the outbound bandwidth of the peers at the leaves of the tree,
mesh-based topology has become the widely adopted structure in practice [43].
Usually, a tracker server [44] is deployed to provide a list of relevant peers for a
content object, which allows any peer to download the missing content chunks from
other peers. Later, due to the creation of the distributed hash table (DHT) [45] for
discovering peers without centralized storage and inquire, the tracker becomes
redundant and is deprecated in some protocols.

A popular P2P file sharing protocol—BitTorrent [46] operates according to a
divide-and-conquer principle and divides content into equal size chunks to facilitate
delivery. Different successors are proposed for optimizing the video streaming
quality via modifying chunk scheduling policies [47, 48] and interleaving chunks
[49]. In the original BitTorrent protocol, two scheduling policies of downloading
chunks are rarest-first and tit-for-tat. The rarest-first policy downloads the chunk
that is the least distributed within the swarm, which is inferred as the least dis-
tributed chunk are most likely to be required by neighbors. The tit-for-tat policy
determines the qualities (contributions) of the neighboring peers and rejects the
requests from the low-rank peers, which prevents leeches from downloading much
more than their uploading [50].

For video streaming applications, the rarest-first policy may encounter some
serious issues. For instance, when a peer has started playback of the video, the
rarest-first policy may prefer to download the chunks that are far away from the
playback time and consequently stall the playback. To solve this problem, a novel
method [47] that combines the sequential downloading and rarest-first is proposed.
The peer has a priority to retrieve the chunks sequentially within a ready-to-play
buffer that guarantees the least playback time without stalling. If more bandwidth is
available, the peer downloads content chunks with the rarest-first policy to improve
the content richness of the swarm.

Streaming the 3D video can be either supported by a push-based P2P [45, 51] or
a pull-based P2P [52]. In push-based P2P, peers are arranged in a tree structure and
the video chunks are pushed from a parent node to its child nodes. It is an efficient
solution if connections between peers are stable. However, tree regeneration is
required when a parent node leaves. Thus, some solutions make use of redundant
parents to prevent tree loss (disconnection) caused by leaving nodes. In pull-based
P2P, peers can be arranged in a mesh-based structure and peers pull (request) the
needed content from neighbors. In order to achieve so, each peer maintains a bitmap
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of chunks that are currently available by it or its neighbors and downloads the
required video chunks from the neighbor with the highest bandwidth.

In 2D video streaming, video quality adaptation is the main design concern. For
example, in delivering of scalable videos (e.g., H.264/SVC (Scalable Video
Coding) [53]), the base layer is indispensable and the enhancement layer can be
abandoned according to the adaptation logic when bandwidth is insufficient.

In contrast, 3D video content delivery is more complicated than 2D video
delivery because of the complexity of the video layer dependency. The scheduling
and adaptation logics in 3D video delivery require considering more factors besides
the quality of a view, e.g., current viewpoint, viewpoint switching, and the possi-
bility of missing viewing synthesis. Taking multi-view streaming, for example, the
viewpoint of the viewer (peer) determines the importance of different views, the
farther the less important it is. The adaptation logic should guarantee the chunks of
the view in the current field of interest. The loss of the enhancement layer in this
view may affect the QoE (Quality of Experience) much greater than the loss of the
layers that is outside the field of interest. Furthermore, as the viewer can switch the
viewpoint during playback, the views outside the field of interest also need to be
pre-fetched. Otherwise, playback stalling or image distortion caused by missing
chunks will largely affect QoE. The prediction of viewer’s behavior becomes
critical, which allows viewers to achieve adequate playback quality by spending
less bandwidth. Finally, the coding techniques affect the video delivery design and
performance significantly. In the early stage, the different views are coding inde-
pendently (simulcasting) and symmetrically [54]. The delivery and adaptation
algorithms proposed for 2D video can be utilized here without lots of modifications.
With the development of asymmetric coding [54] for different views, peers need to
distinguish the coding scheme for each view and perform optimal adaptation.
Moreover, if the coding scheme supports to recover the lost view from the depth
map and the reference views [55], peers can proactively abandon some views by
determining the importance of each one, which enhances QoE with a limited
bandwidth.

8.5 3D Video Distribution in ICN

The Information-Centric Networking (ICN) [56] concept is an important approach
to the future Internet research activities. It is proposed to shift the Internet infras-
tructure away from the host-centric paradigm to a network architecture based on
named data objects. In ICN, content is named and routed directly in the network
and it can be retrieved through in-network caching and adaptive routing, which is a
promising solution to improve efficiency, scalability, and robustness of the network.

An obvious benefit of ICN is that it enables caching of content in intermediate
nodes to reduce congestion and improve delivery speed. For instance, if a large
group of users is accessing the same data source (e.g., website or video) on the
Internet simultaneously, the bottleneck link can be overloaded in the current TCP/IP
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architecture. By caching content in network [56] or at edge [57], the requests from
multiple clients can retrieve content from intermediate nodes along the forwarding
path, which can shorten the delay and offload the burden of bottlenecks. This
applies to scenarios like large content delivery such as 3D video delivery.
Currently, there are basically no studies on 3D video streaming on ICN. In this
section, the challenges and possible solutions are discussed.

For the ICN implementations (e.g., Content-Centric Networking [58]) that support
adaptive forwarding, the traffic control is still undergoing work which may affect the
deployment of 3D video streaming. As interest packets (requests) of a video can be
forwarded to multiple content producers concurrently, the consumer (i.e., a node is
requesting the content) can hardly predict the congestion of the network based on its
local information (e.g., timeout or duplicate acknowledgment) as used in TCP/IP. To
this end, recent works [59, 60] prefer to utilize the explicit congestion notification
signals (e.g., ECN—Explicit Congestion Notification or NACK—Negative
Acknowledgement) to notify the congestion explicitly and another type of promising
solutions is to use path-labeling [61] to detect congestion for each path.

Although it is similar to P2P, that ICN enables a consumer to download different
content chunks from multiple producers simultaneously, there are some funda-
mental differences between ICN and P2P. For instance, P2P allows peers to
communicate with other peers directly and routers are not responsible for discov-
ering peers or balancing the load. By removing the host information in ICN,
consumers are not designed to communicate to producers directly. Instead, routers
are responsible for balancing the traffic to peers or servers to maximize the
throughput of peers. Thus, the peer selection in traditional P2P is mapped to content
publishing and adaptive forwarding. For the time being, the design of forwarding
strategy becomes critical to maximize the downloading performance of peers.

As ICN introduces in-network caching, how and where to cache 3D video
chunks becomes a novel topic that must be explored. In layered video streaming,
the base layer is more important than the enhancement layers from the decoding
point of view, thus differentiated service can be applied to cache chunks with
different priority if the cache is limited.

Another possibility is to apply differentiated service to selective forwarding.
When the network cannot provide sufficient bandwidth to deliver the content, some
ICN solution enables routers to drop interest packets proactively. If the priority of
content is considered, routers are able to discard the interest packets that do not
have large effects on QoE.

8.6 3D Stereo and Multi-view Video in Wireless Networks

The support of 3D stereo and multi-view video over wireless networks is still an
emerging research topic and very few research works have investigated the related
challenges. First categories of works have focused on assessing the quality of
experience obtained when transmitting 3D contents over wireless networks. In [62],
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the authors have conducted several experiments with subjective QoE evaluation of
a 3D stereoscopic video files transported through TCP connections and over
802.11n WiFi access network. Several metrics were ranked, such as video conti-
nuity, 3D visual quality or video/voice synchronization while varying some net-
work QoS (Quality of Service) metrics, such as WiFi channels and available
bandwidth. The study showed the strong correlation between QoS degradation, in
particular, bandwidth capacity, and the perceived QoE.

In [63], the authors address the support of 3D video streaming over LTE wireless
networks and propose a framework that aims to dynamically control the system
parameters in order to optimize the perceived 3D QoE. The key idea relies on a proxy
that enables, through a Machine learning approach, real-time control and monitoring
of the parameters impacting the 3D QoE. In [64], the authors extend this idea of
context-aware 3D rendering and streaming over heterogeneous wireless networks to
the cloud paradigm. The real-time control and monitoring of the network resources
are facilitated thanks to the SDN (Software-defined networking) controller. The
dynamic adjustment of the 3D coding accordingly with the available cloud resources
and the 3D video visual quality is then enabled thanks to a second module.

Actually, the critical issue associated with 3D/multi-view video streaming in
nowadays wireless networks is related to the limited and variable wireless band-
width capacity and their inability to support the huge data rates associated with 3D
contents. Moreover, packet losses and disconnections are quite frequent, either due
to user’s mobility or are as a consequence of interferences. In addition, expected use
case scenarios are those were wireless resources are shared among several users.
Dedicated or reserved wireless resources to support 3D streaming is a technically
possible approach, but it is not economically viable for large public. To cope with
the wireless bandwidth limitations, a first direction is to dynamically adjust the
encoding and transmission bitrate depending on the available wireless bandwidth.
In [65], authors proposed an encoding and transmission technique over WiFi net-
works of 3D objects of an MPEG-4 video depending on their perceived importance.
The objects are segmented thanks to the depth information of 3D content.

Another recent proposal is the collaborative rendering of 3D contents. This
approach can be used for instance to stream 3D video games contents in
cloud-based services. In such services, the conventional approach is to stream the
video games 3D contents to thin clients (tablets, smartphones, etc.). While this
solution offers several advantages, such as the independence between the games
and the terminals, it requires the satisfaction of stringent QoS constraints, including
short delays and large bandwidth. To accommodate the users with the limited
bandwidth of wireless networks, the authors of [66] propose to offload part of the
GPU computation. Two strategies are analyzed. The first one assumes that the client
renders each frame with reduced details. Therefore, the cloud has to stream only the
per-frame differences between the high detail version and the client frame. In the
second strategy, the client renders with high details, a subset of frames while
the server streams only the remaining ones.

In [67], a rate adaptation method that uses the packet buffer size as an indicator
of network load was proposed. During congestion, transmitter proactively drops
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packets belonging to layers with less impact. On the receiver side, data from the
dropped layers are approximated using error concealment strategy, based on syn-
thesizing the missing texture and depth frames when possible. A different strategy
was followed in [68], where the authors proposed a multi-view video-aware
transmission over MIMO wireless systems. The basic idea is to exploit the channel
diversity of multiple antennas and the source coding characteristics so to achieve
unequal error protection against channel errors. To achieve this goal, authors
developed a nonlinear mixed integer programming framework to perform antenna
selection and power allocation and proposed low-complexity algorithms to assign
these resources.

A multiple description coding approach for multipath transmission of
free-viewpoint video, with joint interview and temporal description recovery
capability was investigated in [69]. Even frames of the left view and the odd frames
of the right view are separately encoded and transmitted as one description on one
path. Remaining frames in the two views are encoded and transmitted over a second
path. If the receiver receives only one description due to burst loss in the other path,
the missing frames in the other description are partially reconstructed using newly
proposed frame recovery procedure from the same authors.

Another strategy was followed in [70], in mobile delivery of 3D content, where
the authors propose to leverage depth-image-based rendering (DIBR) in multi-view
3D, which allows each mobile client to synthesize the desired view from nearby left
and right views, in order to effectively reduce the bandwidth consumption in
wireless networks. The authors developed the Multi-View Group Management
Protocol (MVGMP) for multi-view 3D multicast. When a user joins the video
multicast group, it can receive the most suitable right and left views, so that the
view failure probability is guaranteed to stay below a threshold. When a user leaves
the video multicast group, MVGMP carefully selects and withdraws a set of
delivered views to reduce the network load, so that the video failure probability for
other users will not exceed the threshold. Bandwidth consumption can be effec-
tively reduced since it is not necessary to deliver all the views subscribed by the
clients.

Another scheme called the Temporal Synchronization Scheme (TSS) for live 3D
video streaming over 802.11 wireless networks was developed in [71]. The TSS
scheme delivers video frames for the left and right views in the same frame order
with the same transmission priority and compensates for frame damage and loss
during the decoding phase. A new metric called the Stereoscopic Temporal
Variation Index (STVI) is also proposed to measure the degree of temporal asyn-
chrony in 3D video.

While the main idea in previous approaches is to act on the 3D contents in order
to fit with the wireless network capacity, another promising direction is to the
increase the wireless bandwidth in the next generations of wireless access tech-
nologies. Hence, regarding WLAN, new amendments to the IEEE 802.11 standard
are already under development. Precisely, the 802.11ax is the next WiFi access
technology that is actually under development with the targeted maximum bitrate
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around 10 Gbit/s. In complementary, 802.11ay is expected to replace cabled
Ethernet LAN. This technology is predicted to provide up to 176 Gbit/s.

Regarding cellular network technologies, the next fifth-generation wireless
systems (5G) is also under active development. The standard is expected at the
horizon of 2020. Several promising features are announced such as tens of Mb/s per
connection for thousands of users and very short latencies.

8.7 Conclusion

This chapter presented different network systems that can be used to deliver
different 3D video content. A short description was provided about the DVB
broadcast systems (DVB-T/T2, DVB-S/S2 and DVB-C/C2), IP transport tech-
nologies (multi-casting, content-distribution networks, peer-to-peer streaming,
Information-Centric Networking concept, HTTP/TCP streaming, adaptive HTTP
streaming, RTP/UDP streaming), hybrid transport technologies (a combination of
broadcast and broadband), and 3D video over wireless networks that can be used to
efficiently transmit 3D media content.
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Chapter 9
3D Video Tools

Emil Dumic, Khaled Boussetta, Luis A. da Silva Cruz,
Tasos Dagiuklas, Antonio Liotta, Ilias Politis, Yuansong Qiao,
A. Murat Tekalp, Maria Torres Vega and Yuhang Ye

Abstract This chapter presents an overview of different tools used in research and
engineering of 3D video delivery systems. These include software tools for 3D
video compression and streaming, 3D video players, and their interfaces. Other
types of tools widely used in research studies and development of new networking
solutions, such as network simulators, emulators, testbeds, and network analysis
tools are also covered. In addition, several 3D video evaluation tools, which have
been specifically designed for testing and evaluation of 3D video sequences subject
to network impairments, are further described. The chapter also presents several
examples of recent works that have been carried out based on one or more
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simulation, emulation, test, and/or evaluation tools in research studies or innovative
solutions for relevant problems affecting 3D multimedia delivery.

9.1 Introduction

Advances in 3D video capturing, compression, transmission, and display tech-
nologies have enabled the use of 3D media services in different sectors. Although
rapid improvements in IP-based networks have led to capacity increases, it is
critical that network operators and content providers optimize the user experience of
3D video content. By using and combining several simulation/emulation tools, it
can be observed how different factors will influence subjective quality. The delivery
and distribution of 3D content to large numbers of subscribers include several key
factors ranging from 3D multimedia creation parameters (3D video representation
format, used coding technology), networking conditions (transmission standards,
quality of service) to end-user’s device processing (autostereoscopic, display with
shutter/passive glasses, etc.). This chapter examines different aspects of 3D video
tools: Software tools for 3D video compression; Streamers and 3D video players;
Network simulators, emulators, testbeds, and network analysis tools; 3D video
evaluation tools. Overview of existing simulation tools that can be used for this
purpose will be given. Also, some of the newly developed tools will be explained in
more detail.

In Sect. 9.2, available software tools for video compression are presented. After a
brief introduction to the H.264/AVC and HEVC video coding standards emphasizing
their 3D video encoding extensions, the FFmpeg multimedia framework is described
in the final subsection. Section 9.3 addresses streamers and 3D video players by
describing some of the existing Open-Source video streamers and players (OpenSVC
Decoder, 3D Open SVC Decoder Extensions, and VLC player). In Sect. 9.4, several
network simulators, emulators, testbeds, and network analysis tools are presented.
These include simulation tools (DVB-T, DVB-T2, NS-2, NS-3, and ndnSIM),
emulators (Network Link Emulators, Virtual Network Emulators, Omnet++ and
MANE), testbeds (PlanetLab and Network-Impairing Multimedia Testbed), and
network analysis tools (Wireshark). Section 9.5 describes several 3D video evalua-
tion tools, which have been specifically designed for testing and evaluation of 3D
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video sequences, but they can also be easily adapted for 2D video. Such tools
comprise the generator of degradations in 3D SBS video sequences, Crowd3D and
3D MOS using DSCQS method. Finally, Sect. 9.6 concludes the chapter.

9.2 Software Tools for 3D Video Compression

This section provides a brief introduction to the H.264/AVC and the HEVC video
coding standards emphasizing their 3D video encoding extensions. The FFmpeg
multimedia framework is introduced in the final subsection. In all the cases, useful
references are provided for interested readers to get more detailed information about
these standards and available media processing tools.

9.2.1 H.264 and 3D Extensions

In May 2003, the joint video team (JVT), an initiative of the ITU-T Video Coding
Experts Group (VCEG) and of the ISO/IEC JTC1 Moving Picture Experts Group
(MPEG), the final version of the H.264/AVC video coding standard was approved.
The standard was developed mostly during the years from 2001 through 2003, but
the founding ideas and call for key technologies go back as far as 1998, to the
H.261L proposals. After the final version of the H.264/AVC standard was
approved, additional work was continued or started on the development of several
extensions to address the need for H.264/AVC-compatible scalable and 3D video
coding, among others. The core coding engine of the H.264/AVC and extensions
differs from previous generations of coders mostly on the following aspects:

• adoption of two-level structure with coding and transmission functionalities
separated into a video coding layer (VCL) and a network abstraction layer
(NAL),

• adoption of smaller sized integer transforms that approximate the discrete cosine
transform (DCT)

• adoption of smaller size and asymmetrical inter-frame prediction partitions for
motion compensation and prediction residue computation,

• adoption of multi-frame inter prediction with the possibility of forward and
backward references,

• use of quarter-pel accuracy interpolation in motion-compensated prediction step,
• introduction of an intra-frame prediction mechanism with support for directional

prediction,
• adoption of an in-loop deblocking filter to reduce the visibility of block-edge

artificial contours and improve coding efficiency,

9 3D Video Tools 225



• introduction of adaptive variable length coding (CAVLC) and binary arithmetic
(CABAC) entropy encoders designed for the syntactical elements defined for
use in the coder,

• use of several features like slices and other frame partitioning arrangements
designed to increase the robustness of encoded bitstream to transmission
impairments

This short list is not exhaustive and leaves out other also important innovations
such as improved higher level signaling through supplemental enhancement
information (SEI) and frame numbering schemes. More detailed information can be
found in [1, 2].

In terms of encoding performance, the H.264/AVC standard represented a big
leap over the major predecessor, MPEG-2, with a reduction in bitrate of about 50%,
depending on the type and characteristics of the source signal.

Of great relevance to the tasks involving evaluations of 3D video transmission
are, of course, the H.264/AVC extensions for coding multi-view video as well as
stereoscopic video [3]. The multi-view video coding (MVC) extension of H.264/
AVC handles the multiple video views by using one of them (indicated via encoder
configuration information) as a base view, which is then encoded independently of
the remaining views. The frames of the other views are encoded supplementing the
usual time-domain prediction with inter-view prediction, where the reconstructed
frames from the base view and (depending on the coding structure) the other views
are used as targets for the view prediction procedure. The base-view bitstream is
formatted according to the H.264/AVC syntax for single-view video and segmented
into base-view-specific NAL units. The bits representing other views are packed
into NAL units specific for this use. It is important to note that the MVC extension
does not allow predicting a frame based on frames of other views occurring at
different time instants. Besides MVC-specific NAL formats, this extension intro-
duces new SEI messages which together with the MVC encoding functionalities
allow random and view-specific access to encoded data as well as easy view
switching and base view only decoding for compatibility with single-view deco-
ders. Concerning encoding performance, for the case of two views, published
results indicate that using MVC enables bitrate reductions of from 20 to 50% when
compared to simulcast encoding [4].

Coding of stereoscopic video using H.264/AVC can be done using MVC or
using the stereo-specific frame-compatible mode, where the left and right views are
composited into a larger frame which is then encoded using regular H.264/AVC
single-view encoding tools and an enhanced SEI message set. The new SEI mes-
sages indicate which frame-compatible format from the allowed options,
«Top-bottom», «Side-by-side», «Row interleaved», «Column interleaved», or
«Checkerboard», is in use. Other than the different SEI message, all the stereo video
encoding proceeds as if it were a single-view video with twice the number of pixels.
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9.2.2 HEVC and 3D Extensions

The successor of H.264/AVC, the HEVC [5] video encoding standard was
approved almost 10 years to the day after H.264/AVC, on April 2013 after roughly
3 years of development under the auspices of the joint coding team on video coding
(JCT-VC) of the VCEG and MPEG standardization bodies. HEVC had as goals
achieving higher coding efficiency for video contents of very high resolution where
H.264/AVC was shown to perform below expectations. Reflecting the need for a
standard able to handle ultra-high-definition resolutions (UHD) equal and higher
than 3840 � 2560 (4K), a coding structure was adopted which is based on larger
coding blocks up to 64 � 64 pixels in size together with quadtree partitioning
structures. Other noteworthy differences relative to H.264/AVC are

• an increased gamut of directional prediction orientations for intra coding,
• advanced motion compensation through the use of motion vector prediction

based on candidate lists and motion information merging,
• larger choice of partitions possibilities for inter-mode prediction,
• use of sample-adaptive-offset filtering to reduce banding effects,
• improved entropy coding of transformed and quantized residues and syntactical

elements,
• introduction of tiling scheme to partition frames into large units for independent

processing and transmission,
• inclusion of parallel-processing-oriented tools like wavefront parallel processing

(WPP),
• support for larger bit depths.

In terms of encoding performance, HEVC achieved the notable result of
reducing the bitrate necessary by H.264/AVC for the same quality encoding by
about 40%. However, this improvement was met with a significant increase of
computational complexity, of up to 500% as reported in [6]. Also, in the case of
HEVC, the basic codec was and still is being complemented with several extensions
[7] for range extension, scalable coding, screen content coding, high dynamic range
content coding, multi-view video coding and 3D video coding, and others.
Concerning multi-view and 3D video coding, apart from the differences in the basic
encoder technology, HEVC differs from H.264/AVC in that depth information
coding is supported with the possibility of prediction from texture and vice versa.

The HEVC extensions most relevant in the context of this text are surely the
MV-HEVC for coding of multi-view video and the 3D-HEVC for coding of
multi-view video plus depth (MVD). MV-HEVC is similar in concept to the H.264/
AVC extension MVC but uses new tools such as Neighboring Block-Based
Disparity Vector Derivation (NBDV), Inter-View Motion Prediction, Inter-View
Residual Prediction, and Illumination Compensation. According to [7] compared to
simulcast HEVC, i.e., independent view encoding, MV-HEVC achieves close to
30% bitrate savings for two-view encoding and nearly 40% for three-view encoding
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where in the latter case, in general, each dependent view is encoded with 60% less
bits than if they were encoded independently.

The 3D-HEVC extension shares some encoding concepts with MV-HEVC but
adds depth to the data processed. These depth data are not only encoded but also
used to improve the compression of the video component through mechanisms like
view synthesis prediction (VSP) and inheritance of motion information between
video and depth.

Compared to simulcast encoding of video and depth using HEVC, 3D-HEVC
achieves a bitrate reduction of about 41% for encoding 3 views. When compared to
MV-HEVC a smaller advantage is observed for 3D-HEVC with a reduction of
about 16%. Additionally, the encoding of depth in 3D-HEVC can be done by
optimizing the tradeoff between synthesized quality and bitrate, a process called
view synthesis optimization (VSO), bringing a performance improvement relative
to MV-HEVC to about 30% bitrate reduction. As for the other side of the coin
3D-HEVC is around 18% more complex (run-time complexity) than MV-HEVC
and 11% more complex that simulcast HEVC [7].

9.2.3 FFmpeg

FFmpeg is a software package for multimedia content processing, which was the
brain child of Fabrice Bellard who started its development in 2000. The project was
later continued by Michael Niedermayer. FFmpeg comprises a set of tools for
manipulating multimedia that supports most existing video and audio formats and
that can be used as standalone programs or integrated into other programs through
the use of functions from the several libraries provided. The set of tools and
functionalities is quite vast and its use can be customized through numerous options
and interconnection schemes that allow the construction of complex filtering/
processing chains [8]. A short not very detailed list of major characteristics and
components of FFmpeg is as follows:

• Audio and Video support for many formats such as MPEG-2, H.264/AVC,
HEVC, MP3, AAC, HE-AAC, JPEG, JPEG 2000, JPEG-LS, PNG.

Several types of functions/tools:

• Built-in Encoders and Decoders and wrappers for common external encoders
like x265.

• Input and Output Devices to read and write information from and into files and
network pipes.

• Filters to operate on audio, video, and images.
• Muxers and Demuxers to combine and split streams.
• Bitstream filters to operate directly on bitstream, supporting direct conversion,

bitstream chopping, and other.
• Video converters to, e.g., convert resolution, chroma spaces, and other.
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• Audio processing tools.

Individual standalone tools

• Ffmpeg
• Ffplay
• Ffprobe
• Ffserver
• Libraries:

– libavutil
– libswscale
– libswresample
– libavcodec
– libavformat
– libavdevice
– libavfilter

• Well-developed supporting website.

Among all the tools listed above, the most useful for simulation of transmission
of 3D video are quite likely the Muxer and Demuxer tools, and the streaming able
tool FFmpeg, and the player FFplay. All these tools are easily configurable through
the use of numerous flags and parameters and can be interconnected with the input
and output filters quite easily to build complex transmission chains that can include
downsampling operations, joining of multiple streams, transcoding, and many other
operations. Important parts are, of course, the encoder and decoder tools; FFmpeg
has native support for some decoders like HEVC and encoders like MPEG-4
Visual. Many external encoders can be used through wrappers, as is the case with a
second MPEG-4 encoder and the x265 encoder.

Besides the easy configurability of the tools included with FFmpeg other posi-
tive aspects worth mentioning are its good performance that can allow, e.g.,
real-time operation of processing chains involving transcoding, and the fact that it is
licensed under the GNU Lesser General Public License (LGPL) and so can be a
low-cost solution for research projects that require the use of multimedia processing
and transmission tools. For more detailed information, interested readers should
consult [8].

9.2.3.1 FFmpeg as a Research Tool

In recent years, several works have been carried out and papers have been published
using FFmpeg as a research tool. First, FFmpeg can be used as a general encoding/
transcoding/decoding tool. In [9], the authors describe the history of video
encoding/decoding standards development. Through the software debug (using
FFmpeg and sdl2.0 function library [10]), they realized the encoding/decoding and
playing H264 and HEVC format video in the paper, and also realized the mutual

9 3D Video Tools 229



format conversion between H264 and HEVC format. In [11], the authors discuss
the implementation of transcoding queue after video upload on the web service
side. They use FFmpeg as the video transcoding tool and also propose a combi-
nation of MySQL database transcoding queue approach which ultimately reduces
the pressure of the server. The work presented in [12] describes an implementation
of a software solution for processing WebVTT (Web Video Text Track) [13]
subtitles during playback of HLS (HTTP Live Stream) [14] streams. The software
solution is created by using the functionality of the FFmpeg library. The result of
using such software solution on HLS streams is an overall transport stream con-
taining video, audio, and subtitle components.

FFmpeg has been used in different papers related to network performance sys-
tems. For instance, in [15], the design and implementation of an FFmpeg-based
decoding process and stream analysis system are described. The system supports
real-time analysis of media data from a different type of transmission protocols,
media container formats, and video/audio coding standards. In the work presented
in [16], a new method to implement the synchronized transmission of FFmpeg
multimedia data on Android platform is proposed. Experimental results have shown
that the timestamp-based multimedia audio- and video-synchronized algorithm can
effectively guarantee multimedia data synchronization on the embedded Android
system. A framework to simulate a real-time video streaming over wireless chan-
nels is presented in [17]. The system is divided into several modules and is sim-
ulated with different tools. Dummynet (explained in Sect. 9.4.2.1) is used for the
network simulator while FFmpeg is for coder/encoder and sender/receiver module.
The simulation results show that the simulated system can estimate accurately the
quality of the videos transmitted over wireless network. In [18], the authors propose
a smart, easy-deployed remote monitor system based on Android system. The
system is based on the open-source library live555, FFmpeg, and x264, thus it is
extendable. In this system, the video is recorded using V4L2 interface [19] and
encoded by x264. The live555 media server [20] then forwards the video stream
over RTSP to the client. Finally, the client decodes the video and plays it.

FFmpeg can be also used as a tool to develop different degradation types for 2D/
3D quality evaluation. For instance, in [21] a new 2D no-reference video quality
measure is proposed to accurately predict the video quality when transmission
distortions are introduced due to poor networking conditions. FFmpeg was used as
encoder and decoder, while packet loss simulator simulated random packet losses.
In the same work, the authors test 3D Video transmission quality with 29 different
degradation types (mostly symmetrical), related to compression (H.264/AVC or
MVC), resizing, and optional packet losses in transmission. FFmpeg has been used
as H.264/AVC encoder. The work described in [22] consists of a research study on
the subjective assessment of 3D video quality using a newly constructed 3D video
database (3DVCL@FER). Generator of degraded 3D SBS video sequences (de-
scribed in Sect. 9.5.1) has been used to develop degraded sequences. Some of the
degradations were made using FFmpeg as encoder and (or) decoder. Another work
[23] proposes a different approach, based on a non-reference (NR) objective model
to predict the quality of lost frames in 3D video streams. The model is based only
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on header information from three different packet-layer levels: Network Abstraction
Layer (NAL), Packetized Elementary Streams (PES), and Transport Stream (TS).
FFmpeg was used to develop dataset, to encapsulate video stream into a TS stream.
Results show that the proposed model is capable of estimating the SSIM quite
accurately using only the lost frames estimated sizes. In [24], a comparison study is
presented for different consumer 3D display technologies, by means of subjective
assessment. Four 55-inch displays have been considered: one autostereoscopic
display, one stereoscopic with polarized passive glasses, and two with active shutter
glasses. FFmpeg has been used to convert original sequences to avi files containing
uncompressed video with 24 fps without audio, to avoid the introduction of pos-
sible coding degradations and synchronization errors, and the influence of audio in
the observers’ QoE. Results show performance improvement of active shutter
glasses technology, the high performance of the polarized glasses technology in
terms of quality and comfort, and the need of improvement of the autostereoscopic
displays to complement the visual comfort to reach a global high-quality visual
experience.

In the research work described in [25], the authors focus on light-field 3D
displays, outline typical use cases for such displays, analyze processing require-
ments for display-specific and display-independent light fields, and discuss how
these map to MVC as the underlying 3D video compression method. The study also
includes an overview of available MVC implementations, and the support these
provide for multi-view 3D video. Although there have been several attempts toward
integrating MVC into open-source H.264 codecs into FFmpeg, and x264 encoder,
none of these patches were successfully integrated into the mainline development
branch.

9.3 Streamers and 3D Video Players

Recently, several tools have been developed to stream and playback multi-view
video content. This section focuses only on Open-Source video streamers and
players.

9.3.1 OpenSVC Decoder

The OpenSVC Decoder [26, 27] is an H.264/Scalable Video Coding
(SVC) decoding library created by the IETR/INSA of Rennes. It has been integrated
into mplayer and The Core Pocket Media Player (TCPMP). SVC support temporal,
spatial, and quality scalabilities. It encapsulates coded video data into Network
Abstract Layer Units (NALU). The NALU header contains 3 fields to specify the
spatial, temporal, and quality level of a layer representation, i.e., Dependency ID,
Temporal ID, and Quality ID. According to the convention, the abbreviations for

9 3D Video Tools 231



Dependency, Temporal, and Quality are D, T, and Q respectively. The
Dependency, Temporal, and Quality IDs of the base layer all equal to 0. Higher
layers have larger IDs. OpenSVC Decoder combines Dependency ID and
Quality ID into one variable DQId, i.e., DQId = (Dependency ID � 4) + Quality
ID). For example, when Dependency ID equals to 2 and Quality ID equals to 1,
DQId is 33. The example below plays the SVC video example_video.264 with the
specified quality: Dependency ID = 2, Quality ID = 1, and Temporal ID = 2.
During video playback, it is also possible to switch layers using hot-keys.

./mplayer -fps 25 -vo sdl -setlayer 33 -settemporalid 2 example_video.264

9.3.1.1 3D Open SVC Decoder Extensions

The “Open SVC Decoder” is an open-source decoder for scalable video streams,
making it ideal for real-time decoding [27] of H.264/SVC video, i.e., the scalable
extension of H.264/AVC standard. By default, Open SVC is capable of reading and
decoding locally stored SVC .264 files to YUV file. The open-source code has been
modified to support Stereo Video streaming in real time. Key features for 3D Video
Streaming include the following [28]:

1. Real-Time Decoding of RTP packets from both views: Without loss of gener-
ality, we assume that the encoding parameter sets (SPS) are transmitted prior the
RTP payload session using an out-of-band reliable and asynchronous control
transmission protocol (e.g., TCP). The Client application establishes a TCP
connection with the Streaming Server. Without loss of generality, a dedicated
port is used for the RTP packets of each view. The Client receives RTP packets
containing NALU units from two different ports in order to manage the left and
the right view separately

2. Adaptive Jitter Buffer Management: An Adaptive Jitter buffer dynamically
adapts its size in time interval taking into account the playback performance and
the packets delivery behavior in order to maximize the size in case where all or
more than the expected data packets are received and minimize it in case where
less than the expected data packets are received

3. Stereo Synchronization: In order to synchronize the frames for both views, a
Master–Slave technique has been used for the rendering process. Left view has
been assigned as the Master guiding the right view as the Slave and the
sequence number of the frames for both views remains equal

4. 3D Error Concealment techniques: Two different error concealment techniques
have been tested to cope with the Frame Loss or Frame distortion: Frame Copy
and Switching 3D to 2D technique

Figure 9.1 illustrates the key elements of the 3D Open SVC framework to
support 3D Video Streaming. 3D Open SVC decoder has been integrated with a
Stereo Player. The Stereo Player was created using “Microsoft DirectX SDK 28
June 2010” and it is used along with a Stereo Nvidia Graphics Card, a Stereo
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Screen, and a pair of Active Stereo 3D Nvidia Glasses. The 3D Open SVC Decoder
is freely available and can be downloaded from the following site: http://cones.eap.
gr/?q=node/5.

In [29], the authors assess and evaluate stereo video quality within an end-to-end
video communication platform in heterogeneous networking conditions using
previously described enhanced Stereo Client. Several experiments have been done
in a realistic networking environment with various packet loss rates and delay
variation so that the robustness of the stereo client is assessed and evaluated.
Through measurements, it is shown that video quality is more sensitive to delay

Fig. 9.1 Open SVC
extensions to support 3D
video streaming
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variation than packet loss. In case of the lost frame in either view, switching from
3D to 2D is the best error resilience technique.

9.3.2 VLC Player

VLC is an open-source cross-platform media player that plays most multimedia
files, DVDs, audio CDs, and various streaming protocols [30]. It has been devel-
oped by the VideoLAN project, which turned into a multi-national non-profit
organization with developers from more than 20 nations. It comes with GNU
General Public License (GPL), which allows anyone to edit and redistribute
modified source code without copyright issues.

VLC supports many video and audio file formats and codecs, including the x264
codec that can encode/decode H.264/MPEG-4 AVC video in real time, since it
includes the libavcodec library of the FFmpeg project. The inclusion of libavcodec
allows the player to support DVD Video. VLC also supports some codecs that are
not included in the FFmpeg’s libavcodec. VLC has its own implementation of
muxers and demuxers and hence does not include the FFmpeg libavformat library.
It also has its own streaming protocol implementations. VLC version 2.1 and later
has built-in support for viewing 3D videos using anaglyph filter for side-by-side
(SBS) stereo format.

Several papers use VLC player as a tool to show 3D content. In [31], the authors
propose the extended No-reference objective Video Quality Metric (eNVQM), an
innovative metric for real-time 3D video quality assessment. eNVQM estimates the
3D video quality by taking as the input parameters network packet loss, video
transmission bitrate, and frame rate. VLC player has been used at one end for
encoding video streams into the H.264/MPEG-4 AVC format for stereoscopic 3D
videos. At the other end, the 3D video stream is captured and decoded using VLC
into sequence pairs of left and right views. During the transmission over the net-
work, Dummynet [32] (emulator described in Sect. 9.4.2) is used to control the
desired packet loss rate in the network. An algorithm for bandwidth-efficient 3D
video streaming over a best-effort Internet was proposed in [33]. The authors use
VLC video player for decoding, rendering, and display adaptation.

9.4 Network Simulators, Emulators, Testbeds
and Network Analysis Tools

A simulator to be used in 3D video delivery systems is a software package
implementing one or more models of communications modules for analysis and
experimentation of effects that different system parameters may have on the real
system based on such models. Sirannon is an example simulator that supports both
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H.264/SVC and H.264/MVC, typically over RTP protocol [34]. An emulator is a
software that replicates all functionalities of a hardware element or a system, which
can be used as a substitute of the actual hardware element or system. For example,
Media-Aware Proxy Element (MANE) [35] is an emulator for 3D video delivery.
Testbed is a hardware implementation of a real system for test purposes. Network
analysis tool can be used to analyze network protocols, examine security problems,
learn protocol implementations, etc.

9.4.1 Simulators

This subsection describes different simulators that can be used for 3D video
streaming.

9.4.1.1 Sirannon

Sirannon, formerly known as xStreamer, is a modular multimedia streamer and
receiver [34]. The modularity is inspired by the Click Modular Router project and
Direct Show filters. The user configures Sirannon by combining a collection of
components in a workflow with each component performing basic functions such as
reading video frames from a file, packetizing frames into smaller packets, or
multiplexing video and audio into a transport stream. Figure 9.2 shows such the
configuration interface.

Sirannon has been accepted as part of the reference toolchain, defined in the final
test plan of the Video Quality Experts Group (VQEG) Hybrid Perceptual/Bitstream
project, for streaming video sequences and simulating network impairments. An
example use is shown in Fig. 9.2. It can be found in Sect. 9.5.1, Generator of
degradations in 3D SBS video, degradation number 15. It simulates packet losses in
H.264/AVC stream, generated with Gilbert–Elliot model (specific parameters for
Gilbert–Elliot model: a = 0.01, b = 0.1, c = 0.4, d = 0.01). Sirannon scripts can be
run from both command line or GUI in Python (from Unix), or alternatively, from
Windows command line just as a script with different input and output parameters
(such as input and output file name, different transmission, impairment parameters,
etc.). However, source files can be also used to compile Sirannon on other
platforms.

As another example, the authors in [36] propose error-resilient multi-view video
transcoding algorithm. The proposed tool is configured to mitigate the error
propagation resulting from channel conditions. Sirannon has been used as a tool to
simulate packet losses on a wireless link.
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9.4.1.2 DVB-T Simulator in Simulink

This simulator covers main DVB-T processing blocks described in ETSI EN 300
744 [37]. It is made in Simulink, integrated in MATLAB. Simulink is an envi-
ronment for multidomain simulation and Model-Based Design for dynamic and
embedded systems. Simulation input is 188 bytes-long random binary sequence (as
it should be similar to 188 transport stream bytes after energy dispersal). Simulation
works in 8 k mode (which is used in almost all DVB-T systems). Different
parameters can be chosen prior to opening Simulink model:

• modulation type (a = 1): QPSK, 16-QAM or 64-QAM;
• FEC: 1/2, 2/3, 3/4, 5/6, 7/8;
• Guard interval: 1/4, 1/8, 1/16, 1/32.
• channel compensation: zero-forcing or minimum mean square error.

More details about the simulation can be found in [38], while simulation can be
downloaded from [39]. Channel compensation can be made using channel com-
pensation: “zero-forcing” or “minimum mean square error” methods. As its input is
standard transport stream (random 188 bytes-long sequence), it could be adjusted
used to degrade any 3D video packet in the transport stream, using different
propagation models (e.g., Gaussian, Ricean).

Fig. 9.2 Model of the script for H.264/AVC packet losses impairment using Gilbert–Elliot model
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9.4.1.3 DVB-T2 Simulator in MATLAB

DVB-T2 Common Simulation Platform (CSP) simulator [40] implemented in
MATLAB covers DVB-T2 processing blocks described in ETSI EN 302 755 [41].
Its input is also 188 bytes-long random binary sequence, so it can be adjusted for
any 3D video stream in .ts packets. Simple comparison between DVB-T and
DVB-T2 systems are given in Fig. 9.3. Common parameters used in simulations for
DVB-T and DVB-T2 networks are as follows:

• DVB-T: 64QAM, guard interval 1/4, FFT mode 8k; code rates: 1/2, 2/3, 3/4, 5/6,
and 7/8

• DVB-T2: 256QAM (rotated), guard interval 19/256, FFT mode 32k extended,
Pilot Pattern 4; code rates: 1/2, 3/5, 2/3, 3/4, 4/5, 5/6; other parameters are the
same as defined in the verification and validation (V&V) reference model
VV004-8KFFT

C/N values represent minimum values to obtain quasi-error-free reception,
which means BER (Bit Error Rate) < 2 * 10−4 after internal decoder in DVB-T and
BER < 10−7 after internal decoder in DVB-T2. Channel compensation was done
using “ideal channel estimation” in both DVB-T and DVB-T2 simulators. Details
can be found in [42, 43].

9.4.1.4 NS-2

NS-2 [44] (Network Simulator Version 2) is a discrete-event simulator for net-
working research. It supports a large number of networking protocols across dif-
ferent network layers and different network types, e.g., LAN and Satellite. NS-2

Fig. 9.3 Simulation results for DVB-T2 and DVB-T system with similar parameters
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does not support the transmission of real application data. However, it is possible to
simulate this feature through extensions. For example, Evalvid [45] connects video
streaming data to NS-2.

The NS-2 software is written in both C++ and OTcl languages. There are two
class hierarchies in the two languages with one-to-one mapping between the
classes. The C++ code is for efficient execution of the simulation and the OTcl code
is for easy configurations of the simulation setup The NS-2 software contains many
modules. For simplicity, users can download the allinone package and run the
install script under the ns-allinone-<version> folder to compile the software.
Afterward, the environmental parameters need to be set up in the shell. Table 9.1

Table 9.1 Scripts to install NS-2 on Ubuntu-14.04

sudo apt-get update
sudo apt-get install build-essential autoconf automake libxmu-dev 
sudo apt-get install gcc-4.4 
cd ~/
tar xzvf ns-allinone-2.35 

# Change void eraseAll() { erase(baseMap::begin(), baseMap::end()); }
# To
# void eraseAll() { this->erase(baseMap::begin(), baseMap::end()); }
sed -i 's/void eraseAll() { erase/void eraseAll() { this->erase/' ~/ns-allinone-2.35/ns-
2.35/linkstate/ls.h

# Change CC=  @CC@
# To
#   CC=  gcc-4.4 
sed –i 's/CC=\t\t@CC@/CC=\t\tgcc-4.4/' ~/ns-allinone-2.35/otcl-1.14/Makefile.in 

cd ~/ns-allinone-2.35/ 
./install 

# Add environmental parameters into .bashrc
cat >> ~/.bashrc <<EOF
export LD_LIBRARY_PATH=~/ns-allinone-<version>/otcl-1.14:/path-to/ns-allinone-2.35/lib
export TCL_LIBRARY=~/ns-allinone-2.35/tcl8.5.10/library
export PATH=~/ns-allinone-2.3.5/bin:$PATH 
EOF

. ~/.bashrc 
# Start NS-2 to test if the installation is correct. 
ns 

238 E. Dumic et al.



shows an example for setting up the latest NS-2 version (2.35) in Ubuntu-14.04. As
the version was released in 2011, some modifications are required to successfully
compile the software.

An NS-2 script normally contains the following parts: (1) Initialize the Simulator;
(2) Setup the trace files; (3) Setup network topology and various settings for the
network components; (4) Schedule the events during the simulation execution;
(5) Start the simulation. An example of a NS-2 script is shown in Table 9.2. The
script creates the topology in Fig. 9.4. The tracing results are shown in ns.out. The
simulation process can also be visualized by running nam on the trace file nam.out.

In [33], an algorithm for bandwidth-efficient 3D video streaming over a
best-effort Internet is proposed. The proposed algorithm offers a continuous
streaming and achieves a high rendering quality, despite the variations of available
bandwidth common to best-effort networks. The performance is evaluated using
realistic simulations of Internet transmission conditions, including the impact of
competing Internet traffic and real-world protocol implementations, NS-2 simulator.

9.4.1.5 NS-3

NS-3 is a cross-platform open-source network simulator for discrete-event simu-
lations [46] that has been widely used in protocol development and topology
optimization. It is necessary to remind that NS-3 is not an upgraded version of the
NS-2, but is totally a brand-new simulation software. In NS-3, the simulation scripts
are written in C++ or Python. Besides the NetAnim (Network Animator), it sup-
ports the Python binding to visualize the network topology and control the
simulation.

h1

Applica on/FTP

Agent/TCP

h3
Agent/TCPSink

h2
Applica on/
Traffic/CBR

Agent/UDP

h4
Agent/Null

r1 r1

Fig. 9.4 Example topology
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Table 9.2 NS-2 example script

#Create a simulator object
set ns [new Simulator]

#Open the NAM trace file
set namlog [open nam.out w]
$ns namtrace-all $namlog
#Open the NS trace file
set nslog [open ns.out w]
$ns trace-all $nslog

#Define a 'finish' procedure
proc finish {} {

global ns namlog
$ns flush-trace

        #Close the NAM trace file
close $namlog

        #Run NAM using the trace file
exec nam out.nam &
exit 0

} 

#Create four nodes
set h1 [$ns node]
set h2 [$ns node]
set r1 [$ns node]
set r2 [$ns node]
set h3 [$ns node]
set h4 [$ns node]

#Create links between the nodes
$ns duplex-link $h1 $r1 2Mb 10ms DropTail
$ns duplex-link $h2 $r1 2Mb 10ms DropTail
$ns duplex-link $r1 $r2 2Mb 100ms DropTail
$ns duplex-link $h3 $r2 2Mb 10ms DropTail
$ns duplex-link $h4 $r2 2Mb 10ms DropTail

#Setup a TCP connection
set tcp [new Agent/TCP]
$ns attach-agent $h1 $tcp
set sink [new Agent/TCPSink] 
$ns attach-agent $h3 $sink
$ns connect $tcp $sink
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NS-3 provides a very friendly script interface to allow users create arbitrary
network topology. The real-world network stacks are abstracted into helpers in
NS3, which can be installed on the virtual NS-3 devices. NS-3 provides plenty of
modules which cover both the IP and some non-IP-based networks. Additionally,
NS-3 provide very friendly module interface for users to create their own network
modules and simulation applications. Thanks to the C++-based development, NS-3
is able to make the virtual network devices to interact with real-world applications
and devices. Table 9.3 shows the available modules in NS-3.

#Setup a FTP over TCP connection
set ftp [new Application/FTP]
$ftp attach-agent $tcp
$ftp set type_ FTP

#Setup a UDP connection
set udp [new Agent/UDP]
$ns attach-agent $h2 $udp
set null [new Agent/Null]
$ns attach-agent $h4 $null
$ns connect $udp $null

#Setup a CBR over UDP connection
set cbr [new Application/Traffic/CBR]
$cbr attach-agent $udp
$cbr set packet_size_ 1000
$cbr set rate_ 1mb
$cbr set type_ CBR

#Schedule events for the CBR and FTP agents
$ns at 0.1 "$cbr start"
$ns at 1.0 "$ftp start"
$ns at 4.0 "$ftp stop"
$ns at 4.5 "$cbr stop"

#Call the finish procedure after 5 seconds of simulation time
$ns at 5.0 "finish"

#Run the simulation
$ns run

Table 9.2 (continued)
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A network reputation-based stereoscopic 3D video quality enhancement scheme
(NRQ-3D) is devised in [47] for heterogeneous networks. A network reputation
module is proposed to report the network quality based on the quality of
service-related parameters (i.e., throughput, signal strength, delay, and loss) and
price aspects. The performance of the proposed NRQ-3D was evaluated using
Network Simulator version 3.17.

Table 9.3 NS-3 modules

Name Description

NetAnim QT4-based software to visualize the network topology and monitor the packets
flow between devices

Antenna Class that provides an interface to model the radiation pattern of different types
of antennas

AODV Model based on the base specification of Ad hoc On-demand Distance Vector
(AODV) protocol

BRITE Representative Internet topology generator to generate the realistic Internet
topologies

CSMA Emulator of the carrier sense multiple access protocol for simple bus network
encouraged by Ethernet

DSDV Proactive, table-driven routing protocol for mobile ad hoc networks

DSR Reactive routing protocol designed specifically for multi-hop wireless ad hoc
networks

Internet
models

Collection of popular Internet protocols which include IPv4, ARP, UDP, TCP,
IPv6, neighbor discovery, etc.

LR-WPAN Implementation of the low-rate wireless personal area networks specified by
IEEE 802.15.4

LTE Complete collection of the LTE radio protocols which include RRC, PDCP,
RLC, MAC and PHY, and some EPC protocols

MPI Parallel simulation tool using the standard Message Passing Interface (MPI)

OLSR Implementation of the optimized link state routing protocol for dynamic
MANET unicast

OpenFlow Implementation of the OpenFlow switches referred as OFSID

PointToPoint Emulator of a full duplex RS232 or RS422 link with NULL modem and no
handshaking

6LoWPAN Modules which implemented the IPv6 packet compression over IEEE 802.15.4

UAN Enables to model a variety of underwater network scenarios

WAVE Indented to build a systematic architecture for wireless-based vehicular
communications

Wi-Fi Collection of the protocols specified by IEEE 802.11 to enable the
communication between Wi-Fi devices

Wi-Fi Mesh Extension module based on the NS-3 Wi-Fi to support the mesh networking
specified by IEEE 802.11.s

WiMAX Collection of the protocols based on IEEE 802.16 for WiMAX communication
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9.4.1.6 ndnSIM

The ndnSIM simulator [48] is an extension of NS-3 to research the behavior of
Named Data Network (NDN). NDN concept performs content routing based on the
content name rather than using location information (like IP address) [49].
Specifically, NDN consumer retrieves content by sending Interests with unique
names to the network. Any NDN producer can return the content if it owns it. The
simulator has 3 major releases (version 1.0, 2.0, 2.1.). The release of version 1.0
reimplements basic NDN primitives as a network layer protocol to run on top of
any link layer protocol. The reimplementation includes the NDN interfaces (e.g.,
physical face and application face), traffic control, content forwarding/caching
strategies, and the content consumer/producer applications. The later releases
(version 2.0 and 2.1) use the real code from the NDN forwarding daemon to allow
more realistic simulations. However, they no longer support the nice features
implemented in the first release. The ndnSIM simulators have implemented the
basic functionality of NDN. Similar to NS-3, it allows the users to customize the
NDN applications according to the requirements.

The work described in [50] shows an implementation of 360/virtual reality
videoconferencing system implemented over NDN, including producing content,
formatting into NDN format, transmitting over NDN network, managing the flow of
interest/content requests, and displaying in a web browser so as to show 360°
rotation and zoom in/out features.

9.4.2 Emulators

There are different types of network emulators that are suitable to emulate either
network links with transmission impairments or complete virtual networks.

9.4.2.1 Network Link Emulators

Perhaps the most popular network link emulators [51] are NetEm [52] and
Dummynet [32], since they are both production quality and are available embedded
in operating systems. NetEm is built into Linux Traffic Control subsystem, and
Dummynet is integrated with FreeBSD. Dummynet is also used as a traffic shaper
in the popular EmuLab testbed.

Both NetEm and Dummynet use the same principle to emulate network link
impairments, such as variable delay, loss, duplication, and reordering. They run on
either a general-purpose computer (a Linux or FreeBSD bridge) or a dedicated
emulation device in a local area network (LAN) to capture incoming or outgoing
packets and alter the packet flow in a way that imitates the behavior of application
traffic according to some network impairment parameters. The device or system
incorporates a variety of network attributes including the round-trip time across the
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network (latency), the amount of available bandwidth, a given degree or range of
packet loss, duplication of packets, reordering packets, and/or the severity of net-
work jitter. Emulation over a LAN keeps the testing environment secure and allows
full control over the topology. Dummynet can create multiple links by reinjecting
traffic into the emulator multiple times to emulate small networks with multiple
hops and routers.

For example, in [31] the authors propose the extended No-reference objective
Video Quality Metric (eNVQM), metric for real-time 3D video quality assessment.
They use Dummynet to control the desired packet loss rate in the network (simu-
lated packet loss follows a uniform distribution). In [53], a framework for quality of
experience-aware delivering of three-dimensional video across heterogeneous
wireless networks is proposed. In this work, NetEm was used for emulating diverse
networking conditions, variable delay, and loss in accordance with the described
experimental scenarios.

9.4.2.2 Virtual Network Emulators

Virtual network emulators use one or more virtual machines (VM) to emulate larger
networks with desired topology and hosts. An example of VM-based virtual net-
work emulator is DieCast which supersedes ModelNet. However, VM size and
overhead may limit scalability and reduce performance.

Container-based virtualization provides a scalable and efficient network emu-
lation environment [54]. Mininet [55] uses Linux containers that allow running
production quality soft switches (e.g., OvS [56]) and actual video streamer and
player codes on virtual hosts. Mininet provides functional realism (the same
functionality as real hardware switches and hosts), timing realism, and traffic
realism (generating real traffic by running video streamers or software tools such as
iperf). It also provides topology flexibility and easy replication of experimental
results.

9.4.2.3 Omnet++

Omnet++ is an open-source discrete-event simulator [57]. A complete simulation
model is based on several C++ modules. Models could contain several simple
modules, possibly organized in complex components, which interact using message
passing mechanism. In order to simplify the creation of realistic networks simu-
lations, different independent contributors have created Omnet++ library, also
called frameworks, which implement different network components. Among the
most used ones, one can cite INET framework [58], which contains a large number
of Internet protocols models. This library is composed of low layers as well as high
layer protocols of the communication stack. Precisely, access technologies, like
Wi-Fi or Ethernet, IPv4, and IPv6 network layer protocols, UDP, TCP, and dif-
ferent application protocols. Mobility is also supported, using, for instance, the
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Veins framework [59]. MixiM [60], Castalia [61], and INETMANET [62] are
alternative frameworks, which are specially adapted to simulate wireless networks,
ranging from cellular technologies to multi-hop wireless networks or low-power
embedded devices like Wireless Sensor Networks.

Using these frameworks, different simulation scenarios can be created for
research, test, or validation. The description of the network structure, such as the
network infrastructure, protocols, and topology, relies on a specific high-level
language, named NED (NEtwork Description). The modules parameters that can be
set in the NED language are in the omnetpp.ini file, which uses an XML-type
language. A convenient way to set the simulation scenarios is to use an
Eclipse-based IDE. The execution of a simulation scenario can be done in
command-line or GUI environment. Difference tools are integrated within this GUI,
such as 3D topology visualization, event tracing, and parameters monitoring and
debugging tools. In addition to discrete-event simulations, Omnet++ has extensions
to allow real-time emulations. Since some simulations are time consuming, it is also
possible multi-core processor or Grids to run Omnet++ parallel-distributed
simulations.

Omnet++ can be used to simulate either the transmission of 3D contents (e.g.,
stereoscopic images, or 3D audio/video file) as well as the 3D audio/video
streaming. In the first case, setting a network simulation scenario (e.g., using
wireless technologies) where the 3D content is transmitted using FTP or any
application layer protocols, including overlay and P2P networks [63], is quite
simple and does not require a lot of effort from the user. When using the real-time
Omnet++ emulation mode it is possible to use an external 3D streamer, such as
VideoLAN (VLC) that interacts with the Omnet++ simulator. Unfortunately, up to
the writing of this text, the discrete-event simulations of 3D streaming is not as
simple since the user has yet to develop and integrate into the Omnet++ engine a 3D
streamer module to transmit 3D contents generated by any offline 3D encoder.

9.4.2.4 MANE

In general the Media-Aware Proxy Element (MANE) [35] is defined as a trans-
parent user-space module, responsible for low-delay adaptation and filtering of
scalable video streams. As such MANE can be utilized for on-the-fly video
streaming adaptation by selectively omitting or forwarding video packets to the
receiving video users. Specifically, MANE standard can be considered as either a
middlebox or an application layer getaway capable of aggregating or thinning RTP
streams by selectively dropping packets that have the less significant impact on the
user’s video experience.

MANE has been proposed as an intermediate system that is capable to receive
and de-packetize RTP traffic in order to customize the encapsulated network
abstraction layer units, according to client’s and access network’s requirements.
Within the context of 3D video delivery systems, MANE’s role is twofold. First, it
can act as a central point of decision in order to overcome networking limitations
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imposed by firewalls and Network Address Translation (NAT) protocol that are
extensively used in real life networks. Second, it receives and parses RTP streams
and customizes the streaming according to the video client’s requirements and
network conditions, based on Adaptation Decision Taking Engine (ADTE). From a
system’s implementation perspective, MANE can be considered as a transparent
proxy of the mobile client responsible to parse the packets that are destined for all
mobile users over multiple ports. It can be designed to run in Linux kernel level,
thus ensuring minimum impact on the end-to-end delay.

In Fig. 9.5, all three transmission modes of H.264/SVC [64] inherited by the
H.264/MVC standard [65] are illustrated. It can be observed that MANE is a
combination of the Single-Stream Transmission (SST) mode, where all MVC data
are carried in a single point-to-point unicast RTP session and the Multi-Stream
Transmission (MST) mode, where the MVC bitstream is transmitted over multiple
RTP sessions and each one corresponds to one RTP stream.

In [53], the authors propose a framework for quality of experience-aware
delivering of three-dimensional video across heterogeneous wireless networks. The
proposed architecture combines a Media-Aware Proxy (application layer filter
based on the Media-Aware Network Element (MANE) standard), an enhanced
version of IEEE 802.21 protocol for monitoring key performance parameters from

Fig. 9.5 MVC over RTP transmission modes and the role of MANE
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different entities and multiple layers, and a QoE controller with a machine
learning-based decision engine, capable of modeling the perceived video quality.

9.4.3 Testbeds

In this subsection, the PlanetLab testbed and Network-Impairing Multimedia
Testbed are described.

9.4.3.1 PlanetLab

PlanetLab is a global experimental network for testing planetary-scale services. It
consists of more than one thousand nodes hosted in sites worldwide [66]. A node is
a dedicated server running the PlanetLab services. PlanetLab offers different
memberships. For academic institutions, it is free to access the testbed. However,
two dedicated servers are required as a contribution to the testbed. Each research
project runs on a Planet Slice. From a user’s perspective, a Slice is a set of virtual
machines running on the nodes chosen by the user. Currently, the virtual machines
run Fedora 14 (Linux-2.6.32).

PlanetLab defines three roles for each site:

(1) Principal Investigator (PI). Normally each site has one PI. The PI is responsible
for managing users and slices at the site.

(2) Technical Contact (Tech Contact). Each site has at least one Tech Contact. The
Tech Contact is responsible for installation, maintenance, and monitoring the
nodes at the site.

(3) User. Users run their applications on PlanetLab.

To access PlanetLab services, the following step is required for a PlanetLab user:

(1) The user creates an account on the PlanetLab website (https://planet-lab.eu/db/
persons/register.php) and selects a specific site (Fig. 9.6).

(2) The PI of the site activates the user’s account, creates a Slice in PlanetLab and
then adds the user to the Slice.

(3) The user logs in PlanetLab, uploads his public key, (Fig. 9.7) and then adds
nodes into the Slice (Fig. 9.8).

(4) The user accesses the chosen nodes using SSH with the Slice name as the login
name and the generated private key as the identity file.

A user manual is provided at https://planet-lab.eu/doc/guides/user.
An example of PlanetLab platform usage can be found in [67], where hybrid

multi-view video content delivery solution has been tested. Several test scenarios
were used, where each scenario is anticipated to evaluate certain aspects of the
proposed content hybrid delivery solution.
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9.4.3.2 Network-Impairing Multimedia Testbed

As the number of devices and the complexity of network increase, multimedia
systems get affected in unexpected ways. In this case, understanding the effect of
real network impairments in multimedia becomes crucial [68, 69] for network
designers and service engineering. The purpose of this testbed is to understand the
effect of network impairments on multimedia content.

Figure 9.9 shows the structure of the network-impairing multimedia testbed.
A multimedia content server is connected to a client in an emulated network [70], in
a wired or wireless manner depending on the network to be tested. Between server
and client, a Hurricane II PacketStorm emulator [71] is installed. This emulator
provides WAN emulation and network simulation. It emulates any network con-
dition in a repeatable and controllable lab setting. To re-create any network con-
dition, the emulator can impair IP and non-IP traffic, provide dynamic, time-varying
impairments, and use a fully independent and flexible GUI architecture. Data
generation provides network simulation without utilizing network resources or
equipment. Application examples can be: Enterprises, Developers, Quality
Assurance, Manufacturers, Carriers, etc. The flexibility provided by the network
emulator and the content server and client make the Network-Impairing Multimedia

Fig. 9.6 User registration on PlanetLab

Fig. 9.7 Upload user’s public key
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testbed suited to test an ample variety of multimedia applications and network
conditions.

Adaptive streaming applications over standard Wi-Fi networks on
light-weighted devices (Android mobile devices) were tested in [72]. In this
experiment, a new adaptive streaming method based on online learning techniques
was developed and its performance is assessed in the presence of wireless networks
impaired with bandwidth, delays, or packet loss constraints (impairments generated
by the testbed emulator).

In [73], the testbed was used in a Radio-over-Fiber network to study the effect of
this type of networks together with impairments generated by the network emulator

Fig. 9.8 Add nodes to slice
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on real applications, i.e., HD Video Streaming, high-speed FTP, and UDP trans-
missions, etc.

The effect of packet losses on video quality in streaming services was studied in
[74]. This analysis showed that when packet losses increase, high-quality videos
suffer more severe degradation than the lower quality ones.

Recently, the Network-Impairing Multimedia Testbed is being used for gener-
ating an extended video dataset (960 videos) affected by packet losses, which can
be found available in [75]. In this case, the Network-Impairing Multimedia testbed
was used to stream videos using the RTP protocol (FFmpeg) between the server and
the client which are connected through standard Ethernet cables to the network
emulator. This one is set to generate a wide range of network packet losses. The
video set consists of 10 original, 25 fps, raw videos from the Live Video Quality
Database [76], encoded at 8 different H.264/MPEG4 compression levels and sub-
jected to 12 levels of packet losses (ranging from 0 to 10%) adding up to 960
videos.

This dataset has triggered a wide range of research threads, especially in the
objective video quality assessment field. A predictive novel NR metric was pre-
sented in [70]. This method combines light-weighted measurements on the video
pixel and bitstream layers with artificial neural networks to achieve comparable
performance to the state-of-the-art full reference metrics (PSNR and SSIM).
Finally, in [77, 78], by means of the full dataset, a study of the accuracy of an
extended range of no-reference metrics was performed.

9.4.4 Network Analysis Tools

In this subsection, the well-known Wireshark network analysis tool is presented.

9.4.4.1 Wireshark

Wireshark is an open-source network packet analyzer [79]. It captures network
packets and displays that packet data as detailed as possible. Some example usages
can be

Fig. 9.9 Network-impairing multimedia testbed
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• to troubleshoot network problems
• to examine security problems
• to debug protocol implementations
• to learn network protocol internals

An example of the video stream from IPTV platform is shown in Tables 9.4, 9.5,
9.6, 9.7, and 9.8. Table 9.4 shows general information about analyzed frame
packet. Table 9.5 shows Ethernet header, e.g., source and destination MAC
addresses and type of encapsulated protocol (Internet Protocol, IP in this case).
Table 9.6 shows IP header information: version, header length, source and desti-
nation IP address, encapsulated protocol—User Datagram Protocol (UDP) in this
case, TTL (Time to Live), etc. Table 9.7 shows information for UDP protocol that
is used (in this example) to transmit video PES: source and destination port number,
length, and checksum. Finally, Table 9.8 shows an example for one packetized
elementary stream (PES) data (there can be more PES packets per frame): PES
header (PTS, DTS), PES extension, and PES data.

As another example, in paper [31], the authors propose the extended
No-reference objective Video Quality Metric (eNVQM), metric for real-time 3D
video quality assessment. They use Wireshark at the receiver side to monitor the
stream and calculate the packet loss rate.

Table 9.4 Wireshark analysis for video delivery—frame description

Frame 2861: 1358 bytes on wire (10864 bits), 1358 bytes captured (10864 bits)
Encapsulation type: Ethernet (1)
Arrival Time: Feb 15, 2012 20:58:41.932,923,000 Central European Standard Time
Timeshift for this packet: 0.000000000 seconds
Epoch Time: 1329335921.932923000 seconds
Time delta from previously captured frame: 0.002715000 seconds
Time delta from the previous displayed frame: 0.002715000 seconds
Time since reference or first frame: 39.763294000 seconds
Frame Number: 2861
Frame Length: 1358 bytes (10864 bits)
Capture Length: 1358 bytes (10864 bits)
Frame is marked: False
Frame is ignored: False
Protocols in frame: eth:ethertype:ip:udp:mp2t:mpeg-pes:mpeg-pes
Number of per-protocol-data: 2
[ISO/IEC 13818-1, key 0]
[User Datagram Protocol, key 5]
Coloring Rule Name: UDP
Coloring Rule String: udp

Table 9.5 Wireshark
analysis for video delivery—
Ethernet

Ethernet II, Src: Cisco_e6:f2:00 (00:1b:0d:e6:f2:00), Dst:
IPv4mcast_0a:01:04 (01:00:5e:0a:01:04)
Destination: IPv4mcast_0a:01:04 (01:00:5e:0a:01:04)
Source: Cisco_e6:f2:00 (00:1b:0d:e6:f2:00)
Type: IP (0x0800)
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9.5 3D Video Evaluation Tools

This subsection describes several 3D video evaluation tools, which have been
specifically designed for 3D video sequences, although they can be easily adapted
for 2D video. Those tools include: Generator of degradations in 3D SBS video
(generates up to 22 different degradations in 3D side-by-side video), Crowd3D
(php/JavaScript platform to subjectively test 3D MOS scores for quality, depth and
comfort; either in laboratory environment or remotely), 3D MOS using DSCQS
(tool for subjective evaluation of 3D MOS scores using double stimulus continuous
quality scale in laboratory environment).

9.5.1 Generator of Degradations in 3D SBS Video
Sequences

Generator of degraded 3D SBS video sequences is written in MATLAB, but it also
uses many external programs. It is expected to run primarily on Windows x64
platform using a processor with at least 4 cores (for parallel processing), however

Table 9.6 Wireshark
analysis for video delivery—
IP layer

Internet Protocol Version 4, Src: 95.128.232.187
(95.128.232.187), Dst: 224.10.1.4 (224.10.1.4)
Version: 4
Header Length: 20 bytes
Differentiated Services Field: 0 � 88 (DSCP 0x22: Assured
Forwarding 41; ECN: 0x00: Not-ECT (Not ECN-Capable
Transport))
Total Length: 1344
Identification: 0x5fa7 (24487)
Flags: 0x00
Fragment offset: 0
Time to live: 60
Protocol: UDP (17)
Header checksum: 0xf033 [validation disabled]
Source: 95.128.232.187 (95.128.232.187)
Destination: 224.10.1.4 (224.10.1.4)
Source GeoIP: Unknown
Destination GeoIP: Unknown

Table 9.7 Wireshark
analysis for video delivery—
UDP

User Datagram Protocol, Src Port: 10444 (10444), Dst Port:
1234 (1234)
Source Port: 10444 (10444)
Destination Port: 1234 (1234)
Length: 1324
Checksum: 0xe59f [validation disabled]
Stream index: 6
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this can be adjusted in the program. A basic description can be found in Table 9.9,
while the program itself can be downloaded from [39]. Input video sequences
should be placed in the same folder, in uncompressed .avi format, left and right
view separately. The input format has to be defined and the input frame size should
be multiple of 8 (for HEVC-encoded sequences). The output is also in

Table 9.8 Wireshark analysis for video delivery—packetized elementary stream

ISO/IEC 13818-1 PID=0x701 CC=2
Header: 0x47070112
0100 0111 .... .... .... .... .... .... = Sync Byte: Correct (0x00000047)
.... .... 0... .... .... .... .... .... = Transport Error Indicator: 0
.... .... .0.. .... .... .... .... .... = Payload Unit Start Indicator: 0
.... .... ..0. .... .... .... .... .... = Transport Priority: 0
.... .... ...0 0111 0000 0001 .... .... = PID: Unknown (0x00000701)
.... .... .... .... .... .... 00.. .... = Transport Scrambling Control: Not scrambled (0x00000000)
.... .... .... .... .... .... ..01 .... = Adaptation Field Control: Payload only (0x00000001)
.... .... .... .... .... .... .... 0010 = Continuity Counter: 2
MPEG2 PCR Analysis

11 Message fragments (1892 bytes): #2859(184), #2859(184), #2859(184), 
#2860(184), #2860(184), #2860(184), #2860(184), #2860(184), #2860(184), 
#2861(184), #2861(52)

MPEG TS Packet (reassembled)
Packetized Elementary Stream
prefix: 000001
stream: video-stream (0xe0)
PES extension
length: 1886
1... .... must-be-one: True
.0.. .... must-be-zero: False
scrambling-control: not-scrambled (0)
.... 0... priority: False
.... .1.. data-alignment: True
.... ..0. copyright: False
.... ...0 original: False
1... .... pts-flag: True
.1.. .... dts-flag: True
..0. .... escr-flag: False
...0 .... es-rate-flag: False
.... 0... dsm-trick-mode-flag: False
.... .0.. additional-copy-info-flag: False
.... ..0. crc-flag: False
.... ...0 extension-flag: False
header-data-length: 12
PES header data: 370ed5f96b170ed5dd4bffff
presentation time stamp (PTS): 36482.789566666 seconds
decode time stamp (DTS): 36482.749566666 seconds
PES data: 0000000109500000010601011480000001019e13176a4df4...

etc...
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uncompressed .avi format, divided into folders according to the degradation type
number in Table 9.9. In the end, the generator produces side-by-side 3D video
sequences from previously produced degraded sequences, using x.264 and vp8
encoders from FFmpeg, with constant CRF factor (constant quality). Those
sequences can be then played using “Crowd3d” application explained in the next
subsection.

9.5.2 Crowd3D

The application “Crowd3D” is easily customizable and can be used with different
web browsers. In the study reported in this section, it was set up to be used with
Google Chrome and Mozilla Firefox web browsers. The application was pro-
grammed using the JavaScript and PHP languages and customized to display 3D
video on computers equipped with a 3D monitor. The application collects and saves
the subjective scores in a result’s database. The application can be found on the
links [89, 90], while source files for Crowd3D are in [39].

The start page of the application (shown in facsimile in Fig. 9.10) presents
instructions about the testing procedure to the test subject. This GUI is also used to
collect some information about the test subject such as age, gender, and e-mail
address and some additional information about the monitor type. Several control
mechanisms are implemented in the application to ensure the validity of the scores
collected. The most important one is that allows the application to switch auto-
matically to full screen during the whole duration of the assessment. If the test
subjects exit the full-screen mode, then the test procedure automatically stops and
the corresponding result is discarded. Only the results from the subjective assess-
ment that run from start to finish in full-screen mode are flagged as valid, stored in
the resulting database, and used in the final results analysis.

The application can be used in a laboratory environment and also used for pure
web-based evaluation, which is planned for future developments. The application is
developed to be used in two different setups: one is by using Chrome web browser
and 3DTV with capability of manual switching to 3D mode [89], and the other is by
using Firefox browser and 3D monitor with a Nvidia 3D vision system [90]. 3D
content is first preloaded on the local machine, prior running the test. This was done
by using Chrome or Firefox cache and it is very useful because this makes eval-
uation independent on the download speed (of the machine on which the test is
being done). However, this makes the overall duration of the test at least twice as
long, compared to the case in which preloading would not be used. Details of both
setups can be found on the starting web pages [89, 90]. Preloading option could be
also skipped, which is useful if 3D content is already stored on the machine from
which the test is being done (e.g., in the laboratory), or if server and client machine
are both on the high-speed network (preferably 1 Gbit/s).

The assessment of the subjective quality of the 3D videos using the system is
based on Absolute Category Rating (ACR) with hidden reference (ACR-HR). In
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Table 9.9 Degradation types in the generator of 3D video degradations

Number Degradation Detailed description Tools and settings

1 2D view Left + right view becomes
left + left view

–

2 Resizing 4 � 4 down and up using
lanczos3 filter

FFmpeg-x64 downloaded
from [80]

3 Frame rate
reduction

To 1/3 of the original fps FFmpeg-x64 [80]

4 Brighten y value + 15, right view only FFmpeg-x64 [80]

5 Change
gamma

To 0.6, right view only using FFmpeg-x64 [80]

6 Horizontal
disparity

Left view 30 pixels left, right
view 30 pixels right

FFmpeg-x64 [80]

7 Horizontal
disparity

Left view 30 pixels right, right
view 30 pixels left using

FFmpeg-x64 [80]

8 Vertical
disparity

Left view 20 pixels down,
right view 20 pixels up

FFmpeg-x64 [80]

9 Geometric
distortion

Left view only stirmark [81]

10 2D to 3D
conversion

2D to 3D conversion FFmpeg-x64 [80]
+ AviSynth 2.6 downloaded
from [82]; AviSynth script
based on [83]

11 H.264/AVC
coding

QP = 32 (both views): specific
setting QP = 32

H.264/AVC reference
encoder and decoder version
18.6, downloaded from [84]

12 H.264/AVC
coding

QP = 44 (both views): specific
setting QP = 44

H.264/AVC reference
encoder and decoder version
18.6 [84]

13 H.264/AVC
coding

Left QP = 32, right QP = 44:
specific setting for QP
parameter (asymmetric)

H.264/AVC reference
encoder and decoder version
18.6 [84]

14 H.264/AVC
coding

QP = 32 with edge
enhancement, strength 75%

AviSynth 2.6 [82] and toon
filter; toon filter can be
downloaded from [85]
H.264/AVC reference
encoder version 18.6 [84];
FFmpeg-x32 downloaded
from [80] (x264 decoder
only)

15 Packet losses Generated with Gilbert–Elliot
model; specific parameters for
Gilbert–Elliot model:
a = 0.01, b = 0.1, c = 0.4,
d = 0.01

H.264/AVC reference
encoder version 18.6 [84]
Sirannon software
downloaded from [34]
Sirannon script proposed in
[86]

(continued)
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ACR-HR, each original unimpaired signal is included in the experiment but not
identified as such. The ratings for the original signals are removed from the scores
of the associated video sequences during data processing [91]. The quality grading
is done in three different dimensions, each one graded on a continuous scale from 0
to 5 with a step of 0.1, according to the [92]. The three dimensions represent picture
quality, depth quality, and visual comfort. For picture quality and depth quality
grade 0 represents bad, while 5 represents excellent. For visual comfort, grade 0
represents extremely uncomfortable while 5 represents very comfortable. An
example of 3D subjective assessment using Generator of degradations in 3D SBS
video sequences and Crowd3D application can be found in [22, 93].

Table 9.9 (continued)

Number Degradation Detailed description Tools and settings

Error concealment and x264
decoder using FFmpeg-x64
(-ec switch set to 2)

16 2D view,
H.264/AVC
coding

2D left view only, QP = 44 H.264/AVC reference
encoder and decoder version
18.6 downloaded from [84]

17 jpeg2000
compression

Bitrate 2 Mbps JPEG2000 kakadu software
downloaded from [87]

18 Frame-freeze 2 s long, online streaming
(degraded video is same
duration as original)

FFmpeg-x64 [80] and
AviSynth 2.6 [82]

19 Frame-freeze 2 s long, offline streaming
(degraded video is longer than
original)

FFmpeg-x64 [80] and
AviSynth 2.6 [82]

20 3D to 2D
switching

(Left + right becomes
left + left view) back to 3D,
2 s long, degraded video is
same duration as original

FFmpeg-x64 [80] and
AviSynth 2.6 [82]

21 3D-HEVC
encoding

QP = 32: General
configuration settings are
based on “baseCfg_2view.cfg”
in the same software, with
specific setting for QP factors

HTM reference encoder and
decoder 3D-HEVC version
11.0, downloaded from [88]

22 3D-HEVC
encoding

QP = 44: general
configuration settings are
based on “baseCfg_2view.cfg”
in the same software, with
specific setting for QP factors

HTM reference encoder and
decoder 3D-HEVC version
11.0, downloaded from [88]
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9.5.3 3D MOS Using DSCQS

Although many open and commercial 2D video subjective quality assessment tools
exist in the community, a lower number of 3D video assessment tools have been
recently proposed. In the scope of recent research studies, a new 3D and 2D video
subjective quality assessment tool have been developed following the ITU-R BT.
2021 recommendation. This tool implements the double-stimulus continuous
quality scale (DSCQS) variant I assessment method [94]. The tool is available for
free use to be downloaded from the following link: http://cones.eap.gr/?q=node/5.

The assessment consists of a number of sessions where two video sequences
(signal A and B) are presented to a single observer. The assessor participating in the
experiment is free to switch between the A and B signal until he/she has the mental
measure of the quality associated with each signal. The projection period of signal
A or B may be up to 10 s since experience suggests that longer period does not help
to improve assessor’s ability to measure the signal quality. Two of the video signals
A and B can be the reference video sequence and the other the distorted video
sequence. The characteristics/impairments are not announced or known to the
assessor before the experiment. As such the assessor is not influenced and is able to
perform a subjective assessment. The assessor is asked to grade both videos in
terms of picture quality, depth quality, and visual discomfort. For picture and depth
quality, the standard ITU continuous scale can be used with “Bad”, “Poor”, “Fair”,
“Good”, and “Excellent” labels. For visual discomfort, the scale labels are replaced
with “Uncomfortable”, “Mildly Uncomfortable”, “Comfortable”, and “Very
Comfortable”, Fig. 9.11.

Fig. 9.10 Start page of the application used for 3D subjective quality assessment
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To cope with diverse needs of different studies, the tool can render both the
monoscopic version of the testing material (i.e., only the left view of the reference/
impaired sequence is presented to both eyes) as well as the stereoscopic version. This
will give the opportunity to study the impact of the monoscopic parts of the material
to the stereoscopic version. Moreover, the monoscopic ratings will be used as a
baseline for comparing the stereoscopic material quality under the same impairments.

Technically, the tool is able to project in full-screen mode both 2D and 3D video
sequences on the display by taking advantage of the NVIDIA 3D Vision graphics
cards and API [95] andWindows 7 and DirectX APIs [96]. The video sequences can
be only in raw YUV format. For 3D video, the input must be the left and right part
of the stereoscopic video sequences.

The experimenter can create test sessions by using test session description files.
The configuration parameters are the projection type (i.e., stereoscopic or not), the
input video files, characteristics of the video such as width, height, chroma
sub-sampling, frame rate, and lastly the start and end frame of the test. A sample of
the test case configuration is shown below.

Test Objects1
Stereo 1
first_left E:\OutLeft.yuv
first_right E:\OutRight.yuv
second_left E:\OutLeft_impaired.yuv
second_right E:\OutRight_impaired.yuv
chroma 4:2:0
width 640
height 480
frame_rate 30
frame_offset 0
frame_end 300

Fig. 9.11 General assessment for a test system for DSCQS method
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On application start, the tool parses all the active configuration files and popu-
lates a dropdown box. The assessor is able to enter his/her username, expertise, and
then choose and run any of the available test session. The initial tool window is
shown in the following Fig. 9.12.

When a test session begins, the application reads the respective test configuration
and starts the project. On stimuli projection, the application parses the input YUV
traces and creates either a 2D picture or 3D picture for rendering. The sequence is
rendered by the graphics card hardware and projected at the screen, Fig. 9.13.

The assessor is able to switch between the two stimuli by pressing “A” or “B”
buttons. When the assessor has established its opinion on each stimulus he/she can
end the test by pressing the “ESC” button. At the end of test session, a voting box is
presented to the user in order to enter the picture quality for both stimuli as shown
in Fig. 9.14. The score of both stimuli is logged in a file along with user and test
details. The logs can be parsed later in order to gather all the scores of same tests.
The assessor is free to cancel the voting session if this is needed.

For 3D viewing, the NVIDIA 3D Vision Kit includes a set of active shutter
glasses and an infrared emitter. Active shutter glasses or else Liquid Crystal
(LC) shutter glasses is a type of 3D glasses that uses liquid crystals in the lenses that
momentarily shut off the viewing path from the eye to the screen. The emitter
transmits infrared signals to the glasses, causing the left or right lens to open in
synchronization with the stereo frame rendered at that moment in time. The system
alternates 60 frames for the left eye with 60 frames for the right. At refresh rates of
120 frames per second (true 120 Hz), each eye sees 60 flicker-free frames per
second. The advantage of LC shutter glasses is that they eliminate the ghosting
perceived with polarized methods, and since colors are not being filtered out as in
the anaglyph method, the viewer sees the full-color spectrum.

Fig. 9.12 Main window of
the 3D assessment tool
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Fig. 9.13 Sample picture of the 3D assessment tool during 3D rendering

Fig. 9.14 Voting box of the
3D assessment tool
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9.6 Conclusion

This chapter presented some of the existing and new 3D video tools, which find
application in research and engineering of 3D media delivery systems. Several
software tools integrating 3D video compression, streamers and 3D video players,
network simulators, emulators, testbeds and network analysis tools and 3D video
evaluation tools were described, including their main characteristics. Applications,
recent works and research studies that used these tools in 3D video compression,
transmission, displaying and quality evaluation were also described, highlighting
their importance and usefulness in the development of new solutions and opti-
mization of existing ones.
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Chapter 10
Quality of Experience and Quality
of Service Metrics for 3D Content

Miguel Barreda-Ángeles, Federica Battisti, Giulia Boato, Marco Carli,
Emil Dumic, Margrit Gelautz, Chaminda Hewage, Dragan Kukolj,
Patrick Le-Callet, Antonio Liotta, Cecilia Pasquini,
Alexandre Pereda-Baños, Christos Politis, Dragana Sandic,
Murat Tekalp, María Torres-Vega and Vladimir Zlokolica

Abstract Traditionally, the quality of a multimedia system was mainly assessed
through the evaluation of its Quality of Service (QoS) that is by evaluating system
parameters such as bandwidth, latency, jitter, throughput, transmission delay,
availability, etc. However, these metrics often failed to capture the actual end-user
perceived quality, which has prompted the development of the construct of Quality
of Experience (QoE), widely understood as an interaction of the technical features
of multimedia systems with perceptual, and cognitive/emotional factors involved in
the interpretation of those features by users. This chapter addresses the open issues
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in the field of QoS and QoE assessments. First, the perceptual characteristics of the
multiview content are analyzed, and then a survey on the existing approaches for
QoS and QoE estimation is performed. The analysis is then focused on the sub-
jective aspects of QoE assessment, by describing the standard methodologies cur-
rently used and new trends based on human factors research. Finally, the chapter
offers a few guidelines for future research directions in the field.

10.1 Introduction

In the last years, an increasing number of devices and complex networking
infrastructures are directly affecting multimedia delivery systems [1]. In this situ-
ation, analyzing the network performance and its influence on the transmitted
multimedia quality, and taking improvement measures becomes fundamental.
Traditionally, quality has been measured in terms of Quality of Service
(QoS) characteristics [2], which takes into account different aspects of the network
services including bandwidth, latency, jitter, throughput, transmission delay,
availability, etc. QoS should necessarily be considered in the new-generation net-
working technologies in order to support the service requirements of 3DTV over
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IP. However, with the exponential growth of multimedia content both in terms of
variety and requirements, the QoS analysis becomes insufficient, as it fails to
capture the end-user perceived quality, i.e., his or her Quality of Experience
(QoE) [3]. In this context, the expression QoE means “the general acceptance of an
application or service” (ITU P.10/G.100), or to “the degree of delight or annoyance
of the user of an application or service” [3]. QoE is described as a multidimensional
process affected by influencing factors including technical and content features of
systems, users’ perception and cognitive processing, and context. Thus, in order to
enable a comprehensive quality analysis of 3D multimedia systems, not only QoS
parameters must be measured but also methods for assessing the actual end-user
QoE are necessary to optimize the various technological elements comprising the
delivery chain (e.g., see [3–6]) (Fig. 10.1).

Due to its subjective intrinsic nature, QoE is best assessed by means of sub-
jective studies, i.e., using human ratings and opinion scores [7]. Depending on the
application to be analyzed, the subjective study needs to be adapted to fit the needs
or requirements of the application [8]. For example, measuring the end-user QoE of
IPTV [9] (which requires high-resolution and quality video transmission) has to be
studied in a different way than the one of a Skype call, in which the real-time
bidirectional communication is at stake [10–13]. Although well aligned to human
perception, subjective studies are costly, time-consuming, and prone to human bias
[14]. They are fundamental to the various applications of Video Quality Assessment
(VQA); yet, great effort has been directed toward mimicking subjective studies
through completely automated processes and algorithms, as in objective QoE [15].
In this case, the main purpose of objective QoE metrics is to come up with an
assessment that is correlated as much as possible with subjective studies and in this
way to the Human Visual System (HVS) [16]. For this, Full-Reference metrics

Fig. 10.1 QoS and QoE
analysis
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(FR) have proven to provide the best assessment [17, 18]. Algorithms such as Peak
Signal-to-Noise ratio (PSNR) [19], Structural Similarity Index (SSIM) [20], or
Video Quality Metric (VQM) [21], which realize a complete comparison between
the original and the impaired materials, are prominent examples of these techniques.
Specifically because of its high correlation with the HVS, VQM is broadly used as a
valid alternative when subjective studies are not available [22]. However, the
computational complexity required by these algorithms, in addition to the fact that,
as FR metrics, they require both the original and the impaired material, makes them
unsuited for deployments in environments where real time and low complexity are
required, such as mobile [16]. In these cases, Reduced-Reference (RR) and
No-Reference (NR) metrics are taking a predominant role, due to their lower
requirements in terms of complexity and original material.

RR and NR metrics perform quality assessment based on features extracted from
the received material (e.g., 3D video), the network and for RR metrics, also on
features extracted from the original material and sent together with it on trans-
mission. Such features provide a very fast or even real-time quality assessment
while being able to be deployed in lightweight environments. Despite this fact, their
accuracy in assessing video degradations and their correlation to subjective analysis
are still open issues. This situation makes it particularly hard to automate the
assessment of real-time streaming systems that have been subjected to network
impairments [23]. A broad experimental survey on the accuracy of NR metrics to
assess QoE of video delivery over networks was presented in [16, 23]. This study,
applied to a 960 videos database [24] obtained from 10 original raw videos of the
Live Video Quality Database [25], demonstrated that none of the NR metrics was
able to perform an accurate assessment on a general base, i.e., overall video types,
compressions, and network conditions. Most importantly, all metrics had low
performances in lossy networks. However, it also emerged that each metric
exhibited specific operational boundaries, within which the performance was
accurate to the benchmark [16]. In this way, it was shown the need to use tech-
niques that would enhance the accuracy of the metrics by means of pattern
recognition methods and learning tools, i.e., through Machine Learning techniques
(ML) [26].

ML has proved to be a good ally to NR and low computation video quality
metrics to enhance their capabilities. Given the broad variety of ML approaches, it
is important to select the most suitable learning approach to the problem to be
solved. Online learning techniques provide good results in the field of NR video
quality when the changing environment (i.e., number and type of users, network
conditions) makes it necessary for the system to learn new conditions while the
assessing is taking place. Menkovski et al. [27–35] developed several online-based
methods to predict the subjective scores on IPTV services and video on demand.
These methods learn from previous experience to improve their model and pre-
dicted assessment. The concept of using online learning for adaptive streaming
applications, i.e., algorithms that would select the most suitable quality to the
network conditions, was first introduced in [36, 37]. Adaptive streaming applica-
tions over standard WiFi networks on lightweighted devices (Android mobile
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devices) were tested in [38]. In this experiment, a new adaptive streaming method
based on online learning techniques was developed and its performance assessed in
the presence of wireless networks impaired with bandwidth, delays, or packet loss
constraints (impairments generated by a network emulator).

Supervised learning, as defined as the learning task of inferring a function from
labeled training data, has demonstrated to be a good approach to enhance the
predicting and accuracy capabilities of objective quality of experience algorithms
when the metric is based on a group of labeled data (samples labeled with their FR
or subjective index). A novel, predictive No-Reference (NR) metric was presented
in [39]. This method combines lightweight measurements on the video pixel and
bitstream layers with artificial neural networks to achieve comparable performance
to the state-of-the-art full-reference metrics (PSNR and SSIM).

Finally, when the problem at hand lacks labeled data, unsupervised learning
provides the possibility of classifying it and recognizing patterns. Restricted
Boltzmann machines (RBMs) have proven their capabilities as density estimators.
This characteristic makes them suitable to assess the degree of degradation in
multimedia quality when the content is subjected to impairments derived both from
compression and network conditions. In [40], an image quality assessment algo-
rithm based on RBMs for 2D images was presented. This work was extended to 3D
images in [41].

However, despite the existence of many valuable research efforts in this direction
(some of which are described below), as well as standards for subjective quality
evaluation of audiovisual content [42] (e.g., ITU recommendations: 1997a, 1997b,
2000a, 2000b), quality evaluations are still very much an open research field with
further work needed to correctly characterize the relation between quality and
comfort with higher level constructs such as “enjoyment”, “naturalness”, “en-
gagement”, or “immersion”.

The next sections analyze the perceptual characteristics of the multiview content
that is at the base of quality assessment and summarize the state-of-the-art and
future directions in the evaluation of QoE and QoS with 3D contents from
heterogeneous viewpoints.

10.2 Perceptual Characteristics of Multiview Content

A systematic overview of various aspects that influence the quality of stereo and
multiview images at different stages of the 3D capture and processing pipeline is
given in [43]. In the following, some perceptual characteristics of synthesized
multiview content that is generated by depth-image-based rendering (DIBR) tech-
niques are analyzed. The focus is on synthesis artifacts which derive from errors in
depth maps and also from individual processing steps of the view rendering
pipeline, while additional error sources such as coding or transmission artifacts are
neglected for now. We describe typical errors that are often present in
stereo-derived depth maps and then propagate to novel views rendered from a
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color-plus-depth representation. Generally, the production of novel views has to
cope with both geometric and radiometric challenges such as occlusions and
view-dependent illumination effects, which require special attention during the
rendering process. An in-depth understanding of common error sources in the
synthesis chain could support the development and evaluation of metrics for
objective multiview quality assessment.

The creation of novel views from color-plus-depth data using DIBR comprises
two major processing steps: (a) image warping and (b) image inpainting (see, for
example [44]). In step (a), the individual pixels of the original 2D view are shifted
according to the corresponding depth (or disparity) map to their new position,
depending on the camera viewpoint to be synthesized. Discontinuities in the depth
map lead to holes—that is, pixels without projected color values—in the warped
view. These so-called “disocclusions” (for simplicity, sometimes also denoted as
“occlusions”) usually show up as elongated regions along the borders of foreground
objects, where background covered by a foreground object in the original view
becomes visible under the new viewing direction. The task of the inpainting step
(b) is to estimate the missing image content by appropriate propagation of color and
texture information from surrounding image regions, with the goal to achieve a
natural blending between the warped and newly synthesized pixel values. Artifacts
introduced by the warping and inpainting procedures may interfere with each other,
and nonexpert users are often not aware whether a perceived degradation in image
quality is primarily due to (a) or (b). The design of evaluation procedures that
explore the two effects would be beneficial to gain a deeper understanding of the
visual impact of each individual step.

The result of the warping step (a) is strongly influenced by the quality of the
underlying depth map. When dealing with real images, as opposed to
computer-generated content, one has to cope with non-perfect depth maps that
contain errors as a consequence of the employed 3D reconstruction method (e.g.,
stereo analysis, structured light, or time-of-flight techniques). A well-known
weakness of stereo analysis is errors in homogeneously colored image regions,
where a local stereo-matching algorithm may not find enough texture to identify
corresponding scene points in the left and right view. While this type of error
clearly affects the error statistics in quantitative evaluations of the disparity map (as,
for example, provided by the well-known Middlebury stereo benchmark [45]), it is
typically less disturbing in derived novel views where the effect of geometric
perturbations may be smoothed out by the color homogeneity. Contrarily, recon-
struction errors in heavily textured regions tend to be very apparent to the human
observer of 3D views.

An important problem in both stereo reconstruction and novel view generations
is reconstruction inaccuracies in the vicinity of depth discontinuities, which nor-
mally coincide with object borders. A related problem is the so-called foreground
fattening effect in stereo analysis. The spatial displacement of foreground object
boundaries in the depth map can lead to pronounced artifacts in the projected novel
views, with patches of background texture erroneously attached to the foreground
object and vice versa. Such errors are very disturbing to humans when watching 3D
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content, for example, on stereoscopic displays. The problem of imprecise local-
ization of depth discontinuities becomes particularly severe for thin foreground
objects, whose spatial location is oftentimes not sufficiently captured in the depth
map. The uncertainties in the reconstruction of depth discontinuities can also
manifest themselves in increased flickering artifacts between consecutive frames of
a derived video sequence.

Besides the stereo-specific problems mentioned above, depth maps may suffer
from a variety of deficiencies such as low spatial resolution, noise, and locally
missing depth measurements, depending on the used sensor type. Different
post-processing techniques have been suggested in the literature to enhance the
quality of depth maps. This includes recent work on the suppression of inconsis-
tencies between depth discontinuities and color edges [46] and the refinement of a
low-resolution depth map in the specific context of virtual view rendering [47]. An
evaluation of depth map post-processing techniques for novel view synthesis with
the incorporation of both objective and subjective ratings is described in [48]. The
authors investigate the effect of six different post-processing methods—including
the popular edge-preserving bilateral filter and guided image filter, as well as
approaches based on local image statistics—in application to stereo-derived dis-
parity maps. The test images contain features such as thin vertical structures and
fuzzy object borders, which are challenges for stereo matching. The synthesized
novel views are compared against original views taken from the same viewpoint
using ten objective quality metrics. Furthermore, the authors conduct a user study,
in which stereoscopic views containing an original left view and rendered right
views obtained from the different post-processing techniques are presented to the
subjects and judged by pair comparison. The subjective evaluation shows a user
preference for the bilateral filter and guided image filter, which in the case of the
bilateral filter is in strong disagreement with the results from the objective quality
measurement. A limited applicability of objective 2D quality metrics is also
reported in an earlier study [49] with a comparable stereoscopic viewing setup. In
[50], a similar test configuration containing an original and rendered virtual view is
employed to assess the effectiveness of different geometric mapping options for a
three-view camera system.

A variety of inpainting algorithms have been proposed in the literature (see, for
example, recent work by [51, 52]), which can be used for the occlusion filling step
(b). A systematic exploration of the geometric conditions leading to the appearance
of holes and related inpainting strategies is presented by [44]. The authors of [53]
carry out subjective and objective quality evaluations to come up with a recom-
mendation for a new quality metric that seeks to capture rendering artifacts caused
by occlusion inpainting. The study in [54] demonstrates that including depth
information into a patch match based inpainting algorithm increases the subjective
3D quality impression perceived by the user.

Besides clearly visible inpainting artifacts, a less obvious point that requires
attention are matting errors along object boundaries. Alpha matting refers to the
occurrence of “mixed” pixels that contain color contributions from both the fore-
ground and image background (see [55] for a survey on image and video matting).
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Apart from true object transparencies, mixed pixels typically occur along object
boundaries and at the location of fine structures such as hairs. In novel view
generation, the fused color components vary with the viewing angle due to the
geometric shift between foreground objects and image background. Negligence of
this aspect can make novel views look unnatural. Even though the effect is subtle,
its consideration can further improve the quality of disparity maps and derived
novel views [56].

10.2.1 Previous Work on QoE and QoS Assessment

Since 3D video became a foreseeable format of interest for visual information
diffusion, the question of end-user perceived quality started attracting the attention
of video coding and transmission experts in academia and industry. Research works
were published on the development and evaluation of stereo video quality measures
aimed at predicting the final quality after the effects of compression-related
degradations and transmission impairments. In any case, the large number of
applications for the 3D format (e.g., 3D television, free-viewpoint television, and
multiview) advocates for the definition of dedicated objective quality metrics.
Although several images and 2D video quality measures with good performance
have been developed, “true” 3D video quality measures have been far less
researched and proposed, especially for larger combinations of different degradation
types. However, similarly to what happens with image quality measures which do
not perform very well on video sequences because of missing correlation between
successive frames in time, 2D stereo video quality measures applied to 3D video
also suffer from performance problems related to the reduced correlation between
left and right views which can occur in connection to some types of degradations. In
[57], authors have presented some state-of-the-art 2D objective image and video
quality measures tested on new 3D Nantes (NAMA3DS1-COSPAD1) stereoscopic
video database [58]. Overall results show that the performance of the measures is
not very good, hinting that further study on the extension of existing image and 2D
video quality measures to 3D stereoscopic video is needed.

In [59], the evaluation of DIBR-synthesized views containing synthesis artifacts
(and no compression artifacts) using traditional 2D quality metrics is presented.
More specifically, two use cases are addressed: visual quality assessment of still
images and of video sequences in 2D context. For the still images evaluation, the
2D IQA metrics PSNR, PSNR HSVM, PSNR HSV, SSIM, MSSIM, VSNR, VIF,
VIFP, UQI, IFC, NQM, and WSNR were used. It is reported that none of the tested
metrics reaches 50% of human judgment. Image quality metrics used for the
evaluation of still images are also used for assessing the quality of video sequences
by applying these metrics to each frame separately and averaging the frames scores.
For the assessment of video sequence, VQM and VSSIM metrics are used also. It is
reported that in the assessment of video sequences none of these metrics reaches
50% of human judgment either. Hewage et al. presented in [60] a study on the
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effectiveness of several measures derived from 2D video measures applied to 3D
stereo video rendered from color + depth 3D video. This study established that
measures such as PSNR, SSIM, and VQM when applied to the color component or
to the left and right views exhibited a reasonably high correlation with image
quality and depth perception subjective scores, with room to improvement.

Based on these evidences, Benoit et al. [61], present an in-depth review of works
dealing with the factors which impact perceived 3D image quality, also paying
attention to the effects of display technology on final quality. Although a significant
amount of the work is devoted to performance of objective 3D image quality
measures and their correlations with subjective scores, this work did not extend into
3D video evaluation. In [62], Aflaki et al. look into the effects of asymmetric quality
and resolution of 3D stereo video on final quality and after subjective evaluation of
mixed resolution stereo video propose a logarithmic equation to model the rela-
tionship between subjective scores and downsampling ratios. More recently, Le
Callet et al. proposed in [58] a new 3D stereo video dataset, which includes original
content with varied characteristics and degradations together with subjective
evaluation scores of the dataset components, pointing out future directions for
research. Some of these suggested research topics were explored in [63, 64] based
on experiments conducted by different research groups in a collaborative effort.

Based on these findings, in the state-of-the-art, several approaches have been
presented to address the issue of estimating the perceived quality of 3D content.
Those methods may be grouped in two macro categories: methods based on the
analysis of geometric and spatial distortions, and the ones based on depth map
analysis and distortion.

10.2.2 Quality Assessment Based on Geometric and Spatial
Distortions

The quality assessment of 3D content based on geometric and spatial distortions is
based on the extension of the paradigm used for 2D content. Full-reference
objective IQA metric dedicated to view synthesis quality assessment VSQA is
presented in [65]. It is reported that VSQA can be extended by any 2D IQA metric.
The VSQA metric uses three visibility maps which characterize complexity in terms
of textures, diversity of gradient orientations, and presence of high contrast.
SSIM-based VSQA metric achieves the gain of 17.8% over SSIM in correlation
with subjective measurements.

3D synthesized view IQA metric, 3DswIM [66], addresses the image quality
evaluation of DIBR-synthesized views. It relies on a comparison of statistical
features of wavelet subbands of the original and DIBR synthesized. Only horizontal
detail subband of the first level of Haar wavelet decomposition is used for degra-
dation measurement. A registration step is included before the comparison to ensure
«shifting-resilience» property. A skin detection step weights the final quality score
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in order to penalize distorted blocks containing «skin-pixels» based on the
assumption that a human observer is most sensitive to impairments affecting human
subjects. Pearson correlation coefficient 0.76 is achieved.

Multiscale metrics based on multiresolution decompositions using morpholog-
ical filters [67, 68] are proposed in order to better deal with specific geometric
distortions in the DIBR-synthesized images. The nonlinear morphological filters
used in the multiscale image decompositions maintain important geometric infor-
mation such as edges across different resolution levels. Two morphological mul-
tiscale metrics have been proposed: morphological pyramid peak signal-to-noise
ratiometric (MP-PSNR) based on morphological pyramid decomposition [68], and
morphological wavelet peak signal-to-noise ratiometric (MW-PSNR) based on
morphological wavelet decomposition [67] (see Fig. 10.2). The proposed metrics
measure the edge distortion between the multiscale representations of the reference
image and the DIBR-synthesized image using MSE. Morphological multiscale
metrics achieve significantly higher correlation with human judgment compared to
the state-of-the-art image quality metrics and compared to the tested metric dedi-
cated to synthesis-related artifacts. MP-PSNR achieves improvement of 13.55% of
Pearson’s correlation over PSNR (Pearson 0.887 and Spearman 0.817).
Morphological multiscale metrics are computationally efficient due to the mor-
phological operators involve only integer numbers and simple operations like a
min, max, and sum as well as a simple calculation of MSE.

The visual quality assessment for view synthesis in the context of 3D video
delivery chain is considered in [69]. The existing 2D metrics like PSNR and SSIM
are extended using depth data to assess the perceived quality of synthesized
viewpoints. The proposed framework assigns more importance to regions of a
synthesized frame that are more open to synthesis-related distortions. The method
uses a weighting function based on depth data at the target viewpoint and a tem-
poral consistency function to take the motion activity into account. The validation
of the performances is achieved by synthesizing different viewpoints from distorted
color views and distorted depth data. The performances of the proposed extended
techniques are measured using correlation to video quality metric VQM metric [70].
Better performances are achieved with respect to PSNR and SSIM.

Fig. 10.2 DIBR-synthesized image quality assessment framework using morphological multi-
scale decomposition
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Self-evaluation metric spatial PSNR (SPSNR) and temporal PSNR (TPSNR) for
synthesized images is introduced in [71]. These metrics only use the synthesized
view itself. The original view is unnecessary. SPSNR measures the spatial con-
sistency by checking spatial noise caused by view synthesis. Generally, the view
synthesis increases the high-frequency components since the 3D-warped images
and holes have a lot of high-frequency components. Temporal consistency evalu-
ated by TPSNR measures high-frequency components of temporal changes.

The algorithm proposed in [72] uses the original uncompressed input views to
estimate the statistical characteristics of the cyclopean image by using the divisive
normalization transform, which are compared to those of the synthesized image to
estimate the compression and DIBR warping artifacts.

Multiview image quality measure (MIQM) [73] is created as a combination of
three index measures that quantify the physical nature of multiview image distor-
tions. The final composite measure MIQM is computed as the multiplication of the
following measures: the luminance and contrast index, spatial motion index, and the
edge-based structural index.

Objective quality metric of 3D video generated using DIBR technique is pro-
posed in [74]. The metric is composed of color and sharpness of edge distortion
measure. Color distortion measures the luminance loss of the rendered image and
sharpness of edge distortion calculates a depth-weighted proportion of remaining
edge to the original edge. The metric represents not only color artifacts but also
synthesis artifacts. The metric shows significant agreement with subjective
assessment.

10.2.3 Quality Based on Depth Map Analysis and Distortion

A different approach is used in the quality estimation based on depth map analysis
and distortion. In this case, the depth information can be used to infer the quality of
the 3D content, or it can be compressed or processed to evaluate the impact of its
modification on the perceived quality.

When encoding either depth data or color sequences before performing the
synthesis, compression-related artifacts are combined with synthesis artifact. The
performances of commonly used objective quality metrics on free-viewpoint video
FVV sequences synthesized from uncompressed texture and compressed depth data
are analyzed in [75]. It is concluded that commonly used objective metrics initially
designed to address video compression-related artifacts are not reliable predictors of
perceived quality of video sequences synthesized from uncompressed texture and
compressed depth. A measure 3VQM for objectively evaluating the quality of
stereoscopic 3D videos generated by DIBR is presented in [76]. 3VQM estimates
elements of the visual discomfort in DIBR-synthesized stereoscopic videos based
on the ideal depth estimate. 3VQM is the combination of three measures that
evaluate the temporal and spatial variation of the depth errors, fast-changing dis-
parities, and geometric distortions. The results showed that 3VQM measure is the
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more accurate, coherent, and consistent compared to PSNR and SSIM objective
measures.

Stereoscopic image quality assessment is presented in [77]. The database
MCL-3D is created using nine image-plus-depth sources. DIBR technique is used
to generate stereoscopic image pairs. At the encoder, the texture and depth maps are
compressed and transmitted separately. At the decoder texture and depth, maps are
decoded and a pair of stereoscopic images is rendered. The distortions are applied
only on texture, only on depth map, or both on texture and depth map. The outcome
of the research is that none of the existing objective quality metrics can provide
satisfactory performance for stereoscopic IQ database.

A wavelet-based image quality metric for the assessment of 3D synthesized
views is presented in [78]. Free-viewpoint video is generated from uncompressed
color views and their compressed associated depth map. Prior to the synthesis step,
the original depth maps are encoded with different coding algorithms leading to the
creation of artifacts in the synthesized view. The combination of compression
artifacts and synthesis artifacts is evaluated. The results show that the proposed
metric has high correlation with human perception (90.1%) and better performances
compared to state-of-the-art 2D quality metrics.

A quality evaluation study for assessing the distortion introduced by the view
synthesis procedure and depth map compression in MVD coding systems is pre-
sented in [79]. The quality of synthesized views is assessed by PSNR metric in
three cases. First, the distortion introduced only by view synthesis algorithm is
calculated between virtual view video synthesized from uncompressed texture and
uncompressed depth and original video. Second, the distortion introduced only by
depth map compression is calculated between virtual view video synthesized from
uncompressed texture and compressed depth and video synthesized from uncom-
pressed texture and uncompressed depth. Third, the distortion introduced by both
depth map compression and view synthesis algorithm is calculated between virtual
view video synthesized from uncompressed texture and compressed depth and
original video. It is shown that view synthesis reference software yields high dis-
tortions in terms of average luma PSNR that mask those due to depth map com-
pression. It is concluded that reference image should be synthesized from
uncompressed data when assessing codec performances.

In [80], authors analyzed the correlation between different image and video
quality measures and corresponding subjective scores computed on 20 3D tex-
ture + depth video sequences from the University of Coimbra 3D (UC3D) video
database. The degradations introduced to generate the impaired videos affect only
the depth maps and simulate losses of packets transporting encoded depth data. For
each impaired depth map sequence, a (new, degraded) synthesized view was ren-
dered using the original texture information (and degraded depth map). Quality
metrics were tested on (degraded) depth information and synthesized views. Overall
results show that quality measures computed on the synthesized view correlate
better with subjective (DMOS) scores than measures based on the depth
information.
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The authors in [81] proposed the 3DTV video quality measure as a quality
measure for video-plus-depth content by measuring the quality of the virtual views
that are rendered from the distorted color and depth sequences. The conventional
single camera quality measures, PSNR and SSIM, were used. The undistorted
reference sequence is obtained by rendering virtual views from the original color
and depth maps. Clearly, the metric is sensitive to video coding effects, while
geometric distortions in video sequence are not considered.

The relationship between the quality of the rendered views and different quality
measures of the depth map is investigated in [82]. The depth map quality metric is
proposed based on a distortion model that approximates rendering errors due to
pixel errors in the depth map. The proposed metric correlates very well with the
quality of the rendered views, as compared to PSNR and SSIM. The proposed depth
map quality metric is incorporated at the encoding mode selection stage of a video
encoder. Experimental results suggest that with the proposed encoding mode
selection, scheme bit rate savings of up to 30% can be achieved compared to
traditional encoding mode selection scheme based on sum of squared errors. The
quality of the rendered views is measured as the PSNR between views rendered
with the uncompressed and the compressed depth map.

The relationship between the overall 3D video QoE and the depth map quality
measured by perceptual-based image quality metrics is investigated in [83]. Several
depth map artifacts are simulated and applied to the depth map sequence corre-
sponding to left view of a stereo video pair. The synthesized views are generated
using the original views and the distorted depth map sequence. The evaluation
results showed that 3D video quality depends highly on the depth map quality. Five
original stereo video sequences recommended by MPEG are used in experiments.
In order to simulate the compression artifacts, the depth map sequences corre-
sponding to the left view are compressed using HEVC standard. In order to sim-
ulate packet loss effect, the H.264/AVC/based network transmission simulator is
utilized. The right view is synthesized using the left view and the distorted depth
map corresponding to left view. In order to get the objective evaluation of the
quality of the depth maps, the reference depth map and distorted depth map videos
are compared using various quality metrics: PSNR, SSIM, MS-SSIM, VQM, and
VIF. VIF shows better correlations with MOS than all other metrics. The reported
results confirm that overall perceived 3D video quality highly depends on the depth
map quality, but also that depth map alone is not sufficient for predicting the overall
3D video quality.

The effect of compressing the data prior to rendering is evaluated in [84]. To
verify the accuracy of the rendering algorithms, PSNR for the depth maps is
measured since it is assumed that the accuracy of the rendering is proportional to
the accuracy of a depth map for a new view. Experiments are performed using
compressed video from surrounding cameras. Video-plus-depth maps of the
sequences “Ballet” and “Breakdancers” were used. It has been found that the
influence of H.264 compression of the video data is negligible above 1.6 Mbps joint
bit rate for texture and depth. This means that for higher joint bit rates, the rendering
quality is only influenced by the rendering algorithm and not by compression of the
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video streams from the neighboring cameras. Below 1 Mbps, the compression has a
serious influence on the quality. For obtaining the highest rendering quality, depth
maps should be of higher quality than texture. It was shown that the depth map
consumes a significant portion of the joint bit rate (up to 50%).

10.3 Subjective Quality Evaluation

10.3.1 Standard Methods for Subjective Quality Evaluation

This interest in user evaluation stems from an obvious fact: the ultimate goal of the
technological developments described above is to provide users with high-quality
contents and more engaging experiences than those delivered by traditional 2D
video and stereo audio displays. Standard evaluations of stereoscopic image quality
often rely on the psychophysical scaling methods initially proposed in ITU rec-
ommendations 1997a, 1997b, 2000a, and 2000b for stereoscopic content, which
allow quantifying specific factors such as the degree of perceived sharpness, or
more general ones, such as overall image quality. An example of an application of
the ITU methodology is the already mentioned assessment of the levels of binocular
disparity that significantly reduce perceived quality and comfort. The ITU recom-
mendations propose a variety of experimental designs of which the most widely
employed is the Double-Stimulus Continuous Quality Scale method (DSCQS),
where users evaluate the overall image quality of a series of stereoscopic images
presented separately, or to pairs of images where an impaired stereo images is tested
against an unimpaired stereo image acting as a reference, resulting in a set of
difference scores between reference and test images. Alternative methods have been
proposed for the evaluation of video sequences as well, for example, the
Single-Stimulus Continuous Quality Evaluation (SSCQE), where users assess video
sequences containing impairments that vary in time, such as those introduced by
different coding parameters.

A relation between visual quality and immersion has often been assumed, at least
implicitly. For instance, a high degree of realism in visual special effects is usually
considered a key factor in engaging wide cinema audiences. But quality is an even
more important issue when considering stereoscopic content. It is undisputable that
stereoscopic content is a beneficial advance, for examples, it is readily given higher
quality ratings when compared to an equivalent 2D counterpart; it significantly
enhances perceptual resolution and figure-ground discrimination, especially in
unfamiliar and noisy contexts [85]; and it lowers thresholds for visual detection in
noise, as observed in the so-called “binocular unmasking” phenomenon [86]. As
mentioned in ITU recommendation BT1438, regarding subjective quality assess-
ment of stereoscopic content, in addition to factors applicable to monoscopic
images (e.g., resolution, color, motion, sharpness, etc.), stereoscopic viewing entails
additional factors such as depth resolution, depth motion, and size distortions
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(puppet and cardboard effects), and crosstalk effects (producing ghosting), to name
but a few; moreover, stereoscopic content is mainly designed for presentation on
large displays; in smaller screens, the parallax between the eyes reduces to the point
where the depth impression might be lost and, given the depth of field of the human
eye (±0.3D), even for a regular television screen the optimum viewing distance
would be of about 3 meters. It is thus evident that the number of factors that can
contribute to a low-quality experience is far greater than that of conventional 2D.
Moreover, stereoscopic content is still far from being abundant, and this lack of
content is partly being solved by transforming 2D video into 3D video by means of
2D-to-3D conversion algorithms that derive a depth map from 2D static or dynamic
image; however, the result of these conversions is not always optimal [87]. It is
important to realize that low quality in stereoscopic content can result in several
visual discomfort symptoms. In this sense, it should be noted that in stereoscopic
perception, in addition to display size and viewing distance, a key factor to take into
account is the convergence/accommodation mismatch, which stems from the fact
that the focus point of the eyes (accommodation) is constantly fixed on the screen,
whereas the convergence point varies. Accommodation and convergence are
automatically linked in natural situations, but in stereoscopic displays they can be
decoupled, and if this unnatural situation is prolonged in time, it can cause visual
fatigue and other symptoms such as sore eyes and headaches. Research on visual
fatigue indeed indicates that one of the main factors leading to fatigue in stereo-
scopic displays is indeed the conflict between convergence and accommodation,
although there are many others such as binocular anomalies, excessive parallax or
dichoptic errors such as crosstalk, etc. [88]. Individual differences are an important
factor to take into account when considering comfort and health issues. Age has to
be considered as well as, for example, the ability to accommodate decreases with
age so that at about 55 years of age little accommodation capabilities remain [89];
and, on the other hand, the human visual system is not fully developed until around
the age of seven [90], fact that raises concerns on the use of stereoscopic 3D by
children below that age. In the case of 3DTV, the literature describes visual dis-
comfort as the primary health matter.

With the growing interest for stereoscopic 3D imaging, the Video Coding
Experts Group (VCEG) and Moving Picture Experts Group (MPEG) have joined
their efforts to develop new 3D video formats and coding standards. Although the
history of stereoscopic video sequences dates back from the last century, the sub-
jective quality assessment protocols that are essential to evaluate new 3D viewing
systems are not standardized yet. In the next section, we discuss methodologies
based on psychology/neuroscience methodologies, better suited for the study of
high-level cognitive/emotional factors rather than the study of purely visual per-
ception issues.
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10.3.2 Psychology/Neuroscience-Based Methodologies

The research field known as experimental psychology, cognitive science, or more
recently, cognitive neuroscience is the main framework to have placed human
information processing under extensive empirical scrutiny. Psychological research
characterizes human beings as characterized as “information processors”. In this
framework, perception is the first stage in information processing and refers to the
processes whereby information from the environment coming from the senses is
made available to information processing systems. In turn, cognitive processes refer
to those processes by which information is manipulated (filtered, coded, compared,
retrieved, etc.).

A huge battery of methods is available to measure these aspects, grounded on
different methodologies depending on the type of question explored. First, to
analyze conscious processes, there are well-standardized questionnaires for mea-
suring perceptual aspects, perceived usability (IBM questionnaire), cognitive
working load (e.g., NASA-TLX), or effective or emotional reactions (e.g., SAM,
PANAS, Pick-a-Mood questionnaires), among others. Nevertheless, since it is
unlikely that people can report information about processes over which they can
have little or any awareness [91, 92], psychological research has traditionally
favored methods allowing exploring unconscious or automated psychological
processes, providing online moment by moment information, and not dependent on
subject biases as, for example, social desirability bias. A broad classification of such
methods could be (1) behavioral methods, that is, measurement of psychophysical
thresholds, reaction times, motion and eye tracking, etc.; and (2) psychophysio-
logical methods, which entail measuring physiological changes in users related to
psychological stimuli. Behavioral methods (with the exception of tracking mea-
sures) often require designing specific tasks where different variables are manipu-
lated in order to capture psychological effects in different aspects of their
performance. Physiological signals, on the other hand, allow psychological mea-
surements while users are interacting with the assessed technology, thus having
been greatly favored in media research [93, 94]. When the central nervous system is
the object of measurement, electrical brain activity (EEG) is the most widely used
method, as it can provide information about attention and cognitive effort, and also
about emotional reactions (e.g., frontal alpha asymmetry). Peripheral nervous
system activity measurements are very informative when measuring emotional
reactions and do also signal some attentional reactions; the main are electrodermal
activity and facial electromyography, and phasic and tonic changes in heart rate,
which are also indicators of diverse attentional and emotional reactions, which, as
we argue in the next section, need to be accounted for in QoE research. The interest
in integrating the information provided by psychological measures in modeling
user’s QoE is therefore obvious, and also two-sided. One of the main problems of
scientific psychology has been one of external validity, psychological experiments
too often test micro-hypothesis about concrete processing phenomena in tightly
controlled laboratory conditions, thus making difficult its application to real-life
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situations. Studies of QoE provide precisely these real-life grounds in which to
observe the actual validity of our models of human information processing,
therefore, building bridges between QoE research and experimental psychology
will clearly be a mutually beneficial endeavor for both fields.

In this framework, a substantial improvement would be represented by the
possibility of monitoring physiological signals, related to the emotional status of the
subject, in a nonintrusive manner. For instance, traditional methods to observe and
measure the heart rate typically rely on electrocardiography (ECG), where the
electrical activity of the heart is monitored by means of sensors placed on certain
skin areas, while noninvasive techniques would be preferable in order to avoid
additional user’s discomfort that could bias the evaluation. Indeed, recent works
have shown that in certain conditions video recordings allow for HR measurement
through the analysis of temporal color variations of skin areas, which is performed
by means of computer vision techniques. The first step in this direction has been
proposed in [95], where the video-based approach is applied for the first time to the
automatic evaluation of QoE with 3D video sequences. To this extent, a subjective
experiment has been performed where 3D stimuli have been shown to participants
and corresponding HR values have been collected. The data analysis generally
shows high correlation between the video-based and sensor-based measurement of
the HR, as well as a correspondence between the video-based HR measure and the
3D emotional stimuli, thus supporting ongoing research aimed at the automatic
analysis of users’ emotional response (see Fig. 10.3).

Fig. 10.3 Face detection using Viola–Jones algorithm and landmarks estimations, (red points)
using discriminative response map filtering. The rectangles highlighted by the blue dashed lines
are the chosen regions of interest
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10.3.3 High-Level QoE Factors

Currently, a variety of QoE metrics incorporate methodologies pertaining to per-
ceptual studies; however, there is an increasing need in the field to consider
“high-level factors”, that is, variables related to the aforementioned cognitive
processes. The most interesting psychological variables and processes for the study
of media technologies are those related to attentional and emotional phenomena.
Regarding attention, cognitive science has provided large amounts of evidence that
conscious information processing is mainly serial, so that when processing infor-
mation in situations that require to shift the focus of attention between different
tasks and/or stimuli results in an increase in the effort required to process that
information [96]. In the field of basic cognitive psychology, this phenomenon has
been extensively studied by means of experimental paradigms that allow to
determine, for example, the degree to which performance on a given task is affected
by concurrently performing a secondary task [97], or the actual performance cost of
attention shifts [98]. Regarding emotions, a theoretical approach that has proven
very useful in quantifying emotional reactions defines emotions as a function of two
components: effective or hedonic valence, that is, if the emotion is positive or
negative, and arousal, meaning the intensity of the emotion [99]. Emotions have a
great impact on human behavior: they modulate perception, attention,
decision-making, learning, and memory [100]. Humans constantly employ these
mechanisms in their interactions with the surrounding environment. Thus, effi-
ciency and effectiveness of media and communication applications are highly
dependent on their ability to express emotions and induce emotional states in users.
Previous research has shown that sounds evoke emotions [101] and provide bio-
logically salient effective information, which may inform the design of effective
auditory displays [102]. Further, more efficient auditory displays and increased
sense-of-presence in virtual environments can be reached via improved auditory
spatial resolution [102].

As said above, in the case of S3D, research on QoE has mainly focused on visual
aspects, successfully exploring how technological features, and particularly image
and video communications techniques, are related to sensorial factors, and how
these determine higher order cognitive factors as visual experience. However,
visual aspects do not account for all the factors that contribute to QoE. Specifically,
users’ emotional reactions may play a central role on the experienced QoE, as
pointed out by the use of words such as “delight” and “annoyance” in the defini-
tions described earlier [3]. This includes factors such as immersion, multimodality,
and interaction. In this sense, the fundamental role of emotions in entertainment
consumption is commonly taken for granted, even the concept of entertainment
itself has been defined as an emotional response to mediated contents [103]. User
emotions in entertainment are mainly determined by content aspects (whether it is,
for example, and arousing action movie, a funny comedy, or a calmed documen-
tary) and the interaction of these with users’ needs, preferences, and circumstances.
User emotions in entertainment are mainly determined by content aspects (whether
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it is, for example, and arousing action movie, a funny comedy, or a calmed doc-
umentary) and the interaction of these with users’ needs, preferences, and cir-
cumstances. Nevertheless, formal and technological attributes can also affect
viewers’ emotional reactions [104]. An idea implicit to this conceptualization of
emotions is that they are the result of an evaluation of a stimulus in terms of
survival [105]. This evaluation not only works with real stimuli, but also with
mediated stimuli that cannot have an actual incidence of survival but represent
objects or events that can do. For example, people may feel fear while watching a
horror film about a serial killer, although they know that there is not a real threat to
them. Reeves and Nass [106] suggested that, from an evolutionary point of view,
mediated messages are such a new thing that human brains find difficult to dis-
tinguish them from reality, so primarily interprets them as real events. As pointed
out by Zillmann [107, 108], the human brain reacts to emotional stimuli before they
have been cognitively processed in deep, so emotional responses are produced
previously to the considerations about the mediated (unreal) nature of the experi-
ence. Only when the stimuli have received a cognitively deeper processing, people
become aware of the unreality of the stimuli.

Some theories [109] have explained the paradoxical fact that fictional stories can
produce emotions (which evolutionarily should be reserved to the appraisal of real
opportunities or threats) by the existence of a dual system for the appraisal of the
mediated stimuli. These theories propose the coexistence of two mental domains
during the fiction contents watching: one of them, called, for example, “involve-
ment” mode [110], processes the message as it were real, adopting a perspective
from the inner of the mediated reality, while the other processes the message in the
context of the broader reality of the experience, as just a symbolic representation.
The switch of the attentional focus between the two domains may produce a more
emotional experience (taking the represented facts as real) or limit the extent of the
experienced emotions (reminding that it is only a mediated message).

In the analysis of the emotion induced by 3D, data is important to discriminate
between human reaction caused by emotions and by visual discomfort or visual
fatigue. As described in [111], these two signals are quite different. Fatigue can be
considered as a decrease in the performance of the human visual system as a
consequence of physiological strain or stress resulting from excessive exertion,
while visual discomfort can be seen as the subjective counterpart of visual fatigue,
partially reflecting some aspects of the QoE. Adaptation mechanisms [112] are used
by the human visual system as a response to changes in the environment. These
continuous adjustments in sensory processing may improve its performances while
causing fatigue. Another difference is that visual discomfort is perceived instanta-
neously, while fatigue is induced after a discrete duration of effort. Currently, there
is no clear understanding of the relation between fatigue and discomfort and how to
deal with worsening and improving effects, as well as temporal aspects; further-
more, the correct methodology for measuring visual discomfort is still to be defined.

Recently, some work has been done in this direction. In [104], the effects of
image distortions, which are known to trigger visual discomfort, over user’s
emotional reactions are investigated. The achieved results show that the main effect
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of visual discomfort supports the idea that the emotions are less intense and less
negative. Nevertheless, in the case of emotional contents, the interactions between
emotional contents and visual discomfort indicate the presence of a more intense
and less positive emotion, which points out to the possibility that video discomfort
elicited a negative emotion. Traditionally, basic research on human information
processing (HIP) has focused on tightly controlled experimental conditions and
stimuli to ensure the internal validity of the findings, which has often come at the
cost of limiting their external validity. However, due in part to a surge of interest in
how objective psychological metrics can address the complexity of HIP in a variety
of technology-oriented contexts, contemporary research is faced with the challenge
of working with increasingly complex stimuli resembling real-life conditions, while
at the same time maintaining internal validity. This strand of applied research has
brought to the spotlight complex constructs, such as engagement and immersion,
which break the usual divide-and-conquer strategy in HIP research by tackling the
interplay between different cognitive processes, such as attention, motivation, and
emotion.

The extent to which a “virtual” experience is considered engaging is often
referred to in the literature as immersion or presence. According to some authors
(e.g., [113]), immersion should be considered as a technical feature of the system,
namely, its capacity to provide a compelling, convincing and interactive virtual
environment. Presence, on the other hand, as a term often attributed to Marvin
Minsky, [114]) which refers to the perceptual and cognitive factors that lead the
user to feel that a given experience is immersive. In other words, presence refers to
the illusion of “being there”, which operationally amounts to an enhanced emo-
tional appeal of the mediated experience. However, despite the existence of many
valuable research efforts in this direction (some of which are described below), as
well as of the existence of some standards for subjective quality evaluation of
audiovisual content (e.g., ITU recommendations: 1997a, 1997b, 2000a, 2000b), the
evaluation of quality, comfort, and immersion is, in practice, carried mainly by
means of interviews and questionnaires, despite the fact that immersion is mainly
operationalized by academic research as an increased emotional reaction that, again,
is not always captured by self-report measures. In fact, many research labs have
started to use psychophysiological indicators of emotional activation as the best
operational measure of presence. More specifically, increases in the level of arousal
measured by means of skin conductance and cardiac activity registries are the
preferred measure. Regarding engagement, considered as a keystone of the moti-
vations for media consumption, there is a lack of consensus on its formal definition.
In the context of human–agent interaction, engagement has been defined either as
the attention paid for the subject to the interaction [115], as the value attributed by
the subject to the interaction [116], or as the interaction process itself. Furthermore,
it accounts for both the cognitive and hedonic aspects of user interactions, and
considers the characteristics of systems (e.g., usability, aesthetic appeal, interac-
tivity), users (e.g., level of felt involvement, positive effect), as well as their
interaction at the system level [117]. More specifically, the emphasis of user
engagement is placed on what the user finds “innately interesting” according to
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their motivation for using a technology or a resource. Such diversity of interpre-
tations is unsurprising considering that the construct of engagement lies at the very
boundary between attention, emotion, and interest, all of which are considered
indicators of engagement [118]. Although an extensive corpus of knowledge exists
on the operationalization of attentional and emotional processes, there is not much
agreement on which are the best empirical indicators of interest. In [117], the
author’s work provides an objective metric for one key component of this concept,
namely, interest. This metric is based on electroencephalographic
(EEG) registration of users’ neural activity while they read sets of news
pre-classified in terms of their potential interest. The authors focused on a metric
that has been used as an indicator of the degree to which an item or event induces
the motivation to approach or escape, the so-called Frontal Alpha Asymmetry
(FAA), finding that it was indeed a good proxy for objective monitoring of interest
in media contents and that, although is interpretation in terms of information pro-
cessing, is yet to be fully clarified, entropy analyses show that this metric is also
sensible to interest manipulation, providing results that complement traditional
power spectrum analyses.

Despite the well-known importance of an adequate auditory stimulation in
delivering an immersive experience [119], development of 3D technologies has
traditionally conceded a preponderant role to the generation and reproduction of
visual, as opposed to auditory, content. Technological developments toward 3D
displays entail a demand for audio tracks of higher quality. Ideally, in a 3D audio
presentation, the user should be able to perceive sound sources as localized in any
point of space, regardless of the specific spatial configuration of the speaker system,
but the limitations of traditional technologies make it difficult to implement ade-
quate soundtracks, and there is currently no commercial multi-speaker system
superior to 5.1, which, among other defects, does not allow to locate sound sources
in every angle respect to the user, especially in the vertical dimension. The need for
accurate 3D audio is undisputable, providing accurate spatial cues in virtual envi-
ronments is known to significantly improve the level of immersion and the expe-
rienced pleasure of the experience [120] and, on the other hand, it has also been
observed that depriving a hearing person of auditory stimulation induces a strong
sensation of unreality [121]. In light of such evidence, it would be reasonable to
expect realistic audio stimulation to be reflected in users’ perceived quality in
addition to immersiveness of the experience. The introduction of 3D sound thus
introduces new possibilities for enhancing the richness of mediated experiences
both in terms of quality and comfort and immersiveness. But as mentioned above,
there exists a lack of dedicated methodologies for the evaluation of 3D audio, be it
binaural or speaker-based, and of bimodal audiovisual 3D. Based on
well-established knowledge about human multisensory information processing
[122], it could be hypothesized that bimodal 3D audio content should be superior to
unimodal stereoscopic content, and to stereoscopic content coupled with conven-
tional audio, for the selected measures of quality, comfort, and immersiveness,
variables which are also hypothesized, should show exhibit strong correlations.
Given its novelty, whether 3D audio quality is perceived as having better quality
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and having more quality and being more comfortable and immersive than con-
ventional audio systems is yet to be elucidated [123]; as well as whether the whole
audiovisual 3D experience is superior to 3D audio or 3D video alone, Moreover,
results on multisensory interactions allow to hypothesize that the level of quality
and comfort of impaired stereoscopic visual content can be augmented through the
addition of realistic 3D sound. The relation of these factors with perceived
immersiveness will be also a key issue in future research.

A question that deserves attention is whether the more spatialized audio is
consciously perceived by viewers, and if it is judged as having a better quality than
the audio without the vertical dimension. Research using listening tests [124]
showed that people rated better the audio quality when it includes the vertical
dimension, but the features of the item presented had a determinant role in order to
perceive the difference between conditions. Furthermore, when participants were
allowed to have a reference to compare auditory quality, 3D audio rates improved.
It must be taken into account that in listening tests participants are instructed to pay
close attention to auditory quality, a situation that is not comparable to the real
situation of fiction products consumption. Since human ears disposition make
people less sensitive to the vertical distribution of sound than in the horizontal plane
it is possible that, when subjects are not paying specific attention to audio quality,
differences between audio with and without the vertical dimension are not so clearly
perceived. Therefore, it is worth to address the question about whether the 3D audio
improves the viewer’s subjective perception of the audio quality in a naturalistic
situation.

On the other hand, and consciously perceived or not, effects of the 3D audio
might not be restricted to increased emotional reactions. Moreover, there is a tight
relationship of auditory motion with vestibular perception [125], and with ocular
movements [126], therefore, it is foreseeable that comfort issues might arise if
presentation of fully spatialized sound does not control for these factors, which
makes it all the more necessary to carry exploratory studies on the possible comfort
issues in 3D auditory perception. For example, are there quality and comfort issues
related to the speed of simulated auditory motion? If there are, how do these issues
interact with features of the stimuli such as perceived size, location, or frequency?
These questions will become even more important in the near future due to the
inception of commercially viable virtual reality technologies.

10.4 Conclusions and Future Directions

Despite the active research carried out in this field, several challenges are still open
and push for new solutions. In the following, a brief discussion of the main issues is
reported.
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10.4.1 Measurement of Different Perceptual Attributes

Even though emerging 3D quality evaluation methods accurately predict a given
quality attribute, the relationship among these perception attributes has not to be
thoroughly studied. The combined effect directly affects user experience and can be
measured using emerging QoE indices. Therefore, the current need is to understand
how 3D image processing and transmission artifacts affect the overall experience of
the user, and then identify image and contextual features which can be used to
quantify the overall effect on user experience. On the other hand, it is necessary to
understand how the HVS perceives 3D artifacts. For instance, there could be
conflicts based on whether binocular suppression or binocular rivalry is taking place
based on the artifacts in question. These aspects need extended attention in order to
measure the overall experience of 3D viewing. To enable unified approach to 3D
objective quality subjective quality evaluation studies, standardization of these
procedures is necessary. Several standardization activities are being carried out by
VQEG, ITU (Recommendations: ITU-T P- and J-series), European Broadcasting
Union EBU (3D-TV Group), and other Standards Developing Organizations
(SDOs) in relation to 3D video subjective and objective quality evaluations.
Currently, Video Quality Expert Group (VQEG), 3DTV project is being worked on
creating a 3D video dataset (GroTruQoE dataset) to conduct subjective quality
evaluation tests using pair comparison method. The ground truth database will then
be created after extensive subjective quality evaluation to further evaluate other
time-efficient subjective testing methodologies. In addition, VQEG is also active in
objective quality assessment of 3D video, where they plan to evaluate 3D quality of
experience in relation to visual quality, depth quality, and visual comfort dimen-
sions. Most of these findings are reported to objective and subjective 3D video
quality studies in ITU-T Study Groups (SG) 9 and 12. EBU is also working on 3D
video production, formats, and sequence properties for 3D-TV broadcasting
applications (e.g., EBU Recommendation R 135).

10.4.2 Lack of 3D Image/Video Databases

There are several image/video quality databases for conventional 2D image/video
artifacts, although only a few have been reported for 3D image/video artifacts. This
prevents developers from using a common dataset to evaluate the performance of
their metrics. The amount of artifacts considered in these databases is limited. Most
of them do not consider artifacts which could be introduced during transmission.
The only database where artifacts introduced during transmission are considered
does not report MOS values associated with the different impaired sequences, and
hence it cannot be directly used for the performance evaluation of developed
objective metrics. Therefore, it is a responsibility of the research community to
make available the developed 3D image/video dataset publicly.
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10.4.3 Visual Attention Models to Develop RR and NR
Quality Metrics

The attention of users during 3D viewing can be influenced by several factors
including spatial/temporal frequencies, depth cues, conflicting depth cues, etc. The
studies on visual attention in 2D/3D images found out that the behavior of viewers
during 2D viewing and 3D viewing is not always identical (e.g., center bias vs.
depth bias). These observations are tightly linked with the way we perceive 3D
video. Therefore, effective 3D video quality evaluation and 3D QoE enhancement
schemes could be designed based on these observations. There are still unanswered
questions such as whether quality assessment is analogous to attentional quality
assessment and also how attention mechanisms could be properly integrated into
design of QoE assessment methodologies. A thorough study has not been con-
ducted to date in order to identify the relationship between 3D image/video
attention models and 3D image/video quality evaluation. There are two main types
of depth-integrated saliency models, namely depth-weighted 3D saliency model and
depth saliency model-based methods. The depth-weighted saliency models weigh
the 2D saliency map based on depth information. In-depth saliency models, the
predicted 3D saliency map is derived based on the chosen weights for 2D and depth
saliency maps.

10.4.4 Need for a Standard for Subjective Experiments

The International Telecommunication Union has recently released a new recom-
mendation, ITU-R BT.2021, for the assessment of stereoscopic 3DTV systems [1].
This recommendation is mostly an extension for 3DTV of the well-known rec-
ommendation ITU-R BT.500 [2], which was established for 2D television. The
recommendation includes a subset of four methods from ITU-R BT.500, namely the
Single- Stimulus (SS), Double-Stimulus Continuous Quality Scale (DSCQS),
Stimulus Comparison (SC), and Single Stimulus Continuous Quality Evaluation
(SSCQE) methods. According to ITU-R BT.2021, the picture quality, depth quality,
and visual comfort of stereoscopic imaging technologies should be assessed.

The above-mentioned recommendation does not address the specific issue of
synthesized views. Therefore, subjective quality assessment of 3D contents repre-
sented in the video-plus-depth or MVD formats, and, as a consequence, of virtual
synthesized views, has been conducted according to methods used for the assess-
ment of conventional 2D contents.

In the future, new 3D objective quality measures should be researched and
proposed, designed with particular care on what concerns their computation com-
plexity and performance on stereoscopic video affected by different types of
degradation.
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Chapter 11
3D Visual Content Datasets

Karel Fliegel, Federica Battisti, Marco Carli, Margrit Gelautz,
Lukáš Krasula, Patrick Le Callet and Vladimir Zlokolica

Abstract Development and performance evaluation of efficient methods for cod-
ing, transmission, and quality assessment of 3D visual content require rich datasets
of a suitable test material. The use of these databases allows a fair comparison of
systems under test. Moreover, publicly available and widely used datasets are
crucial for experimentation leading to reproducible research. This chapter presents
an overview of 3D visual content datasets relevant to research in the field of coding,
transmission, and quality assessment. Description of regular stereoscopic or mul-
tiview image and video datasets is presented. Databases created using emerging
technologies, including light-field imaging, are also addressed. Moreover, there are
databases of multimedia content annotated with ratings from the subjective
experiment, which are a necessary resource for understanding the complex problem
of quality of experience while consuming the 3D visual content.
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11.1 Introduction

The suitable test material, in this context 3D visual content, plays a crucial role in
the development and performance evaluation of related coding, transmission, and
quality assessment methods. Publicly available and widely used datasets are nec-
essary for fair performance comparison and validation of systems under test and
thus crucial for experimentation leading to reproducible research. Numerous
research laboratories produced the relevant databases of 3D visual content. The
content description is usually published in technical reports, research papers, and
online resources, thus it is very scattered, and it is not easy to identify the most
suitable dataset for the particular needs.

There were numerous efforts to provide overview and comparison of multimedia
content datasets. Among the first published descriptions belong image and video
quality resources website1 by Stefan Winkler and related publications [1–3] pro-
viding in-depth analysis of multimedia content databases. Another notable
achievement with the goal to provide rich and internationally recognized database
of content of different sorts is “QUALINET Multimedia Databases Online” plat-
form2 created in the frame of ICT COST Action IC1003 “European Network on
Quality of Experience in Multimedia Systems and Services” (QUALINET).3 The
platform, abbreviated “Qualinet Databases”, is used to share the databases effi-
ciently with other researchers and handles information on the multimedia content.
The database was substantially extended to 3D visual content within the frame of
ICT COST Action IC1105 “3D Content Creation, Coding and Transmission over
Future Media Networks” (3D-ConTourNet).4 As of September 2017, Qualinet
Databases contains 241 registered datasets, from which about 30 datasets cover
relevant 3D visual content, and there are more than 400 registered users.

3D visual content datasets relevant to research in the field of coding, trans-
mission, and quality assessment are overviewed in this chapter. The chapter is
focused mainly on selected databases available in the public domain. The databases
are categorized, and then a detailed comparison of available datasets in various
application domains is presented to help the users with the decision about which
database is more suitable for the particular problem. For each discussed database an
overview of the material is presented along with the details on how the content was
created. Where available, also, experimental image acquisition setup and subjective
experiment design are discussed.

The chapter has the following structure related to the fundamental categorization
of 3D visual content datasets. At first, stereoscopic and multiview image and video
content datasets are introduced in Sect. 11.2, with the basic description of related
stereo dataset generation and multiview camera content for 3D reconstruction,

1Image and Video Quality Resources (http://stefan.winklerbros.net/resources.html).
2Qualinet Databases (http://dbq.multimediatech.cz/).
3COST Action IC1003 QUALINET (http://www.qualinet.eu/).
4COST Action IC1105 3D-ConTourNet (http://www.3d-contournet.eu/).
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modeling, and visualization. Then, light-field content characterization and selection
is addressed in Sect. 11.3 with focus on perceptual assessment. Special point-cloud
and holographic content datasets are also reviewed in Sect. 11.4 with respect to
image compression standardization activities. The most popular datasets annotated
with ratings from subjective experiments are discussed in Sect. 11.5 and the chapter
is concluded in Sect. 11.6.

11.2 Stereoscopic and Multiview Visual Content Datasets

In the following paragraphs, several stereo and multiview image and video datasets
with reference depth are reviewed. These datasets have been made publicly
available by the computer vision community. The creation of these datasets was
primarily motivated by the need of depth ground truth to support the design and
quantitative evaluation of computer vision algorithms, especially in the field of
stereo matching. A particular merit of such repositories is the detailed information
on how the data were created and the accuracy of their associated ground truth.
Furthermore, ancillary information such as occlusion maps is often provided.
Beyond their initial purpose of benchmarking computer vision algorithms, the
stereo and multiview image plus depth data contained in these datasets can also give
valuable support in the context of coding, transmission, and quality assessment of
3D visual content.

11.2.1 Stereo Dataset Generation for Different Scene Cases

Different approaches for generating stereo or multiview imagery with reference
depth can be used to assess the quality of stereo matching or 3D reconstruction
results. Similar to [4], datasets are distinguished between real scenes, laboratory
scenes, and synthetic data, which are discussed in the following paragraphs.

Real Scenes

Real scenes have the advantage of rich natural texture and can faithfully rep-
resent diverse application scenarios. However, the simultaneous acquisition of
depth ground truth for real outdoor videos typically requires the usage of a rela-
tively expensive laser scanning device and techniques for coregistration between
the depth measurements and RGB video. It may also result in missing depth
information in areas that could not be mapped successfully by the employed 3D
sensor. A well-established database that includes real stereo images and videos of
traffic scenes taken by cameras mounted on a moving car is the KITTI dataset [5].
A stereo benchmark that also contains multiview data and stereo videos taken with
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mobile devices of real indoor and outdoor environments has been published
recently [4].

Laboratory Scenes

The acquisition of depth ground truth is alleviated for indoor laboratory scenes,
where structured light techniques with multiple exposure patterns can achieve high
reconstruction accuracy for stationary settings. The controlled laboratory environ-
ment supports the acquisition of multiple images of the same scene taken from
different viewpoints or under varying illumination conditions. The chosen spatial
arrangement and surface characteristics such as material properties or texture allow
to specifically address challenges such as occlusions or specular reflections, which
have an impact on the quality of the stereo reconstruction and derived new views.
A notable example of this group is the widely known Middlebury benchmark for
stereo matching [6], which has been a driving factor for the development of stereo
matching algorithms over the past 15 years.

Simulated Data

The main advantage of simulated data, as opposed to real and laboratory scenes,
is that dense coregistered depth maps are generated as a byproduct of the rendering
process, and video acquisitions with complex camera motions can be synthesized
using freely chosen viewpoints. Related to this, certain sets of 3D models have been
standardized (such as “Stanford Bunny”), which are used in virtual environments
under controllable conditions to render stereo images, from which the 3D can be
reconstructed and compared to the starting ground-truth 3D object. One example of
such case is the Sintel dataset [7], which comprises stereo videos that were acquired
with different rendering options accounting for a variety of shading and illumina-
tion effects. The obvious downside of synthetic data is their limited degree of
reality, especially for natural outdoor scenes, which has traditionally limited their
applicability in the design and evaluation of vision algorithms. However, there are
notable recent developments which exploit high-quality renderings delivered by
commercial computer games to generate synthetic data whose high degree of
realism has already proven effective in the training of machine learning algorithms
[8]. This shows the potential of simulation approaches to substitute real data in
applications where additional information such as semantic labeling or depth maps
are necessary. It is an open question whether such highly photorealistic computer
images, which can be produced with a large variety of rendering options, can also
support, for example, the development of improved objective quality metrics.

Description of the three selected example datasets are given in the following
paragraphs.
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MPI-Sintel

The dataset, which is available at the dedicated website,5 is derived from an open
source 3D animated movie that was created using the 3D creation software
Blender.6 The main purpose of the data collection is to provide ground truth for
evaluation of optical flow algorithms. However, the dataset as described in the
original publication [7] has been augmented over time and offers now also stereo
videos with ground-truth disparity7 and ground-truth depth maps with corre-
sponding camera parameters8 for download. The stereo dataset was created by
simulating two parallel-viewing cameras that are placed 10 cm apart. It comprises
23 scenes consisting of up to 50 frames, captured at a resolution of 1024 � 436
pixels. The stereo videos are offered in two rendering options denoted as “clean”
and “final”, with the latter one accommodating not only illumination effects such as
shading and specular reflections but also additional blurring due to camera motion
or depth of field. The reference disparity maps are accompanied by masks that
indicate missing stereo correspondences due to occlusions or border effects.

ETH3D

A very recent dataset containing natural multiview stereo imagery with associ-
ated depth ground truth has been released [4] at the dedicated website.9 The data is
provided along with online benchmarks that evaluate multiview reconstructions
based on accuracy and completeness, and two-view results by measuring the dis-
parity errors. The ETH3D repository includes 13 multiview stereo scenes captured
with high resolution (6048 � 4032 pixels) by a Nikon D3X camera and five lower
resolution videos (752 � 480 pixels) recorded by a synchronized multi-camera rig
in a mobile setup with automated exposure settings. A specific design goal was to
provide a broad range of indoor and outdoor scenes with both natural and
man-made content, including some fine scene details such as trees or wires, which
are challenging to reconstruct. The (non-dense) depth ground truth is delivered by a
Faro Focus X 330 laser scanner.

KITTI

The KITTI Vision Benchmark Suite10 was developed in the specific context of
autonomous driving. It includes ground-truth datasets and evaluation tables for a
variety of computer vision tasks including stereo and optical flow. The stereo
cameras and a Velodyne laser scanner for capturing the color/gray-value images
and ground-truth depth, respectively, were mounted on the roof of a driving vehicle.
Additional multiview data are provided by consecutive frames of recorded video

5MPI-Sintel dataset (http://sintel.is.tue.mpg.de/).
6Blender (http://www.blender.org).
7MPI-Sintel stereo videos with ground truth disparity (http://sintel.is.tue.mpg.de/stereo).
8MPI-Sintel ground truth depth maps (http://sintel.is.tue.mpg.de/depth).
9ETH3D dataset (www.eth3d.net).
10KITTI Vision Benchmark Suite (http://www.cvlibs.net/datasets/kitti/).
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sequences. The repository includes stereo images (at a resolution of approximately
0.5 Megapixels) of static environments along with semi-dense ground truth, which
was released in 2012, and a dataset from 2015 comprising also dynamic scene
objects. More information on the ground-truth acquisition, evaluation method, and
ancillary data can be found in the literature [5, 9].

11.2.2 Multiview Camera Content for 3D Reconstruction,
Modeling, and Visualization

In the following paragraphs, the existing multiview stereo (and photometric stereo)
datasets that have been made available by different research groups are described.
Details are provided for each dataset, including where they can be found, and their
aimed application is explained. These datasets have been standardized to certain
extent and can be used for benchmarking of the algorithms related to their target
application, which is indicated by the reference publication (also attached to the
explanation of the corresponding dataset).

Reconstructing 3D content from multiview camera images [10] has shown to be
an efficient approach, which in the most general case does not require special setup
and special kind of sensors. Consequently, such an approach can be performed
flexibly and inexpensively in different environmental conditions, in comparison to
other more advanced 3D acquisition methodologies. An additional advantage of
such an approach is that the subsequent texture mapping and 3D modeling can be
subsequently performed and optimized more easily for the target 3D visualization
application.

However, currently, there is still lack of the standardized datasets for validation
of the 3D multiview stereo reconstruction approaches as well as the availability of
objective metrics for evaluating reconstructed 3D content [11, 12], in full reference
or non-reference sense. One common existing method for 3D data reconstruction
validation [11, 12] is to have a priori known camera configuration setup and then
make images from different views, provide calibration data and also additionally
provide the ground truth (obtained by some other more precise and expensive
sensor technology) so that reconstruction quality could be assessed objectively, in
full reference sense, in terms of accuracy and completeness.11 The accuracy is
usually computed as mean square error to the known 3D point cloud, while the
completeness is determined as the number of 3D points being reconstructed.

The multiview stereo dataset from Middlebury (see footnote 11) is one of the
most standardized sites in 3D community for multiview 3D reconstruction [11]. It
provides two high-quality datasets: (i) Dino and (ii) Temple, which can be used for
benchmarking and performance evaluation of the multiview stereo reconstruction
algorithms. Each dataset is registered with a ground-truth 3D model acquired via a

11Middlebury dataset (http://vision.middlebury.edu/mview).
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laser scanning process, to be used as a baseline for measuring accuracy and com-
pleteness. The ground truth cannot be downloaded directly though; usually one
performs reconstruction, and then the evaluation testing is done per request. The
multiview images are provided with different number of cameras and are of the
640 � 480 resolution. The images were captured using the Stanford Spherical
Gantry12 which enables moving a camera on a sphere to specified latitude/longitude
angles. In order to obtain ground-truth model, the object was scanned from several
orientations using a Cyberware Model 15 laser scanner.

An additional standardized 3D dataset is provided by the Stanford 3D Scanning
Repository.13 The purpose of this repository is to make some range data and
detailed reconstructions available to the public for benchmarking. It provides dif-
ferent 3D models that can be used, for example, in the virtual environment to render
the images and subsequently use them for 3D reconstruction purposes. The virtually
generated images with known 3D model represent a valuable case scenario because
it can be used for different use-cases exploration and algorithm evaluation and
tunings. For generating the 3D models, different kind of 3D scanners have been
used, which provide different quality of 3D viewing and 3D visualization for the
target application.

On the other hand, most of the other available datasets provide only multiview
images along with calibration data and silhouettes that can be used for 3D recon-
struction evaluation, 3D modeling, and visualization. Selected examples of relevant
datasets are listed below.

EPFL—Computer Vision Group CVLAB

The Computer Vision Group CVLAB at EPFL provides extensive datasets
related to multi-camera visualization of the 3D content and 3D registration, in
indoor and outdoor environment, for various applications, such as tree structure
reconstruction, multiview evaluation, stereo face database, multiview stereo,
multi-camera pedestrians video, multiview car dataset, deformable surface recon-
struction, etc. The multiview evaluation dataset14 represents one of the most
important available dataset for evaluation of the multi-camera calibration and 3D
reconstruction algorithms based on multiview imaging [12]. It consists of six
multiview datasets with ground-truth 3D point cloud and rendered 3D model.
Moreover, it also provides results of different structure from motion algorithms for
the given data.

Next, stereo face database15 is provided, which consists of 100 faces in eight
positions captured by two cameras. These datasets are generated for the purpose of
validation for the proposed approach for face modeling and face recognition from a
pair of calibrated stereo cameras [13]. However, it can be used more generally for

12Stanford Spherical Gantry (https://graphics.stanford.edu/projects/gantry/).
13Stanford 3D Scanning Repository (http://graphics.stanford.edu/data/3Dscanrep/).
14CVLAB multiview evaluation dataset (https://cvlab.epfl.ch/).
15CVLAB stereo face database (http://cvlab.epfl.ch/data/stereoface).
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stereo 3D reconstruction, 3D face modeling, and motion tracking. The dataset
contains the camera parameter file including intrinsic matrix K, radial distortion,
rotation matrixes, and translation vector. The camera images size is
640 � 480 � 3, captured in controllable indoor environment.

The additional two datasets are the multiview stereo set of buildings and mul-
tiview car dataset. The multiview stereo set of buildings in outdoor environment for
dense depth and 3D reconstruction16 contains images of mid-resolution size (ap-
prox. 3000 � 2000 � 3) and has been generated for validation of the proposed
stereo from multiple views method [14, 15]. The original images have been com-
pensated for radial distortion, and external and internal calibration parameters have
been provided along. Additionally, initial 3D points from calibration have also been
provided. The multiview car dataset17 contains 20 sequences of cars as they rotate
by 360°. There is one image approximately every 3°–4°. Using the time of capture
information from the photos, it is possible to calculate the approximate rotation
angle of the car. The dataset has been used for the multiview object pose estimation
algorithm [16] but represents a good dataset also for general 3D reconstruction and
3D registration validation purpose.

TUM—Computer Vision Group

There are multiple datasets available capturing objects from various vantage
points.18 Each entry contains an image sequence, corresponding silhouettes, and
full calibration parameters. The camera configuration setup consists of circular
configuration with special lighting in indoor conditions. In this setup, five different
objects were captured from various positions (“bird”, “beethoven”, “bunny”,
“head”, “pig”). This dataset is specifically generated for validation of the proposed
multiview camera 3D reconstruction [17], but it represents a valuable dataset to be
used for 3D reconstruction benchmarking and performance comparison between
different methods.

Cornell 3D Location Recognition Datasets

The 3D Location Recognition Datasets19 contain a large amount of multiview
images of Rome and Dubrovnik [18], which can be used for 2D-to-3D matching,
i.e., 3D reconstruction from multiple views, based on which 3D point cloud can be
obtained and used for 3D modeling and visualization evaluation.

16CVLAB stereo dataset of buildings (http://cvlab.epfl.ch/data/strechamvs).
17CVLAB multiview car dataset (http://cvlab.epfl.ch/data/pose).
18TUM—Computer Vision Group (http://vision.in.tum.de/data/datasets/3dreconstruction).
19Cornell 3D Location Recognition Datasets (http://www.cs.cornell.edu/projects/p2f).
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Washington University Photo Tourism Dataset

The dataset20 represents 715-image reconstruction of Notre Dame Cathedral in
Paris, which can be used for 3D reconstruction, modeling, and visualization
evaluation.

Photometric Stereo Datasets

Besides multiview stereo reconstruction algorithms, substantial progress has
been made in the development of photometric stereo methodologies, which can deal
with general materials and unknown illumination conditions. The main idea here is
to use a single camera and capture multiple images with changeable lighting
conditions, where one usually uses controllable lighting conditions. This approach
is particularly valuable and important for performing fine detail 3D reconstruction
that cannot be obtained with only multiview stereo correspondences. However, due
to the lack of suitable benchmark data with ground-truth shapes (normals), quan-
titative comparison and evaluation is difficult to achieve. Related to these approa-
ches the corresponding databases have been generated and are made available.

Photometric Harvard Stereo Dataset

Photometric Harvard Stereo Dataset21 provides data for normal and 3D surface
reconstruction. Each object in the dataset is illuminated under 20 different direc-
tional lightings, which are calibrated with two chrome spheres. The lighting
strength is estimated by a simple normalization on image intensities (99 percentile)
followed by a nonlinear optimization. The albedo and normal vectors of the object
are solved with a least squares system, and the depth map is integrated with the
Frankot-Chellappa algorithm [19]. The reconstruction error is measured by
re-rendering the estimated normal map into a shading image and comparing that
with the actual captured one. The data, as well as the code for normal and surface
reconstruction, are provided.

“DiLiGenT” Photometric Stereo Dataset

“DiLiGenT” Photometric Stereo Dataset22 is photometric stereo image dataset
provided with calibrated directional lightings, objects of general reflectance, and
“ground-truth” shapes (normals) for orthographic projection and single-view
setup. In addition to the first dataset for such a purpose, a photometric stereo
taxonomy is provided as well, emphasizing on non-lambertian and uncalibrated
methods. Based on the dataset, state-of-the-art photometric stereo methods are
quantitatively evaluated for general non-lambertian materials and unknown light-
ings to analyze their strengths and limitations [20].

20Washington University Photo Tourism Dataset (http://phototour.cs.washington.edu/datasets/).
21Photometric Harvard Stereo Dataset (http://vision.seas.harvard.edu/qsfs/Data.html).
22‘DiLiGenT’ Photometric Stereo Dataset (https://sites.google.com/site/photometricstereodata/).
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Standford Computer Vision and Geometry Lab Datasets

The 3D dataset for other more advanced computer vision applications such as
multiview 3D reconstruction, registration, and recognition applications are provided
by Stanford Computer Vision and Geometry Lab23: (1) PASCAL3D + dataset [21],
which is a novel and challenging dataset for 3D object detection and pose esti-
mation. PASCAL3D + augments 12 rigid categories of the PASCAL VOC 2012
[22] with 3D annotations. This dataset represents a rich test bed to study 3D
detection and pose estimation; (2) Stanford 2D-3D-Semantics Dataset, 2D-3D-S24

[23], provides a variety of mutually registered modalities from 2D, 2.5D, and 3D
domains, with instance-level semantic and geometric annotations. It covers over
6000 m2 and contains over 70,000 RGB images, along with the corresponding
depths, surface normal, semantic annotations, global XYZ images (all in forms of
both regular and 360° equirectangular images) as well as camera information. It
also includes registered raw and semantically annotated 3D meshes and point
clouds. The dataset enables development of joint and cross-modal learning models
and potentially unsupervised approaches utilizing the regularities present in
large-scale indoor spaces.

11.3 Characterization and Selection of Light-Field
Content for Perceptual Assessment

Many efforts have been devoted to the design of image and video quality assess-
ment methods. In order to evaluate the quality of processed images, to compare the
performance of different algorithms, or to determine the quality criteria in system
optimization, the availability of test data is of primary importance. The Source
Sequences (SRCs) selection is not a trivial task, especially for special content, such
as light-field. In fact, the quality, the dataset cardinality, and the content of the
selected SRCs may affect the performance assessment.

Concerning the content, to be as general purpose as possible, SRCs should span
a wide range of content typologies. To characterize image content, low-level and
high-level features can be used. In particular, low-level features, such as spatial
information, color information, and brightness are considered important parameters
that help in measuring the distortions suffered by data compression or transmission
over a bandwidth-limited channel.

Among others, Spatial Information (SI) [24], colorfulness (CF) [25], contrast,
correlation, homogeneity, brightness, hue, and saturation are related to image
quality attributes and Human Visual System (HVS) characteristics [26]. In more
details, SI is a perceptual indicator of spatial information of a scene, colorfulness is

23Stanford Computer Vision and Geometry Lab (http://cvgl.stanford.edu/resources.html).
24Stanford 2D-3D-Semantics Dataset 2D-3D-S (http://buildingparser.stanford.edu/dataset.html).
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a perceptual attribute tied with image quality and naturalness of the images, while
contrast, color information, and brightness are features strictly related to HVS
features.

Several SI filters have been proposed in the literature. In [27] a method based on
long edge detection is presented. Separate horizontal and vertical filters are applied,
and the total edge energy is computed as Euclidean distance. Similarly, an SI filter
for video is presented in [1], as a perceptual indicator of the spatial information of
the scene. It measures the amount of spatial details for each frame; the SI value is
higher for spatially complex scenes. SI filter has been applied to LF data in [28].
The authors show that the correlation between the SI scores estimated by using the
cited methods is very high, since both the methods exploit the classical Sobel
filtering. Another approach based on the ITU recommendation [29] has been
adopted. The luminance component of the image is first filtered by using a Sobel
filter. Then, the standard deviation over the pixels in each filtered component is
computed as SI.

Colorfulness and aesthetic are important visual features having a significant
impact on the perceptual quality of a scene. In literature, many efforts have been
devoted to study the color impact and its assessment. A CF metric for natural
images is presented in [25] based on the distribution of image pixels in CIELab
color space [30]. In [31], aesthetics (e.g., “the principles of the nature and the
appreciation of beauty”) in photographic images is addressed by exploiting several
metrics, such as light, CF, saturation, hue, and texture, to understand the human
emotions with respect to the visual content.

Dealing with LF images, the inner structure of the LF must be considered.
A light-field camera provides information about depth dependence and Lambertian
lighting. Depth dependence implies multiple depths of semitransparent objects and
the Lambertian surface reflects light with the equal intensity in all directions [32].

The depth dependence information can be exploited during coding, and the
variation in depth of field information could give different compression levels at the
same quality level.

Reflections and transparency are prevalent in natural images, that is, reflected
and transmitted lights are superimposed on each other. The image can be modeled
as a linear combination of the transmitted layer, which contains the scene of
interest, and a secondary layer, which contains the reflection or transparency [33,
34]. The decomposition of the images into two layers is an ill-posed problem in the
absence of additional information about the scene [35]. The light-field camera
recorded information, particularly multiple views of a single scene, can be exploited
to solve the problem. Therefore, in a test dataset images with transparency,
reflections, and wide Depth of Field (DoF) variation are needed.

Depth Properties

One of the main properties of LF imaging is the possibility of obtaining depth
information of the captured scene, offering both horizontal and vertical parallax.
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As observed with 3D content, depth properties are crucial for an appropriate
description and characterization of LF content.

Depth map and depth histogram: Obtaining the depth information from data
captured by the acquisition systems (e.g., camera arrays, plenoptic cameras, etc.) is
a challenging issue as demonstrated by the number of different approaches that are
being proposed to deal with this problem. Different approaches should be consid-
ered when dealing with sparse LFs (e.g., captured by camera arrays) and dense LFs
(e.g., captured by plenoptic cameras), due to the different acquisition properties,
such as baseline and spatial aliasing. On one hand, depth estimations from sparse
LFs can be obtained by using traditional multiview methods [36], as well as some
specific techniques, for instance, based on sweeping [37] or multi-resolution
matching [38]. On the other hand, for dense LF in [39], a simple technique based on
computing block-wise cross-correlation is proposed. More recently, approaches
taking into account multiview stereo correspondences [37, 40] have been
introduced.

Disparity range: While the majority of the methods mentioned above to estimate
depth provide a normalized map here only relative disparities can be obtained, the
absolute disparities in terms of pixels are more important for QoE aspects, such as
content characterization [41], have been presented. However, to obtain a reliable
content characterization, it is required the estimate of the depth range of the scene
regarding distances to the nearest and furthest objects, or the camera calibration
parameters. When these data are not available, estimation algorithms, such as the
multiview stereo algorithm described in [42], could return pixel disparities. This
algorithm has been used (over the subaperture images of the LF images) for
characterizing LF data in [28].

Occlusions are one of the most important problems to deal with in-depth esti-
mations for LFs. However, until now, only few depth estimation algorithms
specifically manage and model occlusions, i.e., the occlusion model for depth map
estimation in [43]. This algorithm is applied over the LF data structure, and the
amount of possible occluded pixels are computed and considered in the content
characterization [28].

Refocusing Features

As aforementioned, one of the main applications of LF images is the possibility
of changing the focused elements of the images. Therefore, it is important to find
appropriate descriptors that could help in the characterization of LF content, pro-
viding an estimation of their possible performance in this particular use case. One
alternative is to analyze the properties and shape of the disparity histogram since it
provides information about the distribution in depth of the elements of the scene.

Other possibilities to deal with the use of blur metrics, such as the technique
proposed in [44] taking into account the perceived image quality induced by blur. In
addition, some approaches have been proposed to measure focuses specifically in
LF images, such as the Multifocal Scene Defocus Quality (MSDQ) metric, which
quantifies the perceptual visual quality of rendering LF images [45].
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Finally, as shown in [28], the refocusing range of the LF images can be com-
puted using the “shift and sum” algorithm that is based on the digital refocusing
approach proposed in [46], which reveals that refocused images can be obtained by
adding shifted subaperture images. In particular, the refocusing range is determined
by the slope parameters of the algorithm used to obtain images refocused on the
nearest and the furthest elements of the scene.

Selected Light-field Datasets

Several LF datasets have been proposed in the literature. The main features are
reported in Table 11.1. Stanford LF Archive [47] is widely used; however, the
images are captured by using a multi-camera system including gantry, microscope,
etc. Nowadays, different LF cameras have been realized [48], (e.g., Lytro, Lytro
Illum, and Raytrix), thus allowing the consumers to exploit such a technology.
Lytro Illum is the newer version of the Lytro plenoptic camera, characterized by
increased resolution and processing capabilities, while Raytrix is a so-called
focused plenoptic camera. As can be noticed, the dataset [47] is not sufficient to
deal with new challenges, perceptual quality evaluation, performance testing for
processing algorithms, etc., which arose with the advancement of the LF technol-
ogy. Other recently proposed datasets listed in Table 1 have been designed for
specific purposes and the images have been acquired mostly by the Lytro plenoptic
camera. In the dataset [49], the Lytro Illum camera has been used. However, most
of the images have similar features and motivations behind the particular image
content selection have not been reported. In [48], a LF image dataset is proposed.
The dataset creation methodology using Lytro Illum, description of LF images, and
analysis of LF image content is tailored. The SRCs image content selection criteria
is defined, a comprehensive LF image quality dataset is proposed and made freely
available to the research community, a spatial information estimation metric is
exploited, an analysis of the features of the proposed dataset is provided.

11.4 Special Point-Cloud and Holographic Content
Datasets

The overview of publicly available 3D visual content datasets mentioned in the
previous paragraphs is far from complete since the number of relevant databases is
continuously growing. For completeness, it is important to note that there are
datasets used recently in the frame of development and standardization of image
and video compression techniques within the Joint Photographic Experts Group
(JPEG)25 committee and the Moving Picture Experts Group (MPEG).26

25Joint Photographic Experts Group (https://jpeg.org/index.html).
26Moving Picture Experts Group (https://mpeg.chiariglione.org/).
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Notable progress is being made in the frame of JPEG Pleno27 [50], which
intends to provide a standard framework to facilitate the capture, representation, and
exchange of omnidirectional, depth-enhanced, point-cloud, light-field, and holo-
graphic imaging modalities. JPEG Pleno is planned to provide an efficient com-
pression format that will guarantee the highest quality content representation with
reasonable resource requirements.

The JPEG Pleno Database28 contains images from multiple plenoptic imaging
modalities, e.g., light-field, point-cloud, and holographic imaging. There are five
point-cloud datasets in the JPEG Pleno Database, one light-field dataset, and two
datasets of holographic images. The light-field dataset [49] is addressed in the
previous paragraph, thus only point-cloud, and holographic JPEG Pleno datasets are
overviewed below. There is also one additional 3D point-cloud dataset [51]
included in the overview.

11.4.1 JPEG Pleno Database: Point-Cloud Datasets

8i Voxelized Full Bodies (8iVFB v2) dataset [52] contains dynamic voxelized point
cloud, i.e., sequence of frames with sets of points constrained to lie on a regular 3D
grid. The dataset includes four sequences named “longdress”, “loot”, “redand-
black”, and “soldier”. The human subjects’ full bodies are captured by 42 RGB
cameras configured in 14 clusters, at 30 fps with 10 s length. One spatial resolution
is provided for each sequence: a cube of 1024 � 1024 � 1024 voxels. The attri-
butes of an occupied voxel are the red, green, and blue components of the surface
color.

There are upper bodies of five subjects captured in the Microsoft Voxelized
Upper Bodies dataset, named “Andrew”, “David”, “Phil”, “Ricardo”, and “Sara”.
The capturing was done using four frontal RGBD cameras, at 30 fps, over a 7–10 s
period for each. Two spatial resolutions are provided for each sequence: a cube of
512 � 512 � 512 voxels and a cube of 1024 � 1024 � 1024 voxels.

ScanLAB Projects acquired and provide two datasets, namely, the Science
Museum Shipping Galleries point-cloud dataset and Biplane point-cloud dataset.
For the first dataset, the Shipping Galleries at the Science Museum were 3D
scanned before their decommissioning in 2012 by ScanLAB Projects. A total of 256
scans were taken of the space and its exhibits to create a digital model of over two
billion precisely measured points. This digital replica has been used to create a
virtual flythrough of the gallery spaces providing detailed narration about the key
exhibits and artefacts. The second dataset, Biplane, consists of the scan of a
Handley Page Gugnunc, wooden biplane from 1920s exhibited at the Science
Museum, Wroughton.

27JPEG Pleno (https://jpeg.org/jpegpleno/index.html).
28JPEG Pleno Database (https://jpeg.org/plenodb/).
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The GTI-UPM Point-cloud dataset includes a directory structure consisting of
several 3D models (both point clouds and naked/textured meshes) reconstructed
from 2D pictures by GTI-UPM within the activities of the EU-funded research
project BRIDGET (BRIDging the Gap for Enhanced broadcasT).

11.4.2 JPEG Pleno Database: Holographic Datasets

There are two holographic datasets available, namely ERC Interfere Holograms
(data set 1) and B-com Holograms. Holography allows for recording and repro-
duction of wavefields of light. It is able to fully capture the three-dimensional
structure of objects. Holograms represent interference patterns and their signal
properties are very different from natural photography and video. The Interfere29

database [53] contains five computer generated holograms created from 2D and 3D
objects using an algorithm capable of handling self-occlusion for 3D objects.
B-com Holograms [54] were synthesized using the algorithms developed by the
Institute of Research & Technology (IRT) b-com.30

Oakland 3D Point-Cloud Dataset

This repository31 contains labeled 3D point-cloud laser data collected from a
moving platform in an urban environment. This dataset was used to produce the
results presented in [51]. The data was collected using Navlab11 equipped with
side-looking SICK LMS laser scanners and used in push-broom. The data was
collected around CMU campus in Oakland. Data are provided in ASCII format: x y
z label confidence, one point per line, space as separator. Corresponding VRML
files (*.wrl) and label counts (*.stats) are also provided. The dataset is made of two
subsets (part2, part3) with each its own local reference frame, where each file
contains 100,000 3D points. The training/validation and testing data was filtered
and labeled remapped from 44 into five labels.

11.5 Datasets Annotated with Ratings from Subjective
Experiments

This section describes selected publicly available datasets that have been annotated
in a subjective study. Most of the studies result in Mean Opinion Scores
(MOS) quantifying the quality of each stimulus in the set. Such databases are

29ERC-funded Interfere project (http://www.erc-interfere.eu/).
30b-com hologram repository (https://hologram-repository.labs.b-com.com).
31Oakland Dataset (http://www.cs.cmu.edu/*vmr/datasets/oakland_3d/cvpr09/doc/).
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essential for design and evaluation of objective quality metrics, described in the
respective chapter in this book.

Since visual attention is of very high importance for understanding human
perception in 3D applications, some effort has also been dedicated to track and
record observers’ gaze when exposed to the content. The datasets annotated with
data from eye-tracking experiments are very useful for modeling perceptual
mechanisms of the human visual system.

The described databases are further divided into image quality datasets, video
quality datasets, 3D models quality datasets, and eye-tracking datasets.

11.5.1 3D Image Quality Databases

In the following paragraphs, there are six selected 3D image quality databases listed
and described in detail.

IRCCyN/IVC 3D Images

The dataset32 comprises six original stereoscopic images (with mean resolution
of 512 � 448 pixels) and 90 distorted versions, annotated with respective
Differential MOS (DMOS) values [55]. The used distortions include blur (Gaussian
or downscale and upscale), JPEG, and JPEG2000 each on five different levels.

The subjective experiment was performed on 21″ Samsung SyncMaster
1100 MB display with 1024 � 768 pixels resolution and the frequency of 120 Hz.
The viewing conditions were according to ITU-R Rec. BT.500 [56] and the viewing
distance was set to four times the height of the images. The images were displayed
in the center without upscaling. The observers were equipped with crystal shutter
glasses.

There were 19 participants of sufficient visual acuity enrolled in the test. Their
average age was 28.2. The images were evaluated using SAMVIQ [24] procedure
in two sessions of 30 min per observer. The resulting DMOS scores range from 0 to
100.

LIVE 3D Image Quality Database Phase I

This database33 contains 20 stereoscopic source images of 640 � 360 pixels
[57]. From these scenes, 365 distorted images were created. 80 images were dis-
torted by JPEG, 80 by JPEG2000, 80 by white noise, 80 by JPEG2000 transmitted
over Rayleigh fading channel with various signal to noise ratio, and 45 by Gaussian
blur. All the distortions are applied symmetrically, i.e., to both left and right image
in each stereo pair.

32IRCCyN/IVC 3D Images dataset (http://ivc.univ-nantes.fr/en/databases/3D_Images/).
33LIVE 3D Image Quality Database Phase I (http://live.ece.utexas.edu/research/quality/live_
3dimage_phase1.html).
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A 22″ passive stereoscopic display IZ3D with the resolution set to 800 � 600
pixels was employed for subjective assessment. Each image was viewed by 17
subjects for 8 s and then assessed according to single stimulus continuous quality
evaluation (SSCQE) procedure with hidden reference [56]. Two subjects were
eliminated by outlier removal. The results are provided in the form of DMOS
ranging from −10 to 100 (negative DMOS meaning an image evaluated better than
reference).

LIVE 3D Image Quality Database Phase II

Despite the similarity in name and certain overlap in source content, this dataset
[58]34 can be considered independent from the Phase I described above. Here, the
distortions were applied both symmetrically and asymmetrically, and a different
subjective study was conducted.

There are eight stereoscopic source images of 640 � 360 pixels and 360 dis-
torted versions available. The applied distortions are similar to the Phase I, i.e.,
JPEG, JPEG2000, white Gaussian noise, Gaussian blur, and Rayleigh fading
channel. From each combination of source image and distortion, three symmetri-
cally, and six asymmetrically distorted stereo pairs were created.

The experiment was performed on 58″ Panasonic 3D television with active
shutter glasses from the distance of 116 in., i.e., four times the screen height.
33 observers (22–42 years old) participated in the test which comprised of two
30 min long sessions. The procedure and data processing was the same as in case of
Phase I described above.

MMSPG 3D Image Quality Assessment Database

The dataset35 deals with the impact of distance of cameras during acquisition on
the final stereoscopic image quality [59]. The set contains nine full HD
(1920 � 1080) source scenes, each captured by cameras with six different dis-
tances, ranging from 10 to 60 cm.

In the test, the stereoscopic images were displayed on 46″ polarized stereoscopic
full HD display Hyundai S465D. The viewing distance was three times the screen
height, and the conditions were conforming to ITU-R Rec. BT.500 [56].

The content was assessed by 17 observers (22 to 53 years old, 30 on average).
Single Stimulus (SS) methodology with five level discrete scale (Bad, Poor, Fair,
Good, and Excellent) has been adopted. No outliers have been detected, thus the
dataset provides raw scores from all of the observers, together with respective MOS
and confidence intervals.

34LIVE 3D Image Quality Database Phase II (http://live.ece.utexas.edu/research/quality/live_
3dimage_phase2.html).
35MMSPG 3D Image Quality Assessment Database (http://mmspg.epfl.ch/3diqa).
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IRCCyN/IVC DIBR Images

This dataset,36 described in detail in [60], focuses on depth image based ren-
dering (DIBR). Three multiview sequences are considered—Book Arrival
(1024 � 768, 16 cameras with 6.5 cm spacing), Lovebird1 (1024 � 768, 12
cameras with 3.5 cm spacing), and Newspaper (1024 � 768, nine cameras with
5 cm spacing). For each of them, four new viewpoints are generated using seven
different algorithms thus obtaining 96 sequences in total. For the purpose of this
study, a key-frame has been extracted from each of the sequences and compared to
the others.

The results of two subjective experiments are available for the above-described
images. In the first one, Absolute Category Rating (ACR) methodology [29] with
five level discrete scale was used, while Pair Comparison (PC) procedure was
adopted in the second. The conditions for the two tests were identical.

The content was displayed on a full HD TVLogic LVM401 W display. The
viewing conditions were according to ITU-R Rec. BT.500 [56]. 43 subjects par-
ticipated in both tests. Raw scores coming from both procedures are provided
together with MOS, in case of ACR, and Thurstone-Moesteller scores [61] for PC
methodology.

MCL-3D Database

The last image dataset to be described is MCL-3D [62] 37 and deals with DIBR
as well. It is based on nine source scenes, provided in image plus depth form. Six of
the scenes are in full HD (1920 � 1080) resolution, while the rest is in
1024 � 768. Six types of distortion, namely Gaussian blur, additive white noise,
downsampling blur, JPEG, JPEG2000, and transmission errors, are applied on four
different levels. Moreover, four types of rendering algorithms are employed.
Overall, the dataset comprises of 693 stereoscopic pairs.

Pair comparison methodology has been adopted. The stimuli were displayed on
46.9″ LG 47LW5600 screen. The viewing distance was 3.2 meters, and each
observer was given polarized glasses. The cubic function has been used to resize the
images to fit the screen, and the gap between them was filled with gray pixels.

270 observers took part in the experiment in order to collect 30 opinion scores
for each stimulus. The results were transformed into MOS ranging from 0 to 9.

11.5.2 3D Video Quality Databases

In the following paragraphs, there are three selected 3D video quality databases
listed and described in detail.

36IRCCyN/IVC DIBR Images (http://ivc.univ-nantes.fr/en/databases/DIBR_Images/).
37MCL-3D Database (http://mcl.usc.edu/mcl-3d-database/).
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IRCCyN/IVC NAMA3DS1

The video dataset described in [41]38 contains 10 progressive full HD stereo
source sequences with 25 frames per second (fps) and 10 versions of each source
symmetrically distorted by processing. The used algorithms include compression by
H.264/AVC on three levels and by JPEG2000 on four levels, downsampling,
sharpening, and a combination of downsampling and sharpening. Overall, there are
110 videos in the dataset. The duration of 99 sequences is 16 s while the other 11
videos are 11 s long.

The content was evaluated in the conditions defined by ITU-R Rec. BT.500 [56]
on a 46″ full HD 50 Hz LCD Philips 46PFL9705H with shutter glasses from
172 cm which corresponds to three times the picture height.

ACR with hidden reference [29] was selected as an appropriate subjective
procedure. 29 observers (12 females and 17 males of age between 18 and 63)
participated in the study. One of the observers was eliminated by outlier removal.
The publicly available data, therefore, include (apart from the video sequences) raw
scores, MOS, and standard deviations computed from 28 observers.

MMSPG 3D Video Quality Assessment Database

Similarly to the previously described Image Quality Database [59],39 MMSPG
3D Video Quality Database [63] studies the impact of the camera distance. The
dataset comprises of six different source scenes captured by full HD cameras in six
distances (10–50 cm) from each other with 25 fps.

The procedure and the conditions were similar to the experiment conducted for
MMSPG 3D Image Quality Database. 20 subjects (24–37 years old, 27 on average)
participated in the test, but three of them have been recognized as outliers by the
post-screening procedure. The final analysis was, therefore, performed on data from
17 observers.

IRCCyN/IVC DIBR Videos

The database described in [64]40 is an extension of the previously introduced
IRCCyN/IVC DIBR Image dataset [60]. The same three reference sequences have
been used. The first one has 15 fps while the other two 30 fps. Apart from the three
different unprocessed views, seven view interpolation algorithms were included in
the test, together with three different levels of H.264/AVC compression applied on
the first view. Altogether, the dataset contains 102 video sequences.

The display, the room, and the viewing conditions were the same as in the case
of still images, however, only one study using ACR methodology was conducted.
The resulting MOS values are obtained from 32 observers.

38IRCCyN/IVC NAMA3DS1 (http://ivc.univ-nantes.fr/en/databases/NAMA3DS1_COSPAD1/).
39MMSPG 3D Video Quality Assessment Database (http://mmspg.epfl.ch/cms/page-58395.html).
40IRCCyN/IVC DIBR Videos (http://ivc.univ-nantes.fr/en/databases/DIBR_Videos/).

318 K. Fliegel et al.

http://ivc.univ-nantes.fr/en/databases/NAMA3DS1_COSPAD1/
http://mmspg.epfl.ch/cms/page-58395.html
http://ivc.univ-nantes.fr/en/databases/DIBR_Videos/


11.5.3 3D Models Quality Databases

In the following paragraphs, there are two selected 3D models quality databases
listed and described in detail.

LIRIS 3D Model Masking Database

The first dataset evaluating the quality of 3D models was described in [65].41

There are four models included in the dataset. Three levels of noise and smoothing
are applied to rough and intermediate areas, as well as to the whole model. The
noise is also added to the smooth areas. Final set, therefore, contains four reference
and 84 distorted objects.

First, the subjects were trained by showing the original and the worst cases.
After that, the models (including the original) were shown sequentially, each for
20 s, and scored from 0 to 10 according to the perceived impairment (0 meaning no
impairment). The observers were allowed to interact with the objects (rotation,
scaling, and translation).

12 participants performed the test. The authors provide their raw scores, together
with MOS and objective metrics values.

LIRIS/EPFL 3D Model General-Purpose Database

The second 3D models quality database [66]42 also include four original models,
although two of them are different than in the previous dataset. Here, only three
levels of noise are applied either on smooth or rough regions. This gives four
original and 24 distorted objects in total.

In the subjective experiment, each reference object and all of its versions were
displayed together. The observers rated each of the distorted models on the scale
from 0 to 4 according to similarity to the original (4 meaning completely identical).
The objects were displayed for 3 min and participants could interact with them
(rotation, scaling, and translation).

The study was carried out with 11 observers. With the dataset, raw scores and
MOS are made publicly available, as well as some objective perceptual metrics
values [67].

11.5.4 Eye-Tracking 3D Databases

In the following paragraphs, there are three selected eye-tracking 3D databases
listed and described in detail.

41LIRIS 3D Model Masking Database (http://liris.cnrs.fr/guillaume.lavoue/data/datasets.html).
42LIRIS/EPFL 3D Model General-Purpose Database (http://liris.cnrs.fr/guillaume.lavoue/data/
datasets.html).
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IRCCyN/IVC 3D Gaze

The 3D Gaze dataset [68]43 includes 18 stereo images (provided as two 2D
images in png format). 10 of them are obtained from the Middlebury stereo data-
base,44 while the rest were obtained by the authors. The dataset focuses on the
influence of content features on the visual attention deployment, therefore no dis-
tortions are added, and the observers are given a free viewing task (i.e., they were
instructed to freely observe the images without any particular task).

The images were displayed on a Panasonic BT-3DL2550 polarized screen with
the frequency of 60 Hz and full HD resolution. SMI Hi-Speed eye-tracker was used
in binocular mode. The acquisition frequency was 500 Hz. The viewing conditions
were according to the ITU-R Rec. BT.500 [56] and the viewing distance was set to
three times the screen height.

35 observers between 18 and 46 years old (24.23 on average) participated in the
eye-tracking experiment. Raw data from the eye-tracker for each observer are
provided, along with fixation density maps, the original stereoscopic pairs, depth
maps, and disparity maps. Additional information and all the files for download are
publicly available.

EyeC3D: 3D Video Eye-tracking Dataset

Unlike the previous database, EyeC3D [69]45 provides the visual attention
information in videos. Eight stereo sequences of 8–10 s were watched in a free
viewing task. 46″ polarized stereoscopic full HD display Hyundai S465D was used
together with Smart Eye Pro 5.8 eye-tracker with the accuracy less than 0.5 degrees
and sampling frequency of 60 Hz.

21 subjects participated in the test (18–31 years old with average of 21.8). Each
sequence was watched twice by every observer. Fixation density maps were
computed for each frame. The database also provides a list of all fixation points.

IRCCyN/IVC Eye-tracking Database for Stereoscopic Videos

The last dataset to be described is also dealing with task-free visual attention in
stereoscopic videos [70].46 It is also much larger than the previously described
eye-tracking datasets with 47 stereo sequences composed by two 2D videos merged
on a side by side avi files. Disparity map for each frame is also provided.

Panasonic BT-3DL2550 polarized screen with frequency of 60 Hz and full HD
resolution was employed along with SMI RED binocular eye-tracker with acqui-
sition frequency of 50 Hz. The room conditions were compliant with ITU-R Rec.
BT.500 [56] and the viewing distance was set to three times the screen height.

43IRCCyN/IVC 3D Gaze (http://ivc.univ-nantes.fr/en/databases/3D_Gaze/).
44Middlebury stereo database (http://vision.middlebury.edu/stereo/data/).
45EyeC3D: 3D Video Eye-tracking Dataset (http://mmspg.epfl.ch/eyec3d).
46IRCCyN/IVC Eye-tracking Database for Stereoscopic Videos (http://ivc.univ-nantes.fr/en/databases/
Eyetracking_For_Stereoscopic_Videos/).
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The duration of one session was approximately 20 min. 40 observers (19–
44 years old with average of 26) took part in the experiment. Fixation density map
for each frame is provided as a png image. Higher pixel value (i.e., more white)
means higher visual saliency.

11.6 Conclusions

This chapter presents an overview of datasets, their categorization, creation, and
typical applications in development and performance evaluation of methods for
processing, coding, transmission, and quality assessment of 3D visual content. As
for the content types, stereoscopic and multiview image and video content datasets
are introduced. Then, light-field content characterization and selection is addressed.
Also, selected special point-cloud and holographic content datasets are reviewed.
The most popular datasets annotated with ratings from subjective experiments are
presented. Development of publicly available 3D visual content datasets, recently
including also special visual content, e.g., point cloud and holographic, was largely
promoted also by the standardization bodies, namely JPEG and MPEG. Datasets
used within selected standardization efforts are also described in this chapter.

The aim is not to provide an exhaustive listing and description of all existing 3D
visual content datasets, but more to give examples of the most commonly used
publicly available datasets. Any effort of this type captures the current status.
However, numerous new datasets are introduced every year. It is related to the fact
that novel techniques for coding, transmission, and quality assessment are being
continuously developed. Description of the most recent datasets can be found in
regularly updated online resources, e.g., Qualinet Databases, which were also
presented in this chapter.
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