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Abstract. Last generation applications, often, generate a huge amount
of data also characterized by high variety and velocity, like those Internet
of Things (IoT) paradigm based. Big data analytics increasingly drive
decision making in several fields and, then, new approaches and method-
ologies are needed to improve management operations. Mobile, social
and ubiquitous services, comprising data sources and middleware, can
be considered a dynamic content, and an effective solution to manage
contents are the Content Delivery Networks (CDNs). However, CDNs
show limits in dynamic and large systems in which a large amount of
data is managed. To deal with these weaknesses and exploit their bene-
fits, new algorithms and approaches have to be designed and employed.
This paper introduces RadizOne, a distributed and self-organizing algo-
rithm, to build an information system in pervasive and dynamic environ-
ments. Thanks to autonomous and local operations performed by hosts
of a distributed system, a logically organized overlay network emerges
and the resource discovery operations faster and efficient. Preliminary
experimental results show the effectiveness of our approach.
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1 Introduction

In the last years, the number of objects connected to Internet is steadily grow-
ing and large amounts of data are generated, especially due to the explosion of
the Internet of Things paradigm. Health, environment, traffic, vehicles, aviation,
manufacturing, defense, home automation, communication are some examples of
the application domains that use IoT technologies. New models and innovative
approaches are needed to investigate data characterized by high velocity, volume
and variability. Common big data applications allow users and devices to upload
data to data centers and share them with other users or devices in real time. The
Internet backbone needs to forward massive distributed data to data centers with
high throughput, and deliver processed data to users from data centers with low
latency. As such, high-performance end-to-end links are required for uploading,
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and efficient content distribution networks are required for downloading [8]. Con-
tent delivery networks (CDNs) is one of the successful virtual networks rapidly
developed over the last decade with the specific advantage of optimizing the
Internet. CDNs use edge servers to cache contents, achieving better web brows-
ing experience with lower latency and maintaining data consistency among them.
Nowadays, the CDNs has become one of the most important parts of the Internet
architecture for content distribution [9]. IoT, mobile and social services, com-
prising data sources and middleware, can be considered a dynamic content. It
takes inputs from devices (sensors) and responses to requests from machine-to-
machine applications after middleware processing the requests [4]. A centralized
mechanism to provide contents and IoT services when requested, is necessary.
CDNs with limited size can be managed with a centralized approach, but in large
and dynamic systems, such as IoT environment, their limits emerge. Thanks to
their inherent scalability and robustness, peer-to-peer approaches can be useful
exploited to design algorithm and protocol to manage and discovery resources
in distributed systems [3] and also in CDNs [5]. The aim of these approaches is
to rapidly locate the server that stores given contents. The content stored in a
server can be represented through metadata, that is a syntactical description of
the content and/or an ontology description. In peer to peer systems, metadata
are often indexed through bit vectors, or keys, which can have different mean-
ings. One is that each bit represents the presence or absence of a given topic
[2,7]. This method is suitable for contents like documents, because it is possible
to identify the different topics existing in the documents. Otherwise, a metadata
can be mapped through a hash function into a binary vector. The hash function
has to be designed locality preserving [1,6], thus, neighbor vectors are assigned
to contents with neighbor/similar characteristics. In this paper, a decentralized
algorithm that exploit the concepts above mentioned and build a P2P informa-
tion system in IoT environment, namely RadixOne, is proposed. The algorithm
organizes logically the CDN servers with the aim of improving the rapidity and
effectiveness of discovery operations. Each CDN server autonomously executes
simple operations, an ordered overlay network emerges at global level and the
discovery operations become efficient and faster. In the following, in Sect. 2 the
algorithm is detailed while in Sect. 3, some preliminary results to show the effec-
tiveness of our approach, are illustrated.

2 RadixOne: A Self-organizing Algorithm to Build
an Information System in Dynamic Environments

The main objective is to build a overlay network logically ordered of CDN servers
in order to improve discovery operations of contents, such as services or data,
in pervasive and dynamic environments. To achieve this aim, each CDN server
autonomously executes simple operations, based on local information, and a
logical sorting at global level emerges. The servers are represented through binary
keys (i.e. bit vectors) obtained by applying of a locality preserving hash function
to its own content. In this way, by defining of a metric, it is possible realize
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a sorting among servers based on their binary key. Once all servers are ordered,
the discovery operations of services or contents become faster. A list of servers
logically ordered means that each server is logically linked to only other two
servers, the server having the binary key value immediately lower and the server
having the binary key value immediately higher. Obviously, the server having
the binary key with the absolute minimum/maximum value of all binary keys
of the network, has a unique linked server. Algorithm 1 reports the sequence
of the operations performed by each server in order to generate the overlay. In
Figs. 1(a) and 1(b) an example of how the algorithm works, is reported.

while true do

compute Hlist: the list of all linked servers having value of binary key higher
than the current server;

compute Llist: the list of all linked servers having value of binary key lower
than the current server;

while Llist.length() > 1 do
identify, in Llist, the servers having the minimum value and the

sub-minimum value of binary key;
create a virtual link between them:;
notify both the servers about their new virtual neighbors;
remove from Llist the server having the minimum value of binary key;
end

while Hlist.length() > 1 do
identify, in Hlist, the servers having the maximum value and the

sub-maximum value of the binary key;
create a virtual link between them;
notify both the servers about their new virtual neighbors;
remove from Hlist the server having the maximum value of binary key;

end

end

Algorithm 1. Pseudo-code of the algorithm performed by each server.

Figure 1(a) shows an example of a CDN network with the related bit vector
for each server. For the sake of simplicity, in round bracket is reported the decimal
value of bit vector. In Fig. 1(b) the emerging overlay network. In particular, the
dot lines represent the real links, whereas the solid lines indicate the virtual links
generate by the algorithm. Notice that, at the end of the operations, each server
is linked, through a real or virtual link, to two servers: the server with the value
of bit vector immediately lower than its own and the server with the value of
binary vector immediately higher than its own, of the all network. Obviously,
the servers with the highest/lowest value of bit vector has only one link. In
the emerging overlay, the servers are ordered and then the discovery procedure
becomes informed and faster. Moreover, the overlay spontaneously adapts to
the joins and departs of servers and to the changing of the characteristics of
the contents. In particular, when a server leaves the network it must notify to
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Fig.1. (a) An example of CDN network. For each server its own bit vector and the
corresponding decimal value, in round bracket, are reported; and (b) the outcome of
the algorithm in a CDN network. The solid lines represent the virtual links of the
overlay network generated thanks to the algorithm.

its own linked servers of the overlay network the information each other. While
when a new server want to join to the network, it must simply communicate its
arrival to the neighbors, by exchanging the bit vectors, and successively executes
the algorithm. Automatically it will be involved in the logical organization.

2.1 A Discovery Mechanism to Exploit the Emerging Overlay
Network

Thanks to the ordering performed by the algorithm, a simple and intuitive search
mechanism can be designed. The discovery algorithm exploits an informed mech-
anism, since queries are delivered towards servers with bit vector describing the
content more and more similar to the target content. Moreover, also for the
discovery procedure, a centralized service does not exist, it is fully distributed
and the messages are forwarded only on the basis of local information. The
ordering of the servers achieved by algorithm guarantees to individuate the tar-
get content. When a query is issued by a user for a “target content”, a search
procedure for a server having the bit vector as more as close to the bit vector
representing the target content, starts. Thanks to the logical sorting achieved
by the algorithm, the query can be simply forwards, at each step, towards the
“best neighbor server”. The best neighbor server is the linked server, belonging
to the overlay o real network, with the minimum distance from the target bit
vector. This procedure guarantees that, at each step, an approaching to the tar-
get content is achieved. When no bit vector of the neighbor servers is closer than
the bit vector of the local server, it is not advantageous forward the query: the
search procedure finishes. At this point, a message is issued towards the request-
ing server/user with the location of the target content. Table 1 reports the path
performed by a user request from the CDN server with bit vector [1100101]
(decimal value equals 101) for a content located in the CDN server with bit
vector [11011110] (decimal value equals 222). The query is issued step by step
towards the neighbor server with the bit vector having the minimum distance
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Table 1. An example of path performed by a user request from server with bit vec-
tor [1100101] (decimal value equals 101) for content located in server with bit vector
[11011110] (decimal value equals 222).

STEP | Local | Selectable Distance Selected
server | linked server from target server

1 101 | (40, 134, 180) (182, 88, 42) 180
180 | (2, 101, 134, 200) | (220, 121, 88, 22) | 200

3 200 | (2, 180, 222) (220, 42, 0) 222 (Target)

between itself and the target bit vector. It can be noticed that the number of
steps to get to the target server is very limited.

3 Experimental Results

In order to investigate the effectiveness of the algorithm, a Java simulator was
implemented in which the characteristics of real CDNs were careful considered.
Initial simulations were executed to evaluate the traffic generated by the algo-
rithm, that is the average number of messages managed by servers to achieve
a stable logical organization. Figure 2(a) shows the mean number of messages
managed by each server for different CDN network size, that is for different
number of CDN serves involved in the logical reorganization. The experiments
were executed for different values of AvgNears, that is the average number of
real connections/neighbors of each server. It can be noticed that, with a limited
number of messages, the algorithm reaches a stable situation and an overlay is
obtained. In Fig. 2(b) the total number of messages exchanged by all servers per
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Fig. 2. (a) The average number of messages managed by each servers to obtain the
logical sorting, for different values of network size; and (b) the total number of messages
exchanged by all servers per step to obtain the sorting in a network having 5000 servers.
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Fig. 3. (a) The maximum value of possible steps (worst case) necessary to obtain the
logical sorting; and (b) the average number of query hops performed by the algorithm to
locate the target server. Simulation results, with solid lines, and mathematical results,
with dot lines.

step to achieve the global logical organization in a network with 5000 servers,
was showed. It is possible to note that the number of messages decreases expo-
nentially and the algorithm converges in a finite number of steps. Successively,
the worst case to obtain the organization, i.e. the maximum possible number of
steps needed to each server to individuate its own neighbors, was calculated and
showed in Fig.3(a). Even in this case, the experiments were executed for differ-
ent values of the average number of connections/neighbors of each server, when
the network size changes. The interesting result is that the maximum number
of steps needed to each server to individuate its own neighbors is always very
low and limited to first application of the algorithm in which no previous sorting
exists. To prove the usefulness of the overlay structure achieved by the algo-
rithm, a further set of experiments was performed. Figure 3(b) shows - with the
solid lines - the average number of steps performed by a query to individuate the
CDN server having the desired content, Njops. The experiments were performed
for different network sizes and for different average number of connected servers
(neighbors) to each CDN server. We can see that a limited number of steps is
sufficient to reach the target server even when the network size grows. With the
aim of comparison, in Fig. 3(b) is also reported - with the dot lines - the curves
obtained through a mathematical expression reported in formula 1.

NSeT’UeTS
Nhops = 1
hop \/1.26 * AvgNears (1)

The mathematical expression was derived empirically from the experiments per-
formed. It is possible to remark how both values are practically equals. In formula
1, Ngervers represents the number of CDN servers, and it can be noticed how
the mean number of query hops performed by a user request is directly related
to the square root of the ratio between the network size and the average number
of neighbors.
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4 Conclusions

In this paper a distributed algorithm to build an information system to improve
discovery operations in pervasive and dynamic environments, was proposed.
Each servers containing the data is indexed through a bit vector obtained by
exploiting of a hash function locality preserving to the metadata representing the
content. Thanks to simple operations autonomously performed by each server,
a sorted overlay network emerges. In this way, the path of the user requests
to reach the desired target content or services becomes informed and faster.
The experimental results proved the effectiveness of the algorithm and how the
discovery operations are proportional to square root of network size.
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