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Preface

This book contains a selection of papers accepted for presentation and discussion at
The 2018 World Conference on Information Systems and Technologies
(WorldCIST’18). This conference had the support of the IEEE Systems, Man, and
Cybernetics Society, AISTI (Iberian Association for Information Systems and
Technologies/Associação Ibérica de Sistemas e Tecnologias de Informação),
University of Calabria, and GIIM (Global Institute for IT Management). It took
place at Naples, Italy, on March 27–29, 2018.

The World Conference on Information Systems and Technologies (WorldCIST)
is a global forum for researchers and practitioners to present and discuss recent
results and innovations, current trends, professional experiences and challenges of
modern Information Systems and Technologies research, technological develop-
ment and applications. One of its main aims is to strengthen the drive toward a
holistic symbiosis between academy, society, and industry. WorldCIST’18 built on
the successes of WorldCIST’13 held at Olhão, Algarve, Portugal, WorldCIST’14
held at Funchal, Madeira, Portugal, WorldCIST’15 held at São Miguel, Azores,
Portugal, WorldCIST’16 held at Recife, Pernambuco, Brazil, and WorldCIST’17
which took place at Porto Santo Island, Madeira, Portugal.

The Program Committee of WorldCIST’18 was composed of a multidisciplinary
group of experts and those who are intimately concerned with Information Systems
and Technologies. They have had the responsibility for evaluating, in a ‘blind review’
process, the papers received for each of the main themes proposed for the conference:
(A) Information and Knowledge Management; (B) Organizational Models and
Information Systems; (C) Software and Systems Modeling; (D) Software Systems,
Architectures, Applications, and Tools; (E) Multimedia Systems and Applications;
(F) Computer Networks, Mobility and Pervasive Systems; (G) Intelligent and
Decision Support Systems; (H) Big Data Analytics and Applications; (I) Human–
Computer Interaction; (J) Ethics, Computers & Security; (K) Health Informatics;
(L) Information Technologies in Education; (M) Information Technologies in
Radiocommunications; (N) Technologies for Biomedical Applications.
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The conference also included workshop sessions taking place in parallel with the
conference ones.Workshop sessions covered themes such as (i) Applied Statistics and
DataAnalysis usingComputer Science, (ii) Artificial Intelligence in Fashion Industry,
(iii) Emerging Trends and Challenges in Business Process Management,
(iv) Emerging Trends, Challenges, and Solutions in Infrastructures and Smart
Building Management, (v) Healthcare Information Systems Interoperability,
Security, and Efficiency, (vi) Intelligent and Collaborative Decision Support Systems
for Improving Manufacturing Processes, (vii) New Pedagogical Approaches with
Technologies, (viii) Pervasive Information Systems, (ix) Technologies in the
workplace—use and impact on workers.

WorldCIST’18 received more than 400 contributions from 66 countries around
the world. The papers accepted for presentation and discussion at the conference are
published by Springer (this book) and by AISTI (one issue in the Journal of
Information Systems Engineering & Management) and will be submitted for
indexing by ISI, EI-Compendex, SCOPUS, DBLP, and/or Google Scholar, among
others. Extended versions of selected best papers will be published in special or
regular issues of relevant journals, mainly SCI/SSCI and Scopus/EI-Compendex
indexed journals.

We acknowledge all of those that contributed to the staging of WorldCIST’18
(authors, committees, workshop organizers, and sponsors). We deeply appreciate
their involvement and support that was crucial for the success of WorldCIST’18.

March 2018 Álvaro Rocha
Hojjat Adeli

Luís Paulo Reis
Sandra Costanzo
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Abstract. The agribusiness volatility is related to the uncertainty of the envi‐
ronment, rising demand, falling prices and new technologies. However, genera‐
tion of agriculture data has increased over past years and can be used for a growing
number of applications of data mining techniques in agriculture. The multidisci‐
plinary approach of integrating computer science with agriculture will support
the necessary decisions to be taken in order to mitigate risks and maximize profits.
The present study analyzes different methods of regression applied in the study
case of grapes production forecast. The selected methods were multivariate linear
regression, regression trees, lasso and random forest. Their performance were
compared against the predictions obtained by the company through the mean
squared error and the coefficient of variation. The four regression methods used
obtained better predictive results than the method used by the company with stat‐
istical significance < 0.5%.

Keywords: Production forecast · Data mining · Agribusiness · Grapes

1 Introduction

Vineyards in Portugal represent 9% of the European Union (EU), the fourth largest after
Spain (30%), France (25%) and Italy (19%). In Portugal, the production of quality wines
reaches 87.8% of the total, above the EU average (78.2%) [1]. Alentejo is the leading
region in the Portuguese market, both in the market share in volume (47%) and in value
(46%). The Alentejo wines bring together 1,900 grape growers and 235 companies that
sell wines with the guarantee of origin and quality certified by the Alentejo Regional
Wine Commission [2].

Agriculture data is highly diversified in terms of nature, interdependencies, and
resources. For the balanced and sustainable development of agriculture, these resources
need to be evaluated, monitored and analyzed. Sharma and Mehta (2012) [3] analyse the
characteristics of agriculture data which is essentially seasonal and uncertain. They suggest
the use of data mining techniques as a tool for knowledge management in agriculture. The
most used data mining techniques in the field of agriculture were presented in [4–10]. Some
of these techniques, such as the k-means, the k-nearest neighbor, artificial neural networks
and support vector machines, are discussed and an application in agriculture for each of
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these techniques is presented. Regression decision trees using recursive partitioning were
applied to agriculture data with good predictive results [11–14].

Appropriate use of agricultural data often leads to considerable gains in efficiency,
leading to an economical advantage. Given the importance of wine market and the
uncertainty environment of the sector, production forecasting techniques that assist in
the decision-making process become strategic. In this work, besides the type of soils,
attributes such as caste type, plant age, fertilization plan, and irrigation strategy were
analyzed in order to predict the annual production of the campaign. Based on the char‐
acteristics of the analyzed data and theoretical references, the following predictive
methods were selected to estimate the grapes production: multivariate linear regression
[15], regression trees [12], lasso [16] and random forest [17].

2 Methodology

The process of extracting useful knowledge from a collection of data includes data
preparation and selection, data cleansing, incorporating prior knowledge on data sets
and interpreting accurate solutions from the observed results. The data mining can be
described as the process of building models that can be used to assist in our understanding
of the world and to make predictions [18]. In this work, the algorithms were developed
using R that is a free software environment for statistical computing and graphics [19].
In the case study, the goal is forecasting production of the campaign. This phase starts
with the acquisition of data relevant to our task. After making the identified data avail‐
able, an initial data examination is performed, leading to verification of the quality of
the data. Part of the examination is also the computation of basic statistics of key attrib‐
utes of the data and their correlations. In this case, the target attributes are production
field. The information obtained in the exploratory data analysis can be used in the
construction of the predictive models. The description of the predictive attributes is in
Table 1.

Figure 1 illustrates the stages of the methodology that starts with analyzing and
identifying predictive attributes. Based on the characteristics of the analyzed data, data
were selected and the data mining techniques applied. The last stage was to compare the
errors of the selected techniques with the prediction error of the company using the
Coefficient of Variation (CV).

Fig. 1. Stages of the methodology
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The dataset consists of production data of 2014, 2015 and 2016. The 2014 and 2015
data were used to train the model and the 2016 data was used to test the model. Each
training example has 14 attributes (Table 1). Size: 400 training examples, 120 test
examples. The target variable is the quantity produced in each field.

The deployment will be the core of the data mining process. Initially occurs the data
preparation, the collected data is analyzed using statistical methods. The case study
consisted of forecast production in a field of grapes in a farm located in the Alentejo
region, Portugal. The methods tested here are computer-intensive algorithms that have
been used in data mining and large-scale predictions, particularly in the field of machine
learning [20]. Based on the characteristics of the analyzed data, the selected data mining
techniques in order to forecast the production were: multivariate linear regression,
regression trees, lasso and random forest.

The evaluation measures used to assess the predictive performance of the methods
were the Mean Squared Error (MSE) and the Coefficient of Variation (CV). While the
root MSE is expressed in the same unit measurement as the target attribute, the CV is
independent of the measurement unit used. It is expressed as the ratio between the root
MSE and the average value of the target attribute. Finally, the Friedman Test was applied
to compare ranked outcomes.

Table 1. Predictive attributes.

Field
characteristics

Description

Caste
Number of Plants
Plant age
pH water
pH KCl
Organic
matter(OM)
P
K
Mg
PlanFertN
PlanFertP
PlanFertK
PlanFertMg

A variety that produces grapes with specific characteristics
Number of Plants for each field
Time that was planted in the field
Acidity of the soil solution
Acidity in the soil solution, plus the reserve acidity in the colloids
Set of chemical compounds formed by organic molecules found in natural
environments
Chemical element Phosphorus
Chemical element Potassium
Chemical element Magnesium
Fertilization plan of Nitrogen
Fertilization plan of Phosphorus
Fertilization plan of Potassium
Fertilization plan of Magnesium

Irrigation
strategy

Description

TA
TB
TC
BA
BB
I

Quality Red Wine
Medium Quality Red Wines
Volume Production Red Wines
Quality White Wine
Medium Quality White Wine
New Vineyards
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3 Results and Discussion

The multivariate linear regression evaluates the variable-response relationship with each
predictor. The learned model is used to make predictions. The residuals analysis is a set
of techniques used to investigate the suitability of a regression model based on residues,
which is given by the difference between the observed response variable and the esti‐
mated response variable.

Regression trees were implemented using the package rpart of R [19] an implemen‐
tation of classification and regression binary trees. The first node of the tree represents
the most important variable among the attributes analyzed, in the case is the type of
caste, followed by irrigation strategy and plant age. As the regression tree grows, the
sets of examples characterizing each leaf get smaller. Consequently, the estimates of
error based on the samples in the leaves are not reliable.

Lasso is a regression method that performs both variable selection and regularization
in order to enhance the predictive accuracy and interpretability of the produced model.

The random forest methods can be used to avoid overfitting. In this work after
analyzing the problem, 5000 trees were used to build the model. The most important
predictive attributes for production forecasting can be visualized in Fig. 2. The variables
predicted to be important in the model help us to understand which variables are driving
the production forecast. In the Random forest, the measures of variable importance are
based on the mean squared error (MSE) and relate to the prediction accuracy of the out-
of-bag portion of the data after permuting each predictor variable. The difference
between the two MSEs is then averaged over all trees and normalized by the standard
error. The higher the %incMSE is, more important the variable [21].

Fig. 2. Variable importance (%MSE)

The method used as baseline is the one used by the company. That is, it predicts for
the current year the same production of the previous year. This method is known as
persistence. The results obtained can be seen in Table 2.
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Table 2. Evaluation of predictive models.

Forecast methods Coef. variation
Company 0,34
Multivariate linear regression 0,25
Regression trees 0,28
Lasso 0,20
Random Forests 0,18

The Random Forest method presented the best result for this problem followed by
the Lasso. Despite the predictive error obtained for multivariate linear regression and
regression tree were lower than those predicted by the company, they are worse than the
ones obtained by Lasso and Random forest methods, avoiding overfitting and selecting
the predictive attributes that most impact the target attribute.

The Friedman Test result, for the production variable, shows a significant difference
between the Lasso and Random Forest forecast regarding Company (p-value of 0.0046).
These results point out that data mining methods are statistically better to predict the
production yield than the company method with p-value < 0.5%.

4 Conclusion

Predictions and trends are a necessity for decision support in an environment with
uncertainty. This work applied forecasting techniques that use data mining models that
capture the knowledge exhibited by the data. Techniques with greater predictive power
are strategic for agribusiness, which despite having an environment of uncertainty, is
not able to react quickly to market changes since their production cycles vary according
to planted crops. In the case study presented, the production cycle is annual, and as it is
verified in Fig. 2, the variables caste and plant age affects directly the production.

The results show that the models Random Forest and Lasso, methods that embed
feature selection, have better forecast of grape production. The main advantage of
extracting knowledge from a collection of data was the identification of attributes that
most affect production to the detriment of the decrease of subjectivity from the model.
The company will check the possibility of using the Random Forest method for the next
production forecast. As future works, the model can be improved considering environ‐
mental variables such as carbon emission and irrigated water volume.

The main difficulty encountered was the small volume of historical data and the lack
of a structured database. The next step is the development of an end user interface system
that will store the production data and implement the developed methods. In this way,
the system will be fed and updated continuously with data generated in the day-to-day
business.
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Abstract. The continuous monitoring of human gait would allow to more
objectively verify the abnormalities that arise from the most common patholo-
gies. Therefore, this manuscript proposes a real-time tool for human gait
detection from lower trunk acceleration. The vertical acceleration signal was
acquired through an IMU mounted on a waistband, a wearable device. The
proposed algorithm was based on a finite state machine (FSM) which includes a
set of suitable decision rules and the detection of Heel-Strike (HS), Foot-flat
(FF), Toe-off (TO), Mid-Stance (MS) and Heel-strike (HS) events for each leg.
Results involved 7 healthy subjects which had to walk 20 m three times with a
comfortable speed. The results showed that the proposed algorithm detects in
real-time all the mentioned events with a high accuracy and time-effectiveness
character. Also, the adaptability of the algorithm has also been verified, being
easily adapted to some gait conditions, such as for different speeds and slopes.
Further, the developed tool is modular and therefore can easily be integrated in
another robotic control system for gait rehabilitation. These findings suggest that
the proposed tool is suitable for the real-time gait analysis in real-life activities.

Keywords: Gait detection � Lower trunk � Acceleration � Real-time
Wearable

1 Introduction

Walking is one of the most common human physical activities and plays an important
role in our daily tasks. The term “gait” is used to describe the way of walking,
consisting in consecutive cycles subdivided in a sequence of events triggering transi-
tions from one gait phase to another [1].

Due to the high number of gait pathologies that currently exist, clinicians need a
simple, robust and efficient method to quantify patients’ gait abnormalities [2].
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These methods should work independently of the intra and inter gait variability of each
patient and should allow a continuous evaluation. Accurate and efficient new tools for
detecting gait events have been developed [2–4]. In fact, these new tools have proved
to be important for the assistance and rehabilitation of the human gait, since they can be
incorporated into devices, as orthoses or exoskeletons, which may be fundamental in
the recovery of the patients’ gait [1–4].

Previously, force platforms, stereo photogrammetric systems, optical bars, or
video-analysis have been used to analyze the human gait [5, 6]. However, these devices
present limitations making them not feasible for measurements on daily-life situations:
they do not allow a complete analysis of the entire gait cycle, demand special envi-
ronments and require long post-processing, especially when used for subjects with gait
abnormalities [5]. Wearable sensors, such as Inertial Measurement Units (IMUs) which
generally integrate accelerometers, gyroscopes and magnetometers, are an optimal
alternative since they allow to evaluate gait in real-time without these restrictions.
Furthermore, with the technological advances, these sensors are lighter and smaller,
making them suitable to record gait information and be embedded in wearable devices
for outdoor ambulatory applications [6].

The placement of IMUs in the body human for gait events identification, firstly
considered the lower body segments (shank and foot). However, such approaches
commonly require independent sensors for each lower limb, thus increasing the cost of
the solution and interference in the users’ daily lives [3]. In addition, the correct gait
segmentation depends in many cases on the data of more than one of the sensors
embedded in the IMU, which becomes more complex to the signal processing. Through
the acquisition of lower trunk acceleration, placing an IMU in the lower vertebral
column region (lower thoracic region and lumbar region) it is possible to obtain gait
information from both lower limbs and from a single axis. In this way, the measure-
ment of the lower torso acceleration is an efficient solution when it is intended to
segment the human gait, using just one inertial sensor and without requiring large
processing requirements [2].

In the last years, several systems have been developed to detect gait events, through
the lower trunk acceleration based on the use of IMUs [2, 3, 7–14]. The development of
these detection systems requires the use of sophisticated algorithms specially for
real-time contexts, which are actually very important for gait laboratories and outside of
rehabilitation environments towards assisted living environments. The implementation
of these algorithms varied greatly from system to system and in general, heuristic rules
and wavelet-based approaches were the most used. Further, most of the algorithms were
constructed based on the antero posterior and vertical plane. In fact, through the study of
the vertical acceleration signal (antero-posterior plane) it is possible to identify the
follow gait events: the heel strike, foot-flat, toe-off, mid-stance and heel-off for each
limb, as is depicted in Fig. 1 [2]. Also, González et al. [3] and Alvarez et al. [7]
developed the only two systems which provided a real-time gait events detection,
namely the initial and final contact events. The gait detection was based on heuristic
roles and it were used two acceleration axes vertical and antero-posterior signals.

This paper addresses the development and validation of a novel adaptive real-time
tool for the gait event detection. The proposed system consists of one inertial sensor, in
particular, an accelerometer placed in the lower trunk at the T2-L1 inter-vertebral space.
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Further, it includes a novel tool for gait detection through the lower trunk acceleration
signal implemented by a Finite State Machine (FSM) with decision rules and adaptive
thresholds. This tool is able to detect five gait events for each leg: Heel Strike (HS), Foot
Flat (FF), Mid-Stance (MS), Toe-Off (TO) and Heel-Off (HO). This system follows the
idea of implementing a wearable system based on the use of only one IMU, in order to
minimize the use of several devices and simplify its use by the user. Lastly, note that the
algorithm only uses one acceleration axis - the vertical orientation, aligned with the
earth’s gravitational axis, in contrast to what was presented in the literature, and espe-
cially the two systems developed for real-time segmentation of the gait [3, 7].

2 Methods

2.1 System Overview

In order to achieve all the requirements of portability and ergonomics, the system con-
sisted of a processing unit and an inertial acquisition system embedded in an adjustable
waistband for any abdominal diameter, represented in Fig. 2. In addition, it was
implemented a data storage system in order to save the inertial gait acquired data in each
trial, in a microSD card. These data were storage in the microSD card via SPI protocol.

The processing unit relies on a high-performance microcontroller Atmega 2560
(Arduino Mega) and for the acquisition system it was used an IMU, particularity, the
MPU-6050. The MPU-6050, which was the world’s first integrated 6-axis motion
tracking device, combines 3-axis gyroscope (range: ±2000º/s) and 3-axis accelerom-
eter (range: ±16 g) in a small 4 � 4 � 0.9 mm package. In this particular system, data
were only recorded from the accelerometer, in particular the vertical acceleration, with
a full-scale range of ±2 g (enough to detect gait events through a lower trunk acqui-
sition) at a sampling frequency of 100 Hz (sufficient to measure one gait cycle).

Fig. 1. Vertical acceleration over one stride. Adapted from [2].
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Due the small size, low weight and low admissible current consumption (500 ± µA),
this IMU is an optimal solution for the proposed system. The communication between
the acquisition system and the processing unit was supported by the I2C protocol.

2.2 Proposed Algorithm

The proposed algorithm consists in five stages: acquisition, calibration, filtering, 1st
derivative computation and finite state machine. For the calibration routine, were
captured 500 samples which were used to calculate an offset that is withdrawn from
each of the samples subsequently acquired.

Then, each acquired sample samplenð Þ, after calibrated, was filtered with an
exponential filter, which is ideal for a real-time implementation based on heuristic
rules, since it does not cause delays in the signal and smooths the samples. Thus, each
sample was filtered based on the following equation:

samplenfiltered ¼ a:samplen þ 1� að Þ:samplen�1: ð1Þ

Where, a is the smoothing factor (0 < a < 1), samplen corresponds to the current
sample and samplen�1 to the previous sample. a was set to 0.5 by trial and error.

After filtering the sample samplenfiltered
� �

, the 1st derivative was determined to detect
when the acceleration increases, decreases, or remains constant and, in order to deal
with the noise, the derivatives below a threshold (near to zero but empirically set) were
assumed as null. This allows to detect only the major variations, that usually are
associated with the local peaks. The calculation of the 1st derivative was performed
based on the following equation:

samplendiff derivated ¼ samplenfiltered � samplen�1filtered : ð2Þ

Fig. 2. Gait detection system developed on a waistband: the bag on the left houses the
processing unit and the data storage system, whereas the gait acquisition system, the IMU, has
been embedded so as to be placed in T2-L1 inter-vertebral space.
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Once the 1st derivative samplendiff derivated

� �
is calculated and the threshold applied, it

follows the FSM implemented by means of a switch case statement, which changes the
states in accordance with the decision rules.

All these stages, Acquisition, Calibration, Filtering, 1st Derivative and FSM, are
presented in the flow chart depicted in Fig. 3. The FSM is constituted by eleven states
that correspond to ten gait events and one of reset. Each of these events corresponds to
a peak in the filtered acceleration acquired in the lower trunk, as represented in Fig. 1.
To detect each of these events, ten decision rules have been implemented that allow to
trigger from one state to other which are presented in the Table 1. Also, is indicated the
gait event corresponding to the peak in the acceleration signal.

To increase the robustness of the algorithm, the thresholds used in the decision
rules were adaptively calculated every three gait cycles and the first thresholds were set
empirically. Also, after the occurrence of three gait cycles, each of the peaks corre-
sponding to a gait event was detected based on its respective peak of the previous gait
cycle, and must belong to a cadence calculated every three gait cycles. In this way, the
peaks were only valid if they belonged to this calculated interval.

It is emphasized that the filtering, as well as the calculation of the 1st derivative and
the decision rules depend on the previous sample acquired, so this is always stored at
the end of each stage (Acquisition, Calibration, Filtering, 1st Derivative and FSM). For
the first sample acquired, it is assumed that the previous sample is zero at each of the
different stages of the algorithm.

2.3 Validation

The validation of the proposed adaptive tool involved 7 healthy subjects (3 males and 4
females). These subjects present a mean age of 25.13 ± 1.01 years old, mean weight of
71.69 ± 5.84 kg and a mean height of 170.38 ± 3.48 cm. The subjects conducted

Fig. 3. Flow chart (left) and FSM (right) used to detect the gait events.
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walking experiments on the ground at a comfortable speed, in a distance of 20 m on
unobstructed hallway. Each participant performed 3 trials and between each trial
repetition, the waistband was removed and then replaced to assess test-retest
repeatability.

In order to obtain an effective strategy to determine the performance of the gait
identification algorithm implemented, as a ground truth, it was used two FSR sensors
(from Interlinks Electronics®) placed on the right heel and toe foot of each subject. The
gait events detected were compared with the signals from the FSRs in each gait cycle,
more properly the HS and TO. Thus, all participants’ steps performed were analyzed

Table 1. Gait events detected and corresponding signal acceleration peaks

Gait event Peak on
acceleration signal

Decision rules

Right heel
strike

1st Maximum local samplendiff derivated \ 0
� �

& samplen�1diff derivated [ 0
� �

& samplen�1 [ th1stmax local 1ð Þ
Right
foot-flat

Maximum global samplendiff derivated \ 0
� �

& samplen�1diff derivated [ 0
� �

& samplen�1 [ thmax global 1
� �

Left toe-off Minimum local samplendiff derivated [ 0
� �

& samplen�1diff derivated \ 0
� �

& samplen�1\ thmin local 1ð Þ
Right
mid-stance

2nd Maximum local samplendiff derivated \ 0
� �

& samplen�1diff derivated [ 0
� �

& samplen�1 [ th2ndmax local 1ð Þ
Right
heel-off

Global minimum samplendiff derivated [ 0
� �

& samplen�1diff derivated \ 0
� �

& samplen�1 \ thmin global 1
� �

Left heel
strike

1st Maximum local samplendiff derivated \ 0
� �

& samplen�1diff derivated [ 0
� �

& samplen�1 [ th1st max local 2ð Þ
Left
foot-flat

Maximum global samplendiff derivated \ 0
� �

& samplen�1diff derivated [ 0
� �

& samplen�1 [ thmax global 2
� �

Right
toe-off

Minimum local samplendiff derivated [ 0
� �

& samplen�1diff derivated \ 0
� �

& samplen�1 \ thmin local 2ð Þ
Left
mid-stance

2nd Maximum local samplendiff derivated \ 0
� �

& samplen�1diff derivated [ 0
� �

& samplen�1 [ th2ndmax local 2ð Þ
Left heel-off Global minimum samplendiff derivated [ 0

� �
& samplen�1diff derivated \ 0
� �

& samplen�1 \ thmin global 2
� �
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and HS, FF, TO, MS and HO events were evaluated regarding its accuracy, % of
occurrence and duration of earlier and delayed detections.

3 Results and Discussion

The performance of the real-time algorithm is demonstrated in Table 2, where it is
possible to analyze the accuracy of correct identification of HS, FF, TO, MS and HS
event (considering both feet), in percentage. Besides the accuracy percentage, it is also
presented the percentage of delayed and advanced gait events detection and the delay
and advance delay times, comparing with the FSR data.

In Table 2, it is verified that the proposed algorithm for gait detection is accurate in
the detection of all events, with an accuracy above 93.94%, being the HS and MS
events with more accuracy (98.99% and 99.98%, respectively). On the other hand, MS
and HS were the events with less accuracy due to changes in cadence and local and
global peaks very close. Also, the accuracy is affected by the high susceptibility to
noise when using the acceleration signal from the built-in accelerometer of the IMU.

Concerning to the percentage of occurrences of delays and advances, it is
observable that the worst results were in the MS event (D: 21.8% and A: 9.09%).
The MS corresponds to a maximum local in the trunk vertical acceleration signal, thus
this observation is due to the fact that the algorithm detects local peaks that are very
close to the local maximum which is supposed to be detected. Also, it was verified that
the worst measured delayed (11.8 ms) and advanced (9.98 ms) results to this event
does not contribute with significant delay and advanced time in the gait detection, since
a normal gait cycle is 1.15 s [15].

It was also found that the delays measured for the initial and final foot-contact (HS -
11.33 ms and TO - 12.2 ms, respectively) were lower than those measured by the
González’ real-time algorithm proposed (117 and 34 ms, respectively) through the
trunk acceleration [3]. These results are probably due to the filter implemented in [3],
since it was used a low-order 11-order low-pass filter, which introduces an undesirable
delay to the gait events detection, especially when it comes to a real-time implemen-
tation. On the other hand, in our tool it was implemented a filter exponential which only
smooth the signal, not introducing delays in the real-time detection. Also, it is

Table 2. Algorithm performance regarding its accuracy, percentage of occurrence and duration
of delays (delayed detection) and advances (earlier detection) for HS, FF, TO, MS and HS gait
events

Gait event Accuracy (%) Delayed (D) Advanced (A)
% (Mean ± SD) ms % (Mean ± SD) ms

HS 98.99 11.1 11.33 ± 2.52 8.33 9.69 ± 7.88
FF 99.98 6.03 2.17 ± 0.67 4.09 1.92 ± 1.24
TO 95.56 12.2 12.2 ± 3.29 5.75 4.81 ± 3.91
MS 93.94 21.8 11.8 ± 4.56 9.09 3.54 ± 1.34
HO 95.04 7.89 10.8 ± 3.55 5.43 9.03 ± 3.78
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emphasized that our tool it is based on a set of decision rules implemented by a FSM,
depending only on the acquisition of the signal on a single axis. Thereby, the delay is
smaller when compared to the algorithm presented in [3], which is based on a set of
heuristic rules (zero-crossing) through the analysis of two acceleration axes.

Figure 4 depicts the gait events detection in three-steps of a subject. It is verified that
the implemented algorithm detects the right/left heel strike (HS - 1st local maximum),
right/left foot-flat (FF - global maximum), right/left toe-off (TO - local minimum),
right/left mid-stance (MS - 2nd local maximum), and right/left heel-off (HO - global
minimum), for the right and left limb, respectively. These detections provide an inno-
vative character to the proposed tool since all the real-time gait detection algorithms on
the literature only detected the initial and final foot-contact on the ground [3, 7].

Note that at the end of a third gait cycle, the threshold and cadence calculation is
adapted based on the previous detected values, for each leg. In Fig. 4, it is only
represented the threshold for the TO detection for the right limb and the cadence for the
HS for the left leg. At the end of the third cycle, the threshold for the TO detection on
the left leg (th1) goes from 7.8 to 8.1 and remains with this value during the following
three cycles. Also, the calculation of the cadence for HS event was adapted according
to the detection of the events during the three previous gait cycles, going from 116 to
117 samples. Thus, we prove the additivity of the implemented tool to detect gait
through the vertical acceleration with a single-axis.

Lastly, it can also be verified that the HS and TO events, that the signal from the
FSRs detect, are in accordance with the respective events identified through the signal
of the trunk acceleration: the event HS corresponds to a rise in the signal of the FSR

Fig. 4. Representation of gait events detection throughout the vertical acceleration (m/s2) and
FSRs output, in three-steps of a subject. It is pointed out the value of the adaptive thresholds (in
this example for the TO detection for the right and left foot, a local minimum) and the value of
the cadence (a specific defined range for each gait event) for the HS event.
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placed in the heel, which matches with the peak corresponding to the HS in the signal
of the acceleration (1st local maximum); and the event TO corresponds to a decrease in
the signal of the FSR placed in the toe, which beats with the peak corresponding to the
signal of the acceleration (local minimum).

4 Conclusions

A real-time tool for human gait detection from lower trunk acceleration was developed
and validated. The vertical acceleration signal (a single axis) was acquired by imple-
menting an IMU on a waistband.

The proposed algorithm was based on a finite state machine using a set of suitable
decision rules to detect HS, FF, TO, MS and HS for each leg. The algorithm was
validated considering accuracy and time-effectiveness with 7 subjects walking at
comfortable walk speeds on the ground. Results allowed to conclude that the projected
tool is accurate and time-effective in real-time detection. Moreover, we introduce a new
and real-time tool which detects all gait events of the stance-phase, through a single
axis by a wearable system with an IMU.

The adaptability of the algorithm has also been verified, indicating the tool will be
easily adapted to some gait conditions, such as for different speeds and slopes.
Besides that, the implemented algorithm is modular since it can easily be integrated in
another robotic control system for gait rehabilitation.

These are the future challenges. In the future, it will be addressed the validation of
this algorithm considering different environments and conditions. These validations,
besides healthy and (non)-elderly subjects, will include patients with neurological
pathologies as Parkinson’s Disease or Multiple Sclerosis. Thereby, the algorithm
developed will be embedded in a more robust and ergonomic wearable system which
will allow the gait monitoring, a special contribution to clinicians in order to facilitate
diagnostic techniques but above all, allow to trace paths of motor symptoms’
improvements for these devastating diseases.
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Abstract. Down syndrome is a disorder caused by an imbalance in the 21
chromosome, affecting learning and memorizing abilities, which was shown to
be improved with memantine administration. In this study we intent to deter-
mine the most relevant proteins that could play a role in learning ability, suitable
for possible biomarkers and to evaluate the accuracy of several bioinformatic
models as a predictive tool. Five different supervised learning models (K-NN,
DT, SVM, NB, NN) were applied to the original database and the newly created
ones from eight attribute weighting models. Model accuracies were calculated
through cross validation. Nine proteins revealed to be strong candidates as future
biomarkers and K-NN and Neural Network had the better overall performances
and highest accuracies (86.26% ± 0.23%; 81.51% ± 0.48%), which makes
them a promising predictive tool to study protein profiles in DS patients’
follow-up after treatment with memantine.

Keywords: Down syndrome � Prediction � Learning improvement
Attributes weighting � Data mining � Classification

1 Introduction

Down syndrome (DS) is the most frequent form of mental retardation, with one in each
1000 births worldwide affected by this condition [1] and it significantly impairs health
and autonomy of affected individuals [2]. It is known that the mechanism behind this
disorder is a triplicate state (trisomy) of all or a critical portion of chromosome 21 and
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the subsequent increased level of expression due to gene dosage [1–4]. DS can be
coupled with various health issues such as intellectual disability, difficulty in learning
and memorizing, congenital heart diseases, Alzheimer’s disease (AD), leukemia,
cancers and gastrointestinal anomalies [1, 2, 5]. These patients can also present dis-
tinctive phenotypic features [2].

Machine learning algorithms are an efficient and inexpensive tool in analysis of
biological data since they can accelerate different studies such as biomolecular structure
prediction, gene finding, genomics and proteomics. By employing a variety of statistical
tools to learn from past data and then use the prior training to classify new data, they are
able to identify new patterns or predict novel trends [6]. This approach has been widely
used in several studies, namely in DS model, both in diagnosis [7–9] and treatment
follow-up [10]. A study by Nguyen, C. et al. hypothesised that locomotor activity was
associated with protein level patterns by evaluating the locomotor response MK-801 in a
DSmousemodel and succeeding in the prediction of this, with accuracies up to 88% [10].

Extended DS research has already been done, namely in possible therapeutics, such
as memantine, which has been widely prescribed for the symptomatic treatment of
patients with moderate to severe AD and has been shown to improve learning and
memory in several animal models [11–14]. Several studies have addressed the
memantine effect in the learning/memory abilities in DS individuals [1, 3] using different
mouse models [15]. The most complete model is the Ts65Dn mouse [13, 16], since they
exhibit significant learning deficits in specific behavioral tasks [13, 16, 17]. Furthermore,
a human clinical trial, from University Hospitals Cleveland Medical Center, has been,
since October 2014, studying the effect of this drug on DS patients [18]. However,
currently the evaluation of success of memantine treatment relies on a behaviour eval-
uation and, therefore, there is a need to find biomarkers that allow for a continuous
follow-up of learning and memory improvement. This deficit represents a significant
struggle in the routine life of these patients and an obstacle to their autonomy as well.

In the following study the database from Ahmed et al. (2015), available for public
use at the UCI Machine Learning Repository [19] was used, which includes protein
expression levels measured in the cerebral cortex in control and Down syndrome mice
exposed to context fear conditioning (a task used to assess associative learning) [19]. In
addition, in order to assess the effect of memantine in recovering the ability to learn in
trisomic mice, some mice have been injected with this drug and others have been
injected with saline [19].

Hereby, we intent to determine the most relevant proteins that could play a role in
learning ability, suitable for possible biomarkers, in DS patients’ follow-up, after
memantine administration and apply several bioinformatics models in order to evaluate
the accuracy of these as a predictive tool.

2 Methods

2.1 Data Preparation

Mice Protein Expression database was extracted from UCI Machine Learning reposi-
tory [19]. This data includes the expression levels of 77 proteins that produced
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detectable signals in the nuclear fraction of cortex. There are 38 control mice and 34
DS mice, for a total of 72. The eight classes are described based on features such as
genotype, behavior and treatment. According to genotype, mice can be control or
trisomic; according to behavior, some mice have been stimulated to learn
(context-shock) and others have not (shock-context) and in order to assess the effect of
the drug memantine in recovering the ability to learn some mice have been injected
with the drug and others have not. In this work the following nomenclature was
applied: c-CS-s: control mice, stimulated to learn, injected with saline; c-CS-m: control
mice, stimulated to learn, injected with memantine; c-SC-s: control mice, not stimu-
lated to learn, injected with saline; c-SC-m: control mice, not stimulated to learn,
injected with memantine; t-CS-s: trisomy mice, stimulated to learn, injected with sal-
ine; t-CS-m: trisomy mice, stimulated to learn, injected with memantine; t-SC-s: tri-
somy mice, not stimulated to learn, injected with saline; t-SC-m: trisomy mice, not
stimulated to learn, injected with memantine. This dataset as imported into Rapid
Miner software (Rapid Miner 7.6.001, Dortumund, Germany) and the eight classes of
mice were set as label.

2.2 Data Cleaning

Polynominal variables (genotype, behavior and treatment) were omitted, since they
were redundant in the information they provided, in comparison to the class. Missing
values (1.68% for the total dataset) were replaced with the average expression level of
that protein (the higher missing values were 285 out of 1080, for BCL2). Some
classification methods require that all input features have a similar range of values so
they will have the same influence on the clustering outcome. Otherwise, higher values
would have more weight, causing false results. In order to avoid this, a normalization
by range (0 to 1) was applied to the data set. After cleaning, the database was labeled as
Cleaned database (Cdb).

2.3 Attribute Weighting

Eight different algorithms of attribute weightings were applied to the Cdb in order to
identify the most relevant attributes contributing to DS: Information Gain, Chi-square
Statistic, Rule, Deviation, Relief, Uncertainty, Support Vector Machine (SVM) and
Principal Component Analysis (PCA).

2.4 Attribute Selection

Once the chosen attribute weighting models were applied to the Cdb, each attribute
assumed a value between 0 and 1, revealing the importance of said protein. All vari-
ables higher than 0.5 were selected and eight new datasets created. This new datasets
were named according to the weighting model chosen and, together with the Cdb, were
used to perform the upcoming models. Therefore, each dataset was executed 9 times:
the original cleaned data set (Cdb) and the 8 new datasets resulting of the attribute
weighting.
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2.5 Classification and Prediction

Five different learning algorithms were used. The graphics presented were either
obtained directly through RapidMiner or obtained using Microsoft Office Excel 2016.
The nine datasets were tested on K-Nearest Neighbour (K-NN), with k set to 1;
Decision Tree (DT), with pruning and prepruning applied; Support Vector Machine
(SVM), LibSVM algorithm since it allowed for polynominal label, as it was in this case;
Naïve Bayes (NB) and, finally, Neural Network (NN), AutoMLP algorithm. When no
information is given about special parameters, default values were used.

Validation was performed using Cross Validation, with 10 folds since our database
had 1080 objects. This validation allows for a division into 10 parts, where 9 are used
for training and 1 for test. The final model accuracy was calculated as the average
accuracy in all nine datasets and the final weighting attribute accuracy as the average in
all five supervised methods. T test between pairs and ANOVA tests were performed as
a means to evaluate differences between supervised methods, with a p value of 0.05.
Learning curves for each 9 datasets, comparing the 5 supervised learning models, were
also generated.

3 Results

The initial dataset had 80 attributes. However, this number decreased to 77 attributes
after cleaning.

3.1 Attribute Selection

Eight attribute weighting models were applied to the Cdb and weights were normalized
so they would range from 0 to 1. The models corresponded to the operators Weight by
Chi-squared, Weight by Deviation, Weight by Information Gain, Weight by PCA,
Weight by Relief, Weight by Rule, Weight by SVM and Weight by Uncertainty. The
average of weights obtained by each operator was calculated for every protein
expressed (Fig. 1). The proteins with higher average weight value (>0.5) were
SOD1_N, CaNA_N, pPKCG_N, pCAMKII_N, pPKCAB_N, PKCA_N, APP_N,
Ubiquitin_N, and pERK_N. Variation of selected proteins could be seen between
weighting models.

3.2 Classification and Prediction

Five different supervised learning models were applied to the 9 created datasets.
Accuracies for each analysis are represented in Table 1. The average time spent exe-
cuting each model is also represented in Fig. 2A, and learning curves for each dataset
comparing the five models is shown in Fig. 2C. SVM’s accuracy ranged from
17.06% ± 0.36% (using the Weight by SVM) to 27.38% ± 0.6% (Weight by Uncer-
tainty) The average accuracy of the model was 24.75% ± 0.13%, and the average time
to run the model was 25 s.
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Fig. 1. Average weights obtained by each protein using different weighting models. The
proteins with higher average weight values in every dataset tested were SOD1 and CaNA (0.73
and 0.67, respectively).

Table 1. Accuracy of learning models when applied to each datasets after feature selection. All
methods had a significance of p < 0.05 for each dataset, except for Cdb K-NN/NN (p = 0.123)
and for Information Gain dataset DT/NN (p = 0.09), using t test.

Supervised methods (average ± std)

Data set
(average ± std)

K-NN
86.26% ± 0.23%

DT
54.32% ± 1.92%

SVM
24.75% ± 0.13%

NN
81.51% ± 0.48%

NB
61.74% ± 0.35%

Cdb
70.42% ± 0.91%

99.75% ± 0.07% 49.47% ± 3.86% 25.26% ± 0.15% 99.63% ± 0.1% 78.01% ± 0.39%

Chi-square
72.08% ± 0.49%

97.53% ± 0.28% 74.66% ± 1.23% 26.84% ± 0.11% 93.21% ± 0.52% 68.15% ± 0.3%

Information
Gain
71.58% ± 0.81%

99.71% ± 0.11% 54.50% ± 3.18% 26.27% ± 0.12% 99.35% ± 0.14% 78.07% ± 0.48%

Deviation
51.41% ± 0.54%

72.72% ± 0.49 54.54% ± 0.64% 26.69% ± 0.07% 55.61% ± 1.23% 47.48% ± 0.27%

PCA
66.95%0.57%

98.91% ± 0.15% 60.02% ± 1.84% 21.70% ± 0.14% 98.45% ± 0.26% 55.67% ± 0.45%

Relief
68.13% ± 0.46%

98.49% ± 0.15% 63.89% ± 0.95% 27.18% ± 0.06% 88.57% ± 0.68% 62.53% ± 0.44%

Rule
70.19% ± 0.92%

99.77% ± 0.07% 52.04% ± 3.87% 24.34% ± 0.08% 99.32% ± 0.23% 75.49% ± 0.33%

SVM
20.05% ± 0.33%

18.16% ± 0.39% 14.62% ± 0.15% 17.06% ± 0.36% 24.19% ± 0.58% 26.24% ± 0.17%

Uncertainty
64.63% ± 0.57%

91.34% ± 0.35% 65.10% ± 1.52% 27.38% ± 0.06% 75.28% ± 0.6% 64.06% ± 0.3%
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Using Weight by Relief, Weight by Chi-square and Weight by Information Gain the
accuracies were 27.18% ± 0.06%, 26.84% ± 0.11% and 26.69% ± 0.07% respec-
tively. In all generated learning curves, SVM showed to be the model with lowest
performance rate. The DT’s accuracy ranged from 14.62% ± 0.15% (Weight by SVM)
to 74.66% ± 1.23% (Weight by Chi-square – Fig. 2B). The average accuracy of this
model was 54.32% ± 1.92%; Using Weight by Uncertainty, Weight by Relief and
Weight by PCA, accuracies were 65.10% ± 1.52%, 63.89% ± 0.95% and
60.02% ± 1.84% respectively. The average time spent running this model was 15 s,
and it presented a highly irregular learning curve, when inserting new elements. k-NN
model’s accuracy ranged from 99.77% ± 0.07% (Weight by Rule), to
18.16% ± 0.39% (Weight by SVM dataset). The average accuracy of this model was
86.26% ± 0.23% and the average time spent running it was 4 s. Using the initial Cdb,
Weight by Deviation and Weight by PCA, accuracies of the model were
99.75% ± 0.07%, 99.71% ± 0.11% and 98.91% ± 0.15% respectively. NN’s accu-
racy ranged from 99.63% ± 0.1% (Cdb) to 24.19% ± 0.58% (Weight by SVM data-
set). The average accuracy of this model was 81.51% ± 0.48% and the average time
spent running it was 18 min and 56 s. Using Weight by Deviation, Weight by Rule and
Weight by PCA the accuracies of the model were 99.35% ± 0.14%, 99.32% ± 0.23%
and 98.45% ± 0.26% respectively. Learning curves demonstrated NN and k-NN to be
the higher performing models. NB accuracy ranged from 78.07% ± 0.48% (Weight by
Deviation dataset) to 26.24% ± 0.17% (Weight by SVM).

The average accuracy of this model was 61.74% ± 0.35% and the time spent
running it was 3 s. Using the Cdb, Weight by Rule and Weight by Chi-square, the
accuracies of the model were 78.01% ± 0.39%, 75.49% ± 0.33% and 68.15% ± 0.3%
respectively.

4 Discussion

The chosen database [19] was cleaned by eliminating its polynomial attributes, since
they did not bring any new information to the dataset, when considering the class; by
replacing missing values by average (taking into account that the missing percentage
was 1.68%, there wasn’t a significant effect on final results); and by normalizing data,
since the values of proteins were of different ranges. After cleaning, the final dataset
was composed by 77 attributes, with its objects distributed by eight classes. A previous
study using this database reported differences in protein profile between Ts65Dn mice
that fail to learn, the control mice that learnt successfully, and in Ts65Dn mice whose
learning abilities were rescued by memantine [3]. However, in our study, eight different
weighting models were applied to the Cdb in order to select the most relevant proteins
(with normalized weight higher than 0.5, as previously stated [20]) that could play a
role in learning ability, therefore important in DS follow-up after memantine treatment.
These weighting algorithms calculated the relevance of an attribute: by using the value
of the chi-squared statistic with respect to the class (Weight by Chi-squared); based on
the normalized standard deviation of the attributes (Weight by Deviation); by com-
puting the information gain in class distribution (Weight by Information Gain); using
the factors of the first of the principal components as feature weights (Weight by PCA);

24 C. Ribeiro-Machado et al.



by the quality of features according to how well their values distinguish between the
instances of the same and different classes that are near each other (Weight by Relief);
by constructing a single rule for each attribute and calculating the errors (Weight by
Rule); using the coefficients of the normal vector of a linear SVM as feature weights
(Weight by SVM) and by measuring the symmetrical uncertainty with respect to the
class (Weight by Uncertainty) [6].

By selecting proteins with weight value higher than 0.5, it was observed that from
different weighting models, different proteins were considered relevant. For instance,
using the Weight by SVM only one protein was considered relevant, whereas when
using Weight by Deviation, 51 proteins had weight values higher than 0.5. In order to
obtain which proteins were considered relevant for most of the algorithms, an average
of all weighting models was calculated. The results, shown in Fig. 1, revealed SOD1,
CaNA, pPKCG, pCAMKII, pPKCAB, PKCA, APP, Ubiquitin, and pERK as the most
important. According to literature, an increase of SOD1 can lead to oxidative injury,
dysregulation of REDOX signaling and cell death [21]. Furthermore, some studies
revealed its presence in degenerating neurons, being related to the increase of

Fig. 2. Evaluation of learning models performance. A. Graphic of average accuracy of each
model and time spent executing. B. DT produced with the dataset Weight by Chi-squared
(74.66% ± 1.23%). Arrow represents bar leave with two colors. C. Learning curves for the
learning models within the nine datasets. K-NN and NN were in the great majority the best
methods and SVM the lowest. DT presented a high level of irregularity.
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fribillogenic Ab42 peptide production from APP, in adults with DS [22]. Additionally,
pCAMKII is related to long-term potentiation and neurotransmitter release, being
intensively studied in hippocampal and other neurons as a mediator of plasticity,
learning and memory [23].

After weight selection, supervised learning algorithms were applied to all datasets
(SVM, DT, k-NN, NN and NB). With the purpose of finding the best learning model
and the best weighting algorithm, average accuracy within each model, time spent
executing, as well as the learning curve were obtained, as can be seen in Table 1 and
Fig. 2. There was not a significant increase in algorithm performances when applied to
the created datasets by attribute weighting models in comparison to the cleaned dataset
since the highest average accuracy was for Weight by Chi-Square, Weight by Deviation
and Weight by Rule (72.08%, 71.58% and 70.19%, respectively) and the Cdb had an
average accuracy of 70.42%. SVM is a non-probabilistic binary linear classifier. Given
a set of training examples, each marked as belonging to one of two categories, it builds
a model that assigns new examples into one category or the other1. LibSVM is a SVM
algorithm that allows the existence of a polynomial label, hence it was used in this
study. SVM turned out to be the algorithm with lowest performance for every dataset
tested (Fig. 2C), with an average accuracy of 24.75% ± 0.13% (Table 1). These
results were contrary to the expected, since SVM tends to have a high accuracy, close
to NN. Nevertheless, since in this study it was used the default parameters, an opti-
mization of these could lead to an accuracy improvement. Likewise DT, a tree like
collection of nodes intended to create a decision2, showed to have a highly irregular
performance when increasing the number of examples (Fig. 2C), being that the best
performance occurred when Weight by Chi-square dataset was used. The average
accuracy of this algorithm was 54.32% ± 1.92% (Table 1). Although in this case, the
selected criterion was Ratio Gain, and pre and post pruning were applied to the gen-
erated tree, it was still highly complex, leading to a confusing result (Fig. 2B).
Moreover, for some branches of the tree, one rule could correspond to more than one
class (several color bar leaves – Fig. 2B), demonstrating it was not very precise. NB is
a simple probabilistic classifier based on Bayes’ theorem with strong (naive) inde-
pendence assumptions3. This algorithm demonstrated an almost linear performance
when increasing the number of examples (Fig. 2C), with an average accuracy of
61.74% ± 0.35%. k-NN, an algorithm which compares a given test example with
training examples that are similar to it4, and NN, a model which consists of an inter-
connected group of artificial neurons that process information5, showed to be the best
performing algorithms, with an accuracy of 86.26% ± 0.23% and 81.51% ± 0.48%,
respectively (Fig. 2A). Different k were tested (1 to 5) in k-NN method and k = 1
showed the best result. Accuracies tended to decrease as k increased, although values
were not very different. Nevertheless, when analyzing the executing time, it was

1 GmbH R. Support Vector Machine - RapidMiner Documentation 2017.
2 GmbH R. Decision Tree - RapidMiner Documentation 2017.
3 GmbH R. Naive Bayes - RapidMiner Documentation 2017.
4 GmbH R. k-NN - RapidMiner Documentation 2017.
5 GmbH R. Neural Net - RapidMiner Documentation 2017.
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possible to observe that although NN had a high accuracy and an average time of
18 min, for some datasets (as in the case of Cdb) it took 44 min to complete the
process. This could potentially represent a problem, when dealing with larger datasets.

5 Conclusion

In this study, several machine learning methods were applied to the dataset in order to
find relevant proteins that could play a role in learning ability and, furthermore,
evaluate the accuracy of learning models as a predictive tool. Currently there are still no
biomarkers capable of predicting the learning ability in DS after treatment [3, 11, 12].
Proteins identified in this work revealed to be strong candidates as possible biomarkers.
Regarding the learning models, k-NN and NN had the best overall performances and
highest accuracies, which makes them a promising predictive tool to study protein
profiles in DS patients’ memantine treatment follow-up. However, there is a need for
more studies addressing this question, where more proteins can be included and fewer
classes considered, as well as a replication of the same analysis in human samples. All
data mining methods showed to be an efficient, quick and cheap way of analyzing
biological data.
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Abstract. Smart apparel recommendation system is a kind of machine learning
system applied to clothes online shopping. The performance quality of the system
is greatly dependent on apparel data quality as well as the system learning ability.
This paper proposes (1) to enhance knowledge-based apparel data based on
fashion communication theories and (2) to use deep learning driven methods for
apparel data training. The acquisition of new apparel data is supported by apparel
visual communication and sign theories. A two-step data training model is
proposed. The first step is to predict apparel ATTRIBUTEs from the image data
through a multi-task CNN model. The second step is to learn apparel MEAN-
INGs from predicted attributes through SVM and LKF classifiers. The testing
results show that the prediction rate of eleven predefined MEANING classes can
reach the range from 80.1% to 93.5%. The two-step apparel learning model is
applicable for novel recommendation system developments.

Keywords: Apparel recommendation � Body � Style
Visual communication system � Apparel data � Deep learning

1 Introduction

In order to improve online shopping experiences and users’ satisfactions, apparel
recommendation systems that combine online apparel data with intelligent computing
technologies have attracted research attentions. Traditionally, obtaining customers
information and their purchasing history data is a prerequisite for developing recom-
mendation systems. It suffers from the cold start due to the lack of historical data for
new customers. Furthermore, the apparel as a kind of fashion products changes quickly
with the latest fashion trend. Recommending clothes that are similar to the previous
liked ones may not useful since people tend to seek style changes rather than copy the
past. With the growing Artificial Intelligence technologies, recent studies have started
to develop more professional apparel recommendation systems. However, the domain
knowledge of clothes and dressing is used fragmentally in various systems, such as
dressing for bodies in Vuruskan et al.’s [1] recommendation system, dressing for
occasions in Liu et al.’s [2] recommendation system and mix-and-match styling rec-
ommendation system developed by Vaccaro et al. [3].
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This study aims to integrate the profound knowledge and theories of clothes, fashion
and dressing into the development of high quality apparel datasets and intelligent
learning models to support apparel-oriented smart recommendation systems. We intro-
duce a new apparel data coding system and two datasets: ATTRIBUTE andMEANING,
based on clothes communication and semiotic theories. The ATTRIBUTE data captures
the visual elements of design such as lines, shapes, colours, patterns, materials, mix and
matches etc. and the MEANING data captures the connotation meanings carried by
visual clothes and outfits. We also develop a deep learning model that predicts apparel
MEANINGs through the apparel images and ATTRIBUTEs. The proposed methodol-
ogy above can enhance the quality of an apparel recommendation system.

The remaining of this paper is organized as follows: Sect. 2 reviews existing
apparel data and recommendation systems. Section 3 investigates the theory of clothes,
menswear and fashion. Section 4 introduces the definition, construction and collection
of newly developed apparel datasets based on visual communication theories. The
following section details the methods of training apparel datasets and testing results.
Section 6 draws conclusions and future works.

2 Related Work

Current studies have been focusing on the apparel data revolution in recommendation
system development. The earlier systems excavated user’s profiles and bought/liked
history data and recommend new products based on images similarity. A raising
research concern was that apparel recommendations should consider both clothing and
dressing issues. Occasion-oriented recommendations extracted clothes image features
and labelled it through crowdsourcing method [2]. Customer profile and behavioural
data were replaced by occasion data offered by online crowdsourcers. Moreover, some
researchers focused on outfit images designed by domain experts for developing
mix-and-matches recommendation systems [4, 5]. The newly developed intelligent
systems started to integrate with clothing and fashion knowledge such as providing
recommendations based on fashion DNA, styling, body dressing [1, 3, 6–8].

Applied methods for developing intelligent recommendation systems can be divi-
ded into two parts, feature extractions and classifications. Current research has showed
the abilities of using computer to detect texture [9], outline shape [10] and some local
features [11] such as the Scale Invariant Feature Transform (SIFT). Automatic
extractions could generate a large volume of image-based feature data, but it may be
less accurate to represent essential apparel characteristics. It is necessary to bridge the
connections between image features and apparel design elements. Regarding to clas-
sifications, the conventional machine learning algorithms are the dominant methods
such as Neural Networks and Support Vector Machine. This study is going to develop a
deep learning model to extract design attributes from raw images and make classifi-
cations using separate classifiers.
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3 The Theories of Clothes, Menswear and Fashion

The understanding of clothes particular on Menswear fashion involves multiple dis-
ciplines such as design, sociology, semiology, economics and cultural studies.
According to the fashion theory by Barnard [12] and Men’s fashion theories by McNeil
and Karaminas [13], we found important theories and knowledge to support apparel
data and recommendation system development. The new viewpoint is that clothing is a
kind of language for people to communicate meanings. For example, Barnard elabo-
rated the relationship of fashion, clothing, communication and meaning in his book
named Fashion as Communication [14]. This theory explained what the apparel might
be for the wearer, why people wear clothes and how people use the meanings of clothes
for effective communication.

3.1 An Overview of Fashion Theory and Men’s Fashion Theory

The context of wearing clothes was discussed in some fashion theories such as Clothes
and the Body, Style and Identity, and Clothes and Communication. Firstly, the body
could bring meanings to dress through adornment. In dressing male bodies, Odile
Blanc stated that dress amplified the body in particular ways and was part of male
power strategies [15]. The transposition of the clothes’ attributes and the feelings that it
invokes is not merely the effect of the overall apparel as a casing, but of the body itself
[16]. Dress serves as a visual metaphor for identity.

The message of clothes implies the identity regarding sex and gender, social class,
ethnicity and race, as well as culture and subculture [12]. The unique identity in men’s
style is the Masculinity. It is constructed with certain social background and changing
with time, as Peter McNeil indicated that the meanings of men’s dress are transformed
in different cultural and historical contexts [13]. Tim Edwards addressed men’s fashion
and masculinity through consumer society [17]. He emphasized the significance of sign
value which is the meaning attached to commodities.

Rouse in Understanding Fashion indicated that the important function of clothes is
the communication [18]. Barnard in Fashion as Communication stated that clothing is a
non-verbal communication medium where one person as the wearer intends to send
messages and another person as the spectator/viewer receives the messages [14]. The
clothes language and communication theory could fit the men’s fashion. These argu-
ments specifically explained the message of men’s style and its communication value.

3.2 Embedding the Apparel Communication Theory
into Knowledge-Based Recommendation System Development

Apparel communication is a complex system which occurs at two levels: clothes-body
communication and wearers-viewers communication (Fig. 1). In level one, wearers
themselves express meanings through the visual perception of clothes on their body,
with visual and touch feelings. In level two, viewers perceive meanings through the
visual perception of clothes on wearer’s body without touch feelings. The overlap area
of meanings in both levels evaluates the quality of apparel communication.
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Hence, supporting meanings to be communicated correctly is the target that apparel
recommendation system is trying to achieve.

The development of an apparel recommendation system needs to focus on apparel
meaning prediction model, aiming to effectively estimate meanings that could match up
viewers’ perceived with wearer’s intended to express. In fact, the code to support
apparel communication is better known by clothes professionals since these people
have particular knowledge, skill and experiences of clothes and dressing. Thus the
method of developing meaning prediction model is using machine learning and deep
learning algorithms to train a learning model based on apparel communication theory
and practical expert knowledge.

4 Knowledge-Encoded Apparel Data

4.1 Data Definition, Construction and Collection

Figure 2 illustrates an apparel communication network composed of three major
components, including apparel signs, denotation meanings and connotation meanings.
Signs of apparel refer to visual elements of line, shape, volume, drape and other
elements in the listed. The first order of communication is between visual signs and
denotation meanings. It commonly indicates obvious or literal meanings of apparel, but
this study introduces a second order that indicates the semantics of design. The second
order of communication is between denotation and connotation meanings. It generates
meanings of mental (or perceptual) feelings that may associate with body, occasions,
design genres or personal preferences. The second order of meanings is finally applied
for communication.

Fig. 1. The relationship of apparel communication system and smart recommendation system
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The structure of apparel datasets is connected with the clothes communication
networks. Apparel signs are composed by original apparel image data. Denotation
meanings indicating apparel itself are belonged to the ATTRIBUTE dataset, and
connotation meanings given by people outside of apparel are filled to the MEANING
labelling dataset.

ATTRIBUTE Dataset. The ATTRIBTUE data captures the first order of meanings,
which is the denotation meanings generated from apparel itself, such as lines, shapes or
colours. It nominally denotes the obvious and literal meanings of clothes, such as lapel
shape is denoted as peak, notch or shawl. The deeper denotative meaning involves the
design of lines, shapes and colours, such as the proportion of lapel shapes. More design
features, such as the contrast, harmony, illusion, emphasis and complexity [19] could be
adopted to denote deep attributes. An extended semantic attribute data has been defined
which denotes both natural and design meaning derived from the internal of apparel.

All of the identified visual features of apparel signs were classified into 25 cate-
gorical variables (e.g. proportion) and 20 ordinal variables (e.g. buttons number) based
on their properties. For coding, for instance, the ration of a Jacket width/length as one
of 45-dimensional features can be encoded as 1 = ‘wide/short’, 2 = ‘narrow/short’,
3 = ‘narrow/long’, and 4 = ‘wide/long’ from the subcategories. All samples (220 s)
were encoded into SPSS 24.0 system manually according to each sample’s product
descriptions on its purchasing website. After eliminating samples with missing features,
a number of 200 samples went into the final dataset.

MEANING Dataset. The MEANING data is identified as the second order of
meanings, connotation meanings that are generated outside of apparel by people, such
as wearers, viewers or designers. It denotes the feelings, thoughts, beliefs and desires of

Fig. 2. Apparel communication networks and data definitions
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clothes based on mental concepts. General speaking, peak lapel feels formal. Peak lapel
with a wider shape and higher position of gorge could formulate a muscular chest look.
This study presents connotation meanings by perceptual feelings (style genres, e.g.
elegant) and body meanings (to indicate body shapes). These identified meanings will
be used to label apparel samples. As mentioned earlier, the second order of meaning is
given by people. Therefore, it is necessary to decide which people could contribute to
those meanings. The clothes professionals are qualified as skilled people. This group
will contribute to data collection in labelling experiments.

The MEANING data was collected through labelling tasks by clothes experts.
A 11-class set of style MEANING adjectives was employed as predefined labels
including style genres of Casual, Trendy, Professional, Elegant, Classic and Playful, as
well as body corrections for Square (broad all over), Circle (chubby all over), Triangle
(soft round middle), Invert Triangle (broad shoulders slim waist) and Slim (straight up
and down). The annotators were five commercial stylists with at least two-year working
experience in a large retail sector. The labelling adjectives of apparel samples were
recorded into SPSS 24.0 in accordance with ATTRIBUTE data.

4.2 Data Evaluations

The quality of the proposed two apparel datasets has been evaluated by several
statistics and content-based assessments. We employed Internal Consistency and
Test-Retest assessments to evaluate the reliability. Exploratory and confirmatory factor
analyses measured the validity through statistical correlations of data. A panel of
experts inspected the validity through the content structure. Statistics-based assess-
ments confirmed that the element correlations in statistics are consistent with real
connections. The feedback of content-based reviews by domain experts supported
current structure and provided additional adjustments for further developments.

5 Development of Apparel Learning Models
for Recommendation System

5.1 Apparel Learning Model Design

In an apparel communication system, meanings are transmitted through three layers
including the apparel sign, denotation meanings and connotation meanings. The last
layer, connotation meanings are the final output of communications. Logically, the
learning model of connotation meanings could base on the features extracted from raw
apparel Images or features represented by ATTRIBUTEs. Therefore, we essentially
develop a deep learning model to extract image-based features that are discriminative to
ATTRIBUTEs and MEANINGs and make classifications through a multi-task Con-
volutional Neural Network (CNN). The further training model is using predicted
ATTRIBUTEs from the output of CNN to learning the MEANINGs, with two separate
classifiers SVM and a newly proposed LKF.

A Deep CNN Model. We proposed a deep CNN structure which serves as a multi-task
model considering all of the three levels of predictions, including style genres,
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denotation attributes, and body shapes. The key configurations of the proposed deep
learning model are summarized in Fig. 3. The proposed CNN model is composed of
five convolutional layers, five pooling layers and two fully connected layers. The
design from the first convolutional layer to the last pooling layer serves for the feature
learning. Each convolution level has two layers in the same size, e.g. Conv1 has
Conv1_1 and Conv1_2 in the size of 160 � 128. The max-pooling layers between two
levels make the size shrink to half of the original size. After Conv5, all of the patches
are concatenated and mapped to two layers of fully connection, Fc6 and Fc7. The
resultant feature space is in X apparelð Þ ¼ xn½ � 2 R

N�4096, where 1, …, n, …N indexes
the training samples. The design from fully connected layers to the final outputs serves
for classifications. There are two types of objective functions, Cross Entropy for Y(style
genre) and Y(body shape), and Norm-2 distance for Y(attribute).

MEANING Prediction Model. Secondly, we train apparel MEANING prediction
model using predicted apparel ATTRIBUTEs from the outputs of CNN model.
Since CNN feature is obtained by learning the multi-task loss regarding apparel
attributes, style genres and body shapes, the predicted attributes may have been
adjusted for the loss of style genres and body shapes prediction. Therefore, using the
predicted attributes from the output of CNN model could further benefit the style
genres and body shapes predictions.

Since the deep learning model is based on a multi-task loss, empirically, the per-
formance of each individual task may have been sacrificed for the sake of balanced
overall loss. Therefore, the separate SVM classifiers are introduced for predictions with
extracted visual features from CNN model. However, the proposed SVM classifier may
encounter the degradation due to the small training size. Because our evaluation is
based on a highly random cross-validation scheme, the maximum number of training
images is 180, and the samples of each label can be very unbalanced. The weak classes
with few samples may be completely sacrificed for the denser ones. In order to mitigate
the unbalanced prior, we propose a distribution based classification algorithm that is
named as Later Kernel Fusion (LKF). Instead of learning the class boundaries, LKF
focuses on maximizing the likelihood function between the test samples.

Fig. 3. Key configurations of the proposed deep learning model, Conv: convolution layers; Fc:
fully connection layers.
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5.2 Results

Above proposed apparel learning approaches have been implemented through Python
scripts. We feed the Image, ATTRIBUTE and MEANING three parts of data as the
inputs and outputs to train models. The model testing results are demonstrated in
Table 1. The average prediction rate of 11 predefined classes is 74.9% in the deep CNN
model. To combine with the conventional SVM classifier is less effective. In com-
parison, the average predictability with the newly proposed LKF classifier is 9.4%
higher than the first introduced CNN model. The MEANING prediction model further
improved the performances of eleven classes by introducing the predicted ATTRI-
BUTEs in CNN model as feature data. The most significant increases are in the class of
‘Circle’ from the CNN model (76.4) to the CNN model with LKF (84.4) and finally to
the MEANING prediction model with LKF (90.4).

In feature extractions, apparel design attributes are recognisable from images
through deep learning method, and the recognised apparel attributes are the most
effective feature representations to adapt the tasks of apparel meaning classifications. In
classifications, the proposed LKF algorithm is more effective than the baseline SVM in
both CNN model and MEANING prediction model. Overall, the proposed MEANING
prediction model with LKF classifier reached the best performance with an average
prediction accuracy of 88.1%. This is a highly effective and useful model for proto-
typing apparel recommendation systems.

The prediction of apparel attributes is made by the regression output of the CNN
model. Figure 4 illustrates the Mean Squared Errors (MSE) of overall predicted attri-
butes, which estimate the average of the squares of the prediction errors. This is an
important parameter to measure the performance of regression model. The value of
MSE closer to zero means the higher predictability of apparel attributes. In Fig. 4, the
majority apparel attributes are predictable with small errors (MSE < 1.5). The pre-
dictions on five attributes are less accurate with the relatively higher MSE, including
Jacket outline, jacket pattern, jacket material, shirt hue and shirt pattern. This is caused

Table 1. Model training and testing results

Predictability of classes (style genres & body shapes) (%)

Casual Elegant Playful Professional Trendy Classic Circle Invert
triangle

Triangle Square Slim Mean

CNN model
CNN model (with
SVM)
CNN model (with
LKF)

72.8
72.9

82.4

74.5
72.6

83.8

69.4
70.1

77.9

75.8
76.2

84.6

80.5
77.5

91.2

72.2
70.7

85.7

76.4
75.8

84.4

71.8
69.5

82.5

67.7
64.4

79.6

79.6
79.7

86.4

82.8
79.2

89.2

74.9
73.5

84.3

MEANING
prediction model
(with SVM)
MEANING
prediction model
(with LKF)

79.6

84.5

85.1

85.4

76.9

80.1

84.3

88.5

91.8

92.4

86.9

87.1

88.4

90.4

84.5

86.3

83.8

87.8

91.4

92.6

93.2

93.5

86.0

88.1
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by the unbalanced distribution of samples in these high-dimensional attributes. Some
features due to lack of observing samples are unlikely to be predicted.

6 Conclusion

Knowledge-based apparel recommendation systems could be achieved through the
newly proposed apparel datasets and modelling methods. The ATTRIBUTE prediction
model can be used for Menswear advanced search system that allows natural and
design features to be filtered, and the MEANING prediction model can be used as a
Menswear style recommendation engine that distinguishes online clothes by specific
style genres or body shapes. These models are superior to other models in recognising
in-depth clothes features and connotative meanings like the trained style professionals.
Although the proposed apparel learning methods and models are based on small size of
training datasets, the evaluation results of predictability on eleven classes are all above
80%, which means the proposed apparel data development and training methods are
valid. In the future, it has spaces for improvements. In order to optimise the model
preference, the newly proposed methods will be used to adapt a larger size of sample
data, a wider category of clothes, more predefined classes regarding apparel meanings,
e.g. dandy, body colours, as well as occasional meanings.
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Abstract. Nowadays the demand for compatible outfit recommendation system
is rising up. There are a number of online fashion shops and web applications
allowing their customers to observe collages of fashionable items which look
good together. Such forms of recommendations help both clients and sellers. On
one hand clients can make better choices while shopping and find new items of
clothing that will match each other. On the other hand, complex outfit recom-
mendations help sellers to sell more items which will influence their business
KPIs (key performance indicators).
We can build fashion outfit recommendation system using various instru-

ments: machine learning (mostly supervised learning), statistics, user modelling,
rules construction and many others. The problem is that most of these tech-
niques require a solid amount of data about users’ preferences and tastes to
create good personal recommendations. But what if there is no such informa-
tion? In this paper we are proposing the approach of creating fashion outfit
recommendations in situations when we lack of that data (the cold start prob-
lem). We are going to share (1) the approach of dataset gathering and (2) the
results of using external datasets and pre-trained models for fashion outfit rec-
ommendation creation.

Keywords: Fashion outfit recommendations � Recommender systems
Machine learning � Neural networks � Transfer learning

1 Introduction

Recommendation system is an obvious choice for effective operating with large
amounts of low structured data as it effectively reduces the amount of information
shown to users. Personal recommendations, in their turn, may help to interact with each
user in a unique way in terms of data: with the help of recommendation system we are
building a unique representation of available items for each user. There are numerous
examples of recommender system usage in different domain areas these days.
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This technique is extremely important in online e-commerce applications (Amazon),
streaming media players (Netflix), online radio and music services (Pandora), and
many others. Surely, online fashion sphere is not an exception (Polyvore).

Having high-quality personal fashion recommendations (e.g. recommendations
about stylish ensembles of clothes) is crucial for online fashion shops. Most of the
online apparel stores have a solid amount of items from different categories of the
assortment. Their problem is that the more products a store has, the longer time it will
take for a client to find a relevant item. Users need more and more time to browse the
whole catalog of products that sometimes may go beyond the reasonable time limit.

The trick here is that in fact users do not need to examine the whole range of
available products to find what they need. Having at least a bit of information about
user’s preferences, recommender algorithms help to reduce the amount of products to
review significantly.

Fashion outfit recommendations can be considered as a standard recommendation
problem; however, there is a difference worth noticing: clothing items cannot be rec-
ommended independently. If a user chose, for example, some jeans, the recommen-
dation system should (1) show a top which would be (2) suitable to the jeans s/he
chose. Having good recommendations for one clothing category does not automatically
lead you to a ready-made stylish outfit. In other words, fashion look generation is a way
more complicated problem, as you not only have to recommend items which users will
probably like, but recommend them as a set, items of which actually match each other
both in terms of fashion and user’s preferences.

Also, we should mention another challenge: there are different types of online
shops: from big ones with enormous catalogues of clothing to smaller ones which are
specialized on selling only one brand. In this paper we propose an approach for
building such recommendation system which can be used by smaller shops as well.

2 Related Work

Fashion domain attracts more and more attention in different fields. Existing researches
mostly focus on design generation [6, 9], fashion prediction [14] and fashion recom-
mendation [5, 11–13].

Our work falls into the area of fashion recommendation and extends the research
[2, 10] where the authors achieved high accuracy on distinguishing fashionable and
unfashionable dresses. In this paper we are focusing on differentiating compatible and
incompatible outfits. There have been several researches toward that, too. For example, in
[5, 11, 12] the authors trained theirmodels on dataset consisting of already created fashion
looks from Polyvore.

In [12] the authors trained their model to recognize good and bad outfits containing
two objects (top and bottom). In [5] there was suggested an approach to use the
pre-trainedmodel to find out whether items from one’s wardrobematch each other or not.

Unlike all listed works, in this paper we suggest a new approach which will be
based on (1) specializing on triple sets, (2) gather dataset in a different way (using
clothes images and crowdsourcing to validate whether the sets are compatible or not).
We also would like to test whether it is possible to transfer our model to other shops.

42 A. Iliukovich-Strakovskaia et al.



3 Problem Statement

In this paper we aim to build such a fashion outfit recommender system which will
generate a set of three matching each other items (a top, a bottom and shoes) as a single
recommendation. We also want to determine if the recommendation model trained on
our dataset could be transferred to other datasets (belonging to smaller retailers) and, if
so, how much external data we should need for it to be transferred successfully.

Obviously, the first question to rise is the following: what outfit can be objectively
called “a good one” without any personalization like colour or style preferences? How
can we build a system which will be able to decide if these items really look compatible
enough to be recommended to any user and how can we validate its performance? This
is actually a complicated problem: there is no formal criterion. We can try to do it
automatically: for example, generate a number of outfits basing on some rules (“any
blouse suits any jeans but not shorts”) or use popular items if a retailer has some
statistics about the popularity of its products (“combine most popular tops with most
popular bottom”). Either way, it doesn’t guarantee that the generated outfit would really
be good or could be called “a stylish one”.

For our recommendation system we compiled several datasets which are described
in Sect. 4.

After we have settled the first question, another one is rising up: what should a
small shop do to obtain a recommendation system? One of the options is to use a
pre-trained model. And how to incorporate external data on clothing sets into a rec-
ommender system that will have to make recommendations based on the new products
of this smaller shop and its new catalog hierarchy? We have conducted a number of
experiments to proof that the idea of using external fashion outfit dataset can be useful
and to find the most effective and promising ways of using such data for smaller
retailers. We will discuss this in Sect. 6.

The structure of our work is the following:

1. Hypothesis 1 (H1): there is a difference between compatible and incompatible
(or “good” and “bad”) outfits and we can train a machine learning model to sort
them out.

2. Hypothesis 2 (H2): it is possible to apply a model which was trained to differentiate
compatible and incompatible outfits using the data from one shop, to another one.

3. Hypothesis 3 (H3): if we could apply the pre-trained model to another shop, there
will be an exact moment when we should switch from the pre-trained model to the
model trained on the original dataset. There is also an addition question here: how
much external data will we need to build a robust model?

Apart from that, we will also describe a design of the datasets we collected and the
way people matched it to create positive samples.
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4 Data

We can say that there exist two types of fashion retailers: big and small ones. A big
fashion retailer (usually an aggregator) can have more resources to build their own
fashion models from its catalog and more information about its users’ behavior, which
can help them build a better personalized model. On the other hand, a small fashion
retailer has neither information about its customers nor resources to build a good
generated model. In such situation, using external data seems a natural choice.

For our tasks we gathered data from one big retail website and two small ones and
created three image collections. Each collected item was defined by an image, a unique
name, a level and a category. Raw stats are available in the Tables 1 (big retailer –
“B”), 2 (small retailer – “s0”) and 3 (small retailer – “s1”). Levels (top, middle and
bottom) were matched manually. The names for the categories (such as “jeans”,
“pants”, “tunics”) were collected from the websites.

Table 1. Big retail Website (B), raw stats.

top (24686) bottom (17670)
jumpers 9039 sneakers 3562
shirts 5690 shoes 2783
t-shirts 4343 ankle boots 2591
sweatshirts 2442 boots 2389
tops 2333 high heels 1976
tunics 839 sandals 1394
middle (11366) slip-ons 888
pants 4976 flats 610
skirts 3348 snowjoggers 385
jeans 2502 uggs 370
shorts 540 espadrilles 351

clogs 106
slippers 105
jackboots 91
loafers 69

Table 2. Small retail Website (s0), raw stats.

top (239) middle (90)
tops 194 trousers-shorts 51
knitwears 45 skirts 39

bottom (45)
shoes 28
boots 17

44 A. Iliukovich-Strakovskaia et al.



5 Our Approach

To sort out compatible outfits we used a crowdsourcing approach. For that we
developed a simple website where we uploaded our image collections. In order to
create a good outfit a user had to follow three steps: first, he or she chose the collection:
big retailer “B”, small retailers “s0” or small retailer “s1” from which he intended to
pick up clothing items. Second, s/he chose categories for each level (what exact top he
would like to pick up, blouse or t-shorts). Third, the user picked up clothing items and
created the look s/he considered compatible.

All collected outfits were saved under the user’s login which can be updated at any
time. See Fig. 1 for visual example of the interface and Fig. 2 for collected fashionable
outfits.

Apart from positive samples, to perform out experiments we have to define the
concept of what we call a “bad” or incompatible outfit. This task was solved auto-
matically. To generate such outfits we followed a simple rule: combine all items as long
as they are matching the three levels (for example, any blouse can go with any jeans
and any sneakers, but it is not possible to have an outfit consisting of a blouse, a tunic
and a T-shirt). Examples of such “bad” outfits you can find in Fig. 3. In the generated
datasets, for one good outfit there is exactly one example of a bad one (50:50 split).

Table 3. Small retail Website (s1), raw stats.

top (440) middle (251)
t-shirts 224 pants 134
shirts 195 shorts & skirts 67
sweatshirts 21 jeans 50

bottom (76)
shoes 76

Fig. 1. Visual examples of the interface
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Of course, there are also other possibilities to generate negative samples. For
instance, a user could mark an automatically generated look as a “bad one” or a “good
one”. We do not follow this approach to reduce “noise” (see the definition in [3]) in
implicit feedback as all image grids were reloaded after each outfit generation.

The visual pipeline for a dataset generation is presented in Fig. 4. Overall, we have
collected 1812 good fashion looks for the big retailer “B”, 255 good outfits for s0 and
297 for s1.

Fig. 2. Examples of “good” fashion outfits generated.

Fig. 3. Examples of “bad” fashion outfits generated.

Fig. 4. Diagram explaining the process (pipeline) of dataset generation.
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All images were normalized with the help of inception pre-trained deep network
(MXNET framework [1, 8]). It has been proven that extracted features from a global
pool layer serve as a good image representation [4, 7]. Therefore, each fashion outfit is
presented in the form of 1024 � 3 features (1024 features per each clothing item).

6 Experiments, Evaluation and Conclusions

To validate our first hypothesis (H1) whether we are able to differentiate good looks
from bad ones, we have conducted a series of experiments. In such case natural choice
is to compare the quality of a random classifier with a machine learning model. After
having tried a few other models we chose Random Forest classifier for its better
performance. For each collected dataset we ran 5-fold Cross-Validation to estimate the
accuracy of the classification. As each dataset contained 50% of good looks and 50% of
bad ones, the random classifier gave us 50% accuracy.

After receiving the estimation from the Random Forest model we sorted it out and
measured the quality on different TOPs (see Table 4 and Fig. 5). It is obvious to notice
that our model cannot recognize negative samples well, but that is not the point. The
fact is that for Industrial purpose we only need to be able to generate good recom-
mendations - and not many of them, so we can be sure that TOP 10% will be sufficient
enough. In our TOP 10% we have quite good accuracy.

For the next hypothesis (H2) we checked if it is possible to apply a pre-trained
fashion outfit classifier from one shop to another one. It is an important question to
every new small shop without any data and users’ feedback collected. Using the
external pre-trained model can speed-up the process of launching a new fashion
business without spending any time and effort.

Table 4. Quality metrics across hypothesizes H1 and H2

Top N% Precision (mean ± std)

No transfer learning
(experiment Q1)

Pretrained on “B”
(experiment Q2)

s0 s1 s0 s1
1 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0
2 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0
3 0.93 ± 0.13 1.0 ± 0.0 0.93 ± 0.13 1.0 ± 0.0
5 0.92 ± 0.1 0.96 ± 0.08 0.92 ± 0.1 0.88 ± 0.1
10 0.86 ± 0.15 0.96 ± 0.07 0.86 ± 0.05 0.8 ± 0.07
15 0.81 ± 0.11 0.93 ± 0.07 0.77 ± 0.05 0.74 ± 0.08
20 0.78 ± 0.12 0.89 ± 0.05 0.69 ± 0.07 0.69 ± 0.07
30 0.75 ± 0.09 0.82 ± 0.04 0.65 ± 0.06 0.64 ± 0.03
50 0.67 ± 0.04 0.71 ± 0.05 0.57 ± 0.04 0.6 ± 0.03
70 0.6 ± 0.03 0.63 ± 0.03 0.49 ± 0.03 0.54 ± 0.03
100 0.5 ± 0.03 0.5 ± 0.02 0.5 ± 0.03 0.5 ± 0.02
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We trained a fashion outfit classifier on dataset “B” and validated its quality on
datasets s0 and s1. Quality metrics were evaluated on the same folds as in the first
experiment using the same 5-fold cross-validation (see Fig. 6). Therefore, we can
measure deviation and compare approaches across the experiments (see Table 4 and
Fig. 7).

The useful corollary is that if you generate TOP-10% outfit recommendations (50–
60 recommendations in our case for s0 and s1), then you can get 80+% good outfit
recommendation out-of-the-box with the help of external pre-trained fashion outfit
model. Hereby, our hypothesis 2 is validated positively. If we have to generate a
reasonable number of recommendations, then the pre-trained model is a fine choice.
Otherwise, if you need to generate really long listings (100+) of recommendations,
then, obviously, the quality of the pre-trained model usage would leave much to be
desired.

Fig. 5. Quality of recommendations (precision) as a function of recall (bottom image) and a
recommendation list size (top-N recommendations task, N is measured in percent %) (top image).
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With regard to the previous statement, we conducted an experiment to study how
much data has to be gathered by a fashion retailer to switch from a pre-trained model to
a specially tuned retail-oriented model (H3). To answer this question, we split each
datasets s0 and s1 in proportion 80:20 (train:test) five times (the same way we had
performed cross-validation in the experiments H1 and H2). Therefore, all the metrics
are reported in the same conditions (see Fig. 8).

Overall, we have 500–600 good and bad outfits for each retailer s0 and s1 and
during the experiments train size was in the range between 50 and 300. As shown in
Fig. 9, the quality of recommendation in TOP-10% is the same for pre-trained and
retail-oriented models. One fashion designer can collect 100–150 outfits per day. Thus,
getting a retail-oriented model which works considerably well for a provided fashion
domain is a question of 2–3 days of working.

The experiment also shows that existing amount of data is not enough to prove or
reject the hypothesis (H3). We should either collect more data or compare the quality of
personal recommendations (and, consequently, attract more volunteers).

Fig. 6. Quality of recommendations (precision) as a function of recall (bottom image) and a
recommendation list size (top-N recommendations task, N is measured in percents %) (top
image).
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Fig. 7. Quality of models between experiments (with and without usage of pre-trained outfit
models).

Fig. 8. Diagram explaining the process of comparison pretrained and retail-oriented models.
Retail-oriented model is trained on a slice of the retail dataset (train_size).
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7 Future Work

We consider improving our work in several ways:

(1) by generating a larger dataset using a website with a collection of outfits presented
(for example, Polyvore),

(2) by including multi-modal information about each item,
(3) by adding more negative samples to the train set.

Also, we would like to add a virtual trial room to our system, so a user would not
only get a recommendation what to buy, but could also try it on and see how it suits
him personally.

Acknowledgments. This work has been completed at the chair of Algorithms and Technologies
of Programming, Department of Innovation and High Technology, Moscow Institute of Physics
and Technology (ATP DIHT MIPT).

Fig. 9. Precision at Top-10% for s0 and s1.
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Abstract. A crucial step in generating synthetic designs using machine
learning algorithms involves filtering out designs based on photographs
already present in the catalogue. Fashion photographs on online media
are imaged under diverse settings in terms of backgrounds, lighting con-
ditions, ambience, model shoots etc. resulting in varying image distribu-
tion across domains. Deduping designs across these distributions require
moving image from one domain to another. In this work, we propose an
unsupervised domain adaptation method to address the problem of image
dedup on an e-commerce platform. We present a deep learning architec-
ture to embed data from two different domains without label informa-
tion to a common feature space using auto-encoders. Simultaneously an
adversarial loss is incorporated to ensure that the learned encoded fea-
ture space of these two domains are indistinguishable. We compare our
approach with baseline calculated with VGG features and state of art
CORAL [19] approach. We show with experiments that features learned
with proposed approach generalizes better in terms of retrieval perfor-
mance and visual similarity.

Keywords: Dedup · Domain adaptation · GAN · Similarity

1 Introduction

Fashion being a visually immersive domain engages consumers on an e-commerce
platform through catalog shoots which vary in terms of models, backgrounds,
poses, illumination etc. These variations accentuate the visual aesthetics of
the product and aid in enriching the consumer experience on the platform. In
Fig. 1(a) and (b) we observe that the products are catalogued differently in terms
of background, model poses and lighting between the two different e-commerce
platforms. As a result of these conditions fashion photographs exhibit different
data distributions across different platforms.

Consumer tastes in fashion is ephemeral and changes with trends, season,
geographies etc. Brands quickly need to identify changing customer preferences
and bring in new designs that customers are looking for. Generating new designs
or images, henceforth used interchangeably, through machine learning algorithms
c© Springer International Publishing AG, part of Springer Nature 2018
Á. Rocha et al. (Eds.): WorldCIST′18 2018, AISC 747, pp. 53–63, 2018.
https://doi.org/10.1007/978-3-319-77700-9_6
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can significantly aid this turnaround cycle. Image generative models like GAN [6]
have seen enormous success of late and are being used in the Fashion domain
extensively [9]. Synthetic images obtained through generative models like Gen-
erative Adversarial Networks (GAN) as shown in Fig. 1(c), in general end up
having artifacts like blur, distortions etc.

Fig. 1. Images from different domains

Fig. 2. Our goal is to bring both catalogue images and synthetic images to a common
space using domain adaptation to perform dedup.

Dedup of images using generative image models from catalog data is chal-
lenging as the images from these two sets do not have similar data distributions.
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Thus a machine learning model learned to represent designs of catalog shoots
might not work well for designs obtained from machine generated images. The
generalization ability of any learning algorithm depends on the fact that the
test data follows the same underlying probability distribution as the training
data [13]. However in many cases it fails to adhere to this axiom. In this work
we develop a novel unsupervised domain adaptation algorithm to bring design
representations of catalog (referred to as “source”) and generative image models
(referred to as “target”) to a common ground and learn a single feature repre-
sentation without any labelled information as depicted in Fig. 2. The network
architecture consists of a autoencoder unit and a domain classifier unit. The
autoencoder unit encodes the input feature space whereas the domain classifier
unit ensures that the encoded feature space of the two domains are invariant.

In our experiments we use machine generated images and catalog images
as our data domains without loss of generality. We show that features learned
through our approach provides better retrieval performance from catalog for
query machine generated images. Further analysis show that our domain adap-
tation approach has low KL divergence between the source and target. We also
show our method performs comparatively better than the recent CORAL [19]
method. Additionally, we show qualitative results where our domain adapted
features maintain good visual coherence between the source and the target sets.

The approach considered is generic and is not dependent on datasets. Our
feature representations can also be applied to other applications like visual sim-
ilarity, grading etc. across domains.

2 Related Work

Dedup of images is a crucial problem in e-commerce. Most algorithms use pre-
trained features like in [8,18]. In machine generated images like in GAN [15] fully
connected layers of the discriminator is used to remove similar images generated
by the generator. However, in our application, we attempt to eliminate images
generated by a generative model which are similar to the input catalog images
but having different data distributions.

In cases where the training and testing test data are drawn from different
distributions transfer learning/domain adaptation of data is highly desirable
for generalization. An elaborate categorization and review of transfer learning
methods is provided in [13]. In [1,10,11,16] domain adaptation is performed by
obtaining better feature representations using labelled source and target sam-
ples. In [5,7] unsupervised domain adaptation is performed by projecting source
and target data on a manifold wherein the distance between their subspaces is
minimum. However these approaches require expensive subspace calculations. A
comprehensive review of visual domain adaptation is provided in [14].

Recently, there has been works of visual domain adaptation with deep learn-
ing in [3,12]. All these works are used in classification settings where they
have two units one for source data classification and the other for mitigating
domain invariance. In [4] one unit does reconstruction of the target data using
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autoencoders. Another unit uses the encoded features for source classification.
The network is optimized alternately for reconstruction and classification. All
these approaches require source labels to be present.

In [19] an unsupervised approach is proposed which minimizes the domain
shift between source and target by aligning the second order statistics of source
and target distribution. However this may not preserve high order statistics of
data. In our work, we propose an architecture combining both reconstruction
and adversarial classification for learning domain invariance as in [3].

3 System Architecture

Given machine generated designs our goal is to filter out images that closely
resemble the ones in the catalog. However, as shown in Fig. 2 we clearly notice
that there is a data distribution difference between the machine generated styles
and actual catalog shoot images. We use Domain adaptation to bridge this gap.
Our architecture is shown in Fig. 3. We first generate new designs using Gener-
ative Adversarial Networks (GAN) [15]. This is followed by Domain Adaptation
layer between the GAN and Catalog image features. We use VGG features [18]
fvgg, 16 layer network pretrained using Imagenet [2], which are known to be
generic high level features, from both source and the target data. These features
are passed through our Domain Adaptation framework to obtain domain invari-
ant features which is explained in the next section. We finally perform a dedup
using K-nearest neighbour (KNN) approach.

Fig. 3. System architecture for image dedup.
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4 Unsupervised Domain Adaptation

In this section, we propose a architecture to perform domain adaptation using
autoencoders and a classification unit with adversarial loss. Autoencoder ensures
faithful representation of features whereas adversarial unit enables domain
invariance. The network architecture is as shown in Fig. 4.

Fig. 4. Our framework for domain adaptation.

Let {xi ∈ R
d}N

i=1 be the pooled source and target data and {yi}N
i=1 where

yi ∈ {S, T} be their respective domain labels representing source or target. Let
φenc, φdec be the parameters of the encoder and decoder in the autoencoder
shown in Fig. 4. Let φdom be the parameters of the classifier layer. Gdec, Genc

and Gdom are the respective functions in decoder, encoder and classifier layers.
The overall objective of the system is to learn features (fda) which encodes

the input data and which is invariant to domain changes. We achieve this by
finding the parameters φenc that maximise the loss of the domain classifier,
while simultaneously finding φdom that minimise the loss of domain classifier.
Also the parameters φenc and φdec try to minimise the reconstruction loss Lrec.
The reconstruction loss Lrec is represented as in Eq. 1. In our work, Lrec is a L1
loss function between the input and the output of the autoencoder unit.

Li
rec(φenc, φdec) = L(Gdec(Genc(xi;φenc);φdec), xi) (1)

The classifier loss Li
dom is represented by Eq. 2. We use a binary cross entropy

loss for the domain classification unit Li
dom.

Li
dom(φenc, φdom) = L(Gdom(Genc(xi;φenc);φdom), yi) (2)
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The overall loss is given in Eq. 3 below. Here N1 and N2 are the number of
images from domain 1 and domain 2 respectively with N = N1 + N2

E(φenc, φdec, φdom) =
1
N

N∑

i

Li
rec − λ

(
1

N1

N1∑

i=1

Li
dom +

1
N2

N2∑

i=1

Li
dom

)

As in [3] the overall objective is given below

(φ̂enc, φ̂dec) = arg min
φenc,φdec

E(φenc, φdec, φ̂dom) (3)

(φ̂dom) = arg max
φdom

E(φ̂enc, φ̂dec, φdom) (4)

λ in Eq. 3 is a hyper-parameter that controls the trade-off between the adver-
sarial objectives to obtain the saddle points (φ̂enc, φ̂dec, φ̂dom). The above adver-
sarial loss is then optimized using backpropagation with the Gradient Reversal
Layer [3] between the encoder and classifier. This layer during the forward pass
acts as an identity layer and during backward passes it multiplies the gradient
from subsequent layer by −λ and passes to preceding layer for updates. The
gradient flow directions are shown in Fig. 4.

5 Experiments

We use around 44000 images from Myntra catalogue, which are cropped to
extract the article (tshirt in this work) using a bounding box algorithm [17]
forming our source dataset. We then train a DCGAN model [15] using the source
images to generate synthetic images forming our target dataset. For our DCGAN
training we use a learning rate of 0.0008, and Adam optimizer (beta1 = 0.5) and
generate images of size 256 × 256 as shown in Fig. 5.

Fig. 5. Sample images generated with DCGAN.

The network parameters of our domain adaptation architecture is shown in
Fig. 4. We use only fully connected (fc) layers in our network.
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Fig. 6. Our framework for domain adaptation.

For finding the domain adapted features we use a set of 20000 images each
from the catalog (source) and GAN generated (target) images. First we calcu-
late 4096 length feature vectors for each image using the VGG-16 pretrained
network, which are subsequently passed into the network as shown in Fig. 4.
Figure 6 shows both domain and reconstruction loss during training of the net-
work across epochs. We observe that both the losses keep on decreasing with
epochs indicating good convergence. We choose those model parameters where
the domain loss saturates to an optimum point as shown in red line in Fig. 6
as our final trained model. From a classification perspective since we want the
domain classifier to be confused between the target and source domains, the
optimum domain classification loss is when the classifier unit outputs 0.5, the
binary cross entropy loss then turns out to be −ln(0.5). Note that the scale
of domain and reconstruction losses are different. We extract the encoded fully
connected layer fda as our domain adapted feature representation which we next
assess for dedup. To quantitatively assess dedup, we set up a retrieval experi-
ment. We first generate around 100 images from GAN and manually annotate
100 catalog images for each of the above GAN images as similar. We then use
KNN to retrieve similar catalog images for a given GAN image. We compare
our domain adapted fda feature representation with VGG fvgg features as our
baseline. We also compare our domain adaptation approach with state-of-art
CORAL [19] fcoral as it is unsupervised and does not necessarily require source
labels to be present. We observe that fda shows better precision-recall (PR)
curves than fcoral and fvgg as shown in Fig. 7.

The t-sne plots of the original (fvgg), CORAL (fcoral) and domain adapted
features (fda) are shown in Fig. 8a, b and c respectively. In Fig. 8a and b we
observe that source and target image data sets have two different principal direc-
tions for the original fvgg and fcoral features respectively as shown. This indicates
that the data distribution of source and target images are very different. How-
ever, in Fig. 8c for the domain adapted features fda the principal directions are
well aligned for both the source and target image data sets.

We calculate the KL divergence between the domains using fvgg, fcoral and
fda. To calculate KL divergence we assume that data from both domains come
from multivariate normal distribution (of dimension d).
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Fig. 7. PR-curves for fda (blue), fcoral (green) and fvgg (red) features.

(a) T-SNE plot using original features
fvgg of GAN (green) and catalog(red)
images. The lines indicate the principal
directions.

(b) T-SNE plot for CORAL [19] fea-
tures fcoral of GAN(green) and cata-
log(red) images. The lines indicate the
principal directions.

(c) T-SNE plot for domain adapted
features fda of GAN(green) and cata-
log(red) images. The lines indicate the
principal directions.

Fig. 8. TSNE plots for features fvgg, fcoral and fda
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Table 1. KL divergence between catalogue and GAN generated images with fvgg and
fda features.

KL Features

fvgg fcoral fda

KL (source||target) 1.36 0.455 0.075

As shown in Table 1 we see that the network has learned features fda that
are able to reduce the KL divergence between the source and target image fea-
ture spaces significantly. In other words it means that fda have a lot of overlap
between either domains compared to the fvgg and fcoral features.

Additionally, we qualitatively validate our features for dedup shown in Fig. 9.
For four query synthetic GAN images in the leftmost column, we show top
four catalogue images samples retrieved using fvgg in the 4 middle columns
and fda in the last 4 columns. We observe that catalog samples retrieved using
fda are visually more coherent in terms of color and pattern. For instance fda

retrieved samples have similar color in 1st and 2nd row and similar pattern/color
in 3rd row.

Fig. 9. Dedup retrieval: Left most column shows query image generated from DCGAN.
Central 4 columns show similarly retrieved samples using fvgg features and the last set
of 4 columns show similarly retrieved images using fda.

6 Conclusions

In this work we have proposed a framework to dedup machine generated images
from catalog images. To efficiently handle the difference in data distributions
between the machine generation and catalog image domains we have used a
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deep unsupervised domain adaptation network. The proposed architecture has
an auto encoder unit that ensures efficient feature reconstruction and a classifier
unit with adversarial loss ensuring that encoded features are indistinguishable.
We have compared our adapted features (fda) with the original VGG features
(fvgg) and CORAL [19] features (fcoral). We show PR curves wherein fda has
better performance than that of fvgg and fcoral indicating better dedup with our
domain adaptation approach. We further analyzed that principal directions of
these two domains come close together using our fda features than the original
features fvgg and fcoral using the T-SNE plots. Further analysis show that fda

achieves lower KL divergence between the two domains over fvgg and fcoral. We
also show qualitative analysis through visual similarity of the two domains. The
analysis shows that the fda of machine generated images are able to retrieve
visually coherent images from the catalog dataset in comparison to fvgg. Our
approach is generic and can be applied across domains for cross domain feature
learning.

References
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Abstract. There exists a significant amount of research on color naming
of single colored objects. However in reality many fashion objects consist
of multiple colors. Currently, searching in fashion datasets for multi-
colored objects can be a laborious task. Therefore, in this paper we focus
on color naming for images with multi-color fashion items. We collect a
dataset, which consists of images which may have from one up to four
colors. We annotate the images with the 11 basic colors of the English
language. We experiment with several designs for deep neural networks
with different losses. We show that explicitly estimating the number of
colors in the fashion item leads to improved results.

Keywords: Deep learning · Color · Multi-label

1 Introduction

Computer vision offers great potential to develop tools to improve interaction
between buyers and sellers in the fashion industry [1–3]. Color attributes (in this
article referred to as color names) are among the essential properties of fashion
items and their understanding is therefore crucial for efficient interaction with
users. Therefore, in this article we focus on the automatic estimation of color
names of images of fashion items. We will focus on extracting the colors of the
fashion items in real-world images with background clutter and without available
segmentation masks or bounding boxes which indicate the exact location of the
fashion item. The task therefore is twofold, automatic detection of the fashion
item, and estimation of its colors.

Color naming is a challenging task due to several reasons, including discrep-
ancies between the physical nature of color and human perception (which is
also affected by the cultural context), or external factors like varying illumina-
tion and complex backgrounds. Moreover complex background, human skin, or
human hair act as clutter that deteriorates the accuracy of models. It is impor-
tant to minimize the effects of this type of clutter in order to improve accuracy.
A further difficulty of color naming in fashion, which is the focus of this paper,
c© Springer International Publishing AG, part of Springer Nature 2018
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is that many of the objects that we see in the real world have several colors,
which complicates the decision making process for algorithms.

Computational color naming has primarily focused on the 11 basic colors
of the English language [4,5]. Those 11 basic colors are defined in the seminal
work of Berlin and Kay [6] in which they researched the usage of color names in
various different languages. Color names have been successfully used in a number
of computer vision applications, including action recognition, visual tracking
and image classification; see [7] for an overview. In the field of fashion image
understanding, Liu et al. [8] do color naming using Markov Random Fields to
infer category and color labels for each pixel in fashion images. To the best of
our knowledge, all existing work on color naming focuses either on single colored
objects or pixel-wise predictions.

Therefore, we address the problem of color name assignment to multi-color
fashion items. We design several neural network architectures and experiment
with various loss functions. We collect our own multi-label color dataset by
crawling data from Internet sources. We show that a network with an additional
classification head that explicitly estimates the number of color names improves
performance. In addition, we show in a human annotation experiment that multi-
color naming is an ambiguous task and human annotation results are only a few
percent higher than results obtained by our best network.

The rest of this paper is organized as follows. Related work is discussed in
Sect. 2. Section 3 describes details of the dataset that we use for the experiments.
Section 4 elaborates the proposed approach. Experiments are presented in Sect. 5.
Finally, we conclude this paper in Sect. 6.

2 Related Work

Research papers for fashion firstly focused on the segmentation of fashion prod-
ucts in images. Yamaguchi et al. [1], propose the Fashionista dataset consisting
of 158,235 fashion photos with associated text annotations. They use a Condi-
tional Random Field Model (CRF) in order to parse fashion clothes pixel-wise.
However, their algorithms require fashion tags during the test time to get good
accuracies. Simo-Serra et al. [2] address this issue and also propose a CRF model
that exploits different image features such as appearance, figure/ground segmen-
tation, shape and location priors for cloth parsing. They manage to obtain state-
of-the-art performance on the Fashionista dataset. Liu et al. [9] propose a novel
dataset which consists of 800,000 images with 50 categories, 1,000 descriptive
attributes, bounding box and clothing landmarks. Moreover, they also propose
a novel neural network architecture which is called FashionNet. The network
learns clothing features by jointly predicting clothing attributes and landmarks.
They do pooling and gating of feature maps upon estimated landmark locations
to alleviate the effect of clothing deformation and occlusion. Recently, Cervantes
et al. [3] propose a hierarchical method for the detection of fashion items in
images.

For color, Cheng et al. [10] use a modified version of VGG for pixel-wise pre-
diction out of 11 color labels (which are blue, brown, gray, white, red, green, pink,
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Fig. 1. Sample images from the dataset with varying content and background clutter.
Note that we do not provide segmentation and therefore to estimate the colors, the
algorithm needs to implicitly segment the main fashion item.

black, yellow, purple and orange) and a CRF to smooth the prediction. Although
their model is robust to background clutter, and can produce pixel-wise predic-
tion, it is not robust to other clutter such as skin and hair color. van de Weijer
et al. [4], use probabilistic latent semantic analysis (PLSA) on Lab histograms
to learn color names. Benavente et al. [5], present a model for pixel-wise color
name prediction by using chromaticity distribution. Wang et al. [11], propose an
algorithm which has two stages: in the first stage, which they name self super-
vised training, they train a shallow network with color histograms of random
patches from the dataset. In the second stage, they fine-tune the same network
to predict 11 basic colors. Mylonas et al. [12], use a mixture of Gaussian distri-
butions. Schuerte and Fink [13] propose a randomized hue-saturation-lightness
(HSL) transformation to get more natural color distributions; secondly, they
used probabilistic ranking to remove the outliers. They claim that these steps
helps color models accommodate to the variances seen in real-world images. In
none of the before mentioned works to task of color naming multi-color objects
is addressed.

3 Multi-color Name Dataset

There are several datasets for color name learning. van de Weijer et al. [4] intro-
duced two datasets, constituted of images of objects retrieved from Google and
EBAY respectively, and labeled with the 11 basic color names. Liu et al. [8]
introduce another dataset which consists of 2682 images with pixel-level color
annotations of the 11 basic colors plus a “background” class. However, almost
every image in the dataset has a single color. To the best of our knowledge there
is no dataset which explicitly considers multi-color objects.

We therefore collect a new dataset for this article, composed of images of
fashion objects with one to nine colors (see Table 1). Single colored fashion images
are crawled from various online shopping sites, and most of the multicolor labeled
images are obtained by querying the Google images search engine with a query
term containing a pair of color names and a fashion keyword (e.g. red and blue
skirt) and downloading the 100 first images. There are 67 fashion keywords that
we use and 55 color pairs that can be obtained with combinations of 11 basic
colors. At the end, we remove irrelevant and noisy data and crop the fashion
item to prepare the dataset.
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Table 1. The number of images for each color category

One Two Three Four Five Six Seven Eight Nine Total

Train 5556 5431 2178 1203 476 131 19 4 3 15001

Test 50 50 50 50 0 0 0 0 0 200

This process allows us to obtain images with two colors and more colors,
as sometimes the search engine also returns images with additional colors not
included in the query. Unfortunately, this leads to an imbalance between the
number of 2-colored images and multi-colored images. Directly crawling for prod-
ucts with more than two colors using Google Images produces unsatisfactory
results.

The dataset includes different types of images of varying complexity: catalog
shots with smooth or complex background, images with plain background with-
out any person or images taken by social media users; all labeled with the color
names of the main fashion item. Sample images from the dataset can be seen
in Fig. 1. It should be noted that we do not use segmentation for the images,
and naming the multiple colors of the fashion items includes dealing with clutter
from the background, occlusions, and skin and hair of the person. However, if
there is more than one fashion item in an image, to avoid any confusion, we
provide a bounding box for the correspondent fashion item. In any case, the
network has to implicitly segment the fashion item from occlusions and clutters.

4 Networks for Multi-color Name Prediction

Methods on color naming focus on single colored objects. In this work we aim to
propose a method for multi-colored fashion items. We evaluate several network
architectures and losses for this task.

4.1 Network Design

In principle we believe the mapping from RGB to color names not to be highly
complicated and only several layers are required. However, differentiating back-
ground from foreground is a highly complex process that requires many layers
and should be implicitly done by the network.

First, we propose a shallow network; the truncated version of Alexnet [14].
We keep the first five convolution layers of the architecture and remove the fully
connected layers of 4096 dimension. At the end we add a fully connected layer
which maps features to the eleven basic color names. As a second network we use
the full Alexnet architecture. Both nets are initialized with pretrained weights
from ILSVRC 2012 dataset [15]. We think that finetuning from this model can
alleviate noise caused by clutter such as complex backgrounds, hair or skin.
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4.2 Loss Functions

We consider two loss functions for the purpose of color naming for multi-color
fashion items. The first loss we consider to train the network is the softmax
cross-entropy loss (SCE). The softmax cross-entropy can be seen in Eq. 1.

Lsce = − 1
N

N∑

i

P (i) logQ(i) (1)

where Q the predicted color distribution, P is the true color distribution, and N
is the number of images. Q is obtained by applying a softmax normalization to
the output of the last fully connected layer of the network, and the ground truth
P is computed by assigning a uniform probability to all color names annotated
for the fashion item (e.g. in case of three annotated color names, P would contain
three elements with value 0.33).

While the softmax cross-entropy loss teaches a network to compute color
probability distributions for an input fashion item, no decision is made on the
actual number of colors. To remedy this, a threshold on the computed probabil-
ities Q, learned from an independent validation set, is used to discard the colors
unlikely to be really present.

The second loss we consider is the binary cross-entropy loss (BCE), which
inherently supports multi-label classification. This loss is commonly used for
attribute detection [9,16] because it models the presence of multiple labels simul-
taneously. Therefore it is expected to obtain better results than the softmax-cross
entropy. Unlike with the softmax cross-entropy loss, the computed probability
for a color name is independent of the others. For example the probability of both
‘green’ and ‘orange’ can be one simultaneously, something which is impossible
for the softmax cross-entropy loss. Therefore, the loss trains 11 binary classifiers
for each color. In Eq. 2, the binary cross-entropy can be seen.

Lbce = − 1
N

N∑

i

Pi logQi + (1 − Pi) log(1 −Qi) (2)

Similarly as the softmax-cross entropy loss we determine a threshold on a val-
idation set to decide on the colors which are present in the fashion item. We
found this to yield better results than choosing the natural threshold of 0.5.

4.3 Extra Head to Explicitly Estimate Number of Colors

In the previous section we consider two losses to estimate the color names. In
principle the binary cross-entropy loss which implements the multi-label softmax
cross-entropy loss is more suitable for the estimation of multiple colors. However,
the probabilities which are the outcome of these networks both encode informa-
tion of the number of color names as well as the confidence of the network in
its estimation of the color names. Considering a single colored object which the
system is not sure to label with either ‘orange’ or ‘red’, the algorithm that is
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based on binary cross-entropy might give both colors a probability of 0.6. Based
on this we might conclude that the object is a multi-color object which is both
‘orange’ and ‘red’. However, looking at the object it might be obvious that it
only has a single color.

Therefore, we experiment with adding an extra classification head to the
network, which explicitly estimates the number of colors in the main object.
We model this objective as a classification task, and define four possible classes:
one, two, three and four or more colors. A natural choice for this objective
is the softmax cross-entropy loss layer, typically used for classification. In the
experiments, we add this additional objective both to the networks which use
softmax-cross entropy loss and the binary cross-entropy loss. The architecture
of the network can be seen in Fig. 2.

Input Data Conv1 Conv2 Conv3 Conv4 Conv5 FC6 FC7

Color
naming loss

Color number
loss

227x227x3 55x55x96 27x27x256 13x13x384 13x13x384 13x13x256 40964096

11

4

Fig. 2. The architecture of the deep network with the extra head.

4.4 Training Procedure

To train the network, we finetune from an Alexnet model which is trained on
ILSVRC 2012 [15] using the Caffe framework [17]. The batch size is 64, the
optimization method is SGD with momentum, set to 0.99, and we decrease the
learning rate after every 5000 iterations. The initial learning rate is 0.0001 and
the maximum iteration number is 20000. We also use data augmentation tech-
niques in order to increase the accuracy of the models. The data augmentation
techniques that we use are changing contrast, rescaling image and cropping ran-
dom parts from images. Rescaling basically consists on changing the resolution of
the image before resizing to the required network input size. The probability that
any augmentation technique is applied to an image is 50%. We never keep both
the original and the augmented image in the same batch, as we have observed
that it may negatively impact the accuracy of the learned model. Finally, to
avoid aspect ratio distortions caused by the resizing process, we use a padding
function in order to make all images square.
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Table 2. Results of our models and the human annotators

Shallow BCE

w/ extra head

SCE w/o extra

head

SCE w/ extra

head

BCE w/o extra

head

BCE w/ extra

head

Human

score

Micro Precision 77.24% 85.64% 80.27% 82.31% 83.57% 81.39%

Recall 67.20% 63.20% 70.80% 69.80% 71.20% 81.91%

F1 71.87% 72.73% 75.24% 75.54% 76.89% 81.32%

Macro Precision 78.40% 84.73% 79.82% 81.41% 83.10% 81.60%

Recall 65.24% 62.10% 69.78% 67.43% 69.33% 80.89%

F1 69.32% 69.38% 73.46% 72.51% 74.19% 80.18%

5 Experiments

To evaluate the performance we use label based metric methods. We calculate
the micro-precision, micro-recall, micro-F1, macro-precision, macro-recall and
macro-F1. In the micro methods we sum up true positive, false positive and
true negative for each label in order to get micro-recall and micro-precision. In
the macro methods, we calculate precision and recall of each label and average
them in order to get the macro-recall and macro-precision. The main difference
is that the macro metrics do not take the label imbalance into account. To
clarify the difference between the micro and macro methods, here we give the
micro-precision and macro-precision:

Pmicro =

L∑
j=i

tpj

L∑
j=0

tpj +
L∑

j=0

fpj

Pmacro =
L∑

j=0

tpj
tpj + fpj

(3)

L is the number of classes, tpj and fpj is the true positive and false positive
of class j. All of the results can be seen in Table 2. We focus on the F1-score
which is a fair metric to compare methods. We first evaluate the two network
architectures, namely the shallow and deep network. Both of the models have
the extra head which forces them to learn the number of colors on a fashion item.
The deep model clearly outperforms the shallow model. We attribute this to the
fact that the shallow model is not able to segment the fashion items implicitly,
and therefore fails for the more cluttered cases as can be seen in Fig. 3.

Next we evaluate the different losses, and we verify if the additional head
which explicitly predicts the number of colors contributes to a performance gain.
It can be seen that adding the additional objective improves both the softmax
cross-entropy loss and the binary cross-entropy loss; it forces the network to
learn the number of colors on a fashion item, and also contributes to name them
as can be seen when comparing the columns 4–5 and 6–7 of Table 2. During the
inference, the extra head can predict maximum 4 colors. In case the networks
without extra head predicts more than 4 colors, we get the first 4 with the highest
scores.

In the last column of Table 2, we show the average performance obtained
by humans for the same task. We asked seven annotators of different ages and
backgrounds to provide labels for the images in the test set. The obtained scores
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(a) GT:
DE:
SH:

(b) GT:
DE:
SH:

(c) GT:
DE:
SH:

Fig. 3. Qualitative results of the shallow and deep networks. GT, DE, SH denote the
ground truth, the predictions of the deep and shallow model respectively. Note that the
networks should estimate the colors of the fashion item while ignoring the non-relevant
colors present in the background.

for humans show that multi-color labelling is an ambiguous task, and for many
objects humans do not agree on the labels. This score can be considered to be
an upper bound for computational methods.

The contribution of adding an extra head is shown in Fig. 4. From the ground
truth and prediction of the cross entropy models it can be seen that the extra
head provides robustness if the color distribution is not uniform in the image.
However, it makes the model more conservative and biases it towards predicting
a lower number of colors in the image (last two examples on the right).

(a) GT :
WH:
WO:

(b) GT :
WH:
WO:

(c) GT :
WH:
WO:

(d) GT :
WH:
WO:

Fig. 4. Qualitative results of the BCE model with (WH) and without (WO) the extra
head.
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6 Conclusions

In this paper we address the problem of color name estimation in multi-colored
objects that, to the best of our knowledge, we are the first to address. We collect
a dataset of over 15.000 images with a varying number of colors per object and
we evaluate several network architectures for the purpose of multi-color estima-
tion. Preliminary results show that adding an additional objective to explicitly
estimate the number of colors in the object improves results. Following recent
work we are interested in extending the set of color names to include a wider
range of colors [18,19]. We hope that this paper further motivates researchers to
investigate the more realistic setting of color naming for multi-colored objects.
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Abstract. The task of automatically identify body type with high accuracy is
still a relevant problem in clothing fashion settings. This paper addresses such
problem, presenting a study on machine learning techniques applied to classify
women’s body shapes, taking into account a small set of body attributes, in
order to further find appropriate clothing models. Thus, we perform a com-
parative study on such techniques to evaluate the accuracy of four classifiers,
aiming at selecting the best of them to be used for clothing model recommen-
dation based on rules. Overall, in the conducted computational experiment,
Random Forest and SVM methods had the best performance, but the other two
had also very good results, demonstrating their effectiveness to automatically
identifying body type, serving as a relevant information to be used in our
rule-based system to provide clothing model recommendation.

Keywords: Body type identification � Machine learning
Clothing model recommendation

1 Introduction

In the last years, there has been a rapid growing of fashion industry leading to very
positive social and economic impacts worldwide. This fact has particularly demanded
academic applied research to address interesting problems whose solutions involves
artificial intelligence techniques, mainly including the topics of machine learning,
knowledge representation and reasoning, natural language processing, computer vision.

In a broading sense, clothing fashion domain involves cognitive, affective and
social aspects, directly affecting women behaviors. In female universe, such behaviors
are strongly influenced by intrinsic and extrinsic motivations, leading to most women
to search for and use nice clothes to feel good, elegant, confident, primarily thinking in
them. Aligned with this women motivation, in a recent work, Adam and Galinsky [1]
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introduced the term “Enclothed Cognition” showed how clothes influence wearers’
psychological processes, concluding that clothes that we wear directly affect how we
think and what we do.

Like in several other domains, fashion industry has followed the search for pro-
viding personalization solution, for instance, offering appropriate clothes in accordance
with individual characteristics. For this purpose, personal physical characteristics have
been considered, mainly because people appear in different shapes and sizes. Thus, the
information about body types of a given woman is a very relevant characteristic, which
has been required by the fashion domain, particularly to help in supporting the task of
clothing personalized recommending.

The task of automatically identify body type with high accuracy is still a relevant
problem in clothing fashion settings. In this paper, we address the mentioned challenge
by presenting a study on machine learning techniques to classify women’s body
shapes, taking into account a dataset with a set of body attributes, in order to further
find appropriate clothing models. We use expert annotations collected from 61 women,
forming a table with a training set and another with a testing set. The used body
attributes were defined taking into account the proposal in [2]. Hence, we perform a
comparative study on such techniques to evaluate the accuracy of four classifiers [3]:
Decision Tree via C5.0 algorithm, Support Vector Machine (SVM) via different ker-
nels, K-Nearest Neighbors (KNN), and Random Forest, aiming at selecting the best of
them. With the selected algorithm, we then classify women’s body type to be used in a
rule-based system for clothing model recommendation, for instance skirt models
(pleated skirt, pencil skirt), blouse models (V-neckline, U-neckline), pants models
(flare pants, pleated pants).

In summary, the main contribution of this paper is to show the feasibility of
machine learning techniques as a suitable resource to provide effective automatic
method to determine body type, only using a few body measures as attributes. To the
best of our knowledge, there is no other work that uses machine learning technique to
that purpose.

The remainder of this paper is organized as follows. In Sect. 2, we provide some
background knowledge regarding fashion domain and machine learning techniques.
Section 3 discusses the comparative study of classification methods, as well as, pre-
sents our approach in order to further find appropriate clothing models. Section 4
discusses the experimental results. We finally conclude the paper in Sect. 5.

2 Background Knowledge

We provided some background knowledge related to body shapes with body mea-
surements, as well as, machine learning techniques. There are five common female
body shapes that women will often fall into one of these: Hourglass, inverted triangle,
rectangle (or straight), oval (or apple), and triangle (or Pear).
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2.1 Body Types

Each woman presents in her body, characteristics, such as: skin color, hair color,
height, weight, as well as other body measurements that have influence in distinguish
her from other women. However, there is an attempt to group female body, taking into
account some metrics, mapping them into body categories. There is no consensus in
that categorization, for example, some fashion stylists define four body categories, but
other define five, six, seven, but the majority of them just consider five basic body
types, as illustrated in Fig. 1: Hourglass, triangle, inverted triangle, rectangle, and oval.

In what follows, there is a discussion about some characteristics of each body type
here used, taking into account nomenclature, female body type with its main charac-
teristics, possible links between female body type and clothing, as well as clothing type
indicated or not, according which styles best flatter that shape.

i. Hourglass

In this body type, the upper (e.g. shoulders, bust) and lower (e.g. hip) are almost of
equal size, but with a narrow the middle part (waist). The main objective here is to
highlight the body shape in natural way. In this sense, there is indicated clothing, such
as lightweight pants and skirts, straight pants, and non-indicated, such as short swea-
ters, jackets without marked waist.

ii. Rectangle

In this body type women’s waist, hip and shoulders are almost the same, therefore there
is no defined waist. The main objective here is to disguise the straight silhouette using
curved lines. In this sense, there is non-indicated clothing, such as pants too wide or too
narrow, short blouses, and indicated, such as wear styles that have detail on the bust
and on the hips. Moreover, it is important to choose designs that have horizontal lines,
adding dimension to your shape.

iii. Inverted Triangle

In this body type shoulders are wider than the hip, and hips are small. The main
objective here is to disguise the straight silhouette using curved lines. In this sense,
there is non-indicated clothing, such as Tops with V-necks, raglan sleeves or diagonal
designs, and indicated, such as lightweight pants and skirts

Fig. 1. Body types.
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iv. Triangle

In this body type women have broader shoulders and bust, and narrower hips. The main
objective here is to provide a balance between shoulders and hips, smoothing the
bottom and looking for volume at the top. In this sense, there is non-indicated clothing,
such as tops or shirts with hemlines that fall directly on the hips, and indicated, such as
to start with monochromatic colors and/or muted shades in complementary colors.

v. Oval

In this body type female body is highlighted by the width of the waist is much larger
than the measured shoulders or hips. The main objective here is to disguise the oval
shape searching for lines that will lengthen. In this sense, there is non-indicated
clothing, such as blocky, bold, contrasting colors and boxy garments, and indicated,
such as monochromatic colors and/or muted shades in complementary colors.

2.2 Classification Methods

In what follows, the four used classification methods based on machine-learning
techniques are briefly discussed.

2.2.1 Support Vector Machines
It is a machine learning technique, as a kind of supervised learning approach based on
kernel notion, developed to solve classification and regression problems, mainly
involving binary (two-class) problem, but subsequently multiclass SVMs were also
developed [4].

2.2.2 Decision Tree
Induction of Decision Tree is also a supervised classification technique based on a
process of building a model of classes from a set of instances in a table structure that
contains class labels [5]. It has been used for binary (two-class) and multi-class clas-
sification problems. In particular, C5.0 is a decision tree algorithm that implements a
predictive modeling approach, going further to the ID3 and C4.5 [6].

2.2.3 Random Forest
This technique is a kind of decision tree algorithm for classification, regression, and
other tasks [7], operating by constructing a multitude of decision trees at training time
and outputting the class that is the result of the classification or mean prediction of the
individual trees [8].

2.2.4 KNN
K-Nearest Neighbors (KNN) is also a kind of supervised learning method for classi-
fication and regression. It makes predictions using the training dataset directly, there-
fore it has no model other than storing the entire dataset, so there is no need for the
learning step [7].
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3 Our Proposal

The Fig. 2 illustrates our general approach for clothing model recommendation, here
focusing on body type detection based on some personal physical attributes. We have
worked on dataset involving body attributes as the ones in Fig. 2, proposing a new
method for automatically identifying body type from a dataset of body attributes using
machine learning algorithms for classifying women into one of the five considered
body types. Having detected the woman’s body type, this information will be used as
input to the clothing model recommender system. In this section, we describe the main
steps of the methodology used in our approach, as well as we provide some description
the data and the achievements with four classifiers, and also, we discuss the proposed
recommendation mechanism.

3.1 Data

In our experimental study we use a dataset, which includes body attributes of 61
women. These data were used to perform a comparative analysis between the accuracy
of classifier models. In this study we define the following independent variables:
(1) body attributes; and (2) classification algorithms. The first variable represents a set
of parameters used by classification algorithms, as can be seen in Table 1. The second
variable represents the classification algorithms used to create the models. This variable
was divided into four levels: C5.0 algorithm; SVM algorithm; KNN algorithm, and
Random Forest algorithm. Moreover, we define a dependent variable mean accuracy as
a value between 0 and 1.

Fig. 2. Approach for clothing model recommendation.

Table 1. Body attributes

Variable Description

Hip 2D measure in centimeters
Shoulder 2D measure in centimeters
Waist 2D measure in centimeters
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3.2 Body Shape Classifiers

The experimental study result in 4 models, one for each classification algorithms. In
order to achieve better results in our work we evaluate some variations in the algo-
rithms SVM, KNN, and Random Forest. All models were created in R language
version 3.4.1. To measure the model’s effectiveness, the k-fold cross-validation method
with k = 10 was used. Moreover, each model was executed 10 times producing 400
random samples.

Finally, to determine if there is a statistically significant difference among the
models we use a statistical test called Kruskal and Wallis one-way analysis of variance
with a significance level of 5% and the post-hoc pairwise multiple comparison
Nemenyi test.

3.2.1 SVM
The R language just implements four kernel types (linear, polynomial, radial and
sigmoid) for the SVM algorithm. In our study, we used the radial kernel and several
tests were performed to evaluate its mean accuracy for the dataset. We set gamma
ranging from 0.05 up to 1 and the default value of the e1017 package from R, which is
defined as (1/(data dimension)). The Figs. 3 and 4 present the mean accuracy of the
gamma variations tested. Analyzing the Fig. 4, the best performance (accu-
racy = 0.9394) was achieved for gamma = 0.85.

3.2.2 Decision Tree via C5.0
In the tests with the C5.0 algorithm a single decision tree was generated without any
type of parameter variation or the use of improvement techniques.

3.2.3 Random Forest
In Random Forest algorithm, several tests were performed to evaluate their mean
accuracy for the dataset. These tests present a variation in the number of decision trees
generated for classification, ranging from 50 up to 550 trees. The Fig. 5 presents the

Fig. 3. SVM mean accuracy with radial kernel.
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mean accuracy for all variations tested in the number of trees. The Fig. 6 presents only
the variations from 130 up to 170 where we can see that the best performance (ac-
curacy = 0.9493) was for the trees = 150.

3.2.4 KNN
In KNN algorithm we perform variations in the number of k-nearest neighbors to
evaluate mean accuracy. Thereby, k was set as: 3, 5, 7, 9, 11, 13, and 15. As can be
seen in Fig. 7 the best performance (accuracy = 0.9326) was achieved for k = 3.

Fig. 4. SVM mean accuracy with gamma range [0.80, 0.90].

Fig. 5. Random Forest mean accuracy.
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3.3 Clothing Model Recommendation

The proposed approach for clothing model recommendation follows the flow in Fig. 2,
starting with the task of automatically identifying the body type, by using one of the
four adopted classifiers, and then using this information in rule-based recommender
system to select appropriate clothing model. It implements a mechanism that is
responsible for providing users with clothing model recommendation containing a
collection of models expressed in terms of a table containing name, description, and
images to illustrate the models. Its knowledge base contains a set of IF-THEN rules,
coming from a personal stylist expert, where one rule example is IF
Body_Type = Rectangle THEN Recommend model = V-neckline blouse, meaning
that for one women that has rectangle body type V-neckline blouse is recommended. Its
inference engine explores the rules by using a backward chaining strategy in order to
obtain its conclusions. Regarding implementation aspects, we developed a prototype
using Java for the inference engine, as well as MySQL and the framework Hibernate as
a database technologies.

Fig. 6. Random Forest mean accuracy with number of trees range [130, 170].

Fig. 7. k-Nearest Neighbors mean accuracy.
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4 Results and Discussion

Table 2 illustrates our results, where we compared the four algorithms in terms of
classification performance. From the results, the Random Forest with 150 trees and
gaussian kernel SVM presented the best performance, obtained a mean accuracy of
approximately 95% and 94% respectively. From now on, we need to determine
whether the results observed suggest differences between performance in all classifier
models or whether they are just random variations. Based on results from
Kolmogorov-smirnov test (p-value = 0.4713), we cannot assume a normal distribution
of data. Therefore, we used the Kruskal-Wallis as statistical test with a significance
level of 0.05.

Given our main question whether machine learning classifiers are adequate to
accurately identify body types, one particular question to be answered in this paper is:

• Q: Are there statistically significant differences in the median accuracy in each
classifier model (C5.0, SVM, KNN, Random Forest) within dataset?

The hypotheses may be written in the following form:

• H0: The median accuracy is the same in all classifier models. Then, we write
MedianC5.0 = MedianSVM = MedianKNN = MedianForest;

• HA: At least one median accuracy is different than others.

If we reject the null hypothesis in favor of the alternative hypothesis, there is a set
of hypotheses to identify which classifier has the best accuracy. Thereby, the
hypotheses may be written as following:

• H1.1: C5.0 has the best median accuracy;
• H1.2: SVM has the best median accuracy;
• H1.3: KNN has the best median accuracy;
• H1.4: Random Forest has the best median accuracy.

Using the Kruskal-Wallis test a p-value = 0.4713 was obtained that is more than
0.05. Therefore, we cannot reject the null hypothesis (H0). Thus, there is no significant
difference between the medians of all classifier models. Moreover, using the Nemenyi
multiple comparisons test the results indicate there is no significant difference between
the medians of SVM and C5.0 (p-value = 0.96), SVM and Random Forest
(p-value = 0.94), SVM and KNN (p-value = 0.87), KNN and Random Forest
(p-value = 0.54), KNN and C5.0 (p-value = 0.99), and Random Forest and C5.0

Table 2. Performance of classification algorithms using mean.

Algorithm Accuracy

C5.0 0.9287
SVM 0.9394
KNN 0.9326
Random Forest 0.9493
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(p-value = 0.71). Finally, we cannot determine which algorithm presented the best
performance, this way, we reject the hypotheses H1.1, H1.2, H1.3 and H1.4.

Concerning our approach to the rule-based clothing model recommendation, we
performed a preliminary evaluation to measure the quality of the recommendation by
comparing the system output and the opinion of the fashion expert. To this end, the
participants were 30 women, where almost all of them are between 22 and 30 years of
age. We also have a support of a Personal Stylist. We explained to each participant the
procedure of the experiment and what kind of data would be collected, as well as, the
aim of the experiment. The experiment consisted in comparing the input and output of
the system and of the stylist opinion, concerning the agreements in terms of recom-
mendation. There was a total agreement with regard to the clothing model recom-
mendation. Of course, there was little data in the experiment, but it represents a first
positive result.

5 Conclusion

We have presented a result of a study on machine learning techniques in a computa-
tional approach to automatically classifying women’s body shapes, taking into account
a set of body attributes, aiming at providing personalized clothing model recommen-
dation. We explored and trained four machine learning methods for this body type
classification task, thus obtaining good accuracy performance. Random Forest and
SVM classifiers demonstrated the best classification performance, with respectively
95% and 94%, outperforming in a very little value the other two methods. Therefore,
we show that machine learning classifiers are adequate to accurately identify body
shapes, using the proposed body measures as attributes, using one of the here adopted
classifiers. Moreover, we show first results on some quality aspects of the provided
rule-based clothing model recommendation, only considering the information about
body type.

As immediate future work, we planned to carry out more detailed evaluation, as
well as searching for more improvement in the accuracy for body shape determination.
It will involve other studies with other data sources from different places, allowing us to
better test and explore our approach.
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Abstract. Due to the increasing level of globalization competition between
companies is growing. As a consequence, large companies need to enhance both
their productivity and innovation simultaneously. Where business process man-
agement methods, such as BPMmaturity models, are typically seen as a means to
improve performance and productivity, their impact on innovation is unclear.
Therefor the objective of this study is to determine what the relation is between
business process management maturity and Innovation in large companies.
A research model is developed based on existing theory on innovation adoption,
innovation value chain and BPM maturity models. Subsequently a questionnaire
is constructed to gather data at four large European organizations. Based on both
a correlation and regression analysis of the data provided by 143 respondents a
moderate relation between the overall Innovation construct and BPM maturity is
shown. The proportion of variance in innovation that can be explained by BPM
maturity amounts to 22,4%. This means that investing in BPM capabilities is not
enough to increase the innovation capability of an organization.

Keywords: Process management � BPM maturity � Innovation adoption
Innovation value chain

1 A Need for Innovation

The process of globalization has given rise to an increased competition between
companies on a global level. As a consequence, large companies are under pressure to
enhance productivity and innovation simultaneously (Sanders Jones and Linderman
2014). In particular companies based in developed countries are increasingly chal-
lenged by competitors from developing countries, which are quickly picking up in the
quality of their offerings while exporting globally at lower prices. To be able to
compete, existing processes need to be continuously managed and improved in line
with strategic aims, to enhance efficiency and time-to-market (Hung 2006). Moreover,
the increased competition calls for higher levels of innovativeness (Tidd 2001).
Business process management (BPM) is a management discipline including the
recognition, definition, analysis, repeated improvement, automation, execution,
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measurement and tracking of business processes (Scott 2007). By means of maturity
models companies can assess their process architecture and distinguish capabilities that
require enhancement (Forstner et al. 2014). Subsequently innovation is the process
through which enterprises convert ideas into new or enhanced products, services or
processes (Baregheh et al. 2009). It has been much argued that successful innovation
requires a degree of flexibility that contrasts the efficiency orientation of BPM (Sanders
Jones and Linderman 2014; Dijkman et al. 2016). In light of the need for successful
performance in both disciplines, this study aims to expand existing studies by exam-
ining the relation between BPM maturity and innovation in large companies. The focus
of this research is on large, multi-national companies. The motivation for this is that,
though increasingly preoccupied and devoted to innovation, large companies are found
to struggle with successful innovation (Christensen 2013). Based on the above this
study is committed to answering the following research question: What is the relation
between business process management maturity and innovation in large companies?

The remainder of this paper is organized as follows, first the literature that is the
foundation to the conceptual model is described. Section 3 provides insight in the data
collection for this research and in Sect. 4 the analysis of the data is discussed. Finally,
conclusions and implications are given in Sect. 5.

2 Literature

In this section a brief overview is provided on the theory and methods that are the
foundation to the conceptual model constructed for this research.

2.1 Innovation

In a most basic definition of innovation the notion of novelty must be included (Gupta
et al. 2007). Furthermore, in the context of organizations there is also the need of
commercialization and/or successful implementation of innovations (Popadiuk and
Choo 2006). It is therefore generally conceptualized that innovation is a process
starting from idea creation, through to implementation/ commercialization. Innovation
can be seen as a multi-level process through which organizations convert ideas into
new or enhanced products, services or processes to increase their competitive advan-
tage (Baregheh et al. 2009). Besides innovation being a driver of change in products or
services, it can also be a driver of change for enterprises (Smit 2015). Organizations
can adopt external innovations to change the way they operate or are organized. Based
on this we divide innovation in two concepts (1) Innovation Value Chain (IVC) and
(2) Innovation Adoption.

The Innovation Value Chain is described by Hansen and Birkinshaw (2007).
According to them the IVC consists of three phases: Idea Generation, Idea Conversion
and Diffusion. Innovations typically start with a new idea. The generation of an idea
can occur in teams within the organization, across teams, or externally to the organi-
zation (Hansen and Birkinshaw 2007). During the conversion stage ideas are trans-
formed into new products, service, processes etc. In the final phase, diffusion, the
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innovation is put into exploitation. From this it is clear that the IVC provides an
interlinked and linear, three phased description of how innovation presents itself in an
organization.

Innovations that have been created but not adopted and used have no value. The
adoption of innovation studies the factors and sentiment that may be related to the
adoption or non-adoption of new products and services. Several studies show that such
factors can be both internal and external to an organization (Tan and Teo 2000; Zheng
et al. 2008; Udo et al. 2016). External factors are for example social norms, govern-
ment policies, or rules that will make the innovation illegal or hard to get (Tan and Teo
2000; Udo et al. 2016), while internal factors relate to aspects such as technical ability,
resources and intention to adopt (Tan and Teo 2000; Zheng et al. 2008).

Based on the above the innovation concept in our conceptual model is based on
both the IVC theory of Hansen and Birkinshaw (2007) and the innovation adoption
model by Tan and Teo (2000).

2.2 Business Process Management Maturity

Maturity models allow deductions on which capabilities an organization should
improve (Forstner et al. 2014). Thus, a BPM maturity model helps organizations
enhance their business process architecture to reach company goals. The number of
studies on BPM maturity models has increased alongside the growing interest for BPM,
which itself has its roots in both total quality management and business process
re-engineering (Ravesteyn and Versendaal 2007; Plattfaut et al. 2011). Currently there
are several theoretical models for studying BPM maturity and developing BPM
capabilities (De Bruin et al. 2005; Bucher and Winter 2010). However, it is still not
clear how organizations best achieve maturity (Plattfaut et al. 2011). Also, there is a
discussion on the optimal level of maturity for BPM since a maximization of BPM
maturity need not be necessary for realizing the organization’s objectives according to
the business strategy (Rosemann et al. 2004). Furthermore, the majority of available
BPM Maturity models is descriptive (Tarhan et al. 2016) and cannot be used in a
prescriptive manner. In their study Tarhan et al. (2016) found that most models only
measure the BPM maturity and just three of the models also measured the (organi-
zational) performance. One model that is prescriptive in its nature is the OMG BPMM
model. This model was developed by Curtis and Weber and is based on the architecture
of the Capability Maturity Model (Heller and Varney 2013). It is made up of five
maturity levels and 30 capability areas that are called process areas. In comparison to
most models it gives clear instructions on which process areas have to be improved in
order to reach the next maturity level (Roeglinger et al. 2012). In this study the aim is to
measure BPM maturity and investigate the relationship with innovation. Therefore, a
model that is descriptive and only measures maturity will suffice. For this research the
BPM maturity model by Ravesteyn et al. (2012) is used (see Fig. 1). In this model the
maturity levels are not linear, i.e. it is not necessary for an organization to “complete” a
maturity level in order to reach another. Instead, the model recognizes that organiza-
tions will perform over all levels simultaneously, merely at different quality. This better
reflects to dynamics of organizational change and addresses criticism on other BPM
models (Pöppelbuss et al. 2011).

How Do BPM Maturity and Innovation Relate in Large Companies? 89



2.3 The Conceptual Model and Hypothesis

To study the relation between BPM maturity and innovation and in accordance to above
literature review the research framework for this study builds on a total of three con-
ceptual models of the core elements of BPM maturity and innovation (see Fig. 1). The
various constructs from the conceptual model are derived from the BPM maturity model
suggested by Ravesteyn et al. (2012), the Innovation Value Chain by Hansen and
Birkinshaw (2007) and Innovation Adoption as conceptualized by Tan and Teo (2000).

The BPM maturity construct in the conceptual model is divided in to the seven
dimensions of business process management that resemble the BPM-lifecycle (process
awareness, process description, process measurements, process control, and process
improvement) and the supporting dimensions ‘process resources and knowledge’ and
‘IT usage’, as described in De Waal et al. (2017). For each dimension several BPM
capabilities have been defined (in total 37).

The Innovation construct is conceptualized in seven items that measure the Inno-
vation Value Chain, which according to Hansen and Birkinshaw (2007) consists of the
phases Idea Generation, Idea Conversion and Idea Diffusion. Furthermore, six items
measure Innovation Adoption, this includes items relating to Attitude to Innovation
(Relative Advantage and Risk), Subjective Norms (Customers and Competitors) and
Perceived Behavioral Controls (Self-Efficacy and Facilitating Conditions) (Tan and
Teo 2000).

3 Research Methodology

This section describes the procedure to collect data and the outcomes of the validation
of the BPM Maturity and Innovation scales. For the analysis the collected data was
transferred to SPSS 23 for factor analysis, descriptive statistics, correlation analysis and
regression analysis.

Fig. 1. Conceptual model.
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3.1 Data Collection

As described above the conceptual model for this research is based on a comprehensive
literature study on the concepts of BPM maturity and Innovation both individually and
in combination. Subsequently, quantitative data was gathered in four European
multinational organizations and analysed statistically. For this a questionnaire was
developed that consisted of 55 questions related to the core elements of the conceptual
model namely BPM maturity (37 items) and innovation (13 items) as well as five
general questions to capture supporting variables such as size, sector, and knowledge
and experience in BPM. The questions on BPM maturity follow the BPM dimensions
described in Ravesteyn et al. (2012). The respondents selected the degree to which they
agreed or disagreed with the given statements according a five-point Likert scale
(1 = fully disagree, 5 = fully agree).

The data was collected as part of internships by master students of Innovation in
European Business in the academic years of 2015 and 2016. All data was collected by
means of a questionnaire, which was shared with employees at the companies of the
internships. In most organisations data collection was conducted via an online survey
with mandatory questions. The link to the questionnaire was sent via email. The survey
could only be completed when all questions were answered. In one large organization
the data was collected on paper instead of online. In this sample a total of 33 ques-
tionnaires were handed in, however six questionnaires were aborted midway. These
questionnaires have proven to be unusable as too many questions were left unan-
swered, resulting in 27 valid responses from that company.

The total data set amounts to 143 respondents, obtained from the four large,
multinational companies. The respondents have different business functions within
their organizations, ranging from IT, marketing and sales through to procurement and
quality management, amongst others. The variable size was classified by the question:
approximately how many employees are there in your company? In accordance with
often cited research, large is arbitrarily defined as a minimum of 5,000 employees
(Porter 1963). An overview of the complete data set of the large companies can be
found in Table 1.

3.2 Measurement and Validation

The validity of the scales was tested by means of a factor analysis in SPSS 23 with
varimax rotation to maximize the dispersion of loadings within factors. Therefore, it
tries to load smaller number of variables highly on each factor, resulting in more

Table 1. Overview of data set large companies (N = 143).

Company Headquarter Sector Sample size

1 Ireland IT 55
2 Ireland Utilities 27
3 Austria Jewellery manufacturing 33
4 Belgium Fast moving consumer goods 28
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interpretable clusters of factors (Field 2013). This approach simplifies the interpretation
of factors and is thus chosen for the scope of this research. Principal Component
Analysis (PCA) with varimax rotation of the 37 items of BPM maturity resulted in a
seven-factor solution, accounting for 64.6% of the overall variance. Although this
analysis shows that the seven dimensions of BPM maturity are represented in seven
rotated factors, some items have a low factor loading. After removing seven of these
items, the PCA with varimax rotation resulted again in a seven-factor solution,
accounting for 69.0% of the overall variance. This supports the seven dimensions of the
conceptual model of this study.

Similarly, for the innovation part of the conceptual model, a PCA with varimax
rotation on the 13 items, resulted in a three-factor, accounting for 56.0% of the overall
variance. The results demonstrated that the seven items loading moderate to first factor
(Innovation Value Chain), four items loading moderately to highly with the second
factor (Innovation Adoption without Perceived Behavioural Control) and two items
correlating with the concept of Perceived Behavioural Control. Because the factor
loadings were relatively high and the concepts of Innovation Value Chain and Inno-
vation Adoption have been tested and verified in previous studies (Smit 2015; Tan and
Teo 2000), no adjustments were made to the scales for the purpose of this study.

To further test the reliability of the constructs in the conceptual model a reliability
test was conducted for each dimension. The results are presented in Table 2. As can be
seen, the factor loadings were between 0.851 and 0.499, which can be considered as
being significant (Hair et al. 1998). The reliability of the scales was confirmed by

Table 2. Factor analysis and reliability of BPM maturity and innovation scales (N = 143).

Dimension Number
of items

Own
value

Explained
variance

Factor
loading
(Max.)

Factor
loading
(Min.)

Cronbach’s
alpha

Process
awareness

3 1.23 4.1 .807 .499 .765

Process
description

5 3.26 10.9 .782 .520 .871

Process
measurement

4 1.39 4.6 .813 .565 .825

Process
control

3 1.05 3.5 .766 .183 .730

Process
improvement

5 1.84 6.1 .736 .605 .806

Process
resources

3 1.06 3.5 .756 .686 .786

Process IT
tools

7 10.88 36.3 .851 .653 .907

Innovation
value chain

7 3.37 48.2 .793 .577 .817

Innovation
adoption

6 2.63 43.8 .764 .561 .738
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Cronbach’s alpha value of 0.907 to 0.730. In accordance with the study of Kline, a
Cronbach’s alpha coefficient above 0.7 is interpreted to imply a reliability of the scales
(Kline 2000; Urdan 2011). The seven dimensions of BPM maturity and the two
constructs that make up Innovation have an alpha coefficient of 0.863 resp. 0.623. This
suggests the dimensions used to measure each construct have a relatively high and
moderate internal consistency.

4 Findings and Discussion

To answer the research question on the relation between BPM maturity and innovation
in large companies, a Pearson correlation analysis was performed on the 143 respon-
dents from the four large organizations. The results of the test are depicted in Table 3.
The findings show a moderate significant relation between respectively Innovation
Value Chain (0.40) and BPM maturity and Innovation Adoption and BPM maturity
(0.41). The relation between the overall Innovation construct and BPM maturity is
slightly stronger than with the individual concepts but can still be interpreted as mere
moderate (0.48), according to statistical research theory (Field 2013).

To further analyse the relation between the concepts a (multiple) regression analysis is
conducted with Innovation (dimensions) being the dependent variable and BPMmaturity
(dimensions) as the independent variable. The results are shown in Table 4. As is shown
all the results of the multiple regression analysis were significant. The proportion of
variance in Innovation that can be explained by BPM maturity amounts to 22,4%.
Therefore, it can be concluded that in large companies BPMmaturity has a positive effect
on innovation. This finding is in line with previous studies (Benner and Tushman 2002;
Dijkman et al. 2016). The analysis of the dimensions of BPMmaturity does show that two
dimensions are stronger predictors for innovation than the overall BPM maturity level.
Process Improvement is the main predictor for Innovation Value Chain and Process
Resources and Knowledge is the main predictor for Innovation Adoption.

If we compare these findings with the research of Ravesteyn et al. (2016) there are
some interesting conclusions. Though the relation in this data set is significant and
moderate, it does not show the strength of the relation found for the large enterprise of
the research by Ravesteyn et al. which was 0.64. However, the relation found in this

Table 3. Correlations between BPM maturity (dimensions) and innovation (dimensions)
(**p < .01; *p < .05; N = 143).

BPM
Maturity

Process
awareness

Process
description

Process
measurement

Process
control

Process
improvement

Process
resources

Process
tools

Innovation ,479** ,324** ,248** ,229** ,320** ,605** ,557** ,243**

Innovation
value chain

,403** ,304** ,181** ,231** ,219** ,589** ,475** 0,138

Innovation
adoption

,414** ,249** ,240** 0,160 ,325** ,445** ,475** ,273**
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study is significantly stronger than the relation found for the SME and start-ups from
the research of Ravesteyn et al. in 2016, which was negative and weak, respectively.
Therefore, this seems to support previous findings that company size is related to the
relation between BPM maturity and innovation (Ravesteyn et al. 2016; Tang et al.
2013).

5 Conclusion and Limitations

The objective of this study is to determine whether there is a relation between BPM
maturity and innovation in large organizations. For this the following research question
was formulated: What is the relation between business process management maturity
and Innovation in large companies?

Based on analysis of the collected data of large organisations, it is possible to
conclude that there is a moderate correlation between respectively the concept of the
Innovation Value Chain (0,40) and BPM maturity, and Innovation Adoption (0,41) and
BPM maturity. The correlation between the overall Innovation construct and BPM
maturity is slightly stronger than with the individual concepts but can still be inter-
preted a mere moderate (0,48). The regression analysis that is conducted shows that the
proportion of variance in innovation that can be explained by BPM maturity amounts to
22,4%. Together these analyses confirm that in large companies BPM maturity has a
positive effect on innovation. However, this does not mean that investing in BPM
capabilities to increase BPM maturity is also enough to increase the innovation
capability of an organization.

To further understand the relationship between business process management and
innovation more research is needed. One way to validate the findings is to estimate the
conceptual model using SEM (Structural Equation Modelling). Second, we suggest to
keep focusing on large organizations, as analysis of data collected at smaller organi-
zations seems to suggest that the relationship between BPM maturity and Innovation is
very weak. As this research only looked at profit organizations, future studies should
also include large not for profit organizations such as governmental organizations.
Furthermore, the impact of culture on the relation between BPM and innovation could
also be considered as a topic of research.

Table 4. Multiple regression analysis between BPM maturity (dimensions) and innovation
(dimensions) (N = 143).

Dependent variable Predictor Beta p Adjusted R2 F df p

Innovation BPM maturity .48 .000 22,4 42,014 142 .000
Innovation Process improvement .42 .000 41,0 50,348 142 .000

Process resources .29 .001
Innovation value chain Process improvement .48 .000 35,7 40,337 142 .000

Process resources .17 .047
Innovation adoption Process resources .32 .001 25,1 24,788 142 .000

Process improvement .24 .010
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Abstract. With speech recognition databases spanning most of the widely used
languages around the globe, there is a lot of incentive to build linguistically
diverse, voice-driven applications, in different languages and in diverse acoustic
conditions. Although state of the art speech processing has achieved great
performance for most widely used languages, little efforts were made for under-
resourced languages, such as Romanian. Moreover, most of these systems are not
focused in supporting specific voice recognition scenarios, such as assistive
applications for elder or disabled people, or consider a triggered close talking
voice interaction. This paper focuses in building a prototype system for Romanian
language, to be used in distant speech recognition scenarios, for voice driven
speech applications in intelligent homes or buildings. Previously acquired speech
databases in Romanian language are used, recorded in real life conditions, by our
research group. For a baseline comparison, an English recognition engine is also
implemented.

Keywords: Voice drive applications · Automatic speech recognition
Distant speech recognition · Home automation · Multilingual recognition

1 Introduction

One of the issues of a market driven economy, over the recent years, was the almost
exclusive use of English as the means of communication between man and machine.
But speech is the most natural way of communication for all human beings, no matter
their mother tongue, or where in the world they live.

A great deal has been written recently, on the growing importance of consumer voice-
driven computing devices, such as Amazon’s Echo, Google Home and others like them.
Here, the effort made by Google and Amazon, to rapidly push into the consumer market
their vision of home personal assistants, can be mentioned [2]. Both popular systems
rely on the “cloud” model to push relevant information to the user, and will not work
without setting up a personal account, that aggregates data from multiple proprietary
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online services. Nevertheless, they brought “always on” hands-free convenience assis‐
tance with voice-control across the room, with distant speech recognition (DSR), and
are able to answer spoken questions, read audiobooks and the news, report traffic infor‐
mation and weather, give info on local businesses or provides sports scores and sched‐
ules. Turning on the lights with a remote control or smartphone is pretty interesting, but
one can imagine doing it simply by saying it out loud, in spoken language: “Turn the
lights on in the living room”. The impact of this type of interaction is big, and might
take some time to accommodate.

However, they lack customization ability, and interoperability with existing appli‐
ances or applications is not guaranteed. There are also custom scenarios where a more
general, open system approach is desired, or required, in order to interface with existing
appliances inside a house, or systems inside a building. As emphasized in [2], standards
ensure compatibility between devices and ease the maintenance as well as orient the
smart home design toward cheaper solutions. Another custom scenario, targeting
specific user groups, which may greatly benefit from having voice controlled system at
their own disposal, is in the home-care domain, also known as ambient assisted living
(AAL) [3], where voice control can be a great asset for people in need, and can signif‐
icantly improve their quality of life.

Moreover, although state of the art speech processing has achieved great perform‐
ance for most widely used languages (English, French, German or Chinese), little to no
efforts were made for under-resourced languages, such as Romanian, still considered a
low resourced language [4]. One of the main reason for this was the lack of an annotated
speech database from real life conditions [5].

In this context, this paper also describes a set of experiments in evaluating and
building reliable noise-robust acoustic and grammar models, to be used in a voice
controlled prototype, for intelligent homes or buildings. Section 3 describes the system
integration and architecture, with a brief description of the modules and peripherals used.
In Sect. 4, we describe the evaluation methodology and present an experimental vali‐
dation of the prototype. Results are also presented in the same section. Finally, Sect. 5
is dedicated to the closing remarks and conclusions.

2 Related Work

Home automation is one of the most common Internet of Things (IoT) applications. As
classical input methods, via touchscreen panels and remote controlled systems reached
a certain level of maturity, voice control will play a central role in the development of
IoT, which seeks to connect everyday devices with their users. From open source stand‐
ards, to proprietary protocols and applications, there are various implementations that
support the smart home concept.

Most smart homes or buildings will not be able to accomplish much without appli‐
ances or devices to control, nor will they be able to communicate with these devices in
the absence of a control server and a network. Thus, many previous studies focused on
protocols and network types [6, 7], later on putting an accent on user interfaces [8, 9].
The Open Interconnect Consortium (OIC) tried to create an open source universal project
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called IoTivity [10], where other technologies can be easily integrated in this project
using plugins, according to the consortium.

Lately, there is also much interest in securing these networks, in the light of firmware
breaches in a lot of embedded sensors and routers, used in these networks [11]. In [12],
authors dissect the behavior of household appliances in connected homes, highlighting
the ease on how security and privacy can be compromised, thus enforcing the concern
of security and privacy of smart home devices.

Regarding speech interfaces for home or building appliances, very few smart home
research projects integrated this type of input into their design, mainly because of the
complexity of setting up this technology to work in real life environments, as many
challenges need to be solved, such as distant speech recognition (DSR), noise robustness,
etc. All previous research projects mainly focus on one language, as the difficulty in
moving to another language is posed by the expensive process of acquiring new acoustic,
phonetic and language resources, at least for low resourced languages. Hence, the
proposed solutions might not be scalable to other languages. Development of such
systems was boosted as soon as real life speech databases were acquired and used in
experiments [13, 17, 18, 20, 21].

For Romanian language, there has been some efforts in acquiring noisy data sets, but
these efforts where limited, until recently, to just TV recording, which are not suitable
for the smart home distant speech recognition task [21]. Current paper addresses this
issue by using previously acquired corpora, by our research group, specifically tailored
for this task.

3 System Integration and Architecture

This section describes the steps followed to integrate our system and presents the final
prototype architecture, with a brief description of the modules and peripherals used.

3.1 Proposed System Architecture

From an architectural point of view, the system can be viewed as an assembly of multiple
components and interconnected modules. Considering the functionality of each compo‐
nent, they can be divided into 3 major categories, as can be seen in Fig. 1.

Fig. 1. Conceptual system architecture

The first category is represented by user control interfaces, such as mobile devices
(mobile phone, tablet), or fixed devices incorporating microphones. They have the role
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of taking over the voice command of the users. The second category is the server
component that processes and interprets the incoming voice commands. It can be
connected to the Internet to allow outside control of the house. The third category is the
smart devices to be controlled (lights, air conditioning, doors, etc.). The server consists
of several modules, which will be described in the following sections.

3.2 Speech Recognition Module (ASR)

The main purpose of this module is to detect a vocal command forwarded by user inter‐
action modules and to convert it into a text message.

Once the module is started, it begins a keyword detection process, which identifies
the occurrence of the “Casandra” keyword in the vocal signal. This indicates the begin‐
ning of a valid command, and the process switches to an automatic speech recognition
process that uses a finite state grammar, obtaining the spoken command in text format.
Furthermore, this is sent as a HTTP POST request to the Natural Language Processing
(NLP) module. The response returned by this request contains another text message that
informs about the status resulting from the actual execution of the command. This text
confirmation is given as a parameter to a HTTP GET request to the speech synthesis
module, which returns an audio file with the synthesized message. The audio file content
is played on the speaker device.

The implementation was accomplished using a Raspberry PI 3 development kit
which runs a mixed system, performing both keyword detection and automatic speech
recognition. It was developed using the C programming language, on the basis of the
continuous speech decoder PocketSphinx API. The development kit connects both a
microphone to retrieve the vocal signal and a speaker device to confirm to the user that
his command has been made.

3.3 Voice Synthesis Module (TTS)

This module translates text into speech in order to give the user an acoustic acknowl‐
edgment in response to the spoken command.

From the point of view of integration with the speech recognition module, the speech
synthesis module receives a HTTP GET request with the following parameters: the text
message, the language in which the synthesis is desired (English or Romanian) and the
type of spectral parameters used. The resulting audio file is sent back as an HTTP request
response.

It performs a statistical parameter synthesis of speech, supporting both MLSA and
STRAIGHT analysis. The system is a corpus based one, performing text analysis to
extract relevant linguistic information and a synthesis system based on the linguistic
information obtained by the text analysis system.

The extraction of linguistic information is a complex process that aims to convert a
sentence/paragraph into a discrete attribute sequence that serves the process of selecting/
generating acoustic units necessary in the voice generation process. The attributes
extracted from the text are: the phonetic context, the current syllable, the following
punctuation/sentence type, morphosyntactic information.
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Determining how attributes affect the prosody is done automatically by using deci‐
sion trees. Three decision trees are used, aiming at spectral modeling, the fundamental
frequency of the voice as well as the speaking time.

The analysis is done as follows: it is used a phoneme level aligner to get the corre‐
spondence between the text and the recorded voice. Each phoneme is modeled with
Markov Models with 5 states. Spectral parameters (MLSA or STRAIGHT), fundamental
duration and frequency are extracted from the acoustic files. Based on alignments, deci‐
sion trees are used [22].

From the point of view of integration with the speech recognition module, the speech
synthesis module receives a HTTP GET request with the following parameters: the text
message, the language in which the synthesis is desired (English or Romanian) and the
type of spectral parameters used (MLSA or STRAIGHT). The resulting audio file is sent
back as the HTTP request response.

The module was developed using the Java programming language and it runs on a
Linux virtual machine running on an Intel NUC mini PC. The HTS toolkit was used to
generate the decision trees.

3.4 Natural Language Processing Module (NLP)

This is the server’s core module. It receives and sends messages from/to all other
modules. The main task is to understand the incoming messages (text mode) so they can
“translate” them to ACC (Appliance Configuration and Control) mode.

The module is based on scenarios, each scenario being defined by a name and three
components. The first component is represented by a list of sentences consisting of fixed
parts and dynamic parts. For example, “Set the temperature to * degrees”, where “*” is a
variable parameter, the rest of the words being the fixed part. The second component is a
list of actions performed by the system after it identifies the previously defined command.
Actions are defined in JSON format and include smart device ID as well as command
parameters (e.g.: light on = 1). The third component is the feedback sent back to the user.

Scenarios identification and parameter extraction are performed according to a well-
established methodology. The scenario is identified using a decision tree. Once the
scenarios are defined, the sentences for each scenario are extracted. The decision tree is
created by extracting in a bag-of-words format each word from each command, having
associated the actual scenario [23]. For each scenario there is at least one command
(usually minimum 3–4). The training algorithm analyzes each command in part, gener‐
ating a tree. The tree size is reduced to guarantee a certain level of universality.
Extracting parameters from the command is also performed using a decision tree. First,
the position of the parameters must be identified, this fact being done in two steps. The
first step identifies the start position, the word index that begins the parameter. A param‐
eter can have more than one word, for example “the temperature at twenty-seven
degrees” has a single parameter of 4 words. Once a parameter start has been identified,
another decision tree, trained to predict stop (e.g.: “seven”). The command parameter
is represented by the words between start-stop. Once a stop word is marked, it starts the
search with the tree that predicts start because a command may have several parameters.
The context used for trees consists of 4 words before the analyzed word for the start tree,
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respectively 4 words after the analyzed word for the stop tree. Once the parameters are
identified, it should be found the type of each one. Another decision tree is used for this
task, determining whether the parameter is numeric, string, predefined, etc.

Regarding to the interaction with the other modules, the NLP module receives from
the speech recognition module a HTTP POST that contains the user spoken command
in text format. The type of the order, the device to which it is intended, and the parameters
are identified. This information is forwarded to Appliance Configuration and Control
Module. The NLP module receives a feedback from it and it returns a confirmation
message in its HTTP response.

Similar to the speech synthesis module, the NLP module was written in the Java
programming language and runs on an Intel NUC mini PC.

3.5 Appliance Configuration and Control Module (ACC)

This module performs initial configuration of existing smart devices. The communica‐
tion protocol used is KNX, the interconnection being made via TCP/IP (Ethernet or
Wireless where the device allows configuration).

The KNX bus provides communication with the smart devices, independent of
manufacturer and application domain. In the KNX standard there is no controller, each
device being directly connected to the bus, and their configuration is software based. In
this project some of the equipment was connected directly to KNX, while others with
Comfortclick [14] via HTTP. The smart devices used in this project are a series of lights
whose color and intensity can me adjusted, automatic climate control system, security
system with multiple individual activation partitions.

4 Experimental Validation

This section covers the experimental validation of our group’s prototype ASR system
in Romanian, with self-acquired resources and the English system, with external
resources. NLP module is treated independently and can be consulted in paper [23].

4.1 Training and Evaluation Resources

For Romanian language, Table 1 presents the acquired corpuses by our group, used to train
our decoders and build acoustic models. More in-depth information of the self-acquired
database can be consulted in our previous paper [5], and on the project page [13].

Table 1. Romanian corpus resources

Set Subset (model name) Duration Type
Training RSC (AM001) 94 h 46 min 14 s Read speech

SSC (AM002) 27 h 27 min 21 s Spontaneous speech (noisy)
SSC-clean (AM003) 103 h 17 min 56 s Clean spontaneous speech

Evaluation RSC (AM004) 5 h 29 min 6 s Read speech (noisy)
SSC (AM005) 3 h 29 min 3 s Spontaneous speech (noisy)
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For our English engine we used the corpus available here: http://www-lium.univ-
lemans.fr/en/content/ted-lium-corpus (English conversational speech, from Ted confer‐
ences all over the world). Characteristics can be consulter in Table 2.

Table 2. TED-LIUM English corpus

Training Evaluation
Nr. of conversations 774 11
Total duration
• Male
• Female

118 h 4 min 48 s
81 h 53 min 7 s
36 h 11 min 41 s

3 h 4 min 5 s
2 h 21 min 35 s
42 min 29 s

Nr. of unique speakers 666 11

4.2 Speech Features, Acoustic and Grammar Models

For our baseline models, we used the traditional MFCC speech features plus temporal
derivatives (13 MFCC + Δ + ΔΔ). For noisy channels, we experimented with Power
Normalized Cepstral Coefficients (PNCCs), which tend to bring the most important
gains in accuracy.

The CMU-Sphinx speech recognition toolkit [15] was chosen as our main ASR
system, as it also offers an embedded decoder that fit our purpose of building a small
“appliance-like” prototype. Our local room end-nodes run on PochetSphinx, a light‐
weight variant of the Sphinx speech recognition engine. It is specifically tuned for hand‐
held and low powered devices, such as our ARM boards used for keyword spotting of
the word “Casandra”, before uttering the main command. For English language, a Kaldi
[16] based DNN system was implemented, that offers better adaptation to non-native
English speakers.

The acoustic models used in this study are 5-state HMMs with output probabilities
modeled with GMMs, with the speech features detailed in previous section. In all cases
the 36 phonemes in Romanian were modeled as context dependent phonemes, with 4000
HMM senones. The number of Gaussian mixtures per senone state varied (64/128),
depending on the acoustic model setup, in order to adapt to the size and variability of
the training speech corpus.

A Finite State Grammar (FSG) was used for the uttered audio commands database.
This offers better results for a hardware limited device, like a Raspberry Pi. Moreover,
there are studies that show most users still prefer precise short sentences over more
natural long sentences, when controlling their environment, believing this mode of
interaction is still the quickest and most efficient. These commands have been split into
five categories, depending on which part of the building they wish to interact with (exte‐
rior, security, multimedia, hvac and electric).

4.3 Experimental Results

Figure 2 presents the current hardware architecture of the prototype, as described in
previous sections. The server part resides on a low-powered Intel NUC platform, with
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end-points spread through the building rooms, attached to speakers and microphones.
KNX routers offers compatibility with existing infrastructure inside a building, with the
possibility to control from the server also new home devices that offer an API, such as
Philips HUE.

Fig. 2. Prototype architecture for voice-controlled intelligent building applications.

In Table 3, results are presented for the baseline ASR English system. As stated in
previous sections, Kaldi toolkit offers the best results in this scenario (line 4 in Table 3),
as deep learning algorithms present in this toolkit have the ability to capture utterance
variation better, in a non-native speaker scenario. For both systems (English and Roma‐
nian), the standard Word Error Rate (WER) metric was used.

Table 3. System evaluation on English dataset

Line Toolkit Features configuration WER [%]
1 Kaldi Tri 1 55
2 Kaldi Tri 2 (LDA + MLLT) 54
3 Kaldi Tri 3 (LDA + MLLT + SAT) 18
4 Kaldi Tri3 (MMI) 17
5 Kaldi NNET2 16
6 Sphinx GMM-LM 49
7 Sphinx GMM-FSG 49
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Table 4 presents results for the ASR in Romanian language, obtained with a set of
five acoustic models (AM001 to AM005) in CMU Sphinx. We varied the training corpus
(subset) from Table 1. As results show, the best performing model (AM003) was trained
on clean spontaneous speech, on the biggest dataset of Romanian speech assigned for
this task (see Table 1, more than 100 h of speech). Second is AM001, trained with read
speech, on about 94 h of speech. The third model contains spontaneous speech, but with
noisier datasets, which explains the worst results. Finally, AM005 is the worst
performing model, using a small dataset and noisier speech.

Table 4. System evaluation on Romanian dataset

Line Toolkit Subset WER [%]
1 Sphinx AM001 16.9
2 Sphinx AM002 18.9
3 Sphinx AM003 7.5
4 Sphinx AM004 20.6
5 Sphinx AM005 29.8

5 Conclusion

This paper overviewed the steps and preliminary evaluations our group took to build a
fully functional, multilingual, low-resourced voice controlled system for intelligent
buildings and applications. Using previously acquired speech corpora in Romanian
language, in real world conditions, allowed us to better predict the performance of our
models in this low-resourced scenario.

Additionally, this paper presented a set of experiments in building a series of acoustic
and grammar models, together with the integration of several hardware and software
components, to build the functional prototype.

Our best performing model, for Romanian language, with self-acquired corpora,
offered very good performance, with a WER of just 7.5% in a controlled environment.
For English, a reasonable results was obtained, with a WER of 16%, using a DNN toolkit,
with non-native speaker training and decoding.

The final hardware prototype can be demoed in our lab.
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Abstract. The future of mobile communication systems challenges researchers
to constantly improve efficiency and data rate by performing numerous analyses
in lab conditions. The novelty of this analysis is represented by the evaluation of
the performances of the systems using two imposed statistical confidence levels
(SCLs), parameter which can further provide enough information for reliable
and quantitative comparisons. Based on SCLs and BERs, the number of bits
(ENB) necessary to achieve certain BER thresholds can be computed increasing
thus the efficiency of transmission. The 4G-compliant system will be tested in
scenarios according to ITU recommendation for mobile communication envi-
ronment including indoor building channel. The effects over the necessary ENBs
of two techniques (convolutional and LDPC) will be evaluated and several
conclusions will be highlighted in the final chapter.

Keywords: Estimated number of bits � Statistical confidence level
BER � Performances

1 Introduction

Current researches in the area of developing the next 5G communication system rely on
efficient joining of multiple access techniques (such as Orthogonal frequency-division
multiple access (OFDMA), Filter Bank Multi-Carrier (FBMC), Generalized Frequency
Division Multiplexing (GFDM), etc.), communication techniques (from multiuser
systems to massive multiuser systems), on security methods (including coding/decoding
techniques, encryption methods), etc. In [1] the research is focused on maximization of
energy efficiency in next-generation multiuser MIMO-OFDM networks and there can be
achieved up to 600% gain in energy efficiency over uniform power allocation policies.
To control the high Peak-to-Average Power Ratio (PAPR) at the output of
MIMO-OFDM systems, iterative clipping and filtering, and partial Transmit sequence
are united or combined in [2]. The error correction methods in 4G systems are analyzed
in [3–6]. In [3] four error correction codes (convolutional code (CC), Reed-Solomon
(RSC)+CC, low density parity check (LDPC)+CC, Turbo+CC) are studied under three
channel models (additive white Gaussian noise (AWGN), Rayleigh, Rician) and in this
analysis Turbo+CC code in 4 � 4 configuration exhibits better performance. A turbo
equalization model for LDPC codes able to apply MIMO systems combined with Space
Time Trellis (STTC) codes is considered in [4] and simulations show that the perfor-
mance is improved with 2.5 dB than that of turbo codes and with 10.5 dB compared to

© Springer International Publishing AG, part of Springer Nature 2018
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conventional scheme. To overcome fading effects on communication channel in [5, 6]
LDPC technique is considered in a MIMO-CDMA system and performances are
evaluated as bit error rate (BER) vs Signal-to-Noise Ratio (SNRs). For large domain of
SNRs (0–30 dB) significant coding gains can be achieved.

Though BER is considered to be the most reliable parameter when evaluating the
performances of a communication system, statistical confidence level (SCL) can be
used as an efficient tool for establishing the correct number of bits necessary to ensure
efficient transmission. Practical analysis using SCL can be found in [7]. The required
number of bits determined based on SCL and the error probabilities are estimated for a
system using pattern generator and errors detector. SCLs for MIMO systems in [8]
increase by counting more errors and/or transmitting more symbols.

The present paper illustrates the performances of a 4G-compliant OFDM-based
MIMO system, performances evaluated in different communication environments
(ITU-R M.1225 models). Considering each achieved BER as threshold BER values,
ENBs will be computed for each case and conclusions related to transmission efficiency
will be outlined. The paper is organized as follows: Sect. 2 comprises the description of
the communication systems, implementation parameters and main challenges as well as
performances reached testing ITU-R M.1225 models; simulation results for every
specified case are illustrated in Sect. 3 and Sect. 4 contains the conclusions highlighted
following the achieved results.

2 4G-Compliant Communication System

The model of the implemented 4G-compliant system is shown in Fig. 1.

2.1 Implementation and Parameters

The system is designed for 32 users which transmit random data of 32400 bits. To ensure
data protection the coding of the source is performed using convolutional or LDPC

Fig. 1. 4G-compliant OFDM-based MIMO system: corresponding operations on the commu-
nication chain [6]
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technique. The rate of conventional codes is ½ and the convolutional LDPC codes are
irregular with rate ½. In addition to classic OFDM signal processing (Quadrature
Phase-Shift Keying (QPSK) modulation, Inverse Fast Fourier Transform (IFFT) com-
putation, parallel to serial and cyclic prefix adding), the signals are spread using 32 bits
length Walsh-Hadamard sequences to differentiate the users (CDMA-based system).

At the receiver the reverse operations are performed for data recovery: Fast Fourier
Transform (FFT), De-spreading, De-Interleaving, Demodulation. Additionally, the
receiver estimates the communication channel based on the symbols transmitted on the
pilot sub-carriers [9]. The convolutional decoding algorithm is Viterbi and LDPC
decoder uses Min-Sum decoding for efficiency and low implementation complexity.

The radio channel is modelled using the ITU-R M.1225 standard which defines
three types of environments that can be used for testing purposes: indoor office—inside
a building, outdoor to indoor pedestrian for low speed users and vehicular high antenna
for high speed users [8]. The channel parameters are given in [10].

2.2 Challenges and Performances in ITU Environment
(Indoor/Pedestrian Models)

The complexity of the system is given by the large amount of data that need to be
processed. Because 32 users transmit 3.24 * 104 bits/user, the LDPC technique
requires a large amount of time to perform. The implementation of ITU channel models
implies definition of delays on every path of the channel, the power of the signals and
Doppler frequencies for every specified case (indoor/pedestrian models). The use of
these recommendations is widely spread among researchers in this area [11–13]. ITU
Pedestrian-A and Vehicular-A channel models are taken into consideration in [11]
when evaluating the performances of a 2-users MIMO system in the presence of
CP-OFDM and FBMC. The same channel models from ITU M.1225 are used in [12] to
validate the applicability of the implemented block frequency spreading approach for
OFDM and FBMC MIMO system. It has been concluded that if the channel delay
spread is not too high, block frequency spreading becomes an efficient method to
restore complex orthogonality in FBMC. In [8] a similar analysis of OFDM-based
MIMO system is given but the simulation includes only the performances of 2 users
with the possibility of extension to 30 users (due to the increase complexity of the
system). ITU vehicular test A and ITU pedestrian test B models are used to test
performances of MIMO system as a combination of nonlinear decision feedback
receiver (DFE) in [13] and for this analysis the non-linear receiver is best suitable.

3 Simulation Results

The scenarios for simulations are divided into three parts including analysis for
Indoor/Pedestrian recommended channel models in ITU M.1225:

A. no source data coding/decoding
B. convolutional technique
C. LDPC technique.
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The statistical confidence level of a communications system can be computed as
[14, 15]:

SCL ¼ 1� e�
Nbits
BERS �

XE

k¼0

Nbits � BERSð Þk
k!

ð1Þ

where Nbits = estimated number of bits; SCL = statistical confidence level; E = number
of error bits and k = number of simulations. Following Eq. (1) SCL � 100 is the
percent confidence that the system’s true BER (i.e. if N = infinity) is less than the
specified BER (e.g. BERS) [15].

By imposing two values for SCL we can compute the estimated number of bits
(EBN) necessary to achieve certain BER thresholds.

Following the simulation there will be noticed that all 32 users behave almost
similar in the given conditions, therefore the graphical representation of BER vs SNR
contains only one situation which represents a mean BER for all 32 values achieved.
The percentage column in all tables represents a quantitative estimation of how much
of the transmitted bits are actually necessary to achieve certain BER thresholds in the
given conditions. Monte Carlo simulation has been performed but still this technique
proved to be not efficient for low BERs since it led to increased runtimes.

A. No Source Data Coding/Decoding
Figure 2 illustrates the performances in terms of BER vs SNR for the implemented
system when no error protection is used during the transmission.

Fig. 2. BER vs SNR for OFDM-based MIMO system: 32 users for ITU recommendation (no
source data coding/decoding)

SCL-Based Analysis for 4G-Compliant System 111



Considering each BER value in Fig. 2 as a potential threshold for the corre-
sponding SNR value and imposing two testing SCLs (95% and 99%) there can be
computed the ENB necessary to reach those thresholds. The results are given in
Table 1.

From Table 1 it can be noticed that the performances of the 4G-compliant system
are poor regardless the channel modelling in ITU recommendation since no coding is
performed at the transmitter and/or receiver.

By computing the ENBs necessary to reach BER thresholds there can be said that in
order to achieve a good performance (BER � 10−4) for a confidence level of 95% the
length of the data transmitted by the users is satisfactory but imposing a threshold for
SCL of 99% the users must transmit data with larger length increasing thus the pro-
cessing complexity (for AWGN environment).

For all other cases (Indoor & Pedestrian channel modelling) regardless the trans-
mitted number of bits reasonable BER values cannot be reached (in 95% and 99% of
the time of the studied cases).

B. Convolutional Technique
Considering that convolutional technique was involved in data protection and recovery,
Fig. 3 shows the performances of the system for this case.

The performances are significantly improved when convolutional technique is
involved in data recovery. The curves for BER decrease fast as SNRs increase even for
Pedestrian channel where communication parameters change rapidly. As expected the
best results are achieved for AWGN channel. In order to observe the behavior of the
system in the area where BER < 10−6 data with much higher rate should be trans-
mitted. Considering as thresholds the values achieved for BER at every SNR, there can
be computed the ENB necessary to reach those thresholds (Table 2).

Table 1. ENBs for no coding case in AWGN channel.

SNRs (dB) BER values SCL (%) ENB Percentage (%)

0 15 * 10−3 95 200 0.6
99 307 0.94

5 14 * 10−3 95 214 0.66
99 329 1

10 11 * 10−3 95 272 0.8
99 418 1.3

15 8 * 10−3 95 375 1.15
99 575 1.77

20 3 * 10−3 95 998 3
99 1533 4.7

25 6.3 * 10−4 95 4754 14.67
99 7320 22.59

30 10−4 95 29950 92.43
99 46000 141.97
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From Table 2 it can be noticed that the data length of 32400 bits is enough to
achieve good BER values (approx. 10−4) even in drastic conditions (Indoor/Pedestrian
environment). Therefore, the system can be designed in a more efficient manner when
convolutional technique is used by reducing the number of transmitted bits (only 10%
are actually used to reach such BERs) or by performing analysis for other 5G proposed
coding/decoding techniques. Very low BER thresholds can be achieved in 95% and

Fig. 3. BER vs SNR for OFDM-based MIMO system: 32 users for ITU recommendation
(convolutional technique)

Table 2. ENBs for convolutional case in Indoor/Pedestrian channel.

SNRs (dB) BER values SCL (%) ENB Percentage (%)

0 15 * 10−3 95 200 0.6
99 307 0.94

5 12.9 * 10−3 95 232 0.71
99 356 1.09

10 4 * 10−3 95 749 2.31
99 1150 3.54

15 10−3 95 2995 9.24
99 4600 14.2

20 1.7 * 10−4 95 17617 54.37
99 27058 8.51

25 2 * 10−5 95 149750 –

99 230000 –

30 2 * 10−6 95 1497500 –

99 2300000 –
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99% of the cases using a very high data rate, condition which cannot always be fulfilled
for indoor or pedestrian environment.

C. LDPC Technique
Figure 4 contains the variations for BER versus SNR when LDPC technique is used on
the communication path.

Using LDPC technique the overall performances of the system are improved
compared to performances in Fig. 2 when data (de)coding is not available. There can
be achieved coding gains up to 10 dB for critical cases (Indoor or Pedestrian models)
but the increase of the number of users lead to limitation of performances (a disad-
vantage in CDMA systems).

In the ideal case of AWGN channels BERs decrease very fast as SNRs increase
(especially in case where the power of the signal is similar to the power of the noise).

In AWGN channel LDPC technique leads to efficient BERs up to 10−7 for
SNRs = 20 dB. Compared to convolutional case the performance achieved is a good
one since convolutional technique implies transmission of data with much higher rates
in similar case of AWGN channel.

Considering the obtained values for BERs and for the same SCLs as in previous
cases there can be computed the ENBs necessary to achieve certain BER thresholds.
The values are given in Tables 3 and 4.

In Table 3 there can be observed that good BERs (1.92 * 10−7) can be achieved for
high SNRs when LDPC is used in AWGN channels but ENBs computation will lead to
a very large value which is not a viable solution for other communication environment

Fig. 4. BER vs SNR for OFDM-based MIMO system: 32 users for ITU recommendation
(LDPC technique)
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(Indoor or Pedestrian). For SNRs < 20 dB a percentage of less than 10% of the
transmitted bits is required to obtain lower BERs (10−2 or 10−3).

From Table 4 it can be noticed that BERs � 10−5 can be achieved in Indoor/
Pedestrian channels but the number of necessary bits exceed the number of bits used in
these simulations (with over 48%).

4 Conclusions and Future Work

This paper aims to present a method to estimate the necessary number of bits that
should be transmitted in a multiuser OFDM-based MIMO system when different
propagation channels according to ITU-R M.1225 models are taken into consideration

Table 3. ENBs for LDPC technique in AWGN channel.

SNRs (dB) BER values SCL (%) ENB Percentage (%)

0 15 * 10−3 95 200 0.6
99 307 0.94

5 14 * 10−3 95 214 0.66
99 329 1

10 12 * 10−3 95 250 0.7
99 383 1.1

15 10−3 95 2995 9.2
99 4600 14.2

20 1.92 * 10−7 95 – –

99 – –

Table 4. ENBs for LDPC technique in Indoor/Pedestrian channels.

SNRs (dB) BER values SCL (%) ENB Percentage (%)

0 15 * 10−3 95 200 0.6
99 307 0.94

5 14 * 10−3 95 214 0.66
99 329 1

10 10−2 95 230 0.7
99 460 1.4

15 7 * 10−3 95 428 1.3
99 657 2

20 1,5 * 10−3 95 1997 6.1
99 3067 9.4

25 10−3 95 2995 9.2
99 4600 14.1

30 9.54 * 10−5 95 31394 96.9
99 48218 148.8
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for two imposed SCL values. Another goal of the analysis is to achieve low BER
values for the simulated transmission.

Analyzing three cases (when source data are not coded or are convolutional/LDPC
coded) there has been concluded that low BERs can be achieved in AWGN channels in
which data rate can be decreased under 32400 bits to obtain BER around 10−4. Still, to
get good BER values when LDPC technique is used for data protection, the necessary
ENBs reach a very high value (more than 106 bits). This cannot be easily achieved in
severe communication channels like indoor buildings in which the probability of
interference is high.

Therefore, future work implies the analysis of other data source coding/decoding
techniques (for ex. polar codes or other type of LDPC codes proposed for 5G com-
munication systems), data transmission with higher rates according to the results
achieved in this analysis, etc.

Acknowledgments. This work has been funded by University Politehnica of Bucharest, through
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Abstract. Nowadays it’s rare to find newly opened buildings or under
construction sites that don’t aspire to be “smart” or “intelligent”. There
are wired systems through the building that offer the basic infrastruc-
ture for VoIP systems, TCP/IP communication, IP or CCTV cameras,
systems that require low latency and great amounts of bandwidth. Com-
plementary to these systems, we also find a variety of wireless devices,
from data collection sensors to access points, environmental panels or
light control systems. Buildings today are certainly “smarter” and more
power efficient than they were five or ten years ago, and all these new
devices, that comprise the Internet of Things (IoT) category, pose new
issues to all building managers: securing and enforcing digital policies
to all these IoT nodes and devices. This paper focuses on building a
“vendor neutral” security architecture, based on open source tools, suit-
able for a wide range of scenarios and building types: school campuses,
small or home offices, small building shops, etc. The proposed system
architecture is described, together with a preliminary evaluation of the
prototype system.

Keywords: Building security · Unified threat systems
Proxy servers · Intelligent buildings

1 Introduction

The term “intelligent” refers to a building that integrates technology and pro-
cesses to create a housing facility that is safer, comfortable, more productive and
more operationally efficient for its owners, occupants and workers, in terms of
power usage, climate control or waste disposal. Recent studies see smart build-
ings spending increasing every year. One, from IDC Energy Insights, predicted
in March 2015 that spending on smart building technology, following a recent
period of surprisingly slow growth, could advance at a compounded annual rate
of 23% through 2019. The research firm put 2014 spending at $6.3 billion and
theorized it could hit $17.4 billion in five years [1].
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Part of these new technologies are the so-called IoT (“Internet of Things”)
devices, that consist of uniquely identifiable endpoints (called “things”), that
contain embedded technology to sense, collect, communicate and exchange data
locally or with external environments, without human interaction, directly affect-
ing the daily life of its occupants.

There are many applications that reside inside an intelligent building, such
as (a) occupancy sensors; (b) intelligent LED lighting controls; (c) climate sen-
sors; (d) access control systems; (e) security cameras; (f) wireless access points;
(g) IP Phones; (h) data outlets; etc. Those systems, coupled with employees’
work computers, IP phones, storage devices, printers and scanners generate a
lot of infrastructure challenges for a building manager or owner. One can men-
tion the following issues: (a) IoT and PoE (Power over Ethernet) requirements.
How do we efficiently power all these devices?; (b) increased density demands
for data-center space to host on-premise systems; (c) availability, latency and
bandwidth requirements for all these IP based systems; and lastly, a more and
more demanding requirement: (d) security and IAM (Identity Management) of
all these “Things”. Moreover, we also have to take into “account” the BYOD
(Bring Your Own Device) policy, where more and more workers have increased
mobility demands and start using their personal devices every day, for work or
leisure.

Nowadays, most of these devices rely on “cloud” availability, or a TCP/IP
Internet network to communicate with on-premise systems. But recent data
breaches [2] and security compromises of internal networks and IoT devices not
only makes it necessary, but mandatory, for building owners and IT managers
to implement a security flow architecture and IAM procedures, to better secure
their networks and intellectual properties.

In this context, this paper describes the steps taken by our group to build
a tenable Unified Threat Management (UTM) system architecture, using open
source tools, in order to offer baseline security to a cost-sensitive party, such as
a university campus. This system also offers flexibility and great customization
options and avoids vendor lock-in, perfect for academic institutions.

The paper is organized as follows. Section 2 presents previous work related
to securing buildings, IoT/M2M devices and building UTMs. Section 3 describes
the proposed architecture and security flow, with a brief description of the mod-
ules integrated in this system. In Sect. 4, a brief validation of the concept and
prototype is presented. Preliminary results are also presented in this section.
Finally, Sect. 5 is dedicated to the closing remarks and conclusions.

2 Related Work

There are many companies and research groups working towards securing and
developing standard protocols, for the end-users to obtain private communication
and secure access, to devices and their data, on-premises or in the cloud. In
the 90s, after the introduction of almost instantaneous communication over the
Internet, there was a real revolution in many engineering domains, with a wide
variety of popular networked applications resulted as such.
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The concept of the Internet of Things (IoT) was introduced in 1999 [3], after
the explosion of the wireless device market and the introduction of the Radio
Frequency Identification (RFID) technology, with a multitude of Wireless Sensor
Networks (WSN) [4]. The IoT concept aims to connect anything with anyone,
anytime, and anywhere. This might pose a lot of security issues, such as data
breaches, man-in-the-middle attacks, as stated in the introduction.

As such, many previous studies tackled the protocol and framework area,
such as [5], where the authors proposed to use a TCP/IP based encryption
for a web-based M2M (machine-to-machine) application, over IPSec VPN tun-
nels. In [6], the target was to address two key issues. First, how to abstract the
technological heterogeneity that derives from the vast amount of heterogeneous
devices. Second, to study the views of different end-users, in order to ensure
proper application provisioning, business integrity and therefore, maximize the
usage of the IoT devices. In [7], the authors proposed a secure storage and com-
munication framework, based on IPv6/6LoWPAN protocols. IPv6/6LoWPAN
defines IPsec/ESP (Encapsulating Security Payload), that provides encryption
and authentication of transmitted data packets. The author uses cryptographic
methods and data formats defined by the ESP protocol, for data processing
before saving information to storage.

Related to network protection systems, there are both commercial and open-
source solutions, that are worth mentioning. In the area of network protection,
highly established UTM solutions from vendors such as Cisco [8], Fortinet [9],
CheckPoint [10] and Cyberoam [11] can be mentioned. Their systems score highly
in every major antivirus test and provide proven support for big corporate net-
works. Open-source integrated solutions are also available, and we can mention
a few projects here, like pfSense [12] and SME Server [13].

3 System Integration and Architecture

This section presents the proposed architecture to secure a small “smart” build-
ing, that accommodates a multitude of devices, such as guest mobile phones and
laptops, infrastructure computers and servers, with additional Heating, Ventila-
tion, and Air Conditioning (HVAC) control panels and sensors required by the
building complementary systems. Later subsections present a brief description
of the central part of the filtering system (“router and filtering server”) together
with the main principal integrated modules, to obtain a central UTM system.

3.1 Proposed Security Architecture

From an architectural point of view, the proposed security flow comprises of
logically separating network segments, based on device types, amount of traffic
generated in/out by these devices, and the security risk associated with a possible
data breach. A quick overview of the architecture can be consulted in Fig. 1.

For a basic small university campus building, where students and staff reside,
we proposed and implemented the architecture illustrated in Fig. 1. Each IT
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Fig. 1. Proposed building security architecture

department should analyze, before implementing an architecture, the types of
IoT devices that will be also accommodated in the near future, the existing
devices and current risks associated with these systems.

The central part consists of a Linux based server (UTM device), that will
serve as the main router, with the following roles:

– IPTables based routing and firewall [14]
– Squid Proxy Server [15]
– SquidGuard domain filtering [16]
– IPS/IDS intrusion detection using SNORT [17]
– C-Icap proxy extension for HTTPs scanning [18]
– ClamAV Antivirus module [19]

Each network segment is isolated via VLAN (Virtual LAN) functionality.
Multiple VLANs can we spawned, in the near future, if necessary.

As an example, the sensors can be isolated in VLAN 100, with no communi-
cation to devices in others VLANs or network segments. Policies can be applied
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to communicate only with necessary on-premise servers, or cloud services, if
required.

Guest devices are also isolated, in VLAN 300, with no communication to
other network segments. Traffic shaping is applied, to limit bandwidth consumed
by these guest devices. Antivirus and domain filtering to suspecting domains are
enabled and enforced, via the UTM server.

Intranet devices reside on a separate VLAN also, connected to Gigabit man-
aged switches, using 802.1X, EAP & RADIUS authentication [20]. This way,
unauthorized devices cannot just plug a network cable into an RJ45 socket and
gain access to the internal protected network of the building.

For logging, a separate log-collector can be installed, that aggregates traffic
graphs via RRD tools and saves syslogs on persistent storage.

Figure 2 shows the final traffic flow inside the Linux server (UTM device),
and how a packet travels through the system for inspection.

Fig. 2. Traffic flow through the Linux UTM Server

Sections to follow offer a quick description of each open-source module inte-
grated into the final UTM Server, the central filtering part of our architecture.

3.2 Squid Proxy Module

Squid is a HTTP proxy server and web cache daemon [15]. It has a wide variety
of uses, from speeding up a web server by caching repeated requests to caching
web, DNS and other computer network lookups for a group of devices sharing a
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gateway or network resource. It also aids security by enabling filtering of common
web traffic. Although primarily used for HTTP and FTP, Squid has limited
support for encrypted traffic, such as TLS, SSL, HTTPS. As a result, C-ICAP
daemon [18] is integrated into the architecture, to aid HTTPs traffic inspection
via self-signed Trusted Root Certificates, that need to be installed on devices
residing on the internal network.

3.3 SquidGuard Module

SquidGuard [16] is a URL redirector software, which can be used for content con-
trol of websites that users can access in an intranet. It is written as a plug-in for
Squid and uses lists to define sites for which access is redirected. Lists are offered
as blacklists for malware, or with general categories to filter by site categories,
so one can block a category such as “general time wasters”, which contains sites
such as Facebook, YouTube, games, etc. There are free non-commercial lists
available, listed on the project page [16].

3.4 ClamAV Antivirus

ClamAV [19] is an open source antivirus engine designed for detecting Trojans,
viruses, malware and other malicious threats. It is the de-facto standard for
mail gateway scanning on all major open-source mail systems. It provides a
high performance multi-threaded scanning daemon, command line utilities for
on demand file scanning, and an intelligent tool for automatic signature updates.
The core ClamAV library provides numerous file format detection mechanisms,
file unpacking support, archive support, and multiple signature languages for
detecting threats. Open-source baseline signatures can be used, but one can
enhance them using third-party definitions, such as Sanesecurity signatures [21].

3.5 IPS/IDS Detection Using Snort

This module is separate from the traffic flow architecture, as it operates in par-
allel and does not provide feedback to the user, but to the network admin. Snort
[17] is an open source network intrusion prevention system, capable of performing
real-time traffic analysis and packet logging on IP networks. It can perform pro-
tocol analysis, content searching/matching, and can be used to detect a variety
of attacks and probes, such as buffer overflows, stealth port scans, CGI attacks,
SMB probes, OS fingerprinting attempts, and much more. Lately, it provides an
OpenAppID initiative, that allows for granular control over application access
and usage. A library of over 1,000 OpenAppID detectors are already available,
at no charge, contributed by Sourcefire and Cisco [22].

4 Evaluation

This section covers the initial experimental validation of our prototype inte-
grated filtering system, using open-source tools. We tested four aspects, related
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to (a) the systems ability to block malware; (b) filter blocked domains; (c) cache
http traffic; (d) inspect encrypted web traffic.

4.1 Preliminary Results

For (a), we used the standard EICAR malware test [23]. EICAR test is an appli-
cation developed by the European Institute for Computer Antivirus Research
(EICAR) and Computer Antivirus Research Organization (CARO), to test the
response of antivirus systems, instead of using real malware, which could cause
real damage. We visited all eight malware infected URLs provided by the test
group. Default behavior should be a blocked page for every hit of the malware
sample test. The system passed this test, as it can be seen in Fig. 3.

For the second test, and to test all four aspects, we ran the CheckPoint UTM
filter test, available at [24]. This tests an UTM capability to block ransomware
payloads, zero day vulnerability malware, use of proxy software to bypass the
filters and sensitive data leakage, such as bank account information.

Table 1 summarizes the CheckPoint UTM tests, available at [24]. Ran-
somware is a type of malware that encrypts users’ files and require ransom for
their decryption. Identity Theft/Phishing attack captures personal information
by fake websites that appears to be legitimate. Zero Day attack uses the element
of surprise and exploits a hole in the software that is unknown to the vendor.
Bots perform malicious attacks that let attackers take complete control over an
infected computer. Browser attack injects malicious script into web sites to steal
cookies from victims for the purpose of impersonating the victims. Anonymous
surfing allows users to hide their online activity. It can open backdoors into
an organization’s network. Data leakage is the transfer of classified or sensitive
information outside an organization’s network by theft or accidental exposure.

Table 1. Checkpoint detailed tests results

Test type Passed

Ransomware Yes

Identity theft/phishing Yes

Zero day vulnerability Yes

Bot infection No

Browser attack No

Anonymizer usage Yes

Sensitive data leakage No

Table 2 summarizes all validation tests. This paper focused on integrating an
open-source anti-virus into the UTM server, then testing the correct triggering of
it by our devices. Therefore, in Table 2 we also summarized independent tests run
by Sannescurity [21] on a set of in-the-wild malware, compared to the baseline
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Table 2. Integrated system initial validation tests

Test Score

EICAR detection test 100%

CheckPoint automated test 57%

ClamAV default virus signature test 13.82%

Sannesecurity virus signature test 97%

Categories block test 90%

ClamAV default signatures [21]. Figures 3 and 4 shows the correct triggering
of the antivirus, the scanning of encrypted traffic and blocking of unwanted
domains (ex: warez domains).

This section offered an initial test of our systems ability to filter unwanted
domains list, block virus payloads or sample malware, to validate the successful
integration of all modules.

Fig. 3. Server’s response to a virus detection over the visited encrypted web-page

Fig. 4. Server blocking an unwanted website
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4.2 Discussions

Although there are plenty of commercial systems available from big vendors, in
the UTM market, one of the advantages of this system is that it uses completely
open-source components, ran on “off-the-shelf” hardware. This offers no vendor
lock-in scenarios, lower hardware upfront cost with no reoccurring licenses or
upgrades.

Another advantage is the ability to customize the system to every level, offer-
ing a higher grade of integration with existing systems or upgrades, if needed.
For a University Campus Building, that means integration with on-site LDAP
(Lightweight Directory Access Protocol) servers for user authentication, detec-
tion of unwanted P2P (peer-to-peer) traffic, in order to send students warning
notifications and so on.

As disadvantages, such a system requires highly skilled IT staff to imple-
ment and administer the system. This might not be such an issue in a university
campus, for example, but might pose an issue for other scenarios. Moreover,
detection rate of the antivirus component is lower than other established com-
mercial antivirus systems.

5 Conclusion

This paper overviewed the steps and preliminary evaluations taken to build
a fully functional, UTM-like, security flow architecture, that can be used to
enhance security and compliance in an intelligent building.

Future work will focus on testing the final implementation of the system on
standardized malware sets and focus more on OpenAppId detection. This will
allow us to identify device types, for example, and apply a certain custom policy,
such as QoS (Quality of Service) shaping to these devices only.
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Abstract. This paper describes a face detection system based on the Blackfin
microcomputer architecture that may be used in an Internet of Things (IoT)
context. The face detection algorithm is based on skin detection and scanning
binary images to determine the face area. Further image processing may deter‐
mine the eyes and mouth in order to extract main face characteristics. The face
detection algorithm may be used in context of IoT to determine the searching area
for eyes and mouth (e.g. for face recognition and emotion detection). The face
detection algorithm is implemented using the Visual DSP++ integrated devel‐
opment environment and face detection is achieved in real time.

Keywords: Face detection · Internet of Things · Real time · DSP processor

1 Introduction

In Internet of Things, smart devices can be connected one to another using high tech‐
nology that could detect the human faces in order to permit person authentication or
person displaying in other security use case scenarios [1, 2].

One typical face detection scenario in respect to the context of IoT is illustrated in
Fig. 1.

This paper describes a face detection algorithm that can be implemented in real time
(with processing delays of seconds or even less). Taking into consideration the limited
resources in digital signal processors (especially memory), new approaches should be
investigated to detect faces in a picture or a video frame. Many methods to detect a face
in an image exists in current literature, the Viola – Jones algorithm being one of the most
popular of them [3, 4]. One major disadvantage of it is its highly time-consuming char‐
acteristic, therefore being implemented usually on desktop computers. Other simpler
methods, but more efficient, are based on skin detection followed by image segmentation
to find the face region [5]. The collected data is preprocessed in the device (e.g. pre-
filtered, edge detection, segmentation) then further processing may be done on a server
with a higher computing capacity. Main problems to tackle are: the expression of the
person, and the expression correlations (e.g. eyes and mouth correlations).

Generally, mobile devices used in IoT may have limited memory amount and use
fixed point processors, therefore it is necessary to use specific hardware techniques
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(hardware loops, multifunction instructions, multi-core processors) and simpler but
more effective face detection algorithms.

This paper focus is on the face detection algorithms possible to be implemented on
a wearable device without sensors to be attached to the body. The only input devices to
be used in face detection will be the camera existing on the portable device so the face
recognition will use face changes (specifically eyes and mouth). Based on the best algo‐
rithms described in literature, we derive a new and simplified algorithm to detect the
face in real time, without significant performance decrease.

The proposed algorithm has been implemented using Blackfin processor BF533 from
Analog Devices and Visual DSP++ Integrated Development Environment.

The next section of this paper presents the face detection algorithm. Section 3
presents main results of this work together with some implementation details, while
complexity and performance evaluation details are shown in Sect. 4. Section 5 concludes
this work.

2 Face Detection Algorithm

The face detection algorithm takes several steps as it can be observed in Fig. 2.
The main tasks in the above algorithm are [6]: red (R), green (G) and blue (B) image

components separation, verifying a set of rules to determine if a pixel is skin pixel or a
non-skin pixel, and determining the face area.

Fig. 1. Face detection scenario.
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The components image separation is straightforward [7]: the video codec acquires
the image and stores it in three successive memory locations. The image separation
processing will access the locations 3k as red component, (3k + 1) as green components
and (3k + 2) as blue component. This process may be speed up by using the circular
addressing facility in almost all digital signal processors families.

The next step is to compute image normalized components.
The color equalization involves the normalization in RGB space (R, G, B are the

values of the pixel) as:

r =
R

R + G + B
, g =

G

R + G + B
, b =

B

R + G + B
. (1)

This equalization ignores the ambient and is invariant to changes of face orientation
relatively to the light source. The third step calculates two factors fupper and flower that
will be involved in rules which determine skin pixel or non-skin pixel.

fupper(r) = − 1, 3767r2 + 1, 0743r + 0, 1452
flower(r) = − 0, 776r2 + 0, 560r + 0.1452 . (2)

The rules to determine skin pixels are:

R1: g > flower(r) and g < fupper(r) (3)

R2: W = (r − 0, 33)2
+ (g− 0, 33)2

≥ 0.0004. (4)

R3: R > G > B (5)

R4: R−G>= 45 (6)

The skin or non-skin pixel is determined accordingly with the following rule:

if (R1 and R2 and R3 and R4)
then pixel is skin pixel (S = 1)

else

pixel is non − skin pixel (S = 0)

(7)

The face detection algorithm is illustrated in Fig. 3:

Fig. 2. The face detection algorithm
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Fig. 3. The face detection algorithm.

The last two blocks are not in the scope of this work, but they could be implemented
separately on a remote server (due to the complexity of such algorithms). It should be
mentioned that the face detection algorithm will reduce the computational effort of eyes and
mouth features determination. These algorithms are based on finding of eyes circles and
ellipses and mouth ellipse axis which involve Hough transformation for circle and ellipses
[8]. Future work will investigate how the computational effort to implement such algo‐
rithms can be reduced.

3 Main Results

The above presented emotion detection algorithm was validated in MATLAB environ‐
ment and then implemented using the EZ-Kit Lite BF 533 [9, 10] evaluation board. The
code was written in C programming language using Visual DSP++ 5.1 as Integrated
Development Environment [10]. The execution time was measured using the macros
defined in Blackfin Visual DSP++ library: CYCLES_INIT - initializes the cycles counter,
CYCLES_START – begins measuring cycles, and CYCLES_STOP - stops measuring
cycles. The number of cycles was converted in time units accordingly with microcon‐
troller frequency. Figures 4, 5 and 6 illustrate the main results.
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Fig. 4. The image processing: original image (left), processed image after rules R1, R2 (middle)
and processed image after R3, R4 (right).

Fig. 5. The binary image and face cropping.

In the above figures, one can observe how relations (2)–(6) are applied to detect skin,
how the binary image is obtained by applying relation (7), and how the face cropping is
done. The algorithm for cropping the face involves the horizontal and vertical scanning of
the binary image in order to determine large areas with white pixels. The larger area is the
face area and its coordinates will be retained.

The results show that the algorithm detects face in a simple manner.

4 Complexity and Performance Evaluation

The performance criterion chosen was the execution time (that is the time necessary to
detect the face) measured as it was indicated in previous section. The algorithm imple‐
mentation can be optimized using [11]:

• compiler optimization (enable hardware loops control, loop unrolling, inter proce‐
dural analysis)

• using the fractional arithmetic 𝚏𝚛𝚊𝚌𝚝𝟷𝟼 𝚊𝚗𝚍 𝚝𝚑𝚎 fractional functions 𝚖𝚞𝚕𝚝_𝚏𝚛𝟷𝚡𝟷𝟼
and 𝚍𝚒𝚟𝚚 instead the default C arithmetic functions.

A comparison between these optimization methods are shown in Fig. 6.

132 S. Zoican et al.



Fig. 6. The differences between float and fractional mode

One can observe slight differences between the two implementation modes, but it
should be mentioned that the execution time for the implementation that is not using the
fractional approach is very high (tens of seconds) and the implementation is not in real
time. However, these differences may affect the face recognition process.

The face detection has been tested in presence of salt-and-piper noise (generated
using [11]). The main results are illustrated in Figs. 7 and 8 and one can observe that
the algorithm works for relatively small noise levels, but some improvements are neces‐
sarily (e.g. a initial de-noising of the image).

Fig. 7. The execution time and FPS rate versus image size
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Fig. 8. The influence of noise present in image (left to right: noise 2%, 5% and 10%).

5 Conclusion

The paper presents an algorithm for detection of faces that can be used in context of IoT
in systems such as remote displaying system and person recognition. This algorithm
uses the frontal image of a person and involves an image pre-processing followed by
skin detection and face cropping. Further processing, on a server, can be done in order
to extract eyes and mouth features to be used in person recognition. The obtained results
indicate that such algorithm can detect faces in real time (e.g. in seconds or less). Future
works will investigate the communication between devices to implement scenarios
described in Fig. 1 and will investigate more complex processing techniques to eliminate
constrains imposed to frontal images (e.g. moustache, beard, glasses).
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Abstract. The paper presents the architecture of an intelligent displaying and
alerting system, based on a scalable integrated communication infrastructure. The
system is envisioned to offer dynamic display capabilities using the wireless
ePaper technology, as well as to enable indoor location-based services such as
visitor guidance and alerting through iBeacon-compatible mobile smart devices.
The system will include a secure web management console, along with the soft‐
ware interfaces and procedures necessary for collecting and automatically
displaying any relevant information and notifications. As the system is designed
primarily for educational and research institutions, remote authentication will be
allowed through eduroam technology. Tests regarding the performance of the
used wireless ePaper Displays are performed, specifically regarding their
response times, and recommendations are made based on the results.

Keywords: ePaper · iBeacon · Alerting system · Indoor positioning
Low power display

1 Introduction

The emergence and continuous development of new communication and display tech‐
nologies with low power requirements has opened new opportunities in creating a
sustainable infrastructure for digital room signage for conferences, meeting rooms, or
even modern office buildings. The new focus on electronic, digital technologies, rather
than the use of paper, simplifies the management of displayed information. For example,
the effort of manually changing thousands, or tens of thousands of paper-based labels
can be transferred to a scalable digital display system, with tens of thousands of screens
connected to it; as a result, countless man-hours of work can be saved, while also
reducing the time required to update all paper labels.

The new low-power display solutions rely on the electronic paper (ePaper) tech‐
nology, while the low-power wireless communication is based on the Bluetooth Low
Energy (BLE) technology, along others like it. Recent advances in the field of monitoring
networks of sensors have been marked by the emergence and integration of new tech‐
nologies, like the above, in the field of Internet of Things (IoT) interactions.
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The paper proposes an intelligent displaying and alerting system (SICIAD) that relies
on the wireless ePaper and iBeacon technologies [1] in order to provide a framework
for displaying both static and dynamic information, as well as to ease the indoor orien‐
tation of guests. At the same time, the system aims to provide real-time alerting facilities
for emergency situations (including the case of having to direct the evacuation of entire
office buildings).

The system’s primary objective is to build on the existing technology and simplify
its use, in order to provide the custom automatic update of all displayed information, in
a secure fashion. SICIAD is primarily designed as a display and notification framework
for public institutions like universities and government buildings. However, its appli‐
cations may include public transport companies, airports, expositions and commercial
centres, museums or even indoor and outdoor amusement parks. Any organization that
relies on conventional paper-based (or even digital) signage can, in fact, benefit from
the use of a centrally-managed low power display system.

The paper’s content is organised as follows: the Sect. 2 provides some background
information regarding the wireless ePaper technology, while Sect. 3 presents the archi‐
tecture, design considerations, and several implementation details of SICIAD.
Section 4 presents the preliminary evaluation results for the system, while the final
section draws the conclusions.

2 Wireless ePaper Technology

The electronic paper (mostly referred to as ePaper or sometimes e-Ink) can be seen as
a display medium with memory, one that can be re-written multiple times in order to
display various content. Therefore, the concept of ePaper can be defined as a display
technology that simulates the appearance of text written on a traditional physical
paper [2].

The technology relies on ambient light reflection instead of a backlight, as well as a
screen that requires a significant amount of energy only during the update phase, along
with a near-zero power consumption [3] in the idle phase. Such digital displays offer
good visibility of information in all light conditions, with the benefit of a low power
consumption.

Today’s applications of ePaper displays include electronic shelf labels, digital
signage, time schedules for public transportation, billboards, portable signs, although
some of their first wide-scale commercial applications were electronic newspapers and
e-book readers.

However, because these technologies are still relatively new, their use requires
extensive computer programming skills to access and manage the displayed information.
As we stand, the current level of technology relies on the user either micro-managing
individual displays, or writing complex scripts for the dissemination of multiple infor‐
mation flows and dynamic update of these displays.

Currently, there are several companies that offer tools for digital room signage. All
these solutions are generally comprised of three components:
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• the display panels, based of ePaper technology, or other technologies like LCD
(Liquid Crystal Display) or LED (Light-Emitting Diode) and their variants;

• the wireless communication infrastructure, which can be based on BLE, ZigBee,
GSM (Global System for Mobile communications), WiFi, or even the newer addition
to the field, LoRa;

• the content management system, for the signage infrastructure.

SICIAD is envisioned to take the place of the third layer in the above system, as a
manager for the ePaper labels and the information being displayed on them. The first
two layers are based on the wireless ePaper technology provided by Lancom [4].

The wireless ePaper solution functions on 2.5 GHz radio channels, in the same
frequency spectrum as WiFi or Bluetooth, but on much smaller channels. The displays
are controlled through special WiFi Access Points, designed specifically to integrate the
wireless ePaper communication technology, and all control and data information flows
pass through a software ePaper Server [5]. Moreover, since the platform is designed for
low-power applications, covering large office spaces will require the use of several
access points, configured on different wireless ePaper channels in order to avoid inter‐
ference.

Lancom’s ePaper Server software offers complete access to all management and
signage functions through an XML (eXtensible Markup Language) API (Application
Programming Interface), including ePaper monitoring and operation, alongside the
signage API. The interface permits directly uploading binary image information
(encoded in the Base64 format), as well as generating it through the integrated image
render and a set of image templates.

At the same time, the manufacturer offers a small number of tools, capable of
extracting singular information from external data sources, such as Google Calendar or
Office365. Complex interactions, such as the ones described in the current paper, require
a more complex management software, described in the following sections.

Complete information regarding the performance of ePaper displays, most notably
the time required to display an image, is still unavailable from most manufacturers. Even
from the used platform, the manufacturer only provides relevant information related to
the lifetime of the display’s batteries: around five years, as long as the displays are
updated no more than twice every day [4], for the three-colour, red, black and white
displays. Other manufacturers indicate display times between 3 and 8 s for black and
white displays, and 15 or more seconds for three colour displays of similar sizes [6].
Older research also shows response times in the order of seconds, for ePaper display
technology [7]. More information, including results of performance tests on the wireless
ePaper devices, will be found in Sect. 4.

One key functionality consists of the fact that the users can remotely update the
displayed content in real time. To allow a highly flexible use, the wireless ePaper
displays eliminate the need for an external power supply or a physical network connec‐
tion due to the fact that the devices are battery powered and radio controlled. Further‐
more, the data transmission process can be protected by a 128-bit key, allowing secure
encryption and authentication standards for eduroam [8, 9].
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3 System Architecture

SICIAD is meant to capitalize on recent developments in the field of digital room
signage, using Bluetooth Low Energy (BLE) for indoor-positioning services, as well as
wireless ePaper devices for remotely displaying information. The project’s main objec‐
tive is to provide an integrated system for the dynamic display of information in educa‐
tional and research institutes. At the same time, the system aims to provide the automatic
display of notifications and alerts, in order to aid in the emergency evacuation of covered
spaces, should the necessity ever arise.

The system aims to integrate the Lancom wireless ePaper solution, described in the
previous section, in order to dynamically display information and provide notification
on certain events. For this, it proposes the development of an integrated management
application for the infrastructure and wireless ePaper displays, along with the software
interfaces to integrate information from multiple external data sources. The general
concept of the target system is described in Fig. 1.

Fig. 1. Concept for the low-power displaying and alerting infrastructure

The framework provided by Lancom includes the wireless ePaper-enabled access
points, capable of providing internet access to the communication systems covered by
them, as well as of controlling the configured ePaper displays. All ePaper displays are
controlled by Lancom’s ePaper Server software, which enables user interaction through
its XML API.
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The use of wireless technology simplifies the deployment of the system, since addi‐
tional wiring or power sources will not be necessary. However, several facts should be
mentioned.

First off, the ePaper displays (including the Lancom ePaper displays proposed for
use in the system’s architecture) are designed to work at a low level of power consump‐
tion. This means a slow refresh rate of the displayed information, when changes occur.
For static information, this is not an issue: all the displays can be updated in the off hours,
when no one is using them. However, an issue may arise when trying to display urgent
dynamic notifications, like an emergency evacuation alert. For such cases, further study
is needed regarding the wireless ePaper response time.

The specifications of Lancom ePaper displays indicate a battery life time between 5 and
7 years, if the displayed information is changed four times a day [4]. For more interactive
applications (like the first use case), or improving response times for emergency situa‐
tions, additional power sources may be needed, which may come in the form of solar
panels in outdoor deployments, (when battery replacement may become an issue).

Secondly, the Lancom Wi-Fi Access Points integrate iBeacon technology. This
offers a simple means of determining whether a mobile smart device is in close range
of the access point, but a larger iBeacon network is necessary for determining exact
indoor position. As such, further work may relate to the integration of stand-alone
iBeacon devices in the SICIAD architecture.

The Server’s interfaces, from the project’s point of view, are described in Fig. 2.

Fig. 2. Lancom ePaper Server XML API

The ePaper Server offers the ability to remotely configure, monitor and control the
wireless ePaper devices, offering complete status information regarding all connected
access points and displays, alongside information regarding the status of all previously
executed tasks. All commands to display information on the ePaper displays are issued
in an XML format, either with Base64 encoded images pre-rendered by the issuer (user)
to exactly fit on the desired devices, or using an internal rendering engine. The server’s
own rendering functionality allows images to be generated, based on a set of XSL
(eXtensible Stylesheet Language) templates. All information, including generated
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images, task status changes, monitoring data, is stored in the server’s internal database
and available through the XML API.

Based of the above-stated objectives for the system, as well as the wireless ePaper
system’s features, the following three general use cases for the system have been deter‐
mined:

1. Dynamic display system – which updates the ePaper devices based on a set prede‐
fined rules, either automatically or at the user’s request,

2. Visitor guidance system – relying on BLE iBeacon emitters to pin-point the users’
locations and provide indoor navigation assistance and location based services, and

3. Dynamic alerting system – relying on components from the previous use cases and
superseding their displayed/broadcasted information. In case of an alert, the system
will store the previous normal running state and, once the alert has passed, restore it.

The BLE-based indoor visitor guidance facility will not be discussed in the current
paper, as it is not within its scope.

As previously stated, the system aims at the development of an intelligent system
that can dynamically display information and provide notification on certain events. For
this, it proposes the development of an integrated management application for the infra‐
structure and wireless ePaper displays, along with a software interface for connecting
to Internet calendar or other cloud services, several access levels and e-mail message
programming. The proposed architecture for the SICIAD system, based on the above
observations, is described in Fig. 3.

Fig. 3. SICIAD architecture

The task of communicating with the ePaper Server, retrieving all pertinent informa‐
tion through the API, as well as issuing display commands for the wireless ePaper
devices will fall to the ePaper Server Controller. The software module will function as
a background task, continuously checking for any information changes. A specific use-
case for the module will be to control the display of alerts in case of emergency situations.
For that to correctly function, it must store complete status information regarding the
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labels. Should an emergency situation appear, all other displayed information will be
overwritten (since the displays have a memory of up to 12 pages, one or two can be
reserved for alerts, separating the two operation modes). Once the emergency situation
ends, the system will revert to its normal operating mode.

The Signage API will function as an endpoint for any external data flows of infor‐
mation, while the Monitoring API will receive data from monitoring systems or IoT
sensors (temperature, CO2, smoke, gas) to identify threats, send alerts through its avail‐
able means, or even automatically initiate emergency evacuation and facilitate the
avoidance of problem areas and to provide guidance towards safe exits (including aid
for the hearing impaired). All status information will be stored in SICIAD’s internal
database.

Finally, the Web Management Console will enable the dynamic display of informa‐
tion, either on ePaper devices connected to the infrastructure and without wired power
supplies, or on the users’ cell phones, using beacons based on the iBeacon technology.
All modules, including the management console and the API will be secured in order to
prevent unwanted intrusions in the wireless signage system.

Currently, of the above components, most of the ePaper Server Controller, along
with a portion of the management console, have been implemented, allowing several
performance tests on the ePaper devices to be performed.

4 Preliminary System Evaluation

Several tests have been performed in order to determine the delays that occur when
updating the information on the ePaper displays from the wireless ePaper server. To that
end, two L-151E access points were used together with one WDG-1 7.4″ ePaper display.
The Access Points were registered to a remote ePaper Server installed on a openSUSE
Linux machine. Current version of LANconfig was installed on a virtual Windows
Server 2013 machine, in order to be able to configure the Access Points, register and
update ePaper displays.

In a first experimental test scenario, the delay of changing ePaper content was deter‐
mined for simple operations, such as image delete, change, rotate and show ID. The
results are summarized in Table 1:

Table 1. Common operations and corresponding delays

Operation Details Delay [s]
Delete Delete image 330–473
Change Change image 480 × 800 (7.4″) 27
Rotate Image rotation 2
Show ID Show label display ID 14

The primary issue with ePaper display testing has been battery longevity. As previ‐
ously mentioned, the devices consume significant amounts of power when performing
operations (displaying new images). In order to limit battery use, each test was
performed with only a small batch of operations. The tests have been conducted with
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Lancom’s Wireless ePaper management software, as well as a first-stage version of
SICIAD’s management console, capable of sending XML tasks to the ePaper Server.

Because ePaper displays communicate on a wireless channel, interference with
nearby radio networks has been noted, and several test results (with extremely large
values) have been excluded. During testing, it has also been noted that if two Lancom
access point operate on the same wireless ePaper channel and are within reach of the
same ePaper display, they will interfere with each other, increasing task execution times,
or even preventing it.

However, the first test only offers a limited view of Lancom’s Wireless ePaper plat‐
form. To test its viability against the above use cases, images varying in size (from less
than 1 KB to over 200 KB) have been uploaded, and the execution times for each image
display, preload and switch operation has been recorded. The main concern in this
scenario is determining whether it is possible to display emergency alerts on wireless
ePaper displays, within the use cases’ time constraints.

The results are shown in Table 2, and include the wireless average transmission time,
as well total task execution delays. Excluding extreme values, average Image display
time of 14 to 20 s has been obtained, with usual execution times not exceeding one
minute.

Table 2. Display and preload operation delays

Operation Avg. transmission time (s) Delay [s]
Min Avg Max

Image 1.6 1.6 14.47 46.21
Preload 1.8 1.8 16.42 23.50
Switch 0.059 0.059 20.84 49.50

Analysis of the dependency between the image transmission time (on the wireless
channel) and image size, suggests that small images (less than 100 kB), optimized for
B/W ePaper devices, could be transmitted in less than 2 s. In the absence of radio inter‐
ference, such images could load in less than 30 s.

Based on these tests, it can be said that an average 15 s delay may be deemed accept‐
able for displaying alerts on single devices. However, when working with significant
numbers of wireless displays, the response times may rise to unacceptable levels (several
minutes if only the average case is considered, tens of minutes in the worst-case
scenario).

In order to respect the constraints of displaying emergency alerts, the messages can
be preloaded on the displays and then the system can use a more rapid switch operation
(which only takes a fixed 59 ms, a short enough time to avoid errors due to radio inter‐
ference).

Further testing on the wireless ePaper display side will focus on the relationship
between transmission power and transmission time, along a more accurate estimation
of the relationship between image size and transmission time/total duration. At the same
time, future tests will attempt to determine whether it is possible reduce transmission
time even further, through use of the ePaper image rendering system.
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5 Conclusion and Future Work

The paper presents a displaying and alerting system, based on an integrated communi‐
cation infrastructure. The system offers dynamic display capabilities using the ePaper
technology, as well as enables indoor location-based services such as visitor guidance
and alerting using iBeacon-compatible mobile devices.

Starting from the system’s architecture (described in the third chapter), most of the
ePaper Server Controller has been implemented, enabling several performance tests of
the used display devices.

Measurements taken in the evaluation phase show that the ePaper displays’ response
times are relatively short, being suitable to proposed use cases. Tests show that the
largest delays are obtained in the case of deleting images. However, further study will
be needed to guarantee rapid response times in case of emergencies.

A production installation of the system would consider avoiding tunnelling between
ePaper server and Access points, by collocating all the components of the systems in
the same LAN, in order to exclude extra delay and other potential issues introduced by
the tunnelling technique. In such a case, availability and performance would improve.

The batteries provided by the manufacturer for the ePaper displays are sufficient for
most of the use cases, whilst being easy to replace for indoor applications. For outdoor
applications, ePaper systems can be recharged via solar cells and, due to their low power
consumption, may function entire seasons without sunlight, offering a long-term solu‐
tion for displaying information in remote areas.

Future work with the project will include the development of the system’s web
management console and signage and monitoring APIs, along with the further investi‐
gation of ePaper response times and iBeacon functional range, as well as the proposed
architecture’s scalability, performance and security.
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Abstract. Current technological progress allows the implementation of an inno‐
vative solution that would aid the work of emergency first responder personnel.
However, managing crisis situations is highly dependable on the situational
awareness factors. Therefore, this paper proposes a conceptual model of a crisis
management platform which integrates several technologies such as UAVs, heat
cameras, toxicity sensors, and also body wearable sensors, which are capable of
aggregating all the information from the above-mentioned devices. By using the
proposed innovative platform, we analyze how a decrease of tragical events
within the emergency sites can be achieved.

Keywords: Body sensors · UAV · Heat cameras · Data Fusion

1 Introduction

Unmanned Aerial Systems (UASs) and Unmanned Aerial Vehicles (UAVs) technolo‐
gies have spread widely and become popular in various military and civilian fields [1].
Some of the popular applications are radar localization [2], wildfire management, obser‐
vation support [3], agricultural monitoring, border surveillance and monitoring, envi‐
ronmental and meteorological monitoring, and aerial photography [4], as well as for
search and rescue missions [5]. The most noticeable benefits compared with conven‐
tional manned vehicles are low cost, improved safety for humans, and easy deployment.

One of the biggest advantages of using general purpose drones is the independence
between the drone itself and the hardware devices which can be fixed on them. For
example, cameras can be attached to drones so that they can be used for certain purposes.
At present, drones are constantly developing, various models existing on the market [6].
It is possible to obtain high resolution at low altitudes, SLR (Single-Lens Reflex)
cameras offering a superior degree of precision and stability in order to extract data.
Other devices that can be attached to drones include imaging systems which cover visible
to thermal spectrum, RADARs, LiDARs, or passive microwave radiometers [7].

Civil Drones have many uses, from making good quality video recordings or aerial
shots to border guards and event capturing offenders [8]. Borders can be monitored with
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the help of drones to avoid unpleasant situations. In case of events such as floods, earth‐
quakes or landslides, drones prove to be useful, by even providing the capability of food
distribution in hard-to-reach places or looking for survivors [9]. Recently, drones have
begun to be used to monitor the use of agricultural subsidies, as the Switzerland law
requires annual inspection of at least 5% of the areas cultivated with these funds. Initially,
these inspections were carried out by authorized personnel, but satellite surveillance has
begun to be used to verify that farmers comply with the conventions and meet the
requirements for granting subsidies [10]. Drones have become useful in this field, espe‐
cially for agricultural inspections, as they can take high quality shots from different
angles. Drones can be equipped with particle sensors that allow the detection of pollu‐
tants, namely the measurement of sulfur oxides, nitrogen and ammonia. Other sensors
can measure light or sound [11]. With the help of these equipped drones, improvements
can be made to the quality of the environment. Sensor-equipped drones are currently
used in agriculture to monitor crop growth, biomass estimation, plant disease testing,
and air quality assessment. In meteorology, drones can take data such as humidity, wind
speed, radiation, etc. [12]. Also, drones are useful in case of tornado or hurricane alerts,
in order to evacuate people in a timely manner and save people lives. Drones are also
used in the scientific field to collect certain types of data used for research purposes [13].

The purpose of this system is to improve first responder situational awareness by
using multi-modal heat cameras, depth, toxicity, acoustic and video sensors mounted
on emergency first responders such as firefighters, police, emergency medical units.
Responders’ location will be tracked via GPS (Global Positioning System) and will be
in permanent connection to a central unit. Responders can also wirelessly share the
information provided by their equipment/sensors, like digital images and text reports
including all the data they gathered, both with other responders and with the incident
commander. This can occur in a situation when the responder is inside a building and
can also work with the building’s sensors (i.e. smart building). We propose a platform
which will integrate all the data with the purpose of giving an overview for the chief
commander to take decisions regarding real-life dangers and critical situations.

Also, in this article, we will study the solutions available on the market that can be
integrated into a smart warning platform to implement a set of technological innovations
such as:

• Heat, toxicity, acoustics and video sensors mounted on unmanned aerial vehicles;
• Integration of sensor data, which will result in 3D maps of various perimeters under

monitoring;
• Layer vision of the sensors and the possibility of analyzing the data on the control

center displays;
• The processing and transmission of data will be based on a dynamic storage network.

The paper is organized in the next three main sections, as follows: Sect. 2 provides
a general description of other activities undertaken in order to approach the purpose of
this paper. The platform developed in order to retrieve environmental data packages
using the Waspmote sensor device, is shown in Sect. 3. Finally, Sect. 4 concludes the
article.

Sensors Fusion Approach Using UAVs and Body Sensors 147



2 Related Work

The problem of optimal waypoint planning for UAVs under different constraints has
been studied for over a decade. Depending on the applications, the objective functions
and optimization methods are different.

Drones contain detection equipment to provide a variety of functions. Geological
research, agriculture, archeology and many other industries can greatly benefit from
countless sensors that can be placed on the body of the drones. For example, heat sensors
can be used to detect water temperature, different animals, etc. One efficient possibility
of acquiring different such parameters is to use the integrated sensors in Waspmote [14].

These sensors could be used to monitor the multiple environmental parameters
ranges, with applications starting from development analysis to weather observation.
This monitoring system can also be used in the reduction of intensities of resources and
requirement of labors on site during the growth stage of food. At crucial stages of food
production phase, the crop cultivation systems are automatically based upon reading of
sensors and parameters for each crop, that can be defined in advance. For collective
management of crops, it is possible to work together to maximize and protect or sustain
crop cultivation in urban settings [15].

Zarco-Tejada et al. [16] proposed a helicopter based on a UAV which is equipped
with commercial-off-the-shelf (COTS) thermal and multispectral imaging sensors in
order to generate remote sensing products. The platform has different applications,
including precision farming and irrigation scheduling, where time management is a
priority.

In 2012, a new approach is presented by Watts et al. [17]. LASE (Low altitude, short
endurance) and MALE (Medium altitude, long endurance) UASs are used in the
missions in order to detect fire. LASE and MALE UAS provide cost-effective solutions
in resource mapping and monitoring applications. The data requirements and the sensors
used should be considered. The size of the UAS depends on the size, weight and power
of the sensor, but also on the flight duration.

A low-cost thermal scanning UAV platform was designed in 2014 by Aden et al.
[18]. The platform can georeference thermal variations with less than one Celsius degree.
Also, proper calibration of the Infrared (IR) camera can be an effective air reconnais‐
sance tool which can be utilized in photogrammetric purposes. Based on the temperature,
a certain region of interest can be recognized. The temperature measurements were
related to a GPS value and by extrapolating the data, a heat map of the scanned area
could be created. Google Earth and Matlab are used to process the collected data.

In [19], the authors present a real-time multimodal sensor system which is used for
object recognition and tracking. The application strengthens the correlation between
data collection and data processing tasks. Furthermore, the proposed solution is able to
handle unwanted situations encountered in object-tracking, such as losing targets.

Accurate positioning systems, which are important in military or emergency situa‐
tions, are referred in [20]. In order to work with accurate data, additional sensors need
to be attached, such as barometers and ultrasonic sensors. In this paper, different
scenarios are discussed to avoid actions based on partial positioning information.
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The current state of UAV used in geomatics applications providing an overview of
different platforms, applications and developments in information processing is
discussed in [21]. UAVs are used in the geomatics engineering applications such as
micro-aircraft vehicles, unmanned combat vehicles, small UAVs and long-lasting low
altitude UAVs that depend on the propulsion system, altitude/strength and level of auto‐
mation. In civil applications, private enterprises invest to provide photogrammetric
products such as DSMs which have better resolution and shorter flight times. Even
though the authors do not explain what geomatics means, geomatics represents the field
of science that deals with gathering, processing of geographic information.

Also, a scalable and adaptable Emergency Management Data Fusion (EMDF)
network concept which integrates hardware and software sensor data to enhance real
time efficiency of assets in Emergency Management (EM) situations is shown in [22].
Over the years, Data Fusion (DF) has witnessed an evolution from identification and
target tracking for military purposes to several non-military applications. By using DF
to supply a framework to EM, a loosely coupled EMDF wireless network consisting of
fusion centers could be utilized to gather automated collaboration.

In [23], the authors present a comparison between an offline and online neural
network architecture to identify Unmanned Aerial Vehicles (UAVs). Neural networks
are capable of performing a large amount of parallel processing. Numerical simulation
results of each type of architecture are shown. The results of each simulation have been
validated using the real-time Hardware in the Loop (HIL) simulation technique for
different sets of flight data.

Paper [24] provides an overview of the Critical and Rescue Operations using Wear‐
ables Wireless sensor networks (CROW2). The main purpose of the article is to afford
wireless communication and monitoring systems, and regarding this aspect, Wireless
Sensor Networks (WSNs) have an important concern. Also, development of On-Body
and Body-to-Body communications will allow beyond cross-layer communication
architecture for wearable WSNs.

However, none of the previously mentioned solutions integrate multi-modal heat
cameras, depth, toxicity, acoustic and video sensors, and, furthermore, are not designed
specifically to improve first responder situational awareness. Our proposed solution is
specifically tailored for primary responders to use it in an emergency situation, being
based on our previously proposed secure e-health architecture [25], as we explain in the
next section.

3 Platform Design

The purpose of this section is to analyze how to use the Parrot BEBOP 2 FPV drone to
retrieve data from the environment. In order to collect the data from sensors mounted
on the drone, the drone must go through predefined routes at certain time intervals.

The functional architecture containing all the components of the proposed platform
can be seen in Fig. 1.
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Fig. 1. Functional architecture of the monitoring platform

In our proposed approach, Parrot 2 FPV Drone flies over a certain perimeter at
specific time intervals, e.g. 15 min. If an emergency situation is observed, using temper‐
ature and thermal sensors (provided by the Waspmote board) and a thermal imaging
camera (which is installed additionally), the drone will quickly transfer the information
regarding the environmental parameters and the people’s condition from that area to the
central monitoring and control unit, using the Meshlium gateway. Through the infor‐
mation provided by the Waspmote board and thermal camera it is possible to obtain the
thermal map and fusion of other sensor data of that specific area, using a specialised 3D
software tool from Pix4d.com. Also, the intervention authorities will be able to analyze
the degree of danger of that perimeter by studying the thermal map and the vital param‐
eters which will be received on mobile terminals, such as mobile phones and tablets.

The drone will also determine its GPS coordinates through its GPS receiver and use
them to calculate the distance from the other sensors and georeferencing. Parrot Bebop
2 FPV offers a 3D viewable flight through FPV glasses, range up to 2 km, battery life
of up to 25 min and full HD video capture capability. The drone has the option of “visual
tracking” through Freeflight Pro, which is made possible by advanced visual recognition
technology. The main uses are the location of people, as well as perimeter or environ‐
ment research and analysis.

Waspmote is a sensor device that works with different protocols (ZigBee, Bluetooth,
and GPRS) and capable of getting radio links of up to 12 km [26]. One of the main char‐
acteristics of it is low power consumption i.e. (9 mA–ON mode, 62 μA-sleep mode,
0.7 μA-hibernate mode). Different parameters that can be measured by the waspmotes are:

• Ambient temperature, relative humidity, atmospheric pressure, noise
• Radiations like ultraviolet, infrared, nuclear, solar, electromagnetic
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• Gases such as carbon monoxide (CO), oxygen (O2), ozone (O3), nitrogen oxide
(NO), nitrogen dioxide (NO2), sulfur dioxide (SO2), methane (CH4), particle matters
(PM), etc.

The Parrot Bebop 2 FPV drone equipped with the integrated above-mentioned
sensors in the Waspmote module is presented in Fig. 2. The Waspmote will be connected
to a Libelium Meshlium gateway using LoRa.

Fig. 2. Parrot Bebop 2 FPV drone with Waspmote sensors

For calibration and precision, an experiment was conducted to compare the GPS
coordinates of Waspmote’s GPS sensor and the drones GPS sensor. This was done in
order to observe if there any differences between the GPS sensor outputs and the magni‐
tude of these differences.

Figure 3 shows the two outputs of the Waspmote sensor and drone GPS sensor,
located on the same ground. It is noted that the two graphs overlap in a large percentage,
meaning that the results obtained with the Waspmote GPS sensor and those obtained
with the drone GPS sensor are similar.

The potential usage of the two GPS sensors, one for the drone, and the other for the
Waspmote sensor is to provide information on the condition of the drones (if available
or not). They are used for various purposes, such as object tracking, drone recovery in
case of emergency landing, smart parking, vehicle tracking, and many healthcare-
specific applications. The sensors can be used simultaneously if the Waspmote GPS
sensor is used to provide target positions, and the GPS sensor implemented on the
drones’ surface is used to track its location.
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4 Conclusions

This paper shows an innovative approach to improve first responder situational aware‐
ness, by using multi-modal fusion of data from heat cameras, environment, acoustic and
video sensors mounted on emergency first responders. Sensor communication technol‐
ogies such as LoRa are used in order to provide cost effective, reliable and low energy
data acquisition. The base platform design for georeferenced data acquisition from drone
mounted GPS sensors has been evaluated, as well as the modalities of transmitting this
data to a 3D viewing platform. As future work, we will use the proposed system for
developing a novel solution offering global situational awareness for both individual
actors carrying out rescue operations and for the coordinating commanders.
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Abstract. In recent years, we have witnessed an improvement of the systems
developed for the prevention of cyber-attacks meant to harm the airports security,
due to the increasing number of the sophisticated malicious attacks. The majority
of government organizations depends on advanced systems consisting of inter‐
connected computing machines, used to provide public services. This connec‐
tivity and online services have many advantages for users, but also, they become
vulnerable in case of a cyber-attack. One of the most targeted systems is the one
used in the aviation sector, which is also vulnerable in front of physical threats.
Since Sept 11th, 2001, an improvement of terrorist tactics was observed, reason
why the security of this sector represents a critical consideration. This paper
presents a summary of the ongoing research activities taken to improve the
security level of airports and proposes a scalable solution for the integration of
several security tools, services and fields.

Keywords: Airport · Security · Cyber-attack · Vulnerability

1 Introduction

Despite all the actions taken to improve the security of the international airports, the
aviation sector is still a critical issue to be resolved as soon as possible. The terrorist
attack that took place in the United States of America on September 11th, 2001 was the
beginning of a worldwide attacks series, such as liquid explosions that occurred in 2006,
body bombs (2009 and attempts occurring even today), attempts to destroy aircrafts by
using improvised explosive devices (which were commonly seen in 2010), as well as
the attacks that took place in Moscow, Sofia and Bulgaria [1]. These attacks have shown
that, regardless of the methods used to prevent terrorist activities, attackers technique
has continued to develop in direct proportion to the development of the security mech‐
anism implemented by the international authorities responsible of aviation security.

The systems implemented in airports are the result of numerous research activities
undertaken to prevent potential terrorist attempts. The main purpose of these systems is
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to monitor the people inside airports by making an analysis based on their behavior,
facial expressions and psychological profiles.

Opinions regarding the prevention of terrorist attacks through behavioral analysis
differ. Many researchers believe that the practices used to detect the harmful trends to
public safety have the potential to help the process of capturing terrorists and to provide
an increased level of security and confidence, while others consider that the implemen‐
tation of new security mechanisms can affect the public safety due to the provision of
new technologies that can be exploited by cyber-attackers.

After many research activities in the field of cyber security and its influence on
critical infrastructures, it was found that many developed countries believe that air
transport security is a critical issue even for the future years. For example, Singapore
has stated that civil aviation is a crucial element of the “Critical Infocomm Infrastructure
Protection” program, intended to the CSP (Cyber Security plan) for 2018 [2]. For
example, taking into account the cyber-attacks that took place in 2014, CNAIPIC
(National Anti-crime Computer Centre for the Protection of Critical Infrastructures)
reported 1151 such attacks, of which 161 were directed to the web protection sector and
50 of them to DDoS (Distributed Denial of Service) in Italy [3]. As time passed by, a
significant increase of ICT (Information and Communication Technology) has been
observed in civil aviation, particularly in the area of construction and development of
air transport means and in the implementation of the communication methods and navi‐
gation equipment, but in addition to the benefits available, they have also introduced a
set of issues related to cyber-security.

The main contribution of this paper is the development of a novel architecture for
preventing cyber-attacks on critical infrastructures such as airports as well as two case
studies built on top of this architecture. Also, prevention measures are given to be used
as recommendation by interested stakeholders such as airport security staff, and airport
network administrators.

The article consists of three other sections, as follows: Sect. 2 of this paper provides
a general description of the activities undertaken by other agencies to address the cyber-
security issues concerns, while Sect. 3 presents the proposed platform, consisting in a
scalable solution developed to integrate several security tools, fields and services. The
conclusions of the paper can be seen in Sect. 4.

2 Related Work

In this section will be presented the efforts undertaken internationally to improve the
methods used to prevent the global attempts to breach the regulations related to the safety
of airports headquarters and privacy of the online services provided to passengers.

Within the events of ICAO (International Civil Aviation Organization), ICCAIA
(International Coordinating Council of Aerospace Industries Associations) has argued
that the new technologies developed to ensure cyber-security are vulnerable to cyber-
attacks. Therefore, it was necessary to create a research team responsible for the moni‐
toring, management and implementation of the practices and procedures required to
ensure the cyber-security. In 2013, IFALPA (International Federation of Air Line Pilots’
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Associations) published the report [3] about the threat of cyber-attacks on aircrafts,
airports and various online service delivery systems for travelers, with the main purpose
of detailing the problems encountered in securing navigation data, which may affect the
safety of airports if they are not adequately protected.

CANSO (Civil Air Navigation Services Organization) established in 2014 a research
group, whose work led to the creation of a study called “Cyber Security and Risk
Assessment Guide” [4]. The basic idea of the study was to improve the implementing
provisions of the sectoral methods between the ANSP (Air Navigation Service Provider)
providers.

Also, 2014 was the moment when several associations such as ICAO, CANSO,
ICCAIA and IATA (International Air Transport Association) signed the CACSA (Civil
Aviation Cyber Security Action) plan, which forced them to unite their efforts to effec‐
tively mitigate the cyber-attacks [3]. This partnership has contributed to promoting the
development of a much more mature culture regarding the real risk of cyber-attacks and
how to protect against them.

However, the global view is that the aviation sector for civil transport requires the
improvement of the technologies and means of ensuring airports security. A difficulty
in this regard is the fact that many of these technologies are also used in other industrial
areas, which makes them even more vulnerable to potential attackers. According to the
studies conducted in recent years [5, 6], it has been observed that the number of cyber-
attacks directed against civil aviation has increased. Depending on the target system, it
is possible to exploit a large number of vulnerabilities, on a case-by-case basis.

Scientific approaches have been taken to modelling attacks for airport security anal‐
ysis. For instance, authors in [7] have developed a dynamic event-based model of the
airport as a Cyber-Physical System (CPS) that predicts the impact of blackouts or other
cyber-attacks on airport performance and can simulate the propagation of external stim‐
ulation within the airport network. A security QoS profiling for airport network systems
was performed in [8]. Authors used Stateful Packet Inspection based on OpenFlow
Application Centric Infrastructure for securing critical network assets. Other approaches
have also been taken, including taking into consideration a hybrid approach of port and
airport critical infrastructure security [9].

Furthermore, the following systems described could pose a serious issue to human
safety and national security when they are compromised. The most targeted systems
when talking about cyber-attacks are: international airport computer systems, in-flight
aircraft control systems and air traffic management systems [10].

Internet is frequently used in airports to make simple operation such as informational
exchange and messaging. Another important target could be represented by SCADA
(Supervisory Control and Data Acquisition) systems that most often have control over
ventilation systems, luggage transportation, etc. [11, 12]. Because most of the mobile
applications needs an Internet connection to work, the airport security system will be
endangered with repercussions on airport operations. This fact will make them become
potential targets of cyber-attacks by a large number of physical operations (such as
digital camera, USB drivers, computers, etc.) and virtual operations (trojans, DoS,
phishing, etc.).
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The impact of WiFi’s introduction is considerable from the perspective of several
security experts. Spanish expert Hugo Teso has demonstrated in [13] at the EASA
(European Aviation Safety Agency) conference how to make an airplane crash by
controlling the aircraft control system with a software mobile phone application created
by himself. Ruben Santamarta demonstrated in [14] by using a WiFi-accessible flight
entertainment system how it is possible to interfere with satellite communications, and
therefore with a flight navigation system. Also, in 2015, Chris Roberts, succeeded to do
the same particular thing, and according to an FBI (Federal Bureau of Investigation)
documentation, Chris only typed in the command CLB (climb) and the plane’s engine
responded to the prompt [15].

US Department of Transportation Inspector General have made a report in 2009 in
which the weaknesses and inefficiencies in the FAA’s ATM systems were blamed when
talking about the control procedures and the capability to identify the unlawful intru‐
sions. GAO (Government Accountability Office) published a much more relevant report
[2] in January 2015 and according to the report one of the deficiencies of this systems
was the lack of cyber risk management, which is why there is no precise definition of
the roles and responsibilities within the FAA (Federal Aviation Administration).

3 Airports Cyber-Attacks Prevention Methodology

In this section we present the most effective ways to analyze if a communication system
is vulnerable or not to cyber-attacks by simulating these situations. Such a simulation
can be performed on an Internet network that was developed specially to meet airport-
specific requirements and services. Analyzing the results generated by the simulated
attack, the vulnerabilities of the system could be analyzed in detail and more effective
solutions to combat them could be developed. In the following section, we describe the
procedure to be applied in order to obtain the desired results.

3.1 Use Case: Airports DDoS Attacks Prevention

Event: Let’s assume that a group of attackers wants to blackmail a medium-to-large
sized companies number by threatening them with a DDoS attack. Attackers have found
that an airport company is the ideal target for such a cyber-attack, because it depends
on Internet connection and, also controls substantial financial resources. Generally, for
initiating a cybernetic-attack it’s necessary to identify the IP addresses owned by the
airport in question, which are not difficult to obtain, and some emitting sources which
will be used to begin the attack. The first targets are the mobile terminals or infected
networks that can be easily controlled.

Result: If the airport management does not agree to pay the amount required by the
attackers the attack will be initiated, and the airport’s Internet connection will be
compromised. When it is accepted that the airport is indeed cyber-attacked, it is neces‐
sary to start investigations to resolve the critical situation. In Fig. 1 can be seen the
functional architecture of the network, which contains all the airport network
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components. In order to exchange information between stakeholders, it is necessary to
have an Internet connection. When the Internet connection is interrupted, the partners
won’t receive any more updated information from the Airport Operation Plan (AOP)
sector, nor the Network Operation Plan (NOP) as the network will not be able to sustain
a corresponding dataflow.

Fig. 1. The functional architecture of the network

Prevention measure - The following methods can be used [16]:

1. Volumetric protection: is one of the methods used by the ISPs (Internet Service
Providers) to prevent and identify potential DDoS attacks. Also, the providers are
capable to filter all the requests received from different emitting sources. In this way,
ISPs can decrease the traffic that seems abnormal and grant only normal requests to
the airport IP addresses. Certain IP addresses can be blacklisted if needed.

2. An alternative way used in cyber-attacks prevention is the development of a second
Internet connection and the allocation of a different IP range, which will be used
only in emergency situations.

3. To improve the efficiency of the protection mechanism, it is necessary to implement
high performance hardware devices which have specialized network interfaces.
The role of these devices is to permanently monitor the logging activities and existing
traffic to specific IP addresses from the airport. In case of an attack detection, the
traffic will be redirected to the cleaning equipment.

The protection method used in this research activity is blackholing. Specifically, the
attacked IP addresses are automatically notified to the top-level providers, who will
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block the entire traffic to them. A procedure considered very important at this stage is
to minimize the human factor from the traffic monitoring process. When receiving a
phone call about a cyber-attack, the airport’s representatives will be welcomed by an
intelligent speech recognition system that will trigger the protection mechanisms, as it
can be seen in Fig. 2.

Fig. 2. Cyber-attack prevention mechanism functionality

Detection is based on unsupervised learning for anomalies detection. Unsupervised
learning enables the identification or detection of behavioral anomalies at logical level.
The detection method is implemented using a combination of clustering algorithms in
the first phase (unsupervised learning), followed by the supervised learning phase (after
discovering anomalies that suggest security issues, incidents, etc.).

3.2 Use Case: Blended Attack

Event: Let’s assume that a group of attackers wants to disrupt the normal operation of
an airport information flow, without the rapidly detection of the intrusion attempt. To
achieve the desired goal, it has been chosen to use a blended attack involving the simul‐
taneous initiation of multiple attacks, one of them having the main role of being quickly
detected to create a diversion. In this sense, a DDoS attack similar to the one presented
in the previous scenario will be initiated, which will affect the airport network perform‐
ance. Meanwhile, to a limited number of aircrafts will be sent messages that will contain
minor changes of the flight routes, which were specially designed to prevent them from
being detected. The engineers and airport security officers will be distracted by the
remediation of the effects caused by the first fake cyber-attack, while the real attack will
not be noticed. Since the effects of the first attack can be easily resolved, the staff
responsible with the provisioning of the airport security will have the impression that
the situation is under control and that the communication network is safe, which is totally
wrong.
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Result: Undetected attacks will result in the change of the flight plans, such as aircrafts
take-offs or landings delays. For example, if an airplane will arrive at its destination
before the scheduled time, the staff responsible with the provisioning of the safe landing
support of the airplane will have to come at the workstation earlier. If the attack will
cause the aircraft to be delayed, the workers will be forced to wait for its arrival. This
waste of time could be spent managing other flights, as needed. Maintaining in the airport
space perimeter of an aircraft that has arrived earlier, until a landing strip is released,
will cause a delay in the take-off of the other planes within the airport headquarters. This
will also influence the aircrafts cleaning and fueling process, as well as the time required
to load the luggage in the planes carriers. From an international point of view, the emer‐
gence of such a problem will affect the world-wide air traffic.

Prevention measure: The airport security staff will find out hard that the initial cyber-
attack was not the real one. To avoid this, it is advisable to educate the authorized airport
security staff about the possibility of masking a massive cyber-attack through a bait-
attack. Also, in order to minimize the risks of occurrence of these situations, certain
hardware or software components can be implemented in the network infrastructure to
continuously monitor the operation of the airport equipment (e.g. Building Management
Systems, Closed-Circuit Television, Communications and Flight Information Display
Systems, etc.). Another way to prevent these blended attacks is to analyze similar attacks
and develop and integrate more efficient security algorithms to monitor air traffic auton‐
omously and to quickly respond if a suspect number of delays is detected.

3.3 Discussions

Ensuring a high level of security of the airport premises represents a critical aspect that
must be solved as quickly as possible. The normal functionality of the airport operations
centers can be easily disrupted if the availability and integrity of the security systems
can be compromised. Considering the previously mentioned use-cases, the main cyber-
problems that can affect the airport headquarters are:

– old-generation communications systems whose security mechanisms can be easily
penetrated. In case of such equipment, ensuring a high-quality airport network is
almost impossible;

– the use of customer services that are provided by third party companies. This event
involves the existence of an increased number of users who can access the core
infrastructure, which can affect the security of the network;

– even if most of the systems from an airport have been properly secured, it is necessary
to ensure a certain level of security for all equipment within the network. For example,
if airport access points are not reliable, the network security can be easily compro‐
mised. Furthermore, Internet of Things (IoT) platforms are being deployed in
airports, but have several security issues [17].

If current problems will not be resolved soon, the prevention of terrorist attempts
will be more and more difficult to achieve. This will have a major impact on international
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air transport, which will affect in time the public’s confidence and the overall
international security.

4 Conclusions

Considering that more and more organizations prefer the implementation of cloud-based
functional models, thus supporting the technological evolution, it is clear that this
phenomenon will influence the technologies currently used for airport headquarters
protection. The number of cyber-attacks is rising and their nature is constantly changing.
As a result, we presented how vital it is to adopt the implementation of superior security
technologies and mechanisms that can effectively combat the existing threats. As future
work we envision building a simulator for such kind of cyber-attacks.
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Abstract. The main goal of this work was to evaluate the application of sta-
tistical and connectionist models for the problem of pharmacy sales forecasting.
Since R is one of the most used software environment for statistical computa-
tion, we used the functions presented in its forecast package. These functions
allowed for the construction of models that were then compared with the models
developed using Deep Learning algorithms. The Deep Learning architecture was
constructed using Long Short-Term Memory layers. It is very common to use
statistical models in time series forecasting, namely the ARIMA model, how-
ever, with the arising of Deep Learning models our challenge was to compare
the performance of these two approaches applied to pharmacy sales. The
experiments studied, showed that for the used dataset, even a quickly developed
LSTM model, outperformed the long used R forecasting package ARIMA
model. This model will allow the optimization of stock levels, consequently the
reduction of stock costs, possibly increase the sales and the optimization of
human resources in a pharmacy.

Keywords: ARIMA � Deep Learning � Forecast � LSTM � Pharmacy sales

1 Introduction

In the pharmaceutical retailing industry, it’s essential to ensure there is an adequate
stock of medications and supplies to serve the needs of pharmacy clients, so a careful
inventory management can increase its profitability [1]. The constitution of stocks aims
to combat stock disruption, the eventualities related with consumption, unforeseen
circumstances associated with the delivery and serve as a regulator between deliveries
and uses that are made at different rates. The manager of a pharmacy has as main tasks
study the stock level and its required quantity, the amount to order and what is the best
time to place the order. The objective is avoid an excess of stock and, at the same time,
ensure that a stock rupture does not occur [1, 2]. It’s important to highlight that drug
shortage can disrupt the healing processes of patients and produce negative effects on
public health.
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Forecasting future demands can increase operational efficiency, effectiveness, and
flexibility, improving customer services, and reducing both costs and problems. [1, 2].
In this context, the concept of Business Intelligence emerges, which brings a wide
range of technologies that intend to extract from raw data, patterns, and trends that can
be used to improve decision making in an organization, such as forecasting. These
techniques represent a shift from tactical thinking to strategic thinking [3].

Forecasting is required in many situations, and whatever the circumstances or time
horizons involved it is considered an important aid to effective and efficient planning.
The predictability of an event depends on how well we understand the factors that
contribute to it, how much data is available and whether the forecasts can affect what
we are trying to forecast [4, 5]. When satisfied these three conditions, forecasts can be
highly accurate. However, a forecasting model may in some cases not add any value.
Anything that is observed sequentially over time is considered a time series and it aims
to estimate how the sequence of observations will continue in the future. Forecasting
time series commonly extrapolate seasonal trends and patterns, and all auxiliary
information such as marketing initiatives, competitor activity, changing economic
conditions can subsequently be identified by analyzing the data [4, 5].

A time series can be broken down into four elements:

1. Cycles Ct: Variations in the series that although periodic do not have any known
periodicity.

2. Trend Tt: Increase or decrease in the behavior of the series over time.
3. Seasonality St: Cycles or repetitive patterns that occur over time.
4. Noise et: Variations that occur along the time series without possible explanation.

2 Methods and Related Word

The experiments for the preparation of this study were based on a statistical and a deep
learning approach.

Statistical models
With statistics, we can study, analyze and collect information for making predictions
and conclusions about the future. R is a free software environment for statistical
computation and graphics widely used by scientists, companies, mathematicians and
analysts which choose to incorporate this language into their business logic since it
offers a better view of all the information they are dealing with, does not require the
development of customized tools and is very performant [4, 6, 7].

It has available a forecasting package, called forecast that was used in this study.
The chosen integrated development environment for working with this software was
Rstudio.

Deep learning models
Deep Learning (DL) is a subfield of Machine Learning (ML) where the system can
discover how to learn, generate and transform features from data on its own, exploring
neural networks with more than one layer of nonlinear processing [8, 9]. It is about learning
multiple levels of representation and abstraction that help to make sense of data [9].
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Neural Networks (NN) consist in many
processors called neurons simply connected,
each producing a sequence of real-valued
activations. Input neurons get activated
through sensors perceiving the environment,
while others get activated through weighted
connections from previously active neurons
[8]. There are basically three types of layers
(input, hidden and output) and depending on

the problem we want to model they can have more than one hidden layer (Fig. 1).
Time series usually contain temporal dependencies that make two otherwise

identical time points belong to different classes or predict different behaviors. This
feature usually increases the difficulty of analyzing and predicting them. Recurrent
neural networks are a type of NN designed to deal with sequence dependency.
A Long-Short Term Memory (LSTM) network is a recurrent neural network archi-
tecture that remembers data over arbitrary time intervals. It is a network optimized to
learn from and act on temporal data, with indefinite or unknown temporal dimension.
Its architecture allows persistence by giving the network a certain memory since it can
be seen as multiple copies of the same network. It has been shown that LSTMs have the
capability to predict various non-linear behaviors [11, 12].

In [13] the authors describe the use of a deep neural network architecture in the
weather prediction. It uses multi-stacked LSTMs to map sequences of weather values
of the same length. It was demonstrated that LSTMs are competitive with the tradi-
tional methods and can also be considered a better alternative to forecasting general
weather conditions. Another study that has used LSTM is presented in [12] and it’s
about the human trajectory in crowded spaces. The authors argue that “the problem of
trajectory prediction can be viewed as a sequence generation task, where we are
interested in predicting the future trajectory of people based on their past positions”. At
the end, it was shown that LSTMs has the capability of predict various non-linear
behaviors, such as a group of individuals moving together.

The programing language used for applying DL was Python as it is a
general-purpose programming language, unlike R and Matlab, which are more oriented
for numerical computing [14]. SciPy is a collection of mathematical algorithms and
convenience functions built on the NumPy extension of Python, which enables the
development of sophisticated programs and specialized applications [15]. Scikit-learn
is a machine learning library, interoperating with Python numerical and scientific
libraries such as NumPy and SciPy. Currently several numerical libraries can be used
for developing deep learning models in Python, (e.g. Theano, TensorFlow, Caffe). In
this work, we used TensorFlow, an open source software library for numerical com-
putation using data flow graphs. It was originally developed for conducting machine
learning and deep neural networks research [16]. On top of TensorFlow we used Keras,
a high-level neural networks API, written in Python, that supports both convolutional
networks and recurrent networks, as well as combinations of the two [17, 18].

Fig. 1. Neural net connections [10].
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3 Experiments

The dataset used contains 779569 records which correspond to a two years sales history
of a set of pharmaceutical products and the first processing stage was the choice of
the attributes that would be used to train the models, as well as the identification of the
distinct categories of products present. The attributes that were selected include the date,
the hour of the day and the quantity sold. All values were aggregated per day resulting in
a dataset represented only by two attributes: date and quantity, resulting in a dataset with
733 records. Next, seven more attributes were added, one for each day of the week. For
each row, the day of the week was identified and the correspondent attribute filled with
one (1) leaving all the others filled with zeros (0). For the case oriented to statistics, if all
variables were identified this would lead to a multicollinearity error, which occurs when
at least two highly correlated predictors are assessed simultaneously in a regression
model. So, for these models only six attributes were created since the algorithms
themselves are capable of identifying the day that is missing. The identification of the
months underwent a similar treatment: twelve new attributes were added to the result
dataset, referring to the months of the year, and then populated with binary variables (for
the statistical models, only from February to December).

Attributes for significant date events that could influence sales behavior were also
added (Table 1). These events included flu season, holidays, bathing season, holiday
season (weeks and days before and after), the carnival season, the Easter season, New
Year’s Day, Christmas Day, among others and were also identified through binary
variables. It should be noted that these events are very important factors in identifying
periods of seasonality and eventual peaks of sales, which would be more difficult to
identify and explain without them. At this step, the dataset consisted of 733 records and
67 attributes. Outliers above 95% and below 5% for which we didn’t have an expla-
nation through the selected events were also removed.

A subset of the currently available dataset was treated as future data to then
compare forecasts with actual results. The models were developed using a set of data
designated by training and then it was applied to the set designated by test, allowing to
infer about the credibility and degree of confidence of the model [19]:

• x_train - training dataset (90% of the initial sample)
• y_train - training dataset variable to be predicted ðmean ¼ 4428:13; SD ¼

1348:396Þ

Table 1. Attributes of the used dataset.

Attribute Description Characteristic

Date Date of the sell (YYYY-MM-DD) Linear
Quantity (predictor) Quantity sold in a day Integer
Days of the week Monday to sunday (for R: one day less) Binary
Months of the year January to december (for R: one month less) Binary
Events matrix Days that could influence sales behavior Binary
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• x_test - test dataset (remaining 10% of the initial sample)
• y_test - test dataset variable to be predicted ðmean ¼ 4106:836; SD ¼ 1788:803Þ

Model development
Both experiments followed the same model construction plan (Fig. 2).

Experiment using statistical models
It was decided to use the forecast package that includes a large set of models capable of
forecasting a univariate time series. Based on literature research, the group of models
that are most commonly used and have good results are: Holt-Winters, NNETAR,
TSLM and ARIMA [4]. However, since ARIMA was described as having the best
results, it will be the model described and assessed in this study. Auto Regressive
(AR) with Integrated Moving Average (IMA) (ARIMA) models aim to describe the
autocorrelations present in the data. These models are defined by three parameters:
order of the AR part (pÞ, number of differentiations needed to obtain a stationary time
series (dÞ, order of the IMA part (q). The reason for this model to be one of the most
used and the one that usually presents the best results, is due to the fact that it combines
these two components, AR and IMA, which enable the creation of models much more
robust and complex. The auto.arima() function presented in the R forecast package
automatically chooses these three parameters, making the ARIMA model building an
easy task. If the series is not stationary, the function itself differentiates the values
[4, 20]. Since the vector constructed with several date events is likely to influence sales
behavior it can be incorporate when building the model. This vector is represented in
the code below by the variable x train. To analyze the effect of this vector in the
precision of the forecast, this experiment was also applied without it (model 2):

Fig. 2. Forecast model development.
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Experiment using Deep Learning
ML algorithms generally perform better if the time series has a consistent scale or dis-
tribution, which is achieved by normalization or standardization. Since the dataset con-
sists mostly of binary variables and DL uses NN, this leads to choosing normalization
rather than standardization becauseNNs assigndifferentweights to the input values, so the
dataset must be all on the same scale [21]. At the end, it was necessary to reverse this
normalization so the error could be calculated on the same scale as the variable to be
predicted [21]. For the structure of the LSTMnetworks it was necessary to determine how
many layers would be the optimal, as well as the number of nodes and typology of each
one. Using few neurons, the network could be unable to model complex data, resulting in
underfitting. This situation can be recognized when the error is too great, both in the
training and the test cases. If the number of neurons is too high for the dataset, it could
result in overfitting, leading to loss of its predictive capability (the error in the training data
decreases while in the test data it stagnates or
starts to rise (Fig. 3)).

The final optimized architecture is pre-
sented in Fig. 4. Using Keras it is not nec-
essary to define the first input layer because it
is automatically created when the intermedi-
ate layers are defined. The following layers
are two pairs of LSTM and Dropout layers.
Finally, we included two Multi Perceptron
Layers (Dense layers) with a Dropout layer in
the middle. The LSTM layers appear in first
place since they are the ones with memory
capabilities (both old and recent). Fig. 3. Underfitting vs overfitting [22].

Fig. 4. Architecture of the final model.
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The activation function implements the decision regarding the output limits by
combining the input values with their weights [10]. Since the case being studied was a
regression problem of positive values, the chosen activation function for the dense
layers was ReLU. It sets all negative values to zero and the rest remain as they are. In
our first approaches in the design of the network architecture we verified the occurrence
of overfitting. Generally, it can be reduced by adding more cases to the training set,
reducing the complexity of the network architecture or adding dropout between the
layers [10]. Dropout corresponds to erasing parts of the neural network allowing the
network to generalize and depends on the problem and the results achieved in the
training. Due to the fact that the size of the dataset was fixed, the number of nodes in
the second LSTM layer was reduced and, consequently, in the first Dense layer also.
Three dropout layers between the other layers were also needed.

An epoch consists of one full training cycle on the training cases. The batch size is
the number of training cases that are used in each epoch. The number of epochs and
batch size were increased until the appearance of overfitting. The best results were
achieved with 1300 epochs and a batch size of 600.

4 Results

The presented results were obtained after a cycle process of parameter fine tuning with
the goal of obtaining satisfactory results (Fig. 5).

Statistical Models
The best model was selected using the Root Mean Squared Error (RMSE) analysis and
the correlation between the real and predicted values. The discrepancy of the error
between the two auto.arima() models highlights the relevance of the x_train vector in
the predictive capability of the model. RMSE is commonly used to measure accuracy
since it measures the mean magnitude of the errors in a set of predictions and the average
magnitude of the error itself. This is probably the most easily interpreted error since it’s
presented in the units of the variable that is being predicted and depends on its range of
values [23]. The correlation, as the name indicates, aims to measure the degree of
relationship between variables, in this case, between y_test values and the predictions
made.

Fig. 5. Model fine-tuning cycle.
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The model that presented the best results was the auto.arima() using the x_train
vector, which obtain 1352,951 for the RMSE and reached 66% in the correlation test
(Table 2). The obtained values for the p, d and q parameters were 3, 1 and 3,
respectively, which means that the time series was not considered stationary by the
model and it had to differentiate the series once.

The noise (residuals) relating to predicted values should be similar to a white noise,
i.e., independently of the fraction of time that is observed, it should look like floating
points with no meaning. If the residuals don’t exhibit a white noise-like behavior it is
an indication that additional improvements can be made to the forecast model. Through
the AutoCorrelation function (acf) graph, the histogram (check normal distribution) and
applying the Box-Pierce and Ljung-Box it was possible to verify if the residuals were
similar to a white noise. The acf is a measure of the correlation between the obser-
vations of a time series that are separated by k (lags) units of time ðyt e yt�kÞ. It is
possible to have 1 or 2 significant correlations in higher order lags, however they can
be due to random errors [24]. In the Box-Pierce test, if the p-value is less than 0.05
indicates that the series could be non-stationary [4].

Finally, it was concluded that the model successfully captured all the information
present in the data since all these tests reported that there was no correlation present in
the residuals.

Deep Learning
The DL analysis was done during the
construction of the model. Like the
loop presented in Fig. 5, the parameters
were changed several times until they
were finally adjusted to the model. Loss
graphs were analyzed, showing the
error that occurred for the training and test data during the training periods (epochs).

Table 2. RMSE and correlation average measure

ARIMA AVG (LSTM)

RMSE 1352.95 1220.55
Correlation 0.65 0.69

Fig. 6. Forecast graphs using the modeling function auto.arima() (with the events vector - left
graph; without the events vector – right graph).
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The validation of the model was
also done using the RMSE and the
correlation value. Since the initial-
ization of the network is random it
causes a variation in these results, so
the model was applied to the training
data seven times and then an average
of its results was made. The maxi-
mum learning occurred at 750
epochs and 600 batch size.

The results of the two approaches
can be observed and compared in
Table 2 and Figs. 6 and 7. The
RMSE of the ARIMA model and the
average of theDLmodelwhen comparedwith themean of the y_testvalues (4106.836) are
32,94% and 29,72%, respectively. In the graph of the ARIMAmodel at the right (without
the events vector), themodel is doingmostly an average of the values, being the predicted
values near the middle of the graph. On the other ARIMA graph, the effect of using the
events vector, can be verified by the two low values in the end. The LSTM networks also
could identify this “outliers” with the corresponded events, showing the capacity of
learning by these networks. In general, both the models could follow the behavior of the
y_test series.

5 Conclusions

After comparing the results obtained by the two experiments it was possible to affirm
that the deep learning approach achieved better results than the usually used traditional
statistical model ARIMA, both in the RMSE and the correlation value. In both models,
when the obtained noise series were analyzed, it was concluded that they captured the
maximum information present in the data, which means that the models were correct
and considered accurate.

DL in general and LSTM in particularly is still a growing technique but it is one
that is increasingly emphasized by its success in several areas and this study has
demonstrated the potential for deep learning in the forecasting area. Each experiment
must be analyzed separated and all datasets have different behaviors, translating into
different accuracies of precision by the models, however when this study was realized
another three very different datasets were also analyzed and DL presented better results
for them also.

An interesting analysis would be to study the introduction of a new product in the
market, since it does not have a set of historical data to train and construct a model.
Eventually using clustering, we could define to which group/category of products it
belongs, and do a study from there. Another interesting approach would be to aggregate
daily sales per week to verify if this could achieve less error. First it would be necessary
to find the correspondent percentage of sales for each day of the week and then divide
the weekly forecast by the respective percentage.

Fig. 7. Forecast graphs using the DL approach.
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Abstract. Nowadays, any health-related issue is always a very sensitive issue in the
society as it interferes directly in the people well-being. In this sense, in order to
improve the quality of health services, a good quality management of complaints is
essential. Due to the volume of complaints, there is a need to explore Data Science
models in order to automate internal quality complaints processes. Thus, the main
objective of this article is to improve the quality of the health claims analysis
process, as well as the knowledge analysis at the level of information systems applied
to referred health. In this article, it is observable the development of data treatment
in two stages: loading the data to an auxiliary database and processing them through
the Extract, Transform and Load (ETL) process. With the data warehouse created,
the Online Analytical Processing (OLAP) cube was developed that was later inter‐
connected in Power BI enabling the creation and analysis of dashboards. The various
models studied showed somehow a poor quality of the data that supports them. In
this sense, with the application of the filters, it was possible to obtain a more detailed
temporal perception, as the height of the year in which there is more affluence of
registered complaints. Thus, we can find in this study the main analysis of paper
complaints and online complaints. For paper complaints, a total of 234 records of the
selected period is well-known for the “Unknown” valence affluence with 72.67% of
the registrations. With regard to online complaints, a total of 42 records of the
selected period is notorious for the following incidence: Typification “Other
subjects” with 19.05% of registrations; State “Inserted” with 90.48% of registra‐
tions; Ignorance “Unknown” with 95.24% of registrations; Typology “Complaint”
with 69.05% of registrations.

Keywords: Data Science · Knowledge discovery in database
Health information systems · Business Intelligence
Quality of healthcare complaints

1 Introduction

Nowadays, a good management of information quality by organizations is most impor‐
tant. Through a consistent systematization of the data, it is possible to create standards that
can later be able to be molded giving answers to the needs of the client, allowing greater
access and perception of the information generated. With the advancement of technolo‐
gies, it is possible to design standards using Data Science (DS) techniques. Information
systems have been playing a key role in health as they enable better organization and
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quality of information. All information recorded in hospital settings may be essential in
problems with future users. With the advancement of technologies, it is possible to improve
the internal processes of high importance of the hospital centers. Nowadays, data quality
is one of the main concerns of health entities. In this sense, this study is based on the
exploration of Data Science techniques in order to understand how the processes of
complaint analysis can be improved, in the quality. In the development of this study, tech‐
niques such as Business Intelligence (BI) and Big Data were still considered and applied.
In this way, BI was applied with the purpose of data analysis and processing and demon‐
stration of results, such as dashboards. On the other hand, Big Data was applied in terms
of the amount of data recorded and their processing in real time.

After the introduction, in the second section, a presentation of the work plan was made.
In the third section, the development of the solution is presented, that is, a description of the
data handling as well as the development of dashboard analysis. This article ends with the
discussion of the results and a section with the conclusion and future work.

2 Background

As stated before, this article aims to offer a study about the quality of health claims,
identifying possible improvements in the quality of its analysis process using Data
Science.

2.1 Complaints Management Entity

Since the 90 s, Portugal has undergone some changes in the main basis of life, Health.
As reform initiatives were varied, always in the sense of improvement essentially
hospital management [1]. According to Reis [2], healthcare providers establishments
have been subject to changes in management, in search of efficiency and quality of the
services provided. In order to improve more and more regulation and monitoring of
healthcare establishments, a creation of the Health Regulatory Entity (ERS) emerges in
2003. This is a public and independent entity, endowed to serve the users essentially at
security levels, quality and rights [3]. The ERS faced serious problems shortly after its
creation, for this new entity was a bad entity by many people. According to Moreira [4],
“an ERS won between the test of time and the test of legitimacy, only for the intransigent,
atavistic and sectarian opposition of the doctors order.” The ERS seeks to access its
efficiency in the regulation of health in two fundamental aspects, the economic and
social, being the economic aspect is essentially with the control of prices, production
and the market, since the social aspect essentially deals with the control of compliance
of users rights [5].

2.2 Quality of Information in Health

The quality of information is one of the foundations for the survival and greater compet‐
itiveness of organizations. Still, quality is increasingly demanded and equally important
in the everyday life of any human being.
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The role of information quality in health has been growing exponentially over the
years. The quality of information, as well as the availability of quality, grows parallel
to the technological advances, thus obliging the adaptation of the healthcare providers
establishments. In this way, the availability of information in the largest communication
network, the internet, became essential.

According to Berner [6], a good analysis of the content of the information consulted
by the user is essential in order to confirm the veracity of the same, in addition, the user
must evaluate if the information is effectively useful for him, this because the majority
of the available information are generalized, namely aspects such as symptoms of some
type of diseases that can vary from user to user.

With regard to the quality of the complaints register, it is considered by many to be
an essential component of health systems, as important as health promotion strategies.
A good record of complaints can contribute effectively to the improvement of the health
system, allowing the identification of occasional failures or trends. In addition to
improving the quality of the service provided, effectively dealing with complaints can
improve internal communication between health - care professionals, not to mention the
increase of trust and satisfaction of the user [7]. Nowadays it is fundamental in critical
areas to have intelligent systems that are able to support the decision making process
giving important information in the right moment [8].

2.3 Related Work

An early study was focused on the visualization of the information contained in the
complaints [9, 10]. The only common aspect in this research study with Oliveira [10] is
the data and the typology of the same. Thus, following this study, the data available are
related to online complaints and paper complaints. The data provided are the result of
complaints made by users of health care providers, who somehow felt the need to mani‐
fest themselves. Contrary to the name itself, these users do not only resort to complaints
to express negative opinions, but also serve as a means of communication to share posi‐
tive opinions with the body responsible for receiving and handling these opinions, the
ERS. This data also results from the aggregation of all the opinions shared by these users
through complaint books (paper complaints) and complaints portal (online complaints).
ERS, like any other entity responsible for aggregation of information, is totally impartial
to the information contained in the complaints, and it is perfectly normal to find useless
information without possibility of analysis. The opposite is also apparent in such
complaints, that is, constructive criticism, positive testimony, and even acknowledgment
of good practice by healthcare providers.

3 Solution Development

This point reflects the practical development of the study and is divided into five sections,
including data preparation, the Extract, Transform and Load (ETL) process, the creation
of the Online Analytical Processing (OLAP) cube, the introduction to Power BI with
the development and analysis of dashboards. In the first section you can identify all
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stages of data preparation. In the following section we present the entire ETL process
as well as the treatment to which the data were subjected. In the following section you
can see the process of creating the OLAP cube, responsible for making data available
for analysis. Finally, the process of creating dashboards as well as their analysis is
presented.

3.1 Data Analysis

The process of data preparation is fundamental for success in the development of the study,
and it is important to avoid any gaps that may exist. In this way, it is important to point out
that the data provided appeared as unstructured data, with too many errors and with some
lack of information. For a better perception of the treatment performed, a multidimen‐
sional model was developed, according to Fig. 1.

Fig. 1. Multidimensional model

As can be seen in Fig. 1, the tables of facts “Paper Complaint” (Reclamacao_papel) and
“Online Complaint” (Reclamacao_online) are constituted only by id’s coming from the
dimensions that support them, being “Valence” (Valencia) and “Appreciation_clinical”
(Apreciacao_clinica) for paper complaints and “Typification” (Tipificacao), “Typology”
(Tipologia), “State” (Estado) and “Ignoration” (Ignoracao) for online complaints. There is
also a dimension common to the two tables of facts, the dimension “Time” (Tempo),
endowed with different types of granularity.

The tables directly related to the “Paper Complaint” (Reclamacao_papel) and “Online
Complaint” (Reclamacao_online) fact tables are composed of id’s and their descriptions for
which there is a relationship to the claims. All other descriptions that do not meet these
parameters are not considered.

After the development of the multidimensional model, it was identified the need to
create an auxiliary database so that it was possible to establish the association of the data

Data Science Analysis of HealthCare Complaints 179



present in the non-structured data tables “ers_complaints” (ers_reclamacoes) and
“ers_complaintsonline” (ers_reclamacoesonline) with the necessary tables to model.

First, we identified the data of direct correspondence, that is, data that were already in
separate tables. The result of this first identification is the tables “Valence” (Valencia),
“State” (Estado) and “Typification” (Tipificacao). Through a query it was then possible to
insert the desired data (id and description) into a database created in SQL Server previ‐
ously prepared with its data structuring. It should be emphasized, once again, that only the
data that intersect were considered in this study.

3.2 Data Preparation

The ETL process is the process responsible for extracting data from various sources,
cleaning, optimizing and inserting the same data in a destination database, also known as
DW (data warehouse) [11]. In this phase of the project through the SQL Server Integration
Services (SSIS) module of visual studio data tools was organized the entire process of data
transformation and loading.

Table 1. Others changes in data

Table Change
Appreciation_clinical
(Apreciação_clinica)

–Placing the description “Not considered” for data with id 0;
–Placing the “Considered” description for data with id 1.

Typology (Tipologia) –Placement of the description “Other” for data with the description
“Null” and “–1”.

Ignoration (Ignoração) –Placing the description “Unknown” for data with the description
“Null” and “”;
–Placing the description “Out of scope” for data with the description
“Unsubstantiated”;
–Placing of the “Anonymous” description for data with the
description “Anonymous”, “Anonymous Claim”, “Anonymous, with
no material to analyze” and “Anonymous Denunciation; internal
inspection request”;
–Placement of the description “Repetition” for data with the
description “repetition”.

Typifications
(Tipificação)

–Placing the description “Other Subjects” for data with the description
“Other”, “Other”, “Other topics” and “Null”.
–If there was no correspondence for typifications with id “Null” and
“–1”, id 296 was assigned to this data, referring to the description
“Other Matters”.

Valence (Valência) –If there was no correspondence for valences with id less than 3 and
greater than 44, id 80 was assigned to this data, referring to the
description “Unknown”.

This process can be divided into five phases, such as database creation, data
processing, data loading, processing of facts and loading of facts.

In a first phase, a query was created (Cria DW_Tese) responsible for the creation of all
the necessary tables for the study. This query resulted from the previous analysis of the
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data, guaranteeing that there were no problems of inconsistency in the loading of data, that
is, that there were agreement of types, namely size and accuracy of the field as well as the
corresponding type (numeric or text). The time table, also developed through a query, is
responsible for loading all the dates needed for the study, based on the time interval consid‐
ered in the given dataset. With this phase completed, it was then necessary to process the
data previously loaded and organized in an auxiliary database. At this stage, the data not
subject to treatment were the data regarding valences and states. All others have under‐
gone the necessary changes for this development, then presented in Table 1 for better
understanding.

After processing the data, safeguarding all hypotheses of error, it was possible to
process this model by inserting 12255 records for paper complaints and 1799 records for
online complaints. With the handling and data loading process developed, with a total of
14054 complaints records, conditions for cube development are met in the SQL Server
Analysis Services (SSAS) module of visual studio data tools.

3.3 Cube Creation

The OLAP cube, considered by Berson and Smith [12] a data structure capable of providing
a rapid analysis of the data through multidimensional views, allows the identification of
patterns and trends in the data. These systems are very common in multidimensional data
models such as that used in research project, data warehouse. In this stage, the OLAP cube
was developed, which will later be considered in the data exploration through dashboards
in the Power BI tool. In the development of the cube, a link was created to the previously
created data warehouse. The representative multidimensional model is exactly the same as
the multidimensional model considered in the previous steps. With the established connec‐
tions it was necessary to develop the necessary hierarchies, and the most important in this
process is the hierarchy of the time dimension, since all other dimensions need only the
description of the data in question. In this sense, the hierarchy considered for the time
dimension is: Year (Ano); Semester (Semestre); Quarter (Trimestre); Month (Mês) and
Day (Dia).

4 Dashboards and Discussion of Results

At this point, dashboards have been created and exploited, evidencing in some way a poor
quality of the data that supports them. In this sense, with the application of the filters it is
possible to obtain a more detailed time perception, such as the height of the year in which
there is more affluence of recorded complaints. This study focused essentially on the anal‐
ysis of the year, semester, quarter, month and day with more complaints registered. Then
we can find the main analysis of a total of five elaborate.

• Paper complaints

The analysis developed for the year 2014 in which there are records of the full year, has
a total of 11013 complaints, 322 of which relate to the selected period, as can be seen in
Fig. 2. In this period, the “Unknown” valence (valencia) prevails with 72.67% of the
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registrations with respect to 234 registrations. The next valence (valencia), no less impor‐
tant is “Orthopedics” with 4.04% which relates to 13 registrations.

Fig. 2. Analysis of paper complaints in 2014

Fig. 3. Analysis of online complaints in 2014

Regarding the analysis of paper claims previously presented, based on the season of
the year (Autumn/Winter) we can consider that the influx of complaints may be due to
the onset of cold and consequent of the appearance of the first flu. According to the DGS
influenza is a seasonal disease that manifests mainly during the winter (Freitas, 2015).
However, they are abstract conclusions, since the great affluence of the registers presents
unknown valence. In these cases, consideration should be given to the possibility of
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extending the valence by giving more specificity to this topic, thus reducing the high
number of inconspicuous registrations.

• Online complaints

The analysis developed for the year 2014 in which there are full-year records has a
total of 1511 complaints, of which 42 relate to the selected period, as can be seen in
Figs. 3 and 4. In this period prevails Table 2:

Fig. 4. Analysis of online complaints in 2014 (continuation)

Table 2. Observations in dashboards data

Table Observations
Typification (Tipificação) –“Other business” (Outros assuntos) with 19.05% of registrations

(8 registrations);
–“Waiting times” (Tempos de espera) with 14.29% of the registers
(6 registers).

State (Estado) –“Inserted” (Inserida) with 90.48% of the registers (38 registers).
Ignoration (Ignoração) –“Unknown” (Desconhecida) with 95.24% of the records (40

records).
Typology (Tipologia) –“Complaint” (Reclamação) with 29 records.
Typification (Tipificação) –“Other business” (Outros assuntos) with 19.05% of registrations

(8 registrations);
–“Waiting times” (Tempos de espera) with 14.29% of the registers
(6 registers).

Regarding the analysis of the online complaints presented above, based on the season
of the year (Winter) we can consider, as in paper complaints, that the influx of complaints
may be due to the cold and consequent of the strong occurrence of influenza. Regardless
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of the reason for the high number of complaints at this time of year, we can observe that
most of the registrations are of the complaint type, which alone is already cause for alarm
because something does not please the majority of users. On the other hand, we have
easily identified that most complaints have the status entered, that is, it is accepted and
analyzed. However, should these complaints already entered and reviewed be ignored,
they must present a reason. In this analysis we can also identify that the vast majority
of reasons for ignorance are unknown. Before this case we can draw two conclusions,
we can consider that the data do not correspond and are incorrect or we can consider
lack of professionalism at the moment of analysis. If we are faced with the second case
and the complaint is ignored without the identification of a reason, the user has no way
of understanding what has failed and what can change so that the complaint sent is
successful. Finally, it is possible to identify a clear dissatisfaction on the part of the users
with regard to the quality of the health care provided. Subsequent to this dissatisfaction
are also the waiting times, the fees and the rights of the users. It is essential to take into
account the above facts and to develop plans with corrective measures in a timely
manner, modifying aspects essential to user satisfaction. It is also important to draw up
reports to analyze the effectiveness of the measures taken. The artifact developed is ready
to be implemented in a pervasive environment using internet of things or business intel‐
ligence solutions [13, 14].

5 Conclusion and Future Work

With the study finished, it is time to make an evaluation regarding the accomplishment
of the initially defined objectives. Together with the objectives, it is important to reflect
on the scientific question posed, which seeks answers to the problem presented by the
Health Regulatory Entity: How can Data Science improve the quality of the health claims
process?

In this sense, in response to the scientific question, we can affirm that through the
research carried out Data Science can help to improve the process of analysis of the
quality of complaints, because based on the reports developed it is possible to observe
a strong incidence of data without relevant information, showing the poor quality of the
complaints received. Thus, it is necessary to rethink the restructuring of the existing
complaint model, influencing the process of specification of the themes by the user.
Attained the main objective of this study, resulting in automatic and real-time reporting
of the data, based on all the processing and processing of the initial dataset. After the
end of the investigation and as a form of evaluation of the fulfillment of the objectives,
we can say that the results obtained were satisfactory.

After completing this study, there are some points to be developed in the future,
highlighting among them:

• Addition of study attributes to the already developed model, extending the explora‐
tion of indicators through the development of dashboards;

• Development and application of regression and classification models;
• Development of the same study, but based on updated ERS data.
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Abstract. It is proven that Big Data is related to an increase in efficiency and
effectiveness in many areas. Although many studies have been conducted trying
to prove the value of Big Data in healthcare/medicine, few practical advances
have been made. In this project, an analysis and a comparison were made of the
existing Big Data technologies applied in healthcare. We analyzed a Big Data
solution developed for the INTCare project, a Hadoop-based solution proposed
for the Maharaja Yeshwatrao hospital located in India and a solution that uses
Apache Spark. The three solutions mentioned above are based on open source
technology. The IBM PureData Solution for Healthcare Analytics solution used
at Seattle’s Children’s Hospital and the Cisco Connected Health Solutions and
Services solution are part of the proprietary solutions analyzed.

Keywords: Big Data · INTCare · HealthCare

1 Introduction

Since the invention of computers, large volumes of data are generated at a surprising
rate [1]. Up to 2003, 5 exabytes of data were created by the human being; currently, this
amount is created in 2 days [2]. This is how Big Data began to reveal its true potential
in dealing with large volumes of data from various sources and generated at high speeds.
The health industry generates huge amounts of data, though most of it is stored in non-
digital format. Nowadays, the trend is to digitize most of the information [3]. According
to Feldman et al. [4], the increase in the volume of data in the health industry comes,
not only from the creation of new forms of data (three-dimensional images, biometric
sensor readings, and others), but also from the transformation of existing data, such as
radiology images, DNA sequence data and other, to digital format. Given the noticeable
delay in the adoption of Big Data technologies by the health industry, it is necessary to
identify the challenges and potential use of Big Data in this industry and to identify cases
of adoption of Big Data technologies in hospitals/healthcare clinics. To ease the adoption
of Big Data technologies in the health industry, this study aims to identify, analyze, filter
and compare the solutions identified.

This paper is divided into six sections: Introduction; Background; Methods and
Tools; Case Study; Discussion; Conclusion and Future Work. The second section
presents the challenges and potential of Big Data in the healthcare industry. In Sect. 3,
the methods and tools utilized for this project are presented and described. In Sect. 4 the
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case study is presented, the various solutions found and the comparison between the
filtered solutions. In Sect. 5 the results are analyzed in the project context. In Sect. 6, a
summary of this paper is given, describing the main conclusions. Finally, in Sect. 7 a
short description of the future work is presented.

2 Background

2.1 Big Data

“Big data refers to datasets whose size is beyond the ability of typical database software
tools to capture, store, manage, and analyze.” Manyika et al. [8].

According to Zikopoulos et al. [5] the three characteristics that define Big Data are:
Volume, Variety and Velocity. Hurwitz et al. [6] state that the three V’s quoted above
is too simplistic and proposed a fourth V, veracity. In the literature, there are some
authors who add a fifth V, value [7]. Therefore, Big Data can be characterized by: (a)
Volume – refers to the large amounts of data generated that grows exponentially and
comes from a variety of sources; (b) Variety - According to Zikopoulos et al. [5], society
invests a large part of its time with structured data (representing 20% of the total volume
of data generated), but the challenge lies in the remaining 80% which are semi-structured
or unstructured; (c) Velocity - The speed at which the data is generated. Today, many
of the data that is generated has an “expiration date”, that is, they are only relevant to
organizations if they are analyzed almost in real time [5]; (d) Value - This characteristic
is related to the economic value of the data; (e) Veracity - This characteristic is related
to the quality of the data.

According to Feldman et al. [4], the increase in the volume of data in the health
industry comes, not only from the creation of new forms of data (three-dimensional
images, biometric sensor readings, among others), but also from the digitization of
existing data, such as radiology images, DNA sequence data, among others.

The McKinsey Global Institute conducted a study to understand the potential of Big
Data in five areas, one of which was the health area in the United States. Despite the
importance of this sector in the country’s economy (representing 17% of GDP), it is still
possible to notice a delay in the adoption of Big Data in relation to other industries [8].

3 Big Data Architectures Used in Healthcare

3.1 Big Data Architecture for the INTCare Project

INTCare is a research project developed at the Intensive Care Unit (ICU) of the Centro
Hospitalar do Porto, which, at an early stage, was designed to develop an intelligent
system to predict organ failure and its effects on users (Portela et al. [10]). The INTCare
project uses a continuous flow and real-time data collection, from several sensors and
monitoring devices, which generates a volume of data from 50 to 500 Terabytes [9].
According to Portela et al. [10], in 2009 the excessive amount of medical records on
paper or manually entered into the database became apparent. After a set of studies aimed
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at identifying the gaps in the ICU information system, it was possible to develop a new
solution based on intelligent systems capable of performing automatic tasks such as data
acquisition and processing [10]. Nowadays, INTCare is a Pervasive Intelligent Decision
Support System (PIDSS) that acts automatically and in real-time, in order to provide
new information to decision-making entities in the ICU, i.e. physicians and nurses [10–
12]. The Data Management subsystem of this architecture relies on Apache Kafka and
Apache Storm for streaming data processing. For operational data processing it relies
on Apache Phoenix and Apache HBase. The processing of analytical data is ensured by
Apache Hive. Security, administration and operations are ensured by the following
Hadoop subprojects: Apache Sqoop; Apache Knox; Apache Ranger; Apache Flume;
and Apache Oozie.

3.2 Big Data Architecture with Apache Spark

Liu et al. [13], proposed an architecture for a Big Data processing tool, designed for the
health area, that includes Apache Spark.

The “Data Storage” layer of this architecture, has the Hadoop Distributed File
System, and Apache HBase. The “Data Processing” layer contains Apache Spark and
Spark Streaming. Apache Hive and Spark SQL, are a part of the “Access to data” layer.
Finally, the “Analytics and Business Intelligence” layer contains the MLib, GraphX and
SparkR tools.

3.3 Big Data Architecture Designed for the Maharaja Yeshwatrao Hospital

Ojha and Mathur [14] proposed a Big Data architecture to address the needs of the
Maharaja Yeshwatrao hospital located in Indore, India, which is considered, by the
authors, as the largest public hospital in central India. Ojha and Mathur [14] state that
the hospital generates large volumes of data based on the number of citizens who attend
it daily. With the implementation of Big Data technologies, the authors intend to improve
the quality of patients life, especially those in need, since long waiting times have a
negative impact on the poorest patients because it forces citizens to lose working days
and consequently lose a portion of their salary.

Using Big Data and data analysis tools, it will be possible to store the data the
Maharaja Yeshwatrao Hospital generates and, therefore, health professionals will be
able to find new knowledge, hidden patterns and trends which may result in improved
treatments, reduction of readmissions, reduction of expenses, and others Ojha and
Mathur [14].

The “Data Storage” layer is composed of the HDFS as well as Apache HBase. The
“Data Processing” layer contains the Hadoop MapReduce. Apache Hive, Apache Pig
and Apache Avro are part of the “Data Access” layer. The “Management” layer consists
of the Apache Zookeeper and Apache Chukwa.
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3.4 IBM PureData Solution for Healthcare Analytics

This architecture is comprised of the IBM PureData Solution for Healthcare Analytics
solution that is being used at Seattle’s Children’s Hospital to improve diagnostic and
patient care capabilities [15].

IBM PureData Solution for Healthcare Analytics is a solution developed by IBM
that integrates various technologies to meet the Big Data needs of a healthcare organi‐
zation. This solution has the following components: IBM Cognos Business Intelligence
- business Intelligence suite; IBM PureData System - a highly scalable system that relies
on servers, databases, storage, and others; IBM Healthcare Provider Data Model - set
of data models and business solution models; IBM InfoSphere Information Server for
DataWarehouse - a data integration platform that supports the capture, integration and
transformation of large volumes of structured or unstructured data [16].

3.5 Cisco Connected Health Solutions and Services

The infrastructure developed by Cisco Systems, Inc., integrates multiple services into a
single solution that can meet “all” the needs of a healthcare organization.

On the official Cisco Systems, Inc. website, we can see the various applications and
the various services they offer. The services are divided into 6 categories: Personalized
service to the user; Remote assistance and collaboration; Simplify clinical workflows;
Increase efficiency in the workplace; Connect the research and development department
with the production; Enable security and compliance. This solution was presented to the
scientific community by Nambiar et al. [17].

4 Benchmarking

In this chapter we will compare the three selected architectures, more specifically, their
components (from the “Data processing” layer). The architectures have been selected
based on the type of their license, only open source solutions will be compared.

As it can be seen from Table 1, in the “Data Storage” layer, all solutions consist of
the HDFS and Apache HBase tools.

In the “Data Processing” layer, the Big Data Architecture with Apache Spark consists
of Apache Spark and Spark Streaming, the Big Data Architecture designed for the
Maharaja Yeshwatrao Hospital has the Hadoop MapReduce, and the Big Data Archi‐
tecture for the INTCare Project consists of Apache Kafka, Apache Storm and Apache
Phoenix.

In the “Management” layer the Big Data Architecture with Apache Spark does not
present any tool, the Big Data Architecture designed for the Maharaja Yeshwatrao
Hospital has Apache Zookeeper and Apache Chukwa, the Big Data Architecture for the
INTCare Project has Apache Oozie and Apache Flume tools.
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Table 1. Comparative table of the selected architectures

Layer Big Data Architecture
with Apache Spark

Big Data Architecture
designed for the
Maharaja Yeshwatrao
Hospital

Big Data Architecture
for the INTCare
Project

Data Storage HDFS HDFS HDFS
Apache HBase Apache HBase Apache HBase

Data Processing Apache Spark Hadoop MapReduce Apache Kafka
Spark Streaming Apache Storm

Apache Phoenix
Management No information Apache Zookeeper Apache Flume

Apache Chukwa Apache Oozie
Data Access Apache Hive Apache Hive Apache Hive

Apache Pig Apache Sqoop
Apache Avro

Analytical and
Business Intelligence

Spark SQL No information Knowledge
Management
subsystem of the
INTCare project

MLib
GraphX
SparkR

Security No information No information Apache Knox
Apache Ranger

The “Data Access” layer has Apache Hive present in all architectures, but the Big
Data Architecture designed for the Maharaja Yeshwatrao Hospital also includes Apache
Pig and Apache Avro and the Big Data Architecture for the INTCare Project also
includes Apache Sqoop.

The Apache Spark Architecture presents the Spark SQL, MLib, GraphX and SparkR
tools for the “Analytical and Business Intelligence” layer, while the Big Data Architec‐
ture for the INTCare Project has the knowledge management subsystem developed for
the INTCare project and the Big Data Architecture designed for the Maharaja Yeshwa‐
trao Hospital does not present any tool.

Finally, in the “Security” layer only the Big Data Architecture for the INTCare
Project presents tools, which are Apache Knox and Apache Ranger.

4.1 Comparison Between Hadoop MapReduce and Apache Spark

In this subchapter, the differences between the two data processing frameworks, Hadoop
MapReduce and Apache Spark, will be presented. Afterwards, two experiments will be
presented comparing the performance of the two frameworks in several scenarios.

Table 2 shows the main differences between MapReduce and Apache Spark.
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Table 2. Main differences between Hadoop MapReduce and Apache Spark [18].

Hadoop MapReduce Apache Spark
Stores data on disk Stores the data in memory. The data is first

stored in memory and then processed
Computing based on disk memory, partial use
of RAM (Random Access Memory)

Computing based on RAM memory, partial use
of disk memory

Fault tolerance is achieved through replication Fault tolerance is achieved through RDDs
Difficult to process and analyze data in real time Can be used to modify data in real time
Inefficient for applications that need to
constantly reuse the same dataset

Stores the dataset in RAM for efficient reuse

Shi et al. [19] conducted an experiment to compare the performance between the
two frameworks. The experiment consisted of the execution of several workloads
(WordCount, Sort, K-means) that simulated the real-world use of these frameworks.

Apache Spark performed better in the execution of WordCount. For a 1 GB input,
Apache Spark was 34 s faster, for 40 GB it was 110 s faster and finally, for 200 GB
Apache Spark was 398 s faster at executing the task.

When executing Sort, for a 1 GB input, Apache Spark performed the task in less
time with a difference of 3 s compared to Hadoop MapReduce, but the same was not
visible for an input of 100 and 500 GB, where MapReduce executed the task with a
difference of 1.5 m and 20 m respectively.

For both the first and subsequent iterations of the k-means execution, Apache Spark
presents shorter execution times, to emphasize the fact that the difference in time is
accentuated in the following iterations due to the caching mechanism of Apache Spark.

Gu and Li [20] conducted an experiment to compare the performance of Hadoop
MapReduce and Apache Spark in performing iterative tasks. PageRank was the algo‐
rithm chosen for the experiment.

Runtimes varied depending on the size of the dataset. For small datasets (between 1
and 11 MB) Apache Spark was 25–40 times faster to complete the tasks. For datasets
with sizes between 40 MB and 89 MB Apache Spark was about 10–15 times faster than
MapReduce. For datasets whose size is comprehended between 200 and 600 MB Apache
Spark was between 3 to 5 times faster than MapReduce. When the dataset size exceeds
1 GB, MapReduce performed better than Apache Spark, and for some cases, Apache
Spark failed during the execution while MapReduce concluded the task.

4.2 Comparison Between Apache Spark and Apache Storm

The experience conducted by Lu et al. [21] consisted of the execution of 7 workloads
(Identity, Sample, Projection, Grep, Wordcount, DistinctCount, Statistics) to simulate
various scenarios of the real use of these frameworks. After analyzing the experience
that compares Apache Spark Streaming to Apache Storm, it is possible to observe that
Apache Spark Streaming has better throughput values (average number of processed
records per second), but the same does not happen in the latency (average of the intervals
from the arrival of each record until the end of processing it) values, where Apache
Storm presents better values, except for the values obtained in the execution of
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WordCount workload. As for the ability to handle data, Apache Storm presents worse
results compared to Apache Spark Streaming.

5 Discussion

Based on this study, it is possible to conclude that there is not much scientific docu‐
mentation about the implementation of Big Data technologies in hospitals/health clinics.
It is also possible to conclude that the approval of the scientific community can help to
overcome some of the challenges that are presented to the adoption of Big Data tech‐
nologies in the health area.

Given the results obtained in the analyzed experiments, it is possible to conclude
that:

• The Big Data Architecture for the INTCare Project is best suited to handle streaming
data. This solution combines Apache Kafka and Apache Storm to handle data from
bedside monitors (vital signs, ventilation and others) [9];

• The Maharaja Yeshwatrao Architecture is best suited to handle large volumes of data,
although Hadoop MapReduce performs poorly against Apache Spark in most of the
tests presented in subchapter 6.1, it has been able to handle large volumes of data;

• The Big Data Architecture with Apache Spark is a hybrid solution as it has proven
capable of handling streaming and batch data. However, the performance of Apache
Spark is very dependent on the configuration of the cluster.

Although it was not possible to make a direct performance comparison of all the
solutions chosen for benchmarking, it is possible to conclude that the most appropriate
architecture for a healthcare organization is the Big Data Architecture for the INTCare
Project. This solution presents in detail all the components and how they will interact
with the system where they are inserted and, more importantly, it is the only solution
that presents components in the “Security” layer (as it can be seen in Table 1). Since
security is one of the challenges to implementing Big Data in healthcare, it is considered
necessary to integrate tools that ensure data and system security in general.

6 Conclusion and Future Work

The realization of this project made it possible to understand the state of implementation
of Big Data technologies in healthcare, it is potential and the main challenges. The
research of applications used or designed to be implemented in hospitals/health clinics
has proved to be the most challenging task of this project, due to the scarcity of literature
regarding the implementation of Big Data solutions in healthcare. The research of
experiments carried out on applications similar to those chosen for comparison allowed
to evaluate the performance of the applications in several scenarios, therefore, it was
possible to perceive the strengths and weaknesses of the chosen solutions. The research
of Big Data technologies used in healthcare, revealed the variety of solutions to be
explored, and showed that there is no ideal solution that can satisfy all the needs. Still
there are some areas to be explored in the future, among them which include the research
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of Big Data solutions similar to those presented that have not yet been presented to the
scientific community and the execution of practical tests on the tools presented with real
data.
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Abstract. The ageing of the population increases the number of elderly people
dependent in self-care. Thus, being dependent in a home context is a fact that
deserves attention from social support entities integrated into the community,
such as nursing homes. In this sense, this study is aimed at elderly dependent
people in self-care, their caregivers, and members of nursing teams, and emerged
to ensure predominantly the continuity of care of patients from Portuguese
nursing homes and to strengthen the communication strategies between the
different elements of the target audience. Therefore, at this stage of the project,
the design of a preliminary archetype of a mobile collaborative augmented reality
and business intelligence system is proposed, which main objectives are to
accompany, teach, and share information between its users. It will be a reinforce‐
ment, that is, a way to promote and complete the knowledge and skills to deal
with patients’ health.

Keywords: Health Information and Communication Technology · Telenursing
Mobile health · Collaborative learning · Augmented reality · Business intelligence
Data warehousing · Nursing homes · Elderly people · Self-care

1 Introduction

In recent decades, a noticeable demographic change has been felt worldwide: in many
countries, official statistics data show that the population is aging [1–4]. This situation
poses several challenges to our society, and the topics of independence and mobility for
the elderly become increasingly a critical situation [5], raising the need of ensuring
multidisciplinary nursing teams, but also solutions that promote the potential of each
dependent’s autonomy.

To deal with those challenges, researchers have suggested applying health informa‐
tion and communication technology (ICT), particularly for the remote assistance of
patients, which has been advocated as a concept that can radically transform and improve
the delivery of healthcare [6–10].

In this paper, the design of a preliminary archetype of a mobile collaborative
augmented reality (AR) and business intelligence (BI) system to support elderly people’s
self-care is proposed, which will be sustained by the Design Science Research (DSR)
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methodology. The novelty of this project lies in trying to fulfil the current lack of
communication strategies to support the remote assistance by Portuguese nursing homes
(case studies) to the elderly and their caregivers using emerging technologies. Therefore,
we believe that rooting technological innovation into elders’ home care is an answer to
support their self-care, but also to prevent their dependence, and, thus, support elders’
independence in a home context.

Regarding the structure of this document, in Sect. 2, the state of the art related to the
research area of this project is described. Thereafter, Sect. 3 – “Selected Technologies
and their Main Advantages” – presents a brief description of each technology chosen to
develop the proposed system, as well as their main advantages. Then, Sect. 4 presents
the results already achieved regarding the design of a preliminary archetype of a mobile
collaborative AR and BI system to support elderly people’s self-care, and they are
subsequently discussed in the same section. In Sect. 5, the conclusion and future work
conclude briefly this paper.

2 State of the Art

In recent years, big software/hardware companies committed their time and money into
the development of augmented reality (AR) software. Solutions for the enhancement of
reality are now available in small mobile devices, such as smartphones and tablets, and
gaming consoles. According to Mota et al. in [11], the AR technology refers to the
inclusion of virtual elements in views of the physical world creating a mixed reality in
real time. On the same line of thought, Carlson et al. in “Augmented Reality Integrated
Simulation Education in Healthcare” [12], states that AR is a software technology that
allows a virtual 2D or 3D computer-generated image to be overlaid onto a real envi‐
ronment.

AR is being used in diverse fields since maintenance to healthcare with the purpose
to facilitate people’s life or increase knowledge on a subject. Even though this new
emerging trend is in its early stages of development, it presents a wide variety of learning
domains, and a considerable amount of literature. Bacca et al. in “Augmented Reality
Trend in Education: A Systematic Review of Research and Applications” states that
“We are only beginning to understand effective instructional designs for this emerging
technology.”, naturally referring to AR [13].

In developed countries, evidence shows a growth of elderly mobile users, and there‐
fore the possible trends of using AR solutions to support them [14, 15]. Contrary to some
common beliefs, elderly people are aware of the importance and benefits of modern
technologies, showing a keen interest in learning and using advancing technologies, and
a good acceptance of multimedia applications such as videoconferencing and making
online calls [15, 16].

Nonetheless, there is currently a lack of potential solutions using AR for addressing
older population’s requirements and experience, despite its enormous potential for
promoting learning in healthcare [5, 14, 17, 18]. Most of those related studies assessed
reported initial prototypes, and they do not integrate clinical competencies to ensure
patients’ safety [17, 18].
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In the healthcare industry, it also has been pointed out the use of business intelligence
(BI) to obtain useful real-time knowledge to improve the decision-making process [19–
22]. It refers to the process of collecting, transforming, organizing, analysing, and
distributing data from various external sources of information to improve the decision-
making process [19]. Solutions that resort to BI include the application of several
processes including the construction of data warehouses for structuring data to facilitate
its analysis – data warehousing; the extract, transform, load (ETL) process that handles
the extraction, clean-up, normalization, and loading of data; and, finally, the visualiza‐
tion, analysis, and interpretation of the information represented by data [20, 21].

3 Selected Technologies and Their Main Advantages

This section presents a brief description of each technology chosen to develop the
proposed system, as well as their main advantages, which justify the choice made
concerning their use.

3.1 MySQL Relational Database Management System

Every web application must be supported by a good relational model and relational
database management system (RDMS), the so-called “back-end” or the model compo‐
nent of the model-view-controller (MVC) view.

MySQL is a free-to-use open source RDMS maintained by Oracle Corporation since
2010. They are a few features that make this RDMS a perfect match for this project. The
website “DevOps.com” [23] indicates that data security, on-demand scalability, high
performance due to the storage-engine framework, and flexibility of the free open source
are some of the features that most contribute to the success of MySQL.

In this project, the free open source and high performance components influenced a
lot this decision as well as past successful experiences with it. On the other hand, when
dealing with healthcare data, data security is a subject that matters a lot. Therefore, the
MySQL RDMS presents a good alternative.

3.2 ReactJS JavaScript Library

ReactJS is a JavaScript library for the development of interfaces maintained by Facebook
in collaboration with Instagram [24]. Created in 2013, the main feature of this library is
the possibility of creating large web applications that can change over time without
reloading the whole page. In the model-view-controller (MVC) pattern, ReactJS corre‐
sponds to the view (V), so it is responsible to process user interfaces.

The renowned blog “PTC – PRO-TEK Consulting” points out that the advantages
of using ReactJS to develop a web application are [25]:

1. Efficiency – enormous flexibility and amazing gain in performance;
2. Makes writing code in JavaScript easier by using a special syntax called JSX, which

allows to mix HTML with JavaScript;
3. Has “out-of-the-box” developer tools;
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4. Awesome for search engine optimization (SEO);
5. Easy to test.

Combining the above advantages with the fact that the user interface code is readable
and maintainable [25], choosing this library for the development of a web application
was an easy choice.

3.3 Vuforia Augmented Reality SDK

There are two types of augmented reality (AR) applications: the marker-based supported
by image recognition; and the location-based that uses the global positioning system
(GPS), accelerometers, and digital compasses to establish location and create AR
objects. The first scenario is simpler, once it uses the camera of the device to detect a
certain pattern or marker (QR codes or images), and afterwards overlays the digital
information.

The first step in the development of an AR application is the choice of the software
development kit (SDK). According to the website “UpWork”, several criteria (9) must
be considered, namely type of licence, supported platforms, smart glasses support, Unity
support, cloud recognition, on-device (local) recognition, 3D tracking, geolocation, and
SLAM (simultaneous, localization, and mapping) [26].

A list of popular AR SDKs can be assembled from the web pages [26, 27], which
are compared in Table 1, where “F” stands for free, “FOS” for free and open source,
“C” for commercial, “A” for Android, “W” for Windows, “UWP” for Universal
Windows Platform, and “L” for Linux.

Table 1. Comparison between the most popular augmented reality SDKs where “F” stands for
free, “FOS” for free and open source, “C” for commercial, “A” for Android, “W” for Windows,
“UWP” for Universal Windows Platform, and “L” for Linux [26, 27]

Vuforia Wikitude EasyAR Kudan ARToolKit Maxst ARKit XZIMG
Licence F, C C F, C F, C FOS F, C F F, C
Supported
platforms

A, iOS,
UWP

A, iOS A, iOS,
UWP,
macOS

A, iOS A, iOS, L, W,
macOS

A, iOS, W,
macOS

iOS A, iOS, W

Smart glasses
support

Yes Yes No No Yes Yes Yes No

Unity support Yes Yes Yes Yes Yes Yes Yes Yes
Cloud recognition Yes Yes Yes No No No Yes No
3D recognition Yes Yes Yes Yes No Yes Yes No
Geolocation Yes Yes No No Yes No Yes No
SLAM No Yes Yes Yes No Yes Yes No

From the analysis of Table 1, SDKs with only commercial releases are no good for
the development of this project, so Wikitude is out. Another important point is the future
potential adaptation of the AR application to smart glasses, which therefore eliminates
the SDKs EasyAR, Kudan, and XZMIG. On the other hand, the solution was designed
in a first stage for Android devices – the world’s most popular mobile operating system,
which leaves ARKit behind. Between the Vuforia and Maxst SDKs, only the first one
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uses geolocation, which is an even more important aspect than SLAM since it is essential
for location-based applications. Another important factor is the capability of Vuforia to
store the markers on the cloud unlike ARToolKit. Additionally, the new release of Unity
2017.2 integrates the Vuforia engine, making it even easier to create AR solutions.
Therefore, the best choice is the Vuforia SDK.

As stated previously, Vuforia is an AR SDK for mobile devices that enables the
development of AR applications. In short, it uses Computer Vision to recognize and
track planar images such as ImageTargets and VuMarks, and 3D objects, in real time
[28]. Therefore, it supports a myriad of 2D and 3D target types.

VuMarks is the next generation bar code, delivering AR experiences on any object,
and allowing freedom for a customized design. When compared with the standard
ImageTargets, both have the same basis, and are recognized and tracked by the Vuforia
SDK. Nonetheless, the advantages of VuMarks are [29]:

• Capability of presenting millions of uniquely instances of a VuMark;
• Capability of encoding a variety of data formats;
• Possibility of differentiating among identical looking products based on their instance

ID.

Some of their use cases comprehend the identification of parts and equipment, as
well as precisely register service and operations instructions to the areas and surfaces
they pertain to [29]. In accordance with the objectives of this study, the VuMark solution
is ideal and easy to implement.

3.4 Unity3D Game Engine and IDE

According to Pietro Polsinelli, Unity3D is a cross-platform game engine with a built-in
integrated development environment (IDE) developed by Unity Technologies [30]. It
supports the development of applications for web plugins, desktop platforms, consoles,
and mobile devices.

Introduced in 2005 by Unity Technologies, Unity3D allows a workflow based on
the separation of concerns. Therefore, developers, game designers, graphical designers,
modellers, and audio guys can all develop their work individually with Unity.

Since the beginning of game development, Unity3D positioned itself as the best game
engine and IDE for augmented reality (AR) development. When comparing Unity with
other popular game engines like Unreal Engine 4, it is possible to recognise that it is a
better choice for novice developers, a large set of components and IDE extensions are
available via the Asset Store, and that it also has a good relationship with Android
development and the Vuforia SDK. Although it is more limited in terms of graphic
capabilities, Unity has more documentation available (and of quality), and it is
programmer and designer friendly in counterpoint with Unreal Engine 4 which is only
designer friendly [31]. Thereby, the choice of Unity3D for the development of an AR
application was clear.
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4 Results and Discussion

The different elements of the target audience of the mobile collaborative augmented
reality (AR) and business intelligence (BI) system include elderly dependent people in
self-care, their caregivers, and members of nursing teams from Portuguese nursing
homes (case studies). Each user type will have different roles and permissions assigned.

A preliminary version of its architecture is described in the next Sect. 4.1, which is
followed by a short discussion (Sect. 4.2).

4.1 Preliminary Architecture of the Mobile Collaborative Augmented Reality
and Business Intelligence System

The system will encompass two main distinct components – a Web application and a
mobile application.

The Web application will primarily serve as a means of communication between the
users of the application, especially among professionals and their patients and care‐
givers, the presentation of clinical and performance indicators by applying BI, and
patient and resource management, among other functionalities. It will be developed with
the JavaScript library ReactJS in JSX (a syntax extension to JavaScript), and supported
by MySQL relational database management system (RDMS) as the backend database.
The sharing of data between the data warehouse and the Web application will be
performed through RESTful Web APIs in PHP.

A schematic representation of the Web application is illustrated in Fig. 1.

Fig. 1. Schematic representation of the Web application.

On the other hand, the mobile application will essentially incorporate nursing serv‐
ices supported by AR, and it will be developed using the Unity3D game engine and IDE,
and Vuforia Augmented Reality SDK, in the programming language C#. In a first stage,
the solution will be mainly designed for Android devices since Android is currently the
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world’s most popular mobile operating system. Unity enables the creation and export
of “.apk” files, which is the package file format used by the Android operating system
for the installation of mobile apps. Nonetheless, Unity solutions can be deployed to other
platforms such as iOS and UWP.

A schematic representation of the mobile application is exemplified in Fig. 2.

Fig. 2. Schematic representation of the mobile application.

Therefore, this system will include three main technologies into its design and
development, namely data warehousing to organise the data related to patients, their
caregivers, and professionals from the nursing homes; AR to support patients and their
caregivers in some self-care services; and BI to create clinical and performance indica‐
tors to assist professionals in their decision-making process by using the clinical records
available to present helpful information.

The competition of its design will involve the realization of semi-structured inter‐
views with professionals from the nursing homes (in person or via Skype) to gather and
analyse their feedback concerning the services that will be sustained by AR and the
indicators that will be created, but also other functionalities that could be integrated into
the system. Hence, it is intended to integrate clinical competencies from the nursing
homes to ensure patients’ safety. On the other hand, it is as well projected to collect and
analyse the opinion of patients and their caregivers via online questionnaires (remotely)
created with Google Forms.

4.2 Discussion

In a hope to improve the lives of elders and their self-care, this solution will be used to
prevent problems, e.g. through BI, which presents the potential to improve the quality
of healthcare delivery and reduce the costs and waste associated, enhance experiences
using emerging technologies such as AR, and accompany and assist the elderly and their
caregivers. Through the AR technology, it is envisioned to assist patients and their care‐
givers in medication administration, as well as to carry out a better management in home
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support services, including hygiene and cleaning tasks, and the feeding and mobility of
patients.

With this solution, it is anticipated to strengthen the communication between the
different elements of the target audience to support the current lack of remote assistance
by nursing teams. It will thus also facilitate the access to nursing services by rural popu‐
lations.

Therefore, the system will ensure the continuity of care of dependent patients in a
home context, and it will be a reinforcement to deal with patients’ health by improving
elders’ lifestyle quality. Nonetheless, it will act in a sense of supplementary, and never
to replace completely nursing services.

5 Conclusion and Future Work

Finally, we believe that the solution designed and presented in this paper will support
elderly people’s self-care through the aid of nursing homes, but it will also enable elders
to live more independently at their homes. As stated throughout this manuscript, it is
predominantly intended to help bridge the gap between professionals from Portuguese
nursing homes (case studies) and their patients and caregivers.

Therefore, this study intended to identify a problem, and motivate its resolution. A
solution and its objectives were subsequently defined, and a preliminary version of its
architecture was presented, which included the selection of the most appropriate tech‐
nologies to develop it.

Regarding future work, it is expected to begin the development of the solution
already in the beginning of the next year, and to conclude its design till the end of 2018,
which will include the definition of the data warehouse, the BI indicators to create, and
the services to be supported by AR.

The next phases of this project will continue to follow rigorously the phases of the
Design Science Research (DSR) approach since it is intended to construct and evaluate
a useful and rigorous health information and communication technology (ICT) solution
to support elderly people’s self-care through the aid of nursing homes.
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Abstract. Implementing a new EHR data system is not easy, as the systems
already in place and user mentality are very difficult to change. The openEHR
architecture introduces a new way of organizing clinical information using
archetypes and templates. The present paper focuses on the initial steps of the
implementation of an openEHR based EHR in a Portuguese major HealthCare
provider. The system comprises operational templates creation through the
creation of a validation mechanism and after that storage, a platform for data
generation dynamically constructed from templates and an interoperability
mechanism through the implementation of an HL7 V3/CDA message system.
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1 Introduction

An Electronic Health Record (EHR) storages a large amount of medical data, data that
must be available throughout the lifetime of a patient. Besides the effort and cost the
solution must protect information when data loss occurs and at the same time be
persistent and reliable across the years. The problem is often not the quantity of
available data, instead the major issue is the fact that most of the information is made
up to free text serving for nothing more than registering and consulting information.

Since 2004, the openEHR foundation has published a series of design specifications
for semantically interoperable and future-proof EHR systems. The main feature of the
openEHR design is the separation between clinical concerns and technical design, the
so called, two-level modelling [1]. The first level, Reference Model (RM), represents
the technical concerns (information structure and data types). The second level of the
model handles the clinical domains (representation of communication of the semantics)
[2]. This enables the construction of stable EHR systems without specific clinical
content necessary in different fields [1].

The use of archetyping in openEHR enables new relationships between information
and models. An archetype stands for a computable expression of a domain in the
form of structured constraint statements, so openEHR archetypes are based on the
openEHR Reference Model [2]. These can be composed into larger structures called
the templates [2].
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The purpose of the present document is to demonstrate the initial steps taken in the
implementation process of an openEHR based EHR in a Portuguese major healthcare
unit. The solution composes the creation of templates (modification of archetypes and
translation), a system for validation and storage of the previous and the subsequent
creation of web forms with basis on that operational templates. The system will also
feature the generation and storage of information and exchange of information using
HL7 Version 3 guidelines and HL7 V3 CDA. HL7 International specifies several
flexible standards, guidelines, and methodologies by which various healthcare systems
can communicate with each other. Such guidelines or data standards are a set of rules
that allow information to be shared and processed in a uniform and consistent manner.
These data standards are meant to allow healthcare organizations to easily share clinical
information. Theoretically, this ability to exchange information should help to mini-
mize the tendency for medical care to be geographically isolated and highly variable.

After the introduction, section two is entitled “Background” and is based on an
intensive review of the literature on the theme, as well as, in the opinion of several
authors, using them as motivations and strengths of the present work. Subsequently, the
main section is presented as “System overview” and initially describes the proposed
system in a general way, and then each component is described in detail. In the section
“Discussion”, through the SWOT analysis, a primary evaluation of the described
system was carried out and, in the last section “Conclusion and Future Work”, the main
conclusions of the work accomplished, as well as, future steps are mentioned.

2 Background

Structuring large amount of information is not easy, as noted by several failed attempts
reported in the past. According to Rector in “Clinical Terminology: Why is it so hard?”
one of main reasons is that structuring requires standardization of the structured ele-
ment that usually is implemented in a top-down manner [3]. The openEHR architecture
presents a new and interesting approach that empowers the local user to decide how
they want to structure the EHR [3].

Although reported in various informatic research projects with considerable suc-
cess, reports from real large scale implementations are still scarce [4]. This statement
highlights the importance and difficulty of this kind of projects. Ellingsen et al. reported
the first efforts to implement large-scale EHR in Western hospitals (in Norway) con-
forming to the openEHR architecture [4], offering an insight into the first two years of
the process, and the socio-technical challenges they met along the way. Wollersheim
et al. in “Archetype-based electronic health records: a literature review and evaluation
of their applicability to health data interoperability and access” presents an overview of
the current archetype literature relevant to Health Information Managers [5]. In this
paper, different developments are presented, concerning different settings of healthcare:
elder patient care, complementary and alternative medicine, nursing, discharge sum-
mary or even security concerns focused on the security of MEDIS. The same work also
presents a distribution of works by country, with Australia assuming a leading role in
the openEHR implementation.
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One of these Australian works belongs to Murat Gok, entitled “Introducing an
openEHR-Based Electronic Health Record System in a Hospital”, provides a road map
for future implementations of an openEHR system in the Austin Hospital Emergency
Department, Melbourne, including history, architecture and relationships to other
standards. These relations play a central role on the present work, R. Qamar and A.
Rector presented in “Semantic Mapping of Clinical Data to Biomedical Terminologies
to Facilitate Data Interoperability” interesting points of view on this subject, stating that
interoperability of clinical systems requires integration of data models, such as HL7
messages or openEHR archetypes, with terminologies such as SNOMED-CT or
ICD-X [6].

A key to the success of an EHR system is inevitably its usability. If the Graphical
User Interface (GUI) of a system is not intuitive and appealing there will be greater
resistance from healthcare professionals, leading to under-use or misuse of the system
[7]. Template4EHR (http://template4ehr.azurewebsites.net/) and EhrScape Framework
(https://www.ehrscape.com/) are examples of tools that dynamically generate GUI
from archetypes for Health applications [8].

3 System Overview

The purposed system consists in the implementation of an openEHR based EHR in a
Portuguese major healthcare unit and it can be divided into three major components, as
shown in Fig. 1. The first, the information workflow, focuses on the creation and
edition of archetypes and templates. The second component, data generation, uses the
operational templates previously created and generates dynamical web forms. The last
part of the system, HL7 Binding, uses HL7 V3 guidelines and HL7 V3 CDA to
generate, storage and exchange the information. An overview of each of these com-
ponents is presented below.

3.1 Information Workflow

On the clinical domain, concepts can be organized through the archetypes, i.e., sets of
independent data, which may be more or less specialized, and composed or decom-
posed for a new use. Blood pressure, glucose and diagnosis are some examples of the
archetypes. These are written in Archetype Definition Language (ADL). The workflow
of information is illustrated in Fig. 2.

When new data is inserted in a specific case, such as clinical reports or specific
messages, is the system requires the use of templates, previously defined and composed
of various archetypes. In this case, Medical Observations template combine three
independent archetypes, but the Diabetic Checkup use only two. In this new approach,
operational templates (OPT) will be used because they have a flexible structure that
facilitates the implementation processes, using extensible markup language (XML) or
java object notation (JSON). With respect to this, the chosen strategy to save the OPTs
in a specific database shall encounter consistency and reasoning. Furthermore, these
OPTs can be compiled and transformed into specific artifacts, ready to be used by
software developers, messaging systems implementers or data managers [9].
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The proposed system will contain a multi-function support platform that allows one
to submit new templates or consult existing ones. When a new template is submitted, it
must be approved manually or automatically. In manual mode, a designated profes-
sional will accept or not the submitted templates, respecting the governance rules. After
this validation, the template will be saved in the repository with a compatible format for
the next processes, as aforementioned. In this step, the information conjugated from
different HISs generates structured knowledge (Concepts and Definitions), ready to be
use and, posteriorly, to create dynamic and responsive web forms. These web forms
constitute the User Platform presented in Fig. 1.

Fig. 1. Archetypes system overview with HL7 binding.

Fig. 2. Workflow of the information in the proposed system.
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3.2 Data Generation

The second part of the system consists in the dynamic generation of GUI from
Operational Templates.

A web service will be responsible for reading the operational templates, extract the
data and generate the GUIs, creating a webform platform.

It will use two repositories: one for storage of the OPTs (the label and definition of
what is being clinically observed, and another for storage of the data inserted by
healthcare professionals (the values, or results of the observation).

Semantic interoperability is ensured by binding the SNOMED CT terminology and
the informational structures, represented by archetypes.

3.3 HL7 Binding

Health Level Seven version 3 (HL7 V3) defines standards for messages that are
exchanged in the healthcare workflow. Relying on an object-oriented principle, where
all messages are derived from the Reference Information Model (RIM) that together
with data types and vocabularies are serialized in XML syntax defined by the Model
Interchange Format (MIF). Version 3 of HL7 uses XML, in an evolution from v2,
where “|” was used to separate the fields of a message. Although both openEHR and
HL7 V3 rely on reference models, they are different, so they must be mapped to allow
the conversion of information from one architecture to the other. An HL7 V3 message,
as all messages, begins with a trigger event. Figure 3 represents the approach intended
for the health unit.

Fig. 3. Interoperability approach for openEHR based EHR.
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The trigger event (1) deploys a chain reaction that leads to the share of information
or documents from one health system to another. The creation of an interface for TCP
or Web sockets will enable the byte stream across the internet. After the trigger event,
the interface must assemble the HL7 message v3 or CDA using the EHR in openEHR
format, through query methodologies like ADL (2, 3). A XML-like document is cre-
ated, converted to byte stream and sended to the interface B. This point will require a
XSLT transformation in order to convert the XML associated with the HL7 v3 or CDA
message to openEHR compatible content. This is based on the templates stored in a
openEHR repository, designed specifically for that purpose (5). After that step, the
information is ready for storage in openEHR-validated archetypes or templates.

3.4 System Communication: Multi-agent Systems

As the volume of clinical data is very high, it was necessary to build consistent and
organized data models. In this case, each repository of the system will be updated
through multi-agent systems (MAS) and, consequently, the front-end applications will
be synchronized. Being multi-agent architectures a field of research of distributed
artificial intelligence, this technology is intrinsically connected to the concepts that
define a distributed architecture, while being distinct in the definition of an agent versus
the properties of the general middle-wares of many others distributed architectures.
A MAS is a computer system with several autonomous agents that that interact with
each other to perform certain tasks. Its main characteristics are the autonomous capacity
to make decisions, as well as the capacity to interact with other agents through social
interaction protocols, reaching the desired levels of coordination and cooperation [10].

Each health unity already aggregates information under the same roof, through the
Agency for Integration, Diffusion and Archive of Medical Information (AIDA) system.
AIDA is an agent-based platform with the purpose of ensuring the interoperability
among HIS, i.e., is an example of a MAS [11]. On other hand, different health units
communicate through hl7 v2 agents.

4 Discussion

In order to analyze the pros and cons of the proposed system a SWOT analysis was
made, as described in this section (Table 1).

Table 1. SWOT analysis for the proposed system.

Strengths Weakness Opportunities Threats

Better
structure of
data and
interoperability

Connection to the
hospital intranet is
required

Modernization and
organizational
development

User resistance of
adopting a new system
by healthcare
professionals

User-friendly
and intuitive
interface

Manual creation of
archetypes by
health
professionals

Economic benefit of
using an open source
solution (openEHR)

–
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5 Conclusion and Future Work

Verifying the SWOT analysis, it is possible to conclude that the proposed system is
expected to grant significant added value for the Portuguese healthcare unit where it is
to be implemented. For a better understanding of the benefits of this new system it is
important to design and perform a study that compares this new system with the one
previously implemented in the healthcare unit.

In the future could be added to the system a decision support tool with the aim to
help the healthcare professionals for example, when a healthcare professional fills the
diagnosis field in the form the symptoms field should be automatically filled in.
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Abstract. The article presents original computer software designed to assist in
data acquisition and analysis for the purpose of value stream mapping for one of
tools of lean manufacturing concept. The AnaPro program uses the collected
data about manufacturing processes to analyse product demand, material sup-
plies or manufacturing processes, which is then used as a basis for creating
current state maps. Furthermore, the program allows for preparing variants of
future state maps through an analysis of turnover classification, product demand
and methods of production flow control. The article describes functions of
AnaPro with regard to value stream mapping and a practical example of the
software application is provided.

Keywords: Value stream mapping � AnaPro software
Analysis of manufacturing processes � Lean manufacturing

1 Introduction

Dynamic changes in economy along with continuously increasing requirements of
clients force production companies wanting to maintain their position on the market to
seek for solutions to facilitate manufacturing processes and to cut down production
costs [1, 2]. When performing subsequent operations the value of manufactured
products is generated, thus generating a value stream. It is important to ensure that the
values adding up to a product price are acceptable to clients. Therefore, improving
manufacturing processes is growing increasingly significant.

The Lean Manufacturing concept (LM) [3] makes pursuing that goal possible.
The LM tools and methods are applied at companies to improve manufacturing pro-
cesses by eliminating all sorts of waste. The Lean Management traces its roots back to
the best manufacturing practices from the end of the 19th and the first half of the 20th

century [4, 5]. The prototype for the Lean Manufacturing concept was the Toyota
Production System developed after WWII as a combination of various methods,
techniques and principles, including, inter alia, J. Juran’s management by quality, and
solutions developed by Japanese practitioners: T. Ohno, E. Toyoda, S. Shingo [6].

To meet the growing requirements of clients who wish to receive products that are
of good quality and cheap, in shortest time possible, the manufacturing process must be
properly organized and subject to an ongoing improvement. There are various tools and
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methods of analysing manufacturing processes and supporting its improvement. These
aim at identification and then elimination of waste resulting, inter alia, from [7, 8]:

– maintaining excessive stocks of raw materials, goods in process, or finished goods,
– manufacturing more goods than demanded by the client (overproduction),
– unnecessary transfers of operators and material,
– unnecessary waiting of goods in the process,
– failure to utilize the personnel’s potential.

A basic tool for analysing production flow in the manufacturing system is value
stream mapping – VSM [9]. Having analysed the current state, future state maps are
developed, which contain adequate process improvement variants. Production may be
improved at different levels. If a workplace is improved, methods such as 5S [10],
SMED (Single-Minute Exchange of Die) [11, 12], standardized work [13] or
poka-yoke [14] may be applied. On the other hand, material flow may be facilitated
with use of just in time [15], Kanban [16] and levelled production [17–19] methods.

2 Value Stream Mapping

VSM is a graphic method of presenting material and information flow in the manu-
facturing system. The map shows all tasks performed under the process, from purchase
of raw materials to delivery of finished products to the client. Analysis of the map
enables to identify the waste occurring in the manufacturing process, and to set
directions for further actions in order to eliminate such waste [20].

The main stages of the mapping include [21]:

– developing a current state map which will enable to analyse the manufacturing
processes in current manufacturing system conditions;

– designing modifications and developing a future state map that will serve as a basis
for drawing up an implementation plan.

The information necessary for developing the current state map should be gathered
directly on the factory floor, in the place where the actual work is performed, in the
so-called gemba. The data which must be identified and then placed on the map relate to:

– method of information flow: between individual stage of production, between the
client and the company, and between the supplier and the company;

– requirements of the clients and order specifications;
– material delivery specifications and specifications of rawmaterials used in production;
– inventory levels of raw materials, goods in process, finished goods;
– manufacturing process: stages of technological process and transport between

individual workstations;
– time of individual operations and changeovers, number of employees, level of

rejects, and others.

A timeline is placed at the end. It shows a total time duringwhich a givenmaterial stays
at a company (from delivery as raw material, to shipment as finished goods) and value
adding time. The information required to describe the timeline is read out from the map.
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The analysis of the data on the map is of key importance for developing the future
state maps. At that stage, the previously collected data are structured and analysed. The
analysis aims at identifying the waste occurring during production. The following data
can be analysed at that stage: lead times of individual orders, inventory levels of raw
materials, goods in process, finished goods, times of operations, changeovers, waiting
times, availability and output of workstations, indicators: EPE (Every Part Every e.g.
hours), OEE (Overall Equipment Effectiveness), etc. others.

Identification, collection and further analysis of the data is the more difficult the
more different types of products a given company manufactures. Each family product
(a family is defined as a group of products which are technologically alike) should be
analysed separately, which is often connected with a great number of current state
maps, and thus a larger volume of data to be analysed.

Having analysed the current state, the future state maps are developed. Mapping the
future state consists in designing modifications and drawing up a plan of implemen-
tations. The major objective to be pursued while introducing modifications in the
manufacturing system is mostly to shorten the goods throughput time. Reducing the
throughput time might be achieved in various ways, starting from shortening the time
of certain operations or changeovers, to work standardization and maintaining work-
place order, to changing the production flow method. Any developed modifications
should ensure the most effective production flow. This is possible inter alia by
developing and analysing several variants of production flow organization.

Developing a few future state maps will provide an opportunity for evaluating the
benefits and disadvantages of individual modifications. In this case it is also connected
with the complexity of analysing large volumes of data concerning manufacturing
processes.

It is not easy to select a proper variant, especially with such a high number of
variables. In such a situation it is useful to apply decision support methods which,
based on a certain knowledge and information about potential consequences, help find
the best solution [22]. In times of violent development of information technologies,
computer systems start to play a significant role in decision processes. They are used
in situations when large volumes of data have to be processed to make a decision, or
when a specific nature of decision requires application of complex computational
models. Having selected the variant of improvement, the suggested solutions are
implemented. Depending on the assumed objective, adequate Lean Manufacturing
tools and methods can be applied.

Value stream mapping is mostly a graphic method of reflecting the flow of mate-
rials and information under a manufacturing system. There are some IT solutions that
only support graphic presentation of value stream with use of standard graphic icons.
However, the graphic form is not as important from the point of view of improvement
actions as the fact whether the data on the map are reliable and will allow to make
reasonable decisions. The AnaPro software described in this article is a solution to
identify and analyse the data used for diagnosing the current value stream and for
suggesting some improvement solutions.
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3 Functional Structure of AnaPro

AnaPro is made up of several modules used for creating and managing data bases,
which contain the necessary algorithms to perform analytical calculations to assist in
developing the current and future state maps (Fig. 1). The program databases include:

– workstations – defining workstations which make up a manufacturing system,
– products – specification of products and their structure,
– technology – information about the course of technological processes performed to

manufacture the products in the scope of workstations and in the scope of their
potential variants, taking into account the alternative structures of the process (the
so-called technology version and different variants of workstations used for per-
formance of a given technological operation (the so-called alternative workstations),

– production orders – information about lead times,
– manufacturing processes – information about specific parameters of manufacturing

processes, e.g.: cycle time, changeover time,
– demand for products – data on the quantities and the dates of product sales,
– material supplies – data on the quantities and dates of production material supplies.

The program supports the analysis of the main areas connected with material flow
in the value stream: demand for products, delivery of materials, manufacturing pro-
cesses, which are used for preparing a current state map and variants of the value
stream future state.

4 Analysis of the Value Stream Current State

4.1 Separating Product Families

The basic stage before the value stream mapping is separating product families, which
are then analysed in the context of the production flow organization. It is all the more

Fig. 1. Functional structure of AnaPro: own work.
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important since the analysis of material flow for product families allows for
unequivocal picturing of all the relations between different production resources.

Product family separation module is the program’s functionality responsible for
performing an analysis which results in a matrix of specified product families. Tech-
nological similarity of products, expressed by the use of the same workstations while
manufacturing the products (Fig. 2), was assumed as a criterion for separating product
families.

4.2 Analysis of Product Requirements

Product requirements is analysed by determining basic parameters connected with
requirement for products. It is performed on the basis of information specified in the
database “Product Requirements”. The demand parameters determined in the program
include: average monthly sales, average daily sales, average sales frequency, minimum
shipment batch, and maximum shipment batch.

4.3 Analysis of Material Deliveries

As far as the analysis of material deliveries in the program is concerned, it is performed
to determine some basic characteristics connected with: average monthly deliveries,
average daily deliveries, average frequencies of deliveries, minimum delivery batches
and maximum delivery batches.

4.4 Analysis of Manufacturing Processes

This module of AnaPro analyses the data on manufacturing processes collected in real
conditions. Based on such data, the following information is analysed (Fig. 3): cycle

Fig. 2. Diagram of the process of separating product families: own work.
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times of subsequent operations (C/T), changeover times (C/O), lead times and
work-in-process inventory levels.

Thanks to the above information it is possible to perform a detailed illustration of
material flow in manufacturing processes.

5 Analysis of Data for Value Stream Improvement Actions

The objective which should be pursued when introducing changes into a manufacturing
process is above all to shorten the time required for the product to pass through the
process. This is possible by eliminating tasks and operations which do not add value.
Mapping of the future state consists in designing changes and developing a plan of
implementations to ensure that the production rate is adjusted to the rate of order
placement by the clients and reduction of inventory levels. Therefore, developing a few
future state maps will provide an opportunity for evaluating the benefits and disad-
vantages of individual modifications.

5.1 Classification of Products Requirements Turnover

AnaPro enables to classify goods pursuant to two methods in which the criterion of
division is related to products requirements quantities. The first method divides
products into three categories: fast-moving (A), medium-moving (B) and slow-moving
(C). The second method of classification is the so-called Glenday Sieve, where prod-
ucts is divided into four categories (red, yellow, green and blue) (Fig. 4).

Such a classification provides information required to select methods connected
with development of variants of lean production flow.

Fig. 3. Diagram of the process of manufacturing process measurement: own work.
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5.2 Methods of Production Flow Control

The program enables to perform basic calculations connected with the following
assumptions of the lean manufacturing production flow control: a supermarket pull
system and a sequential pull system – FIFO lanes.

Furthermore, it indicates a possibility of combining more operations of manufac-
turing processes into a continuous flow on the basis of comparison of cycle times (C/T)
and takt times (T/T). Calculations concerning the pull system come down to deter-
mining a specific inventory level in the supermarket (rotating stock, buffer stock, safety
stock) or the maximum quantity of materials (FIFO lane) between subsequent stages in
the process.

6 An Example of Application of AnaPro for Value Stream
Mapping

AnaPro was used for value stream mapping in a company manufacturing plumbing and
gas fittings. 15 product families were separated during the analysis, which were then
subject to current state mapping and value stream improvement actions.

On the basis of the received system data and the data collected directly during the
manufacturing processes, analyses were performed in AnaPro to develop a current state
value stream map for each product family.

The following production effectiveness coefficients were determined for such maps:
throughput time, inventory level and productivity (of operators, machines and equip-
ment). Furthermore, the areas of material flow and information flow were indicated
which were of critical importance for the obtained effectiveness coefficients.

Different variants of production flow control models in the form of future state
value stream maps were developed under the improvement actions (Fig. 5). These
actions were performed on the basis of analyses of product demand and production
control methods prepared in AnaPro. As a result of the analyses a model of production

Fig. 4. Diagram of the process of products requirements turnover: own work.
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planning and control for a given production family was selected. The suggested
solutions resulted in enhancing the parameters of production flow, which was reflected
by shortening throughput times and reduction of inventory levels in the production
system.

7 Conclusions

To develop the current and future state maps many analyses need to be performed to
investigate functioning of production system, such as, for example: product demand,
material deliveries, diversity of products, etc. The AnaPro software was developed to
automate the analyses. It provides assistance in the production data acquisition and
analysis as well as during sales. The program makes it possible to shorten the time
required for analyses and to eliminate calculation errors. This allows for more effective
development of current and future state maps.

The exemplary use of AnaPro for value stream mapping in a production company
presented in this article contributed to more effective implementation of the
improvement process. The study shows that development of current state maps, and
consequently future state maps, with use of AnaPro resulted in shortening the
throughput time by an average of 40%. Thanks to this, it was possible to manufacture
more products (Fig. 6).

The AnaPro software is in its development phase. Another step in the work is to
develop support modules for introducing levelled production and other modules used
for analysis of the production data.

Fig. 5. Example of map the current and future state: own work.
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Abstract. The buffer allocation problem (BAP) concerns real, discrete manu-
facturing systems that complete repetitive, multi-assortment productions. In the
automotive industry, the allocation of the correct, buffer capacity is especially
important in order to obtain an acceptable throughput and work-in-progress.
The BAP is an NP-hard combinatorial optimisation problem. The methodology
for the allocation of buffer capacity in a parallel-serial, manufacturing system is
proposed, in the paper and deals with the compromise between high, system
throughput and low-level work-in-progress. The methodology is based on the
simulation method. In order to analyse the behaviour of the manufacturing
system, Tecnomatix Plant Simulation Software is used. Simulation experiments
are conducted for the different capacities of buffer allocation within a manu-
facturing system. To evaluate the results of the simulation, a system perfor-
mance index is proposed.

Keywords: Buffer allocation problem � Computer simulation
Parallel-serial manufacturing system � Throughput � Work-in-progress

1 Introduction

The parallel-serial manufacturing system includes several (minimum of two) produc-
tion lines where the machines and buffers from parallel lines are connected (see Fig. 1).
Single production line includes serially connected machines which realise different
technological operations. In a production line, between each neighbour pair of
machines a buffer is allocated. The structure of parallel-serial manufacturing systems is
often used for repetitive production where redundant manufacturing resources are
required, in order to guarantee the reliability of the manufacturing process. Buffer
allocation capacity directly impacts on the throughput and work-in-progress of a
parallel-serial manufacturing system. In the paper, implementation of the simulation
method, in order to find acceptable results for buffer allocation, is proposed. BAP
(buffer allocation problem) is a well-known, NP-hard (NP-hardness, in computational
complexity theory, is the defining property of a class of problems) combinatorial
optimisation problem and many researchers are currently engaged in attempting to
solve the issue. The authors of this paper propose using the simulation method to
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analyse the allocation of buffer capacity in a parallel-serial manufacturing system on
the average throughput and work-in-process of the systems.

1.1 Literature Overview

The Buffer Allocation Problem (BAP) is one of the most important questions facing a
serial production designer. It is a combined, NP-hard, combinatorial, optimisation
problem when designing production lines; the issue is studied by many scientists and
theorists around the world.

Demir et al. proposed the tabu search algorithm, in order to find near-optimal buffer
allocation plans for a serial production line with unreliable machines. To estimate the
throughput of the line with a given specific buffer allocation, they used the analytical
decomposition approximation method. They demonstrated the performance of the tabu
search algorithm, based on existing benchmark problems [1]. Costa et al. proposed a
novel, parallel, tabu search algorithm, equipped with a proper, adaptive, neighbourhood
generation mechanism, in order to solve the primal buffer allocation problem. They
implemented an evaluative method based on a specific algorithm, in order to simulate
the behaviour of the system [2]. Nahas et al. describe a new, local search approach for
solving the buffer allocation problem in unreliable production lines. The proposed
approach allows the allocation plan to be calculated, in a computationally efficient
manner, subject to a given amount of total buffers slots [3]. Sabuncuoglu et al. analysed
the problem in order to characterise the optimal buffer allocation; specifically, they
studied the cases with single and multiple bottleneck stations under various experi-
mental conditions. They developed an efficient, heuristic procedure to allocate buffers
to serial production lines, in order to maximise throughput [4]. Kose and Kilincci
proposed a hybrid, approach-based simulation optimisation, in order to determine the
buffer sizes required in open serial production lines for the maximisation of the average
production rate of the system. The hybrid approach, using a genetic algorithm and
simulated annealing, was used as a search tool to create candidate buffer sizes [5]. The
critical literature overview in the area of buffer allocation and production line perfor-
mance was done by Battini et al. [6]. The simulation methods are often used to improve
support for a decision and increase the effectiveness of discrete manufacturing systems.
Jithavech and Krishnan present a simulation-based method in order to develop an
efficient layout design facility, albeit with uncertainty as to the demand for the product.
The validation of the simulation approach, against analytical procedures, was detailed
firstly and the methodology for a simulation based approach was then provided. Results
from case studies showed that this procedure results in a risk reduction as high as 80%
[7]. Trojanowska et al., proposed a tool for supporting decision making in job-shop
scheduling. This tool, introduced in the article, enables scheduling based on the
author’s priority rule and allows maximum usage of the most loaded resource; this is
known as the ‘critical resource’ and determines the efficiency of the production system
[8]. Iassinovski et al. presented a structure, along with the components of a shared,
decision-making system for complex, discrete systems and process control. The pro-
posed model allows on-line simulations, state-graph search expert systems and other,
decision making methods to be used [9]. Negahban and Smith provided a compre-
hensive review of discrete event simulations presented in publications which were
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published between 2002 and 2013 and are focussed particularly on the application of
simulations, vis-à-vis manufacturing. The use of simulation methods, for the study of
maintenance processes is included in the paper [10]. Kłos presents different simulation
models for discrete manufacturing systems using Tecnomatix Plant Simulation [11].

1.2 The Buffer Allocation Problem

The buffer allocation problem is concerned with the allocation of a certain number of
buffers, P, among the N-1 intermediate buffer locations of a production line, in order to
achieve a specific objective [12]. A production line consists of machines working in
sequence, separated by buffers where the machines are denoted as M1, M2,…, MN and
the buffers as B1, B2,…, BN-1. The classification of production lines can be described
as: blocking, that is, those which block either before or after service; job transfer
timing, such as, asynchronous, synchronous and continuous; production control
mechanisms, such as, push and pull; workstation types and whether they are reliable or
unreliable and career requirements, whether open or closed [13]. BAP can be formu-
lated in three cases, depending on the function of the objective. In the first case, the
main objective is maximisation of the throughput rate for a given, fixed number of
buffers. The first BAP case is formulated as follows (1)–(3) [14]:

find

B ¼ B1;B2; . . .;BN�1ð Þ ð1Þ

so as to

max f Bð Þ or min f Bð Þ ð2Þ

subject to

XN�1

i¼1

Bi ¼ P ð3Þ

Where B represents a buffer size vector and f(B) represents the throughput rate of
the production line, as a function of the size vector of the buffers and P is a fixed,
non-negative integer, denoting the total buffer space available in the manufacturing
system. The second BAP case is formulated as follows (4)–(6):

B ¼ B1;B2; . . .;BN�1ð Þ ð4Þ

so as to

min
XN�1

i¼1

Bi ð5Þ

subject to
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f Bð Þ ¼ f � ð6Þ

where f * is the desired throughput rate. The third BAP case is formulated as follows
(7)–(10):

find

B ¼ B1;B2; . . .;BN�1ð Þ ð7Þ

so as to

min Q Bð Þ ð8Þ

subject to

f Bð Þ ¼ f � ð9Þ

min
XN�1

i¼1

Bi � P ð10Þ

where Q(B) denotes the inventory of the average work-in-progress as a function of the
size vector of the buffers and f* is the desired throughput rate. This formulation of the
problems expresses maximisation of the throughput rate for a fixed, given number of
buffers which achieves the desired throughput rate, with the minimum total buffer size -
or with the minimisation of the inventory of the average work-in-progress- which is
subject to the constraints of total buffer size and the desired throughput rate. A model of
the parallel-serial manufacturing system is described in the next section.

2 A Model of the Parallel-Serial Manufacturing System

The structure of a parallel, serial manufacturing system is presented in Fig. 1. The
system includes N technological operations and M production lines.

Each production line includes N machines and N-1 intermediate buffers. Each
machine is connected to neighbouring buffers and each buffer is connected to

Fig. 1. The structure of a parallel-serial manufacturing system.
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neighbouring machines at 2 or 3 connections. The elements are transferred between
machines and buffers, using the Round-Robin priority rule [15]. If a buffer or machine is
busy, then the next, empty buffer or machine is chosen. The model of the system was
prepared using Tecnomatix Plant Simulation Software (Fig. 2). The model of the system
includes 9 machines and 6 buffers. Three technological operations are undertaken in the
system, firstly bymachinesM11,M21,M31, secondly bymachinesM12,M22,M32with the
final operation being undertaken by machines M13, M23 and M33. This means that pro-
duction in the system can be undertaken via several, alternative routes. For example, if an
element is located, initially, on machine M11, 6 alternative routes can be taken into
consideration: (1) M11-> M12-> M13; (2) M11-> M22-> M23; (3) M11-> M22-> M33;
(4) M11-> M32-> M23; (5) M11-> M32-> M33; (6) M11-> M22-> M13. The processing
and set-up times of manufacturing resources are determined as lognormal distribution.
Lognormal distribution is a continuous distribution, where a randomnumber has a natural
logarithm which corresponds to normal distribution. The undertakings are non-negative,
real numbers. The function of the density of the probability of lognormal distribution takes
the following form:

f xð Þ ¼ 1

r0x
ffiffiffiffiffiffi
2p

p � exp � lnx� l0ð Þ2
2r20

" #
ð11Þ

where the mean value of the lognormal distribution is

l ¼ exp l0 þ
r20
2

� �
ð12Þ

and variance r2 takes on the value of

r2 ¼ exp 2l0 þ r20
� � � exp r20

� �� 1
� � ð13Þ

Fig. 2. The simulation model of a parallel-serial manufacturing system.
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The simulation model of the parallel-serial manufacturing system, prepared using
Tecnomatix Plan Simulation Software, is presented in Fig. 2. The machines are
represented by icons M11, M21, M31, M12, M22, M32, M13, M23, M33 and buffers as B1,
B2, … B6. S1 represent input and D1 output of the system. In table Production the
production batch-sizes are defined. SenkeyDiagram, NeuralNet and Experiment man-
ager are tools for the system behaviour analyse. The Methods define operation and
setup times.

The processing and set-up times are defined on the basis of actual, automotive
industry data.

2.1 The Parameters of the Model of a Manufacturing System

The set-up and processing times, defined for machines, in the model of a parallel-serial
manufacturing system, are presented in the Table 1.

Table 1. Set-up and processing times defined for the machines

Setup times l r2 Processing times l r2

M11 840 200 M11 480 20
M12 840 300 M12 480 20
M13 840 100 M13 480 20
M21 840 200 M21 480 20
M22 840 300 M22 480 20
M23 840 100 M23 480 20
M31 840 200 M31 480 20
M32 840 300 M32 480 20
M33 840 100 M33 480 20

Table 2. The sizes of the production batches

Product Size of production batches

A 100
B 300
C 80
D 120
A 60
B 200
C 150
D 80
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The sizes of the production batches are presented in Table 2 and are executed in
cyclical sequence. The availability of manufacturing resources is determined as 95%,
for all machines defined for the model of manufacturing system.

2.2 The Input and Output Values of the Simulation Experiments

Thirty-three (33) different buffer allocation capacities are proposed as input values for
the simulation experiments. The values of the capacities are presented in Table 3. The
input values of the buffer capacity are selected, having been based on an analysis of
100 cases of randomly generated, simulation experiments where the buffer capacity
ranged between 1 and 20 products. The hourly, throughput values of the system and the
average lifespan of the products, are chosen as the output values of the experiments.
The average lifespan of the products reflects the level of work-in-progress. For each
simulation experiment, 3 observations are assigned. The results of the simulation
experiments are presented in the next section.

3 The Results of the Simulation Experiments

The results of the simulation experiments are presented, in Figs. 3 and 4. The
throughput, results chart shows that in the first 22 experiments, the throughput value
ranges between 19,42 (Exp13) and 20,36 (Exp18) products per hour.

For experiments Exp23, Exp26 and Exp33, however, the value of the throughput is
extremely low, at, respectively, 16,37; 17,33 and 16,99 products per hour. The critical
reduction in system throughput for Exp23 and Exp33 shows that if buffer capacities B1

and B5 are relatively large, (20) and the remaining buffers are small (2), then the
throughput of the system is low. Based on the above observation, the following thesis
can be formulated: Given, is a parallel-serial, manufacturing system with defined
processing and set-up times, availability of manufacturing resources and production
batch sizes. One buffer allocation capacity is responsible for a significant lowering of
the performance of the system. The average product lifespan is presented in Fig. 4.

Table 3. Buffer capacities as input values of the simulation experiments

B1 B2 B3 B4 B5 B6 B1 B2 B3 B4 B5 B6 B1 B2 B3 B4 B5 B6

Exp01 1 1 1 1 1 1 Exp12 1 2 1 2 1 2 Exp23 20 2 2 2 20 2
Exp02 1 1 1 1 1 2 Exp13 10 1 1 1 1 10 Exp24 1 11 10 1 16 8

Exp03 1 1 1 2 1 1 Exp14 2 2 1 1 2 1 Exp25 5 5 5 5 5 5
Exp04 1 1 2 1 1 1 Exp15 2 2 1 1 2 2 Exp26 2 18 2 2 7 2
Exp05 1 1 1 1 2 1 Exp16 8 1 1 5 2 6 Exp27 20 20 20 20 20 20

Exp06 2 1 1 1 1 1 Exp17 2 2 2 2 2 2 Exp28 20 10 11 10 1 1
Exp07 1 1 2 2 1 1 Exp18 3 3 3 3 3 3 Exp29 18 11 20 1 1 9

Exp08 1 1 1 1 10 10 Exp19 1 10 1 10 1 1 Exp30 19 15 15 1 1 10
Exp09 1 2 1 1 1 1 Exp20 1 8 3 4 8 7 Exp31 15 15 15 1 1 15
Exp10 2 1 2 1 1 1 Exp21 1 8 5 10 13 9 Exp32 20 20 20 1 1 1

Exp11 2 2 2 1 1 1 Exp22 1 10 1 1 10 1 Exp33 1 20 1 1 20 1
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For the first 12 experiments, the average, product lifespan showed similar values,
ranging between 0:41:01 (Exp01) and 0:48:36 (Exp11). For Exp13, the average
lifespan showed a value of 1:16:13. The greatest value for the average lifespan of
products was obtained for Exp27, with the average time that the system was in use
being greater than 4 h -4:30:12; this gave the maximum, buffer capacity value.

The total effectiveness of a system should include both throughput and
work-in-progress values, that is, the average, product lifespan. To evaluate the total
effectiveness of a parallel-serial, manufacturing system, the following system perfor-
mance rate h is proposed:

Fig. 3. The throughput value per hour, for the simulation experiments.

Fig. 4. The value of the average lifespan of products for the simulation experiments.
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h ¼ f Bð Þ
x

ð14Þ

where f(B) – throughput of the system, x – average product lifespan.
The results of the system performance rate are presented in Fig. 5. The greatest

value of the index is obtained for Exp01 (h = 685,5). The smallest values for the
system performance rate are obtained for Exp23 (h = 141,1) and Exp27 (h = 105,8).
Based on this analysis of the poorest throughput values, an additional 6 experiments
were conducted. The results are presented in Table 4. For the buffer allocation capacity
at experiment Exp’01, the smallest value of throughput is obtained (15,52). The system
performance rate for the experiment is 112,08. The value is obtained on the basis of
100, random, simulation experiments. Very important result and novelty of the study is
that there are allocation of buffer capacity for parallel-serial manufacturing system
which extremely reduce the system performance rate (see experiments 23 and 27). The
results of the simulation experiments can be implemented in multi-criteria decision
support system for production planning [15].

Fig. 5. The value of the system performance rate for the simulation experiments.

Table 4. Buffer allocation, resulting in the poorest throughput values

B1 B2 B3 B4 B5 B6 f(B) x h

Exp’01 20 3 2 20 3 2 15,52 03:19:26,38 112,08
Exp’02 20 2 3 20 2 3 15,60 03:15:14,23 115,05
Exp’03 19 2 3 20 2 3 15,74 03:07:46,48 120,74
Exp’04 19 3 2 20 2 1 15,76 03:05:25,23 122,40
Exp’05 19 3 2 20 3 3 15,80 03:14:57,55 116,69
Exp’06 19 3 2 18 3 3 15,84 03:08:19,67 121,12
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4 Conclusions

In the paper, the impact of the buffer on throughput and work-in-progress, in a
parallel-serial manufacturing system, was analysed. A simulation model of a
parallel-serial manufacturing system was prepared, using Tecnomatix Plant Simulation
Software. On the basis of the research conducted, the following conclusion may be
formulated:

• buffer allocation capacity has a significant impact on the throughput and
work-in-progress of parallel-serial, manufacturing systems,

• one allocation of buffer capacity is responsible for a significant decrease in
throughput, as also for an increase of work-in-progress,

• using the simulation method, buffer allocation capacity can be shown to be chiefly
responsible in determining poor throughput and work-in- progress values.

To evaluate the efficiency of the parallel-serial system, the system performance rate
is proposed. In future research, the impact of the efficiency of production and main-
tenance workers on the total efficiency of a parallel-serial, manufacturing system, will
be analysed.
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Abstract. With the expeditious growth of unstructured massive data on the
World Wide Web (WWW), more advanced tools, techniques, methods, and
approaches for information organization and retrieval are desired. Text mining is
one such approach to achieve the above mentioned demand. One of the main
text mining applications is how to classify data presented by different industries
into groups. In this paper, the classification of data into various groups based on
the choice of the users at any given point of time is proposed. Here, a support
vector machine (SVM) based classification algorithm is established to classify
the text data into two broad categories of Manufacturing and Non-
Manufacturing suppliers. Later, the performance of the proposed classifier
was tested experimentally using most commonly used accuracy measures such
as precision, recall, and F-measure. Results proved the efficiency of the pro-
posed approach for classification of the texts.

Keywords: Text mining � Support vector machine � Classification algorithm

1 Introduction

Recent advancements in information and communication technology change the con-
figuration of supply chains from their traditional services to decentralized/distributed
services to meet the quick requirements of the customers. To meet the mentioned
customer needs the suppliers have to be responsive, appropriate and technologically
capable and competent. This forced companies to make themselves visible in online
portals and websites or any other mode of global advertisement. Although, there is a
solution available but it is a challenging task in the field of supply chain due to the
participation of multi domain service providers (suppliers, manufacturers, distributers,
etc.) with different functional requirements. Therefore, not only identifying the multiple
service provider’s requirements, integration of usability methods on semantic level is
essential (Holzinger 2008).
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This paper mainly focuses on distinguishing between manufacturing and
non-manufacturing suppliers along with providing a strong foundation for developing a
market. Enormous amount of work have been done regarding text mining and classi-
fication approach but limited work has been done on manufacturing supplier’s context.
The constraint followed in this paper is the unstructured data, involving varieties of
suppliers, for classifying them into the above mentioned categories. The idea has been
reflected in (Yazdizadeh et al. 2015). Various fundamental text mining tasks and
techniques like text pre-processing, classification, clustering and the like have been
incorporated in (Allahyari et al. 2017). A novel approach for enabling organization of
textual documents along with extraction of thematic patterns in manufacturing corpora
has been shown in (Shotorbani et al. 2016), through document clustering and topic
modelling techniques. A method for extracting beneficial insights from drilling activ-
ities and then classifying them with the help of a Support Vector Machine has been
exhibited in (Esmael et al. 2010). Various text mining classification techniques for
classification of publicly available accident narratives have been elucidated in (Goh
et al. 2017). Text mining techniques like entities recognition and topic hierarchies are
applied to textual data, as shown in (Domingues et al. 2014), for automatic attainment
of contextual data. The origins and motivation of building Manufacturing Corpus
Version 1 (MCV1) using text mining techniques has been shown in (Liu et al. 2004).
Machine learning strategies designed for leveraging positively labelled data using text
mining techniques has been explained in (Yeganova et al. 2011). Three different text
mining techniques for extracting various service aspects from the same online data has
been examined in (Vencovsky et al. 2017). The general concepts behind text mining
and comparison of its techniques, along with handful of text mining applications are
discussed in (Dang et al. 2014). The use of text mining techniques for regulation of an
ontology, representing a dynamic domain, has been shown in (Nora et al. 2009).
Various text mining techniques have been used to analyse mobile learning based
approaches, which have been detailed in (Salloum et al. 2018). The use of hybrid
applications of text mining to classify textual data into two different classes has been
explained in (Rahman et al. 2012). Manufacturing and non-manufacturing companies
produce substantial quantity of narrative texts related to their products and services as a
by-product of the processes. These narrative texts include companies profile, products
catalogue, services detail etc. (Mark et al. 2000).

In this huge era of data related operations, the establishment of data mining tech-
niques (DMTs) and prediction of the stability of the DMTs related applications in the
field of production management at present as well as in future has been elucidated in
(Cheng et al. 2017). Exploitation of work orders (WOs) and downtime data (DD), for
precise extraction of failure time data after a text mining procedure is suggested, has
been carried out in (Arif-Uz-Zaman et al. 2016). The effectiveness of text mining
techniques had been evaluated, for executing and updating the proper technique
selection by making use of a class of criteria, in (Hashimi et al. 2015). Regarding
process industries, the practices carried out in their various units and the sustainability
trends are recognized with the help of various text mining techniques in (Liew et al.
2014). A bottom-up approach related issue which is responsible for itemizing envi-
ronmental sustainability indicators, by making use of their text-based objective
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information, and which plays an important role in investigating perceptions based on
industrial and indicator uses has been expressed in (Park and Kremer 2017).

In this paper, classification of supplier families into manufacturing as well as
non-manufacturing sectors based on the text narratives available in the online profiles
has been investigated. In addition, it is necessary to improve the search process by
improving the intelligence of the search tools to obtain the accurate and precise results.
In this research study, in order to classify the mentioned sectors, the textual portfolios
from their websites and internet gateways helps to categories and organize diverse
documents. Here, we use the classification tools such as Naïve Bayes and Support
Vector Machine (SVM) methods as classifier to classify the text. The extracted textual
information from these classifiers are verified and validated with confusion matrix.
Finally, the comparison study has been done between two classification algorithms
with different accuracy measures.

Further details pertaining to the above problem is discussed and organized as
follows: In Sect. 2 the detail problem description has been described. The proposed
methodology for classifying the manufacturing and non-manufacturing sectors is
described with an architecture in Sect. 3. Section 4 detailed the proposed flowchart
with different modules for the classification of sectors. In Sect. 5 the experimentation
with two different classification algorithms has been described. Finally, the conclusions
have been drawn and future work has been defined in Sect. 6.

2 Problem Description

Modern industries are quick, responsive and competitive in nature due to the infor-
mation and communication technology advancements. Still, identification of right
supplier at right time for the right order is one of the challenging tasks in recent
decentralized environments. In supply chain management philosophy “a chain is only
as strong as its weakest link”. Similarly, in the decentralized environment identification
of a wrong supplier is more vulnerable for the entire project. Thus, in this research
work, our aim is to identify and classify the appropriate suppliers for a specific order
out of many different services available. Here, we considered that the data is
unstructured having different variety of suppliers that need to be processed and cate-
gorized as manufacturing and non-manufacturing suppliers. Due to its ambiguity and
complexity, and the amount of the shapeless data of different sources need to retrieved
and categorized. Thus, there is a need of sophisticated technique and methodology to
classify the data into its used form.

3 Proposed Methodology for Categorization of Services
in Text Mining Environment

The classification of manufacturing and non-manufacturing services with text mining
approach as an architecture is depicted in Fig. 1. The proposed architecture is divided into
three major sections VIZ. input module, processing module, and output module. Begin-
ning with input module, the data has been collected from weblogs and internet portals
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which is not specific to one sector. Secondarily, the collected data has to be classified
according to the decision maker requirement. Here, manufacturing as a case with
pre-processing and processing using text mining approach the data has been classified.
Finally, the filtered data is used for training, testing, and validation with the adopted
classifier. In this paper, we used support vector machine as a classifier to get the final
classified result (Manufacturing and Non-manufacturing services suppliers). The detailed
step by step procedure of implementation of this architecture is detailed in next sections.

4 Proposed Flowchart to Classify the Suppliers

In this section, the developed flowchart has been clearly shown in Fig. 2. The step by
step function of the flowchart and their description is as follows:

Step 1. Preparation of Training data
Datasets are collected from companies’ websites and online gateways for training

purpose. To build the training dataset, suppliers from both categories (i.e.

Fig. 1. Proposed methodology for categorization of services in text mining environment
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manufacturing and non-manufacturing) are selected and their online profiles are con-
verted into textual documents. These documents collectively form the training corpus.
After going through a series of pre-processing steps, as described below, the corpus
documents are categorized successfully. Read datasets obtained from sourcing portals
or websites of various industrial suppliers.

Step 2. Pre-Processing of textual information
Preprocessing of unstructured data collected from weblogs and online portals were

first converted from text files data to string format and store it in a vector array and then
cleaned to remove unwanted information and words such as punctuations, commas,
semi colons etc., delimiters (“,” “.”) which are present in the text files.

Step 3. Filtration of Stop words

Fig. 2. Flowchart to classify the suppliers
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This is a method of information retrieval which involves in deleting unnecessary
words which occur too frequently. It helps in reducing the time and space complexity
of the program. Stop words can be filtered by using simple string manipulation
functions available in the string library.

Step 4. Tokenization
In this step, breaking a stream of text up into words, phrases, symbols, or other

meaningful elements were done and it is called tokens. The list of tokens becomes input for
further processing such as parsing or text mining. To analyze the data we create two text-
corpus, one consisting of manufacturing terms and the other of non-manufacturing terms.

Step 5. Text Processing
The weights of the terms present in each corpus are computed based on the fre-

quency of their occurrence. However, the assignment for both corpus is based on the
sgn function. The function is defined below:

sgnð f Þ ¼ þ f ; if 2 manufacturing
�f ; if 2 non� manufacturing

�
ð1Þ

Step 6. Training and testing of Textual Documents
For each training document, a value V is computed based on the weights of the

words obtained in the previous step. We calculate the support vector, W, using the
values computed above according to a function. The function is defined below:

W ¼ ððmin xmanuð Þ þ ðmax xnon�manuð ÞÞ=2 ð2Þ

Support vector machine is constructed using the support vector W.

svmðx Þ ¼ manufacturing; if x [ W
non� manufacturing; if x \W

�
ð3Þ

The testing data is then read and classified as manufacturing or non-manufacturing
based on the support vector machine. A value for each test document is calculated by
following STEP 4. Then based on the obtained value and the support vector the
company in its text form is classified as manufacturing or non-manufacturing.

5 Experimentation

As a first step, we prepared the training data where each profile from the collected
information is preserved into predefined classes. Next, these classes were pre-processed
by removing the stop words and undesirable information. For example: stop words
such as “and”, “is”, “for”, “the”, generic words such as “product”, “capable”, “include
and removal of punctuations, numbers, and whitespaces.

In the next stage, tokenization of Pre-processed data for feature extraction is being
done based on total frequency. Where frequency refers to the number of times a word is
repeated in the text. As a first step in the tokenization, we sorted all the necessary words
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into two vector array; the first array represents the text corpus of the manufacturing
sector and the second array resembles the text corpus of the nonmanufacturing sector.

Thereafter, the sorted arrays are calculated based on the frequency of words and
sign function the weights have been assigned. These trained data sets have been used
for further training, testing and validation using support vector machine based classi-
fication algorithm.

6 Results and Discussion

Different measures are used to evaluate the performance of the text-based classifier.
They are defined as precision, recall, and F-measure. The measure precision states the
relevance of a particular keyword in a group of collection i.e., the degree of relevance
of terms with respect to all the retrieved terms from a given text corpus can be viewed.
Precision is defined as it is the divisibility of relevant instances with retrieved instances.
Whereas the measure recall gives the sensitiveness of data to wrong or negative values.
The recall is used to measure how much right (true/positive) data is present in the
sample we have taken. It also gave the information on the proportion of relevant
instances that have been retrieved to all the retrieved terms. Another measure
F-Measure is defined as the harmonic mean between precision and recalls measure, it is
an averaging factor between the two binary classification methods Recall and Precision.

Hence with the help of SVM Algorithm along with the Pattern Recognition mea-
sures, we have classified the text corpus terms into two parts one consisting of
Non-Manufacturing terms and the other with manufacturing terms and it is shown in
Table 1. Applying the above algorithm on the partitioned data we are achieving the
classified documents as 85.71% precise with a recall value of 75% shown in Table 2.

These values clearly show that the accuracy of the algorithm in classifying the terms
related to manufacturing and avoiding non-manufacturing terms in the same cluster.

Table 1. Actual and predicted services after classification

Services Actual

Predicted Manufacturing Non-Manufacturing
Manufacturing 6 1
Non-Manufacturing 2 6

Table 2. Accuracy measures of the classified documents

Precision 0.857143
Recall 0.75
F-measure 0.8
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7 Conclusion and Future Works

Recent manufacturing companies are increasingly using information and communi-
cation technology for their daily operations in the shop floor. This brings the manu-
facturers to respond quickly to the customer’s request. On the other side choosing the
appropriate partner to the right product is a challenge in this huge market space. More
importantly, identification of explicit partner for the specialized product needs proper
classification techniques, tools, and approaches. In this research work out of many such
different suppliers, our main aim is to identify, classify and structured the data in
particular to the manufacturing suppliers with text mining approach due to its accuracy
measures. These classified data makes it easier to analyze, understand and extract
useful information from it. Here, we have implemented an efficient method for pro-
cessing the data and then used Support Vector Machine (SVM) based classifier for
classification. Thus, we managed to classify data into the required classes and obtained
high accuracy and precision results. In the future work with a case study, the proposed
approach can be implemented with real time monitoring in particular to distributed
manufacturing context.
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Abstract. The paper presents a method of quantitative and qualitative selection
of human resources in production planning based on assumed load of the pro-
duction system. Human resource are treated as additional resources. Deter-
mining the required number of staff and their competences is implemented in
three stages. First, the production schedule is determined with the assumption of
unlimited availability of additional resources. The obtained solution is a point of
reference for determining the minimum number of required resources and their
competencies. In the second stage, the reference number of workers is sought.
Depending on the way selected, in the last stage the process of merging or
removing the competencies of individual workers is done for the optimisation of
the number of workers and their individual competencies.

Keywords: Scheduling � Additional resources � Staff planning
Human resources

1 Introduction

Effective organization of the production flow, determination of achievable plans as well
as efficient exploitation of available resources is one of the basic assumptions of a well
prospered company. Detailed scheduling of production processes supports the coor-
dination of activities in this area [1]. The issue of scheduling is widely undertaken in
research works, and concerns very different areas of this field. Various algorithms are
developed to ensure optimal solutions, heuristics and metaheuristics; apart from purely
theoretical considerations, tested models take also into account a number of constraints
related to the practical application for different manufacturing systems configurations
[2, 3]. Despite this, translating scientific achievements into production practice is still
quite a serious problem. It results mainly due to the much greater complexity of the
models of production systems, limitations of available supporting tools as well as from
dynamic nature of a real-world scheduling problems with significant impact of
unforeseen internal and external factors, not formalised in used models.

One of the quite rarely discussed topics, but very important from the point of view
of practical application, is to consider, apart from basic resources (machines, proces-
sors) other additional resources, important in the planning point of view. The solution
presented in this article is a development of the scheduling methodology presented in
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[4] in the field of modelling of operations with multi-resources requirements, taking
into account the constraints typical for human resources.

2 Literature Review

Research achievements in the scope of additional and human resources planning
described in scientific publications allow developing useful extensions to scheduling
models, help to select and implement appropriate tool or techniques [5]. In [6] the use of
additional scarce resources during operation execution is discussed. They present a
classification scheme for resource constraints and the computational complexity for
parallel machines configuration, unit-time jobs and the maximum completion time
criterion. This topic was developed in subsequent works, among others [7, 8]. In [9] the
simulation of human resources allocation is taken into consideration. They discuss the
influence of different scheduling strategies (forward, backward, midpoint) on human
resource requirements. The stages of comparison of labour demand and supply in human
resources planning were also presented. The most important factors limiting the use of
human resources, based on time (working calendar), labour law (regulations) and other
are considered. They proposed an algorithm of simulation based HR allocation using
ERP class software. [10, 11] describes stochastic methods useful in modelling and
planning of human resources. [12] presents an analytical approach of staff scheduling in
a multi project management environment. An interesting tutorial on staff scheduling
problems is presented in [13]. They described different general models representing
wide range of real world staff problems. The work includes a comprehensive description
of data, hard and soft constraints, and also objectives. The handbook [14] compre-
hensively discusses human resources issues. A review report published in [15] refers to
nearly three hundred publications on personnel scheduling problems. Classification into
different categories related, among others, to personnel characteristics, constraints,
performance measures and flexibility, solution methods and areas of application is
presented there. They prove that this issue is constantly taken up in numerous scientific
papers and many different solutions have been developed. [16] presents a novel social
network analysis based method to evaluate the reconfiguration effect i.e., identification
of key machines and their influence on the system performance in the context offlexible
job shop scheduling problem. This research formulates a mathematical model along
with the constraints by incorporating the total completion time of jobs as an objective
function. In [17] the project management method derived from the theory of constraints
is described – as a decision-making support tools that enable project managers to
monitor and control the key factors influencing e.g. task time.

3 Problem Formulation

Production system consists of mb basic resources R1, …, Rmb (indexed by ib), ma addi-
tional resources, generally denotes as W1, …, Wma (indexed by i

a) and n jobs P1, …, Pn
(indexed by j). Resources are renewable, discrete, with capacity = 1, and are character-
ized by different costs of executing of the given operation. Specialisations (skills) of
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additional resources are grouped in p competences groups Comp1–Compp as unrelated
parallel model. Each of the additional resources belongs to at least one group of com-
petences. Each job Pj is represented by sequence of kj operations Oj,1…Oj,kj. Each
operation requires exactly one basic resource and 0 or more additional resources from
each competences group. In the objective function there are used time based and cost
based criteria. A schedule that met all given constraints and minimizes objective function
is searched.

4 Staff Selection Method

Determining the required number of staff and their competences is implemented in
three main stages (Fig. 1). In the first stage, the production schedule is determined with
the assumption of unlimited availability of additional resources. Classic scheduling
methods can be used at this stage, adequate to the considered scheduling task model.
Next, the quantitative and qualitative selection of staff is performed.

Quantitative selection of additional resources. The obtained solution is a point of
reference for determining the number of required additional resources and their com-
petences. As in the case of basic resources, depending on specialisation in the set of
additional resources, the following types of specialisation can be distinguished:

– (u) workers are versatile (universal), each of them can perform any of the tasks. This
situation can be found in small size systems, systems with parallel machines,

– (1) each worker has only one competence, most often in job shop, flow shop class
of systems, Description of one competence worker has been extended to W1

x;y;

where x - index of competence group, y - index of worker.
– (d) workers may have more competences but differ in their number; this is the most

common situation in real production systems.

Depending on the considered type of additional resources specialisation, the
number of universal workers Nu, the number of one-competence workers N1, or
quantitative range <Nu, N1> of workers is sought.

Qualitative selection of additional resources. At this stage, verification and opti-
mization of the allocation of additional resources is carried out. The following criteria
may be used for optimization:

– cost based (minC), e.g. costs of man-hours minimisation,
– time based, (minT) e.g. deterioration of the selected performance measures of the

obtained schedule in comparison to the reference schedule,
– quantitative, (minNd) e.g. minimum number of workers, optimal combination of

their competences.

Cases (u) and (1) already have a fixed number of workers, so any change (decrease)
of this number will cause deterioration of time based performance measures of a
schedule. In the case (d) the target number of resources Nd is sought, so the mini-
mization of the number of workers can be obligatory taken into consideration.
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The number of workers can be reduced by a combination of competence within one
post. Then a worker is allocated to operations in the context of different competencies.
Such operations must, however, be disjointed in time.

5 Example

Considered system consists of three basic resources R1–R3 and tasks P1–P5 with
operations that require some additional resources from competence groups Comp1–
Comp4. Operation times and resource requirements are presented in Table 1. A mini-
mum number of workers Nz, z 2 {u, 1, d} required to execute all tasks in accordance
with the adopted plan should be appointed.

Fig. 1. Stages of the staff selection method.
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The reference schedule, created in the first stage of the method, taking into account
unlimited additional resources and optimised for makespan (Cmax) is shown in Fig. 2.
Presented solution is an optimal, according to Cmax objective, but at this stage it is
sufficient to find a selected, acceptable solution – as the basis for searching the number
of additional resources.

Figure 3 shows the schedule with the allocation of operations to universal addi-
tional resources (stage 2). The minimum number them that guarantee the implemen-
tation of the tasks in accordance with the reference schedule is 6 Wu

1 �Wu
6

� �
. The load

in the set of universal workers is presented in Fig. 4.
Figure 5 shows the schedule with the allocation of operations to one-competence

workers (stage 2b). The minimum number of them that guarantee the implementation
of the tasks in accordance with the reference schedule is 10, in 4 particular groups:

Comp1 – 2 workers W1
1;1 �W1

1;2

� �
; Comp2 – 2 W1

2;1 �W1
2;2

� �
; Comp3 – 2

W1
3;1 �W1

3;2

� �
and Comp4 – 4 workers W1

4;1 �W1
4;4

� �
. The load in the set of uni-

versal workers is presented in Fig. 4.
Analyzing the above solutions can be seen the need for optimization. In case of

universal workers the last one is needed only for one task (P5.3), in the period <29–
32>. On the other hand, with one-competence workers, it seems reasonable to combine
some of the competencies within some single posts. Based on the load (Fig. 6)
potential possible ‘merges’ of competencies are as follow:

Table 1. Operation times and resources requirements.

P1 P2 P3 P4 P5

Op1 Op2 Op3 Op1 Op2 Op3 Op1 Op2 Op3 Op1 Op2 Op3 Op1 Op2 Op3

R1 10 8 6 5 3
R2 4 7 7 2 4 4

R3 8 1 9 2
Comp.1 1 1 1 1

Comp.2 1 1 1 1 1 1 1
Comp.3 1 1 1 1 1
Comp.4 1 1 1 1 1 1 1 1

Fig. 2. Stage 1. Schedule for unlimited additional resources.
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Fig. 3. Schedule for universal workers (Wu). Required: 6 workers.

Fig. 4. The load in the set of universal workers (Wu).

Fig. 5. Schedule for one-competence workers (W1). Required: 10 workers.
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Fig. 6. The load in competences groups for one-competence workers (W1).

Fig. 7. “Extended” schedule - one worker (Wu) less.
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– Comp1 + Comp3 or Comp1 + Comp4 - in the period <10–14> - reduction of one
worker

– Comp1 + Comp4 or Comp3 + Comp4 - in the period <15–23> - reduction of 2
workers.

In stage 3, depending on the given assumptions, criteria selected from the groups
presented in Sect. 3 can be used in objective function formulating. The result of the
exemplary optimization is shown in Figs. 7 and 8. The cost of extending the makespan
of the schedule by 1 time unit is compensated by a reduced number of workers to 5.

6 Summary

The paper presents the method of selection of additional resources to the system with a
given load. The method has three stages, the construction of a schedule with unlimited
additional resources, quantitative optimization - determination of the number of
additional resources required and qualitative optimization. The method is applicable in
the selection of the number of personnel and their competences in both newly created
(in order to identify the profile of the wanted employee) and already existing pro-
duction systems. In existing systems, if the competences of the crew are known, it
enables simulations (verification) and analysis of various variants of production,
optimal selection of orders, determination of production capacities and also desired
directions of staff competence development, etc. Application of the method is also
possible when only human resources are planned, without assigning tasks to the
machines. Although we strongly focus on workers, the method can also be applied to
other types of additional resources.
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Abstract. The paper presents a new approach for production capacities balanc-
ing. It is dedicated to companies performing machining services on a variety of
materials on a small scale. Themethod is to help balance the production capacity on
the basis of a defined labor intensity structure taking into account the share of set-up
times and the level of defectiveness. The designednumerical algorithms alongwith
the user interface make it possible to characterize machine tools and orders in the
production system and compare the production capabilities of the system with the
demand.The paper presents the algorithmworking pattern,mathematical formulae
used and a sample source code. An example of a computer application allowing to
estimate the production capacity for sample orders (cast iron castings) and process
routes in a selected cast iron production plant are also presented.

Keywords: Data acquisition � Balancing production � Production capacity
Single unit production � Cast iron casting

1 Introduction

Nowadays majority of manufacturing companies from the machine building industry
are operating in single unit or short-run production which is very complex in terms of
decision making processes in production planning. This follows from the fact that,
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at present, customers are becoming more demanding in terms of quality, cost, per-
formance, operation and many other factors. It requires innovative, flexible, adaptive
and differentiated business models. Therefore this complicated risk-reward situation
requires corresponding approach which should minimize cost levels as well as maxi-
mize concentrating on customer requirements and product parameters [1]. Manufac-
turing companies’ efficiency depends not only on production resources available, but
also on how well they are used [2]. This is especially noticeable in case of complex
manufacturing processes controlling [3]. The problem of using resources in the right
way is strictly connected to the problem of production capacity balancing and also
scheduling production flow.

The fact that there are numerous external as well as internal factors influencing
production processes makes production scheduling a very complicated issue. Decisions
made in the production planning area relate to manufacturing capacity balancing in
terms of quantities, quality, delivery dates and production costs with customer’s
requirements. The necessity of analyzing numerous factors causes manufacturing
companies use tools helping with decision making in the area of scheduling processes.

The aim of this paper is to present a new approach which is intended for production
companies in balancing their production capacities. The method has been tested on the
example of a cast iron foundry machining final products with the use of conventional
machine tools, CNC tools. The results of the work were supplemented by the design of
a computer tool as simple and intuitive as possible. The study was run on the example
of a foundry manufacturing castings from ductile cast iron (EN-GJS-500-7) for the
automotive industry (weight of a single raw casting, without the gating system and the
head being about 30 kg) on an automated box line with a horizontal mold division.

2 State of the Art

Scheduling production assigned to resources that complete the work is a very important
issue from a practical point of view. In literature, it is easy to find a wide variety of
scheduling methods, varying from discrete programming to methods based on
meta-heuristics [4] and artificial intelligence [5–9]. The objective of scheduling is to
plan or sequence production tasks, in order to minimize a certain performance measure
of customer satisfaction [10].

The scheduling algorithm is selected on the basis of production system characteristics,
set of orders to be executed andon encountered constraints.Among scheduling algorithms
available in the literature on the subject there are two types of scheduling systems: simple
and complex. The simple scheduling system is described as single-machine scheduling
and parallel-machine scheduling, while the complex system is described with the use of
flow-shop scheduling, job-shop scheduling and open-shop scheduling. Numerous sci-
entific publications concerning production tasks prove that job-shop scheduling problems
are a current research topic. One of the key issues when scheduling production flows is
proper production capacity balancing. Various production management methods and
tools are implemented to solve ongoing issues at manufacturing companies. Analysis of
the literature of the subject shows that companies implement solutions which support
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quality management [11–13], decision-making processes [14–17], and lean manufac-
turing [18].

The literature describes many applications supporting production processes.
Recently the dominance-based rough set approach is more frequently used to gain
insight into the manufacturing process [19], minimizing losses [20–25], verifying
validity of measurement and inspection tools [12, 26] or even economic conditions and
personal features of the employee [27]. It should also be noted the issue of efficiency is
widely described in the literature not only in relation to the production process but also,
for example, transport [28]. Nevertheless, efficiency of the production process causes
difficulties both in terms of literature, and in economic practice. This is why it is
important to create new tools which could help in decision-making processes in the
area of production scheduling.

Enabling rational decisions in this area requires a parametric description of each
order and each resource with sufficient detail in the planning horizon as well as their
balancing [29]. This parametric description allows to use the initialized parameter to
estimate many others and thus build a more efficient relationship in the form of a set of
equations. In case to define set of orders, which will be considered and balanced with
the available resources, it is necessary to define the planning horizon which deter-
mining its detail.

Capacity balancing is therefore a form of verification how strong is the interrela-
tionship of loads resulting from a set of orders and the available production capacity of
each machine tool. In case the first component of this comparison is less than or equals
the second one, the execution plan for the order (production plan) may be accepted.
Otherwise, it is necessary to iteratively eliminate further orders until the available
capacity (a) is reached. The eliminated orders will be shifted to another planning
horizon. Positive balancing results mean achieving acceptable level of capacity uti-
lization rate (a � 1). Negative result of balancing can mean its excess (a >> 1,
shortage of production means), but also too low machine tools load (a << 1, shortage
of orders) [30].

3 Research and Results

The following section describes the results of tests performed in a cast iron foundry.
They focused on the foundry’s products made of gray (EN-GJL) and ductile cast iron
(EN-GJS) based on modern technologies of melting, forming and production of cores.
The production is performed in an automated box line with a horizontal mold division
(the weight of a single raw casting, without the gating system being about 30 kg). The
castings are mainly intended for the automotive industry.
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3.1 Preliminary Assumptions

The following assumptions were made regarding the new approach to balancing pro-
duction capacity:

– companies for which the approach is intended specialize in production of objects
with a similar technological process, and any operations that are not possible to
process with the use of own resources are transferred to another co-operating entity,

– the load at the beginning of the planning horizon was assumed to be zero for each
machine tool (this means that machine tools at the time of receiving orders for
execution are not loaded at all),

– the paper focused only on the machines’ production capacity, the remaining
capacity, such as energy, human resources, etc. was not taken into account,

– the new method of determining individual machines’ production capacity was
implemented in numerical algorithms prepared specifically for this purpose and was
partially based on the work of [31, 32].

3.2 Idea of New Balancing Approach

Three different types of machined castings were selected for the study (several tech-
nological operations per product). Unit times of individual operations were measured in
specifically designed conditions. Taking into account the above preliminary assump-
tions, the authors presented the algorithm for production capacity based on new bal-
ancing approach. This is a modification of the algorithm presented in the article [30].
Changes were caused primarily by the needs of the foundries, which most often per-
form machining only for selected batches of castings or in special situations where
defective castings are returned from the customer and subject to special processing for
visual inspection (Visual Testing, VT) of defect identification (location, dispersion).
These changes then concern the following issues:

– shorter planning horizon for machining castings of small batches of products,
– machining of various materials – other machinability of materials made of iron

alloys with Carbon Equivalent (CE) value below and above the CE limit = 2%,
– “difficult dimensions” – dimensions of the casting difficult to finish and thus smaller

series of castings (maximum of 10 castings per series).

In the new algorithm, further referred to as ProdBal-2.0, initial steps are generally
included, which are a repetition of the algorithm presented in [30], i.e.: a preview of the
current state of the machine park, machine park editing (adding, removing and editing
machine names and functional parameters). At the stage of machine selection, the
authors modified the possibility of defining the time horizon from the minimum of 1
month to the minimum of 1 day (shorter time horizon) and added new options for
different types of castings as well as difficult dimensions (additional coefficient, CDIM –

Difficult Dimension Coefficient).
The matter of materials machinability (steel, cast iron, light metal alloys, etc.) is also

important here. It should be noted that in recent years intensive research has been carried
out to effectively select machining parameters in order to improve the machinability of
metal materials. Nevertheless, as many studies show, cast iron and, above all, ductile
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cast iron are still worse in processing and more “chimerical” material [33]. This fact has
prompted the authors to include in the new algorithm a further factor prolonging the
processing cycle depending on the material used (CMAT – Material Coefficient). The
scheme of the new approach to production capacity balancing for short series of castings
made of cast iron is shown in Fig. 1.

Fig. 1. Algorithm “ProdBal 2.0” for balancing production capacity (new options have been
marked with the use of red dashed oval)
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3.3 Mathematical Relations Used

Only selected key formulas related to separating individual operations into machine
tools including time optimization are cited in this chapter. Additionally, formulas
modifying the final production capacity balance due to the varied castings and difficult
dimensions and type of material, are given. It should also be noted that the algorithm
also takes into account the shorter planning period (1 day minimum).

Long-term machine tools load – load on machine tools (taking into account
defects and set-up times share and, additionally, CDIM and CMAT coefficient). See
formula 1.

T 0
i ¼

Xr

r¼1

Tirð1þCDEF þCTIME þCDIM þCMATÞ ð1Þ

where:

CDEF – defect level (from 0 to 0,05)
CTIME – factor taking into account set-up times share in the execution of the product
(from 0,02 to 0,12)
CDIM – the coefficient considering the different types of castings as well as difficult
dimensions (0 to 0,2)
CMAT – the coefficient considering the type of the material (0 to 0,3)
Tir – total labor required for the i-th order and r-th machine tool.

Fund available effective (failure rate and permissible load factor). See formula 2.

Fmd ¼ g � gd � Fmn ð2Þ

where:

η – factor for machine tool failure rate, maintenance planning, etc. (from 0,95 to 1)
ηd – level of permissible load - factor taking into account technical condition of
machines and equipment, efficiency of the main mechanic service
Fmn = number of working day * number of shifts * working hours.

Capacity utilization rate of a given machine tool. See formula 3.

a ¼ T 0
i

Fmd
ð3Þ

3.4 “ProdBal 2.0” Numeric Algorithms

Below an important part of the algorithm is presented, responsible for production
capacity balancing using the new approach, which takes into account shorter planning
horizon, various materials machined and production difficulty. Example of a Numeric
Algorithm “ProdBal 2.0” (own works, VBA for Application, 2013).
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4 Computer Application “ProdBal 2.0” Exemplary Praxis

Below selected screenshots of the computer application for production capacity bal-
ancing according to the new approach are presented. They take into account previously
described assumptions. The application’s was validated for data obtained in specially
supervised tests for 3 CNC machines and 3 production orders with the assumption that
one order is a complete processing of one cast product.

During the use of application the user is able to review the current machine park
inventory, edit and if necessary introduce new machine tools. The next step is defining
orders entered into the production system – the number of items and the name – as well
as selecting parameters for the order chosen, i.e. technological operations and indi-
vidual operations’ unit times.
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After defining orders, the program user receives the workload of unit and of the
entire order for each order and the actual length of the production cycle, as well as the
workload structure. The final step in calculating the production system capacity is to
introduce significant correction factors: CDEF, CTIME, CDIM, CMAT, described in earlier
sections of this article. As a result, the user receives the labor intensity structure for
these factors as well as the final production capacity balance of machine tools (Fig. 2).

5 Summary

The new approach to production capacity balancing is intended to help micro and small
enterprises in balancing their production capacity and was presented on the example of
cast iron processing. The method uses a determined labor intensity structure taking into
account the share of set-up times and the level of defectiveness.

As mentioned above, ever more companies produce products in short series, and
the organizational cycle depends not only on available resources but also on the effi-
ciency of their use. The authors proposed a computer application based on a new
approach to production capacity balancing. Additionally, it takes into account a shorter
planning period due to the specific nature of the machining processes of some pro-
duction plants, the casting dimension difficulty factor as well as the material factor. The
presented mathematical formulae as well as the algorithm were implemented in the
working version of ProdBal 2.0. application. It is currently being tested in two selected
production plants.

Fig. 2. Final production capacity balancing for machines and tools
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The idea of further development of the computer application involves, among
others, including initial load of machine tools and assistance in case of excessive load
or underload.
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Abstract. The paper presents an innovative system for teaching of quality tools,
facilitating decision-making in scope of solving quality problems in production
processes. The solution was created with use of immersive Virtual Reality tech‐
nology. The system allows two groups of users – production workers and quality
staff – to interactively gain knowledge about quality tools or obtain advice on
which quality tool should be selected for a given problem. The paper presents the
idea behind the system, its functions and basic stages of its creation, as well as
course and results of testing of its first prototype. The test results confirm validity
of taken assumptions and solutions and allow to perform guidelines for develop‐
ment of the solution.

Keywords: Quality tools · Virtual Reality · Production processes · DSS
Lifelong learning

1 Introduction

Modern production companies have found themselves in a situation, where capability
of dynamic adaptation for changing market conditions (which can be achieved by
different means, such as simulation of complex systems and their possible failures [1],
production levelling plans [2], quality management strategies etc.), is a key factor of
competitive advantage. It means, that all the employees of companies, engaged in
processes, must be equipped in appropriate tools, allowing easy and quick, effective
decision making in all the areas of creating added value for a client.

While delegating privileges and inviting employees to get involved in “quality
issues”, management staff often forgets that the employees may be helpless in a situation
of necessity of making a decision. Often they are not sure of rightness of a decision they
made. On the other hand, they more and more frequently see necessity of making deci‐
sions on the basis of data, facts, not only on the basis of personal experience and intuition.

In the quality management, obtaining and processing data and information from
various processes is done by the so-called quality tools [3–6]. Their application allows
supporting the decision-makers with information, necessary for the decision-making in
field of solving the quality problems, as well as introducing corrective and preventive
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and improving measures in the production processes. Examples of these tools are Pareto
diagram, Shewhart control chart or Ishikawa diagram [7, 8].

The quality tools are effective, widely accepted and used methods of problem
solving. However, their effective use outside quality management departments, espe‐
cially by shop floor workers in production companies, is heavily limited. That is caused
by difficulty in learning them by regular production workers – current teaching methods
are not effective. The typical training courses or books contain complex descriptions,
difficult language and they lack visual, practical examples of use. Besides, there are
many quality tools and knowledge about them is scattered among different elaborations.
It is difficult to motivate a production worker to undertake a learning process and then
make use of the quality tools in daily work. The authors decided to take a closer look
on this problem and develop a new, more effective training method, in order to expand
range of use of quality tools in production companies.

The authors propose to use the Virtual Reality (VR) technology. Its proper imple‐
mentation reduces disadvantages of traditional trainings (boredom, ineffective form,
time consumption, lack of practical approach) and allows to focus on a visual form of
presenting knowledge, as well as engaging trainees in a set of practical activities. This
helps gain knowledge in a more friendly, intuitive and effective way. That is why VR
is frequently used in technical education [9, 10].

In general, the VR systems allow their users to explore and interact with elements
of artificially created, three-dimensional worlds in real time [11]. During the last decade,
the VR applications improved their level noticeably, from simple applications with non-
complex graphics to graphically advanced and logically complex environments,
allowing trainings, design aid or decision making in scope of engineering work [12]. It
is now possible to obtain a good level of immersion, which is a feeling of being a part
of a virtual world [13]. This phenomenon is induced both by use of stereoscopic display
systems (e.g. Head-Mounted Display devices) and by use of natural methods of inter‐
action (e.g. gesture recognition). In the recent few years, low-cost VR solutions have
emerged, which makes availability of hardware such as gesture recognition systems or
HMD goggles much higher than several years ago. The software for preparation of
Virtual Environments has also undergone rapid development in terms of ease of use,
price and capabilities. Virtual Reality is widely used e.g. in prototyping of ergonomic
workplaces [14], designing new complex mechanical systems [15] or in medical training
applications [16, 17]. It is also frequently used for aiding decision-making processes in
industrial companies [18].

The paper presents a concept of a VR system for learning and selection of quality
tools, as well as practical implementation of its first prototype, along with results of tests
performed on groups of target users.

2 Materials and Methods

2.1 Main Research Problem

During a realization of production processes, when something goes wrong, the
employees do not always know how to react and what to do. That is why there are cases
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of hiding the faulty products and results of mistakes and corrective measures taken by
the workers are, at most, the so-called “firefighting”. The quality management staff, has
knowledge on tools allowing to avoid defects in production, better organization and
improvement of processes and products. This knowledge is not easy to share with the
shop floor workers, so its potential sometimes remains undeveloped. The quality staff
also needs support in effective and adequate selection of proper tools for a given problem.
Moreover, the quality staff constantly looks for methods of stimulating creativity of
operational workers, as well as methods for better teamwork. In general, it must be
stated, that the human factor is very important in the quality aspect, as some authors
note [19].

On the basis of results of studies, carried out in Polish production companies [7], it
can be stated that level of knowledge and application of quality tools is insufficient. If
there are problems in production processes, diagnosis and solution by the employees is
troublesome and time consuming. The solution often requires engagement by manage‐
ment or quality staff.

One of the barriers in learning the quality tools is dispersion of knowledge in this
field [8]. It makes it difficult both to learn the tools and decide which one to use in a
given situation. Another problem in gaining knowledge about the quality tools is inap‐
proachable form of this knowledge (difficult language, lack of practical examples).
Traditional methods of teaching the employees are not always effective.

An answer to these problems may be application of modern methods of training,
based on digital technologies. One of them is the aforementioned Virtual Reality – the
authors propose an innovative approach to learning the quality tools, with use of immer‐
sion effect and three-dimensional, interactive visualizations.

2.2 Concept of the System

The developed system will allow employees of small and micro production companies
to easily gain knowledge about application of quality tools in practice. It will be achieved
by application of immersive VR, in connection with three-dimensional, interactive visu‐
alization of implementation of selected quality tools. This form of presentation – educa‐
tion using solely an interactive visualization in immersive googles – will eliminate
problems of knowledge forms and will make the learning process faster and more effec‐
tive, especially for older employees, not always eager to expand their knowledge in
traditional ways. There are numerous examples of general education [9] or engineering
education [10] are a proof that a visual form of knowledge presentation aided with VR
immersion accelerates the learning process and improves permanence of its results.

The presented innovative system will deliver knowledge transformed from its initial,
“book” form to a form of interactive 3D visualization, presenting effective ways of
implementation of quality tools in a production company. The created system consists
of the following elements:
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– VR platform (Windows and Android) – a software application compatible with
popular VR goggles, with 3 modes of operation: learning (for novice users – produc‐
tion workers and inexperienced quality staff), selection (for experienced users) and
exam (knowledge test for users after they finish the lessons),

– a base of quality tools, presented in a visual form – an integral part of the platform,
but with possibility of independent development in further work,

– hardware components: a PC computer + goggles of Oculus Rift class or an Android
phone + Gear VR/Google Cardboard class device.

Application of VR technology will make the quality tools learning process less
arduous, especially for those, who start learning after a longer break. This will be fulfilled
by placing all the knowledge in one place, presenting the methods in an attractive, visual
form, with examples of use.

There are two groups of potential users of the developed system. The first one are
production workers, employed in micro, small and average production companies,
directly engaged in executive processes. The second group of recipients of the system
is quality staff of these companies. They are involved in supervising course of processes
and products, which are their results. The two groups will utilize the system differently
– the production workers will focus mostly on the learning and exam modes, while the
quality staff will mostly use the selection mode and a learning mode to a lesser extent.
The quality staff will also motivate the production workers to gain knowledge of the
quality tools by themselves. It is assumed, that the system can be used without instructor
after a short training.

The authors assume, that learning of the quality tools using the VR technology will
be quicker and easier for the production workers and less experienced quality staff. As
a consequence, due to attractive form of learning, the employees will be more motivated
to gain knowledge. As they will gain the knowledge, they will be able to get themselves
involved in pro-quality actions and decision-making when a problem situation arises
during the production. The quality staff, on the other hand, should benefit from use of
the selection mode, as well as from the learning mode and better communication with
production workers educated by the system.

2.3 Methodology of Work

Creation of the prototype system for learning and selection of quality tools with use of
VR consist of the following tasks:

– preparation of data – dynamical visual representation of use of selected quality tools
in an exemplary small production company, scenarios of operation in a VR environ‐
ment, basics of spatial user interface in VR,

– VR programming – creation of application of the first, PC-based prototype of the
system, with a limited range of functionalities,

– testing the first prototype with representatives of target groups of users,
– preparation of updated data and full user interface for the second prototype,
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– VR programming of the second prototype – PC-based application and a mobile
application for Android-based VR solutions, full scope of functionalities (extended
library of quality management tools, selection mode, exam mode etc.),

– development of mechanisms of further expansion of quality tools library,
– testing the second prototype,
– development of a final, revised prototype of the VR system, pilot implementation in

selected, interested companies.

This paper describes the first prototype of the system and its tests. The first prototype
contains three, selected quality management tools in a form of interactive lessons in
Virtual Reality.

The tests of the first prototype consisted of the following stages:

– interview with a participant, introduction of idea of the system,
– short training of use of VR application,
– self-learning of the three quality management tools in VR,
– knowledge test (exam) performed in a traditional way, 10 questions,
– survey study about quality of particular elements of the VR system (comfort,

graphics, fluency, intuitiveness etc.),
– evaluation survey study of a training solution (not connected to the technical aspects

of VR), containing general questions about importance, attractiveness and clarity of
the training, as well as willingness of using it again.

The test group was 20 persons, divided equally into representatives of the two target
user groups (production workers and quality management staff). One person was
engaged for approximately 45 min – the time of learning was neither limited nor thor‐
oughly recorded by the authors, but no person spent more than 45 min immersed in
Virtual Reality. The users had to go through all the lessons and perform all the activities
in a given lesson. The production workers were then asked to perform a knowledge test.
After that, all participants were interviewed about the whole idea and technical aspects
of the solution. The results of these tests are presented in the Sect. 3.2 of this paper.

2.4 Hardware and Software

The prototype system was created using the Unity 3D software. It is a software platform
for building interactive 3D and 2D applications, including interactive visualizations,
video games and VR applications. It is a very popular platform and it allows building
applications for most of the currently available commercial VR hardware, both PC-based
and mobile, that is why it was selected for the work.

In terms of the hardware used, the authors used a test stand equipped in a VR system,
consisting of the following components:

– a computer with Intel Core i7 processor, nVidia GTX 980 graphics card and 12 GB
of RAM,
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– Oculus Rift CV1 Head-Mounted Display (HMD), equipped with two tracking
sensors, the remote controller (one-handed joystick) and Touch controllers (the
controllers were not used for interaction with the system),

– a 50″ TV for preview of actions currently performed by the user.

3 Results

3.1 Description of the System

The application contains different types of contents, including audio, 2D graphics, text
and 3D models. In the prototype 1, the Unity application contains two basic types of
scenes:

– the main menu scene,
– the lesson scene for a selected tool.

The selection mode will be implemented in the prototype 2 (which is currently under
development by the authors). Similarly, the exam mode – in the prototype 1, the knowl‐
edge of a trainee is tested in a traditional way (a test).

Each lesson scene contains a number of basic constant 2D and 3D objects, which
remain relatively unchanged between lessons of different quality tools. They are, among
other things, the flipchart with 2D illustration and instruction, the production master (an
animated character), as well as the door allowing getting out to the main menu. It also
contains a predefined production setting – a hall with machines, storage shelves, work‐
places, also containing the quality corner (QC) – a desk, whiteboard, electronic display
and a meeting room, with a round table, whiteboard etc. Figure 1 presents the main
starting location and the most important scene components.

Fig. 1. The VR system for quality tool learning – main interactive elements
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Each quality tool is a separate scene (level), launched from the main menu, which
is also 3D and immersive (Fig. 2). The tools are based on the same set of 3D models,
modified and expanded separately. The whole programming is done in C# language, but
the authors have created a set of ready, flexible scripts (with predefined object behav‐
iors), which make the interaction programming easier and quicker.

Fig. 2. Main menu – lesson selection

Learning of a selected tool requires user to perform appropriate activities in the
production hall. The whole process is divided into a number of steps, different for each
tool. Advancement towards next step is possible after performing a specified activity
(or a number of activities). The most frequently performed activities are:

– listening and reading messages from the master (usually theoretical introduction to
a given problem or detailed instruction for a given step),

– watching a predefined animation (usually behavior of other workers),
– gathering an object and bringing it to a specified place (e.g. tool change in a machine),
– interaction with a stationary object (e.g. adjustment of machine parameters),
– interaction between two movable objects (e.g. taking a caliper and measuring prod‐

ucts).

Each step has a specific informative contents (text, 2D graphics, audio – text read
by a lector), as well as an appropriate set of interactive 3D models, presented after
activating a given step. The user is informed by the master what must be done to advance.
After going through all the steps, the user is awarded an achievement and can replay the
lesson or go back to menu.

The user can explore the environment by moving his head and body, walking is
realized partially by body movement (over a small distance – less than 2 m) and partially
by a single-handed joystick (Oculus Remote in the particular, presented setup).
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Interaction with objects is realized first by gazing on them, what should activate a visual
clue (such as highlighting an object). Then the user can tap on the selected object, acti‐
vating an animation, sound, physics simulation, picking up the object or activating a
more advanced sequence of events (Fig. 3).

Fig. 3. Interaction with objects – measuring

The first prototype of the system contains the following tools:

– Pareto diagram,
– control chart,
– affinity diagram.

The first two tools were implemented according to the “learning by doing” approach –
the lesson requires a user to perform a number of practical tasks (such as making measure‐
ments – see Fig. 3, sorting products by defect types etc.). The affinity diagram was imple‐
mented as a lesson of observational character – a user mostly observes activities by the
master and other employees, being directly engaged only insignificantly. Such a lesson is
more like a traditional training (although presented in an immersive environment, with no
live instructor), what has certain advantages (easier interaction), but also disadvantages (less
attractive form of presentation). Intention of the authors was to test both approaches in
teaching of quality tools using the VR technology.

3.2 Test Results

The tests, as mentioned before, were performed on a group of exemplary users from
the target groups. The tests were carried out in the Laboratory of Virtual Reality at
authors’ university. The test participants were, as mentioned before, production
operators and quality staff. Total 20 persons were tested (10 from each group, total
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7 women and 13 men). Because the realized project stays in scope of learning of
adults, with special focus on certain groups, the sample contained persons of low
qualifications, persons of age 40 and higher, persons living in rural areas or small
cities and, most of all, employees of micro, small and medium-sized companies.
Synthetic summary of the evaluation study is presented in Fig. 4.

Fig. 4. Synthetic results of evaluation survey study of prototype 1, red – quality staff, blue –
production workers

Attractiveness of the tested idea (question 1) was evaluated as high (average 4,7 in
both groups), it can be justified by a form attractive for all participants. The second
question – importance of tested concept for the test participants – also noted high value
score (4,2) in both groups.

The opinions were different in both groups regarding question 3 – is the presented
concept important for a large group of people? The quality staff was more skeptical
about it (3,9) than the production workers (4,6). Regarding the question 4 (is the
presented knowledge new to you?) the discrepancy of results between groups is natural,
as quality staff is familiar with basics of quality tools.

The tested idea was evaluated as highly encouraging for learning and gaining new
skills (question 5), more for production workers (4,7), as the quality staff is familiar with
the knowledge. The production workers were also very positive about easiness of
learning (question 6, 4,7), more than the quality staff (4,0).
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Question 7 was about the idea being well-matched to the test participants. Here the
average score was the lowest, although still positive (3,7 and 3,3). The low scores some‐
times resulted from problems with hardware (“one size fits all” VR goggles are not
suitable for everyone).

Uniqueness of the presented solution (question 8) was evaluated very high, what is
not surprising. Clarity and understandability of the application (question 9) was evalu‐
ated lower, but still positively (4,6 and 4,2). The question 10 (does the presented concept
convince you that it is worth to learn for your whole life?) noted another discrepancy
(4,6 to 3,1 in favor of production workers).

The summarizing question 11 (how much you would be willing to use the solution
if all your critical comments were considered in the final version?), noted score of 4,7
for production workers and 4,6 for the quality staff, proving that the solution is very
interesting for all the participants.

Results of the knowledge test – allowing to draw some conclusions about educational
effects – were also positive, as 9 out of 10 production workers passed the test (more than
50% positive answers). Regarding the short time of work, a completely new technology
(VR) and stress of participation in a scientific study, the results are very promising.

4 Summary

The presented solution is a unique computer system for learning of quality tools using
the Virtual Reality technology. So far, VR has not been extensively used in teaching of
abstract concepts or decision-making methodologies – it has been associated more with
practical, technical skills. However, the presented study results show, that VR can be
successfully used to teach such methods, even to non-qualified personnel. In general,
potential of VR in learning can be evaluated as very high.

The quality tools learning system is still in the development phase – the authors are
developing the prototype 2, which will contain much more knowledge and an expanded
range of functionalities. The final tests will show what should be improved and then the
authors will attempt to deploy the solution in industrial companies, outside laboratory
conditions. In the future, the solution should contain at least several dozen tools, in order
to be helpful both for novice and advanced users of quality tools.

The main disadvantage of the VR systems, as resulting out of interviews with the
participants, is the user interface and ways of interaction. It was programmed to be as
easy as possible, yet still some participants found even a simple task of moving around
and looking at objects difficult, let alone more complex activities. The main challenge
in creating the VR systems for education is to balance out complexity of tasks, while
ensuring a proper level of presented knowledge.

Acknowledgments. The presented development work was financed indirectly by Operational
Program Knowledge Education Development, realized by Polish Ministry of Development, in
scope of the “Po-po-jutrze” program.
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Decision Support on Product Using Environmental
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Abstract. In the paper the problem of environmental product characteristics in
Product Lifecycle Management (PLM) systems is undertaken. The general char‐
acteristics of PLM systems is presented. The issue of existence in PLM systems
data concerning environmental product description is discussed. Because of lack
of such data in typical PLM system, the set of environmental product attributes
and their implementation in PLM system is presented. Potential ways of usage of
these attributes in decision support concerning product are described.

Keywords: PLM · Eco-design · Data integration · Decision support

1 Introduction

Production companies have transformed over the years, in the process affecting the
evolution of the global economy and the consumer market. Modern production is not
only very diverse in terms of products (the customer requires multivariance, a broad
offer to choose from), but it also needs to constantly reduce costs, shorten the lead time,
and improve product quality. Enterprises that produce modern products must use tools
that enable quick decision-making regarding e.g. new product concepts. Product Life‐
cycle Management (PLM) systems are among such tools. The benefits of implementing
PLM in a production company include the following:

• support for market analysis and development of new ideas,
• ensuring compliance with legal and safety requirements,
• reducing the risk associated with launching a new product on the market,
• improving R&D employee productivity in the company,
• support for product design management and manufacturing management,
• reduction of time and costs of product design and launch, while maintaining or even

improving quality,
• building a product information database,
• close cooperation of product designers, process engineers, suppliers, partners and

clients, which results in improved business and marketing strategies.

During the implementation of a PLM system in a company it is necessary to prop‐
erly configure the system and perform a number of tasks related to the implementa‐
tion. PLM systems must be individually configured for each end user, which is not
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simple. Often, companies design systems tailored to their specific needs. One of the
most important tasks to be completed before PLM implementation is the appropriate
description of data flow processes, and the identification of the data itself. PLM
systems cover all areas of the company. As a rule, however, each implementation
includes only selected functional areas. Some of the functional areas of the company
are more often supported by PLM systems, some less frequently [1]. One of the areas
that is hardly considered at all in the PLM support area is the last stage of the product
life cycle (recycling, utilization or re-use). From the point of view of managing the
data necessary to make decisions in the company, this is a very important area. Prop‐
erly defined and ordered data regarding, for example, the possibility of recycling or
utilization of a given product, may already be used at the product design stage. This
will later facilitate product recycling, and hence improve its environmental properties.

2 PLM System as a Tool Supporting the Decision-Making Process

The life cycle of a product is the time from the appearance of an idea for a given product,
through the development of the concept, design, manufacturing, distribution and sale as
well as its operation until end-of-use and withdrawal from use [2–4]. To put it simply,
the life cycle of a product includes the stages of product design, manufacturing, use, and
withdrawal from use [5]. Each of the stages has shortened over the years, and as a result
the entire life cycle of the product has been reduced. Markets have been more and more
saturated with new, more advanced products with improved features, which reduced the
product use phase. This trend continues to this day and the role of enterprises wishing
to survive on the market is to keep up with the dynamically changing consumer needs.
Manufacturing companies must therefore focus their efforts on designing and producing
products in the shortest lead time possible. This forces companies to adopt appropriate
engineering tools which, thanks to the development of information and digital technol‐
ogies, can accelerate the work on new products [2, 6–9]. These are CAx systems and
other solutions that support them, such as: Computer Aided Design (CAD), Computer
Aided Manufacturing (CAM), Computer Aided Engineering (CAE), Engineering Data
Management (EDM), Product Data Management (PDM), Product Lifecycle Manage‐
ment (PLM), Product Information Management (PIM), Enterprise Resources Planning
(ERP), and many other, more or less complex systems, the use of which depends e.g.
on the industry which the given company represents. PLM systems were created as the
second generation of PDM systems, based on such solutions as: CAD i EDM/PDM [10,
11]. Their functionality includes product design, manufacturing, quality management,
and market evaluation of the product, as they facilitate the exchange of engineer data
by cooperating with CAD/CAM systems and connecting them with ERP systems. In
addition, a PLM system should exchange data for example with CRM (Customer Rela‐
tionship Management) systems in order to include customer needs in the product life
cycle, as well as with SCM (Supply Chain Management) or MES (Manufacturing
Execution System). Another important feature of PLM systems consists in the integra‐
tion with other systems used in the company by marketing and service departments, and
even in external entities (systems of cooperating companies) in order to accelerate the
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circulation of information about the product. In this case, integration with PIM (Product
Information Management) systems will be helpful. PIM systems allow the users to store
and share product data with interested and authorized business partners regardless of
their location [2]. Therefore, PLM is not perceived as a single application which operates
completely independently; it is rather a system that integrates the software responsible
for the specific stages of product life cycle into a well-functioning whole [12]. PLM, in
addition to being able to integrate a number of the abovementioned IT tools, also
connects people, processes, practices and technologies related to all aspects of product
life, from designing through manufacturing, development and service, to product recall
and final disposal or recycling [10]. PLM is also said to be a strategy, philosophy,
approach in business, because it can help standardize projects, control and share product
data related to product design and development (regarding e.g. time, energy, materials),
automate processes related to tasks that use the data, automate project management itself
and support certain logistic operations [12, 13]. PLM refers to engineering, production
and service functions; it allows you to manage the documentation, use data describing
the product, control product configuration, its development and modification, which
increases the productivity and profitability of the company [2, 12]. Some PLM systems
enable the integration of rapid prototyping processes and the automation of activities
related to the input of data regarding product construction and engineering [14]. PLM
strategies are used by the engineering, procurement, marketing, and production depart‐
ment, but also by the research and development departments, because PLM systems
enable better management of the process of developing and introducing innovations,
achieving higher profitability and better results [2]. In the Internet are online business
is growing, which calls for the development of electronic Product Lifecycle Manage‐
ment (e-PLM) systems. E-PLM, also called PLM 2.0, is a global, mass and interactive
environment intended for all users creating and using the IP protocol. It is a significant
redefinition of the existing PLM solutions. It is a set of groupware applications in which
a distributed project team can be built. They are based on solutions known to all Internet
users, and they focus on online cooperation and specific sharing of ideas. This solution
is not completely disconnected from ordinary PLMs - it is an extension of these systems
by options offered by the web. The use of websites allows to obtain additional functional
possibilities, such as joint development of projects, management of cooperation with
component suppliers, configuration management and dissemination of information
about the product. In PLM 2.0, all business processes can be activated via network access
[2, 14–16]. Another aim is to automate work carried out in projects. This direction of
PLM systems development will continue due to the need to implement the concept of
Industry 4.0 in companies [1, 17].

It often happens that PLM systems are equated with PDM systems, but these are
different solutions. PLM is a business strategy, controlled by information and integrating
people, processes, practices, data and technologies in all aspects of product life [2]. PDM
is an IT system that focuses on the collection and processing of product data, created in
engineering systems (CAx), in the process of product design and implementation for
production. The data include: plans, geometric models, drawings from CAD programs,
visualizations and all related technical information [12]. In contrast, Product Lifecycle
Management is a comprehensive IT system that controls the whole life cycle of a product
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in an organization, from the moment it is invented to the time of withdrawal from
production and discontinuation of service [2]. The PDM system gathers data about the
CAD model, while the PLM system has information about the product definition. Such
a specialized design environment as CAD + PDM supplies the PLM system [18]. The
second main area which feeds data to the PLM system are ERP (Enterprise Resource
Planning) systems that support the management of human resources, materials, produc‐
tion means, etc. Cooperating with PLM, ERP systems support the management of enter‐
prise resources, mainly through finance as well as planning and supervision of business
processes. PLM system, due to its features, can serve as a tool supporting the decision-
making processes throughout the product life cycle. The majority of PLM systems
support the decision-making process in the area of document flow management in the
company. They also serve as a source of information for decision-making in other areas,
such as product design, production planning [19], manufacturing [20], etc. The use of
the PLM system facilitates product development decision-making in dispersed structure
teams.

It is clear however, that according to the above description PLM systems (despite
the wording of the term) only to a very small extent support the area of managing data
concerning the last phases of product life cycle (recycling, utilization or reuse of the
product). The data is necessary for making decisions on the one hand already at the
design stage, and on the other hand, at the stage of product withdrawal from use. This
is particularly important due the increasingly popular concept of ecodesign.

The goal of this paper is to propose extension of the data managed by the PLM system
with environmental attributes in order to make decisions concerning environmental
issues of the product.

3 Taking into Account the Ecodesign Aspects in the PLM System

3.1 Ecodesign Characteristics

Ecodesign, also known as Ecological Design, Green Design, Design for Environment
etc., is a term known since the 1990s [21]. Ecodesign consists in the identification of
the environmental impact associated with the product and considering it in the design
process at an early stage of product development [22–24]. Therefore, the term
describes the basic approach to reducing the negative impact of the product on the
environment during its whole life cycle. The product of ecodesign should be durable,
socially acceptable and meet environmental requirements [21]. Ecodesign results in the
reduction of production and operating costs, improvement of products and technolog‐
ical processes, reduction of material consumption and energy consumption by prod‐
ucts and their packaging, rectifying customer requirements and creating new needs and
requirements, reducing costs thanks to early concept verification and modification
[25]. With environmental product design, you can find many purposes for which it is
used. It may be the intention to protect the environment resulting from high aware‐
ness, as well as a completely trivial reason: the legal requirement. Regardless of the
reason, always the direct or indirect primary or secondary objective of ecodesign will
be to minimize the negative environmental impact of the product in every stage of its
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existence. The sooner it is implemented, i.e. the earlier in the product life cycle in
which environmental aspects are taken into account, the faster and better this goal will
be achieved. Designers have a variety of tools, methods and indicators (e.g. LCA,
LCM, LLC, control chart, MIPS, MIT, etc.) which are based on the guidelines of
ecodesign [26]. If the above guidelines are taken into account already when initial
ideas, sketches and consideration about the new product are made, we can affect
natural environment in 70% or even 90% [27]. What is more, both economic and envi‐
ronmental cost of product modifications introduced at early product design stage are
very low. Therefore, with easily accessible modern technological solutions (for simu‐
lations and prototyping), one can redesign a product and its production process many
times, to arrive at the best possible outcome in the end. We should remember that the
first 20% of decisions (regarding cost and other), determine up to 80% of later effects
[28]. Ecodesign takes into account the environmental impact of materials, resources
and product lifetime. At the beginning of the work, the “ecodesigner” must make
choices and decisions that minimize the negative environmental impact of the product.
In other words, he has to design with the environment in mind, so environmental
aspects should frequently cross his mind. It is therefore extremely important to take
these issues into account early on in the design stage, because all the decisions taken
at this stage will have an impact on the properties and functioning of the product and
on the costs arising later in its life. In order to reach all the intended objectives (such
as reduction of environmental and financial cost, shortening of production processes,
minimization of adverse environmental impact after the end of product life cycle) it is
crucial to properly identify all the important aspects already at the initial stages of
product development. Of course, this is practically impossible when new products are
designed, but such an approach will help when existing products are improved,
because ecodesign also applies to such situations as well [18].

3.2 Ecodesign in the Product Life Cycle

As mentioned above, the life cycle of products is getting shorter, and it needs to be
properly managed. As a rule, PLM systems support operations in four basic areas [11]:

• idea, specification, technical requirements and concept (area I),
• designing, testing and analyzing the product (area II),
• implementation (area III),
• after-sales service and maintenance (area IV).

The life cycle of products can also be considered from the point of view of ecology
and environmental protection [2]. Environmental management uses the product life
cycle analysis defined by the US Environmental Protection Agency (EPA) as a concept
applied to obtain a full picture of the environmental impact associated with a specific
product or activity, by analyzing the entire life cycle of a given product, process or
activity [15]. Ecodesign is one of the tools used nowadays by production companies. In
the areas mentioned above, the ecodesign aspect can also be taken into account. In the
area I and II, the environmental aspect consists in e.g. appropriate selection of material
(for example, secondary raw materials, regenerated) or technology; a manufacturing
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process should be designed in such a way to use as little energy and water as possible,
reduce waste, exhaust emissions or other by-products of the process which have a nega‐
tive impact on the environment. Design processes which take into account recycling are
also an important element. Recycling-oriented design will later result in quick, envi‐
ronmentally friendly disassembly. The theme of ecodesign also applies to area IV, which
can be extended with utilization, which in practice ends the life of the product. In this
aspect, the aim of ecodesign is to facilitate the utilization of the product at the end of its
life cycle: dismantling to a level where it is possible to re-use some of its elements,
recycle used parts, and safely dispose of hazardous waste. This clearly shows a close
connection between area I and II. A PLM system does not provide environmental anal‐
yses, and it will not offer any proposals of green solutions for the project; it does not
support any “eco” aspects directly. However, its functions may be used to store and
organize all ecodesign documents [29]. The user can extend these functions on his own.
In all the abovementioned areas, the use of a PLM system can be beneficial. When
managing the life cycle of a product, communication and cooperation between the
parties involved in the creation of a new product is very important. In particular, it is
crucial to ensure appropriate management (control) over the course of the entire process.
Regardless of rank or type, any information in the form of a document should have its
place in the system. Each file must be accessible to anyone who needs it. It should be
available within a single, structured database, accessible to authorized persons regard‐
less of their place of work, while maintaining the ability to design a workflow, for fuller
control and security. This is especially necessary when the data generated at one design
stage can be used on another stage for decision-making. This is the case with ecodesign
aspects. If all the appropriate attributes are defined from the recycling point of view
already at the design stage, they will be used in decision-making processes at the end of
the product’s life cycle. Therefore, taking all the above into account, the authors decided
to implement the necessary attributes concerning the environmental properties of the
product into the PLM system.

4 Implementation of Selected Attributes Concerning the
Environmental Properties of the Product into a PLM System

The following environmental aspects of the product have been selected for implemen‐
tation into the PLM system:

• the Equipment Group to which the product belongs, under the Act of 11 September
2015 on Waste Electrical and Electronic Equipment [29] and:
– the required level of recovery,
– the required recycling rate,
– recovery rate achieved,
– recycling rate achieved,

• materials and their parameters important from the point of view of recycling [30]:
– material density expressed in [g/cm3],
– tensile strength [MPa],
– elongation at the yield stress Re [%],
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– material processing temperature [°C],
– dielectric constant,
– dielectric strength [kW/mm],
– Young’s modulus E [GP],
– water absorption through the material [%],
– adverse environmental effects of the material (yes/no),
– recycling cost (PLN/kg).

The abovementioned attributes have been implemented in PLM Enovia Smarteam
V5R20 in the standard (supplied by the manufacturer) database PLMDB_R20. This
required that the attributes of the two existing classes in this database be extended:
Projects (containing general information about the product) and Materials (containing
data about materials), and that relevant user interface screens be modified.

After the implementation, data about the environmental properties of the product -
electric mixer (data from paper [30]) were entered into the system. Figures 1 and 2
present the following data for this product: product definition together with its assign‐
ment to the appropriate group under the Act [29] (Fig. 1) and the definition of materials
for this product along with the values of their recycling parameters (Fig. 2).

Fig. 1. Data about the new product (marked with a blue rectangle) entered into the system
(environmental attributes resulting from the implementation - assignment to the Equipment group
under the Act [29] and parameter values - marked with a green rectangle).
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Fig. 2. Data on materials used in the product entered into the system as a result of the
implementation (blue rectangle) along with values for one of the materials (green rectangle).

5 Summary

PLM systems should support all stages of the product life cycle. However, in practice,
there is a discrepancy between the support of individual stages. Some of them are
supported in a very good way (e.g. support of geometrical design by CAD 3D systems),
while others are supported to a small extent or are not supported at all. The last phase
of the product’s life cycle, i.e. the withdrawal of the product from use, can be considered
among the latter. The described work was aimed at closing the gap at least to some
extent. The implemented attributes are not an exhaustive set of all the environmental
data of the product. These include certificates confirming the product’s compliance with
the requirements of specific legal acts or standardization organizations, and environ‐
mental attributes of the product which are not present in typical CAD 3D models. The
implemented attributes will help you make decisions regarding the last stage of the
product’s life cycle (recycling) already at the design stage. The results described in this
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article constitute a starting point for further work related to the implementation of envi‐
ronmental product attributes.
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Abstract. The role of acoustics in architectural planning processes is often
neglected if the designer lacks necessary experience in acoustics. Moreover, few
experiments till the date have brought audio design tools to the classrooms. A
basic BLA (Bipolar Laddering Assessment) experiment is presented with archi‐
tectural degree students showing that sound aspects of urban design are as impor‐
tant as visual ones. Additionally, this experiment indicates the basic guidelines
for the improvement of a urban acoustic education tool which pretends to broaden
architecture students insight into urban acoustic problems.

Keywords: Urban acoustics · Architectural education · BLA · Virtual reality

1 Introduction

The current paper follows three main research lines. The first line focuses on teaching
innovations, such as the so-called information technologies (IT), within the university
framework that cultivates higher motivation and satisfaction in students [1]. The second
research line concerns how to implement new technologies in the architectural repre‐
sentation subject, specifically in urban acoustics representation, in which some investi‐
gations have been made [2]. Finally, the study employs a qualitative analysis method to
concretely obtain the most relevant aspects of the experience that should be improved
both in future interactions and in any new technological implementation within a
teaching framework [3].

Despite the fact that the three research lines mentioned above are not innovations
themselves, their integration into an experiment gives them a clearly innovative nature,
given that very few similar examples exist to date [4, 5]. In addition, the design of the
study focuses on the university level, specifically Architecture studies, where spatial
comprehension is essential and IT elements are very helpful. Thus, this work is both
novel and justified.
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The need of and justification for incorporating IT into the educational process are
particularly relevant, and they are described in the main roles of the European Higher
Education Area (EHEA), which runs the university studies of member countries,
including Spain, where this project was undertaken. Moreover, nowadays the incorpo‐
ration of technology into classrooms is a fact, despite the fact that one cannot affirm that
using technology will lead to an improvement on the motivation, satisfaction or
academic achievement of students.

Similarly, we find a large number of studies concerning the implementation and
evaluation of technology into classrooms [6–8], and if some of them point out the
teachers’ lack of means or knowledge to use IT in promoting learning [9], the fact is
that they conclude that special caution should be observed on the training of the professor
in order to fulfill the support to students [10], also on the school facilities to introduce
the IT into the classrooms [11], and finally on the policies of software they use in their
lessons [11].

It is common to find studies focused on how digital content is included into teaching
ranging from computer use in the classroom or the use of digital resources for online
training [12, 13]. However, it must be emphasized that these quantitative studies have
small sample sizes (quantitative studies are focused on defined variables, which are
better described with a large sample and a large number of respondents), and they lack
clear questions to identity the degree of information that two or more variables could
provide (descriptive, predictive, or casual questions that differentiates research prob‐
lems). According to Fonseca, Redondo and Villagrasa [3], this lack of accuracy is due
to the teacher’s inadequate preselection of questions. Using complementary qualitative
research, it is possible to obtain new variables to study in future iterations and more
detail for the quantitative data.

Meanwhile, the second research line that frameworks this study (the urban acoustics
representation subject) demands a different approach to those studies that have preceded
us. Sound conceived as a waste product in the environmental noise field is a conception
that has increasingly spread into environmental ecology [14]. Instead, Brown [15]
suggests that, in contrast, the soundscape field regards sound largely as a resource – with
the same management intent as in other scarce resources such as water, air and soil:
rational utilization and protection and enhancement where appropriate. In his own
words: “resource management has a particular focus on the usefulness of a resource to
humans and its contribution to the quality of life for both present and future generations.”
This means that a quantitative approach to the soundscape is no longer be useful. Some
studies already include qualitative questions to evaluate the effect of the soundscape in
the urban environment [16, 17]. Thus, a qualitative approach seems more appropriate
for the evaluation and proposals of soundscape approach as this change of sensibility
demands.

For all these reasons, in this paper a qualitative method (using the Bipolar Laddering
Assessment (BLA)) is used to test the use of virtual reality (VR) to present, visualize,
auralize and discuss an architectural scenario realized using CAD tools (computer-aided
design). Moreover, BLA method is very useful with qualitative little samples. It can be
applied to a minimum of 3 people with useful and reliable results [18].
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2 The Real Environments

The old city of Barcelona, also known as Ciutat Vella, presents a particular scenario for
street music practice, as it can be proved when one walks through its streets. The consid‐
eration of this particular city soundscape as an identifying feature of this part of the
urban environments is a topic that has risen during the last decades. In fact, after a long
history of treating “street music performance” or “busking” by local governments as an
annoying or even dangerous practice, legislation has hanged in the last decades into a
more permissive view. Some conditions are imposed to buskers when active regarding
their contribution to the “vitality of everyday life of the city” [19]. What is more, recent
studies conclude that, in some cities, contemporary busking laws are not only tolerated
by buskers, but widely embraced by them [20]. In the case of central Barcelona, although
most of the official buskers feel it difficult to practice their job when they do not follow
the council’s laws [21], the fact is that the sequencing of sounds and plays, of musicians
and wizards, of painters and artists has been shaping definitely the way citizens and
tourists experience the central areas of the city. Street performers and, particularly, street
musicians, far from being an undesirable practice, they are really providing with more
incentives to the public space life, to the interactions between people and the built envi‐
ronment, to the benefit of the retail activity and, in short, to its urbanity [22, 23].

Taking into account the contribution of the street musicians to the standard of living
of this part of the city, it is reasonable to study the soundscape these musicians produce
in those spaces. For architects, not only the quality of life in terms of pleasure or
displeasure is important, but also how this pleasure can be designed and modified in the
spaces. Thus, the study of tools that can manage the soundscape in our cities is of great
value for all urban and architecture designers.

Fig. 1. Plan of Sant Felip Neri Square with emitting and recording points.

In this context, the analysis of some typical street music points in Ciutat Vella of
Barcelona takes part into this soundscape evaluation. An environment is studied here:
Plaça Sant Felip Neri. Different recordings were made in the environment regarding
different positions of the listeners. For the current study, a recording was selected: The
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Fountain by Marcel Lucien was reproduced in Plaça de Sant Felip Neri and then
recorded from five different positions. Figure 1 shows the emitting point with the
enumeration of the different recording points in the square.

3 The Virtual Environments

In order to create the test conditions, it was necessary to virtually recreate Plaça Sant
Felip Neri as faithfully as possible, both on the visual and the auditory aspects.

First of all, a 3D model was created using photogrammetric processing of digital
images to generate 3D spatial data. This method is relatively fast to implement, doesn’t
require specialized hardware like laser scanning and, if performed correctly, produces
high quality results, not as precise as other techniques, but more than enough to transport
the user to a faithful 3d recreation of the square.

The next goal was to recreate the soundscape. Two options were developed and
presented to the test subjects. The first option was to use the original concert hall
recording and present it to the users as is, without any distortion, reverberation or addi‐
tional ambient sounds from the square.

The second option was more complex to create. As stated, five recordings of the song
were made from different locations on the square. These recordings captured the subtle‐
ties a user would experience listening to it in the real square. The challenge was to allow
the test subjects to move freely around the square and still be able to listen the song as
close as possible to the real conditions at any point on the square, not only on the five
recording points.

To extend the experience to any given point, a mixing algorithm was used to perform
a logarithmic interpolation between the nearest recordings, in order to provide an expe‐
rience that was identical to the original when the user was exactly at the recording point,
and faded seamlessly as they moved closer to the next one.

Finally, it was necessary to use a Head Mounted Display to show the virtual reality
to the test subjects. The Oculus Rift was selected for this task due to its compact size,
high quality display and integrated headphones. This provided a fully immersive envi‐
ronment with a great sense of presence to the users.

The Oculus Rift allows for Room Scale tracking. This means that the user can
move around the real space, and that movement translates to the virtual world. This
amplifies greatly the sense of presence and makes the experience a lot more realistic
and comfortable. However, it has limitations: the length of the cable and the resolu‐
tion of the tracking cameras only allow the user to move around a space 3 m long and
2 m wide, approximately.

To improve this aspect, a teleport system was created. Using the Oculus Rift touch
controllers, the user could point at any location in the square, and instantly teleport to
that location. This provided the necessary freedom to move around the square, while
keeping all the benefits of the room tracking.
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The result of this process was an experience that allowed to move freely around a
realistic 3d recreation of the original square, and perceive two distinctly different audio
environments: one that recreated concert hall conditions, and a second one that allowed
to experience as close as possible the square sound conditions.

4 The BLA Test

Using complementary qualitative research, it is possible to obtain new variables to study
in future iterations and more detail for the quantitative data [24].

Quantitative and qualitative approaches have historically been the main methods of
scientific research. On the one hand, quantitative research focuses on analyzing the degree
of association between quantified variables, as promulgated by logical positivism; there‐
fore, this method requires induction to understand the results of the investigation. Because
this paradigm considers that phenomena can be reduced to empirical indicators that repre‐
sent reality, quantitative methods are considered objective [25].

On the other hand, qualitative research focuses on detecting and processing inten‐
tions. Unlike quantitative methods, qualitative methods require deduction to interpret
results. The qualitative approach is subjective, as it is assumed that reality is multifaceted
and not reducible to a universal indicator [26].

Qualitative methods are commonly employed in usability studies and, inspired by
experimental psychology and the hypothetical-deductive paradigm, employ samples of
users who are relatively limited. Nevertheless, the Socratic paradigm from postmodern
psychology is also applicable and useful in these usability studies because it targets
details related to the UX with high reliability and uncovers subtle information about the
product or technology studied.

Socrates was one of the greatest teachers who used questions for his insightful
teaching. Many researchers have pointed out that one of the most powerful methods to
promote critical thinking is verbal interaction, especially Socratic interaction including
rational dialogue and questioning between students and the instructor [27]. Socratic
questioning is defined as the use of thoughtful questions to stimulate students to contin‐
ually probe the subject and as inductive process of guided discovery [28]. Instead of
providing direct answers, the Socratic questioning approach encourages students’ curi‐
osity by continually probing the subject matter with thought-provoking questions.

Through qualitative methods, the goal was to explore users’ desires, needs, and goals
when learning about informatics tools that they would use to design 3D projects in their
future work.

Starting from the Socratic paradigm basis, the BLA system has been designed. BLA
method could be defined as psychological exploration technique, which points out the
key factors of use experience. The main goal of this system was to ascertain which
concrete characteristic of the product entails user’s frustration, confidence, or gratitude
(among many others) [24].
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For the qualitative study, a sample of 18 students (11 men and 7 women) who agreed
to participate was selected.

The BLA method works on positive and negative poles to define the strengths and
weaknesses of the product. Once the element is obtained, the laddering technique is
going to be applied to define the relevant details of the product. The object of a laddering
interview was to uncover how product attributes, usage consequences, and personal
values are linked in a person’s mind. The characteristics obtained through laddering
application will define what specific factor make consider an element as strength or as
a weakness. BLA performing consists in three steps, following the a similar method‐
ology as Fonseca, Redondo and Villagrasa [3]:

1. Elicitation of elements. The implementation of the test starts from a blank template
for the positive (most favorable) and negative (less favorable) elements. The inter‐
viewer (in this case the professor) will ask the users (the student) to mention a posi‐
tive and a negative aspect of the two types of music than can be heard (Option A
and Option B). Thus, we are going to obtain two positive aspects and two negative
aspects.

2. Marking of elements. Once the list of positive and negative elements is completed,
the interviewer will ask the user to mark each one from 0 (lowest possible level of
satisfaction) to 10 (maximum level of satisfaction);

3. Elements definition. Once the elements have been assessed, the qualitative phase
starts. The interviewer asks for a justification of each one of the elements performing
laddering technique. Why is it a positive element? Why this mark? The answer must
be a specific explanation of the exact characteristics that make the mentioned element
a strength or weakness of the product.

From the results obtained, the next step was to polarize the elements based on two
criteria:

1. Positive (Px)/Negative (Nx): The student must differentiate the elements perceived
as strong points of the experience that helped them to understand the music as satis‐
factory, in front of the negative aspects that didn’t help them to understand the music
or simply need to be modified to be satisfactory;

2. Common Elements (xC)/Particular (xP): Finally, the positive and negative elements
that were repeated in the students’ answers (common points) and the responses that
were only given by one of the students (particular points) were separated according
to the coding scheme shown in Tables 1, 2 and 3.

The common elements that were mentioned at a higher rate are the most important
aspects to use, improve, or modify (according to their positive or negative sign). The
particular elements, due to their citation by only a single user, may be ruled out or treated
in later stages for development.
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Table 1. Positive common (PC), particular (PP), negative common (NC) and negative particular
(NP) elements for A option (concert hall) and B option (public square).

E. code Description Av. score (Av) Mention Index (MI) (%)
1PC (A)
2PC (A)
3PC (A)
4PC (A)
1PP (A)
1NC (A)
2NC (A)
3NC (A)
4NC (A)
1NP (A)
2NP (A)
3NP (A)

Clarity of music
Guiding thread for music
Quality of sound
Focused on the music
Peaceful Music
No realistic
No sense of space
Without background
Movement too fast
No variance of echo
Like a television
Too loud

7,7
8,3
8,3
9
9
3
4
4,5
4
4
4
4

44,4
16,6
16,6
11,1
5,6
33,3
22,2
11,1
11,1
5,6
5,6
5,6

1PC (B)
2PC (B)
1PP (B)
2PP (B)
3PP (B)
1NC (B)
2NC (B)
3NC (B)
4NC (B)
5NC (B)
1NP (B)
2NP (B)

Realistic
Sense of the place
Alive
Softer and modulated
More natural
No clarity of music
Relation between background and vision
Disturbing background
Problems with volume
It is not real enough
Quality of hardware
Sudden changes on sound

8,4
8,7
9
7
7
3,8
4,7
3,7
3,7
3,5
5
3

50
33,3
5,6
5,6
5,6
22,2
16,7
16,7
16,7
11,1
5,56
5,56

The individual values obtained for both indicators, positive and negative, are shown
in the following Table 2. Once the features mentioned by the students were identified
and given values, the third step defined by the BLA initiated the qualitative stage in
which the students described and provided solutions or improvements to each of their
contributions in the format of an open interview.

Table 3 shows the main improvements or changes that the students proposed for both
positive and negative elements.
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Table 2. Individual scores for PC, PP, NC and PC elements for A option (concert hall) and B
option (public square)

E. code Male Female
Users U

1
U
2

U
3

U
4

U
5

U
6

U
7

U
8

U
9

U
10

U
11

U
12

U
13

U
14

U
15

U
16

U
17

U
18

1PC (A)
2PC (A)
3PC (A)
4PC (A)
1PP (A)
1NC (A)
2NC (A)
3NC (A)
4NC (A)
1NP (A)
2NP (A)
3NP (A)

-
9
-
-
-
2
-
-
-
-
-
-

-
-
8
-
-
-
2
-
-
-
-
-

-
-
-
8
-
-
4
-
-
-
-
-

9
-
-
-
-
-
-
-
5
-
-
-

8
-
-
-
-
3
-
-
-
-
-
-

-
-
7
-
-
4
-
-
-
-
-
-

8
-
-
-
-
-
-
5
-
-
-
-

-
8
-
-
-
-
5
-
-
-
-
-

7
-
-
-
-
-
-
-
3
-
-
-

7
-
-
-
-
-
-
-
-
-
-
3

8
-
-
-
-
-
-
-
-
4
-
-

-
-
-
10
-
-
-
-
-
-
4
-

8
-
-
-
-
-
-
4
-
-
-
-

-
-
9
-
-
3
-
-
-
-
-
-

-
-
-
-
9
-
-
-
-
-
-
-

-
8
-
-
-
5
-
-
-
-
-
-

7
-
-
-
-
-
5
-
-
-
-
-

-
-
8
-
-
1
-
-
-
-
-
-

1PC (B)
2PC (B)
1PP (B)
2PP (B)
3PP (B)
1NC (B)
2NC (B)
3NC (B)
4NC (B)
5NC (B)
1NP (B)
2NP (B)

-
10
-
-
-
-
-
-
3
-
-
-

9
-
-
-
-
-
5
-
-
-
-
-

-
-
-
7
-
-
4
-
-
-
-
-

-
9
-
-
-
-
5
-
-
-
-
-

10
-
-
-
-
-
-
-
-
3
-
-

9
-
-
-
-
-
-
4
-
-
-
-

7
-
-
-
-
4
-
-
-
-
-
-

-
9
-
-
-
3
-
-
-
-
-
-

5
-
-
-
-
-
-
-
-
2
-
-

9
-
-
-
-
4
-
-
-
-
-
-

-
4
-
-
-
4
-
-
-
-
-
-

10
-
-
-
-
-
-
3
-
-
-
-

-
-
-
-
7
-
-
-
-
-
5
-

-
10
-
-
-
-
-
-
-
-
-
-

-
-
9
-
-
-
-
4
-
-
-
-

8
-
-
-
-
-
-
-
5
-
-
-

-
10
-
-
-
-
-
-
3
-
-
-

9
-
-
-
-
-
-
-
-
-
-
3

Table 3. Proposed common improvements (CI) and particular improvements (PI) for both
positive and negative elements for common and particular items in A recording (concert hall) and
B recording (public square).

E. code Description Mention Index (MI) (%)
1CI (A)
2CI (A)
3CI (A)
2PI (A)
3PI (A)
4PI (A)

Improve the relation with the environment
Improve the background sound
Change the position of the sounds
Decrease the volume of the sound
Improve the relation with the musician
Improve the quality of the sound

66,7
22,2
11,1
5,7
5,7
5,7

1CI (B)
2CI (B)
3CI (B)
4CI (B)
5CI (B)
1PI (B)
1PI (B)

Improve sound quality
The changes between position could be more soft
Balance the volume levels between different points
Improve the relation between vision and sound
Decrease the background noise
Improve the clarity of sound
Improve the relation with the place

27,8
22,2
11,1
11,1
11,1
5,7
5,7

4.1 Results

At this point, it is interesting to identify the most relevant items obtained from the BLA,
by high rates of citation, high scores, or a combination of both. It is important to separate
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the types of results obtained. The first group belongs to A option (concert hall recording),
and the second group belongs to a B option (public square recording). After the elici‐
tation of the most relevant features of each of them, we are going to close with their
comparison.

A option (concert hall recording). We can highlight that this kind of recording has
a good clarity of music (MI: 44,4%, Av: 7,8), it favors the guidance of the thread for
music (MI: 16,6%, Av: 8,3), and the quality of the sound is valued (MI: 16,6%, Av: 8,3).
In terms of the main negative comments, students clearly identified a lack of realism in
this kind of experience (MI: 33,3%, Av: 3), that was related to the lack of sense of space
(MI: 22,2%, Av: 4) and they missed a background noise (MI: 11,1, Av: 4,5), aspects that
were directly related to the design of the application.

B option (public square recording). Two main positive aspects were highlighted by
students: the high degree of realism of the application both in visual and acoustic terms
(MI: 50%, Av: 8,4), and the good relation between sound and place (MI: 33,3%, Av:
8,7). Conversely, some negative comments were pointed out: a lack of clarity in the
music (MI: 22,2%, Av: 3,8), a bad relation between background and vision (MI: 16,7%,
Av: 4,7) which should be solved with the position of different visual avatars, and the
presence of some disturbing background (MI: 16,7%, Av: 3,7) due to the different
moments of the original recordings. Technically, these would be the main aspects to
modify in future iterations of the proposed method.

In summary, two clear opinions about the experiment were shown, which confirm
the first question of the survey: Which recording do you prefer, A or B? Most of people
(61,1%) agreed that B option was better than A option (38,9%). The reasons for this
answer were clearly explained in the rest of the survey. Although there was a high
valuation of the realism of the application both in visual and acoustic terms in B option
(MI: 50%, Av: 8,4), it was also certain that clarity of music in B option was not as good
as A option, as we can note if we compare 1PC (A) with 1NC (B). This fact, confirms
that street music recording implies a decrease of the quality in the music played. This
loss could be a drawback for musicians who want to perform their art in the middle of
the city. But the survey reveals us another feature that must be taken into account: a third
of the students (MI: 33,3%) evaluated option B with an almost excellent value (Av: 8,7)
on the sense of space quality (2PC (B)). This fact shows a hidden potential of spatial
sound, that is, the sound spatialization. One can find several attempts on the history of
music were composers wrote their music having in mind the spatial features of the places
they were going to be played. However, all these compositions tend to be limited to a
closed space were also the spatial possibilities are limited to that space. Suddenly, a high
range of possibilities spreads when the closed concert hall is opened to the openness of
the squares and public spaces. Coupled volumes, streets, galleries, balconies or even
stairs belong now to this new stage for music that can be explored in infinite ways.

5 Conclusion

The present study concludes that a good acceptation of the spatialized sound in VR
environments has been recorded by the students. Moreover, they value sense of presence,
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that is, the possibility to “feel like being in the place” that the spatialized sound gives to
them. These results encourage us that the inclusion of localized sound into VR can be
valuable in urban acoustic design applications.

Nevertheless, some important limitations need to be considered. Firstly, a wider
range of possibilities in the VR environment in order to serve as an urban design tool.
In fact, the decision on the position of the sound sources is one of the aspects that will
make this tool more useful for architects. Also, the definition of the materials and posi‐
tion of the architectural elements of the scene could be one of the focus for further
research.
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Abstract. The present work can be included in a much broader research related
to an improvement on the learning of structural concepts and their practical appli‐
cation for architecture students, and consists in identifying significant variables
to predict the effect of different teaching practices using an academic analytics
approach. This work gathers data from surveys answered by architecture students
– from La Salle Architecture School in Barcelona - to confirm the hypothesis that
motivation is a key aspect to focus on. The results confirm it, and configure the
working basis to check the efficiency of the teaching practices to be analyzed next
academic years and for defining a predictive model on structural learning for
architectural students.

Keywords: Learning analytics · Structures for architecture students
Architecture studies · Learning indicators

1 Introduction

This article is based on an investigation aimed at identifying - using the learning analytics
[1] approach –significant variables to predict the efficiency of different teaching prac‐
tices, in order to improve the learning of structural knowledge and its application in
architecture students, so that a predictive model can be defined based on these variables.

As a first stage for the research, motivation of students on the structural area is being
analyzed, and also students’ perception about the need of a deep structural knowledge
on structures to become an architect.

This article presents results from surveys carried out on students close to finishing the
architecture degree on one side, and to students of 1st, 2nd, 3th and 4th course on the
other side. All respondents are architecture students in ETSALS (La Salle Architecture
School in Barcelona, originally: Escuela Técnica Superior de Arquitectura La Salle). The
main aim pursued with this study is to support or refute the following hypotheses:
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– Students perceive that a deep knowledge in structures is not really needed to become
an architect.

– Immersion in the atmosphere of schools of architecture boosts these students’ percep‐
tion.

– Generally, students close to finishing their studies do not know how to implement in
practice their structural knowledge.

– Generally, motivation of architecture students in creative aspects is higher than in
technical aspects.

On the other side, the surveys outcome is analyzed to find significant indicators that
could be related to the representative values of the aspects that are intended to be
improved, mainly the degree of learning and the degree of implementation of knowledge.

2 Context: Architecture and Structures

Even though architecture is broadly defined as a synthesis of arts and sciences from
ancient times to the present [2–5], the huge amount and complexity of knowledge and
competences needed has led most of the architects to specialization.

Today, architects have different professional attributions in each country, and that
has led to different teaching approaches and school curricula, especially on competences
required on technical subjects. Most European countries do not require deep structural
knowledge to architecture students, for they have not professional attributions, while in
other countries, like Spain, architects are considered to be the last responsible of building
structures [6] and this professional attribution is automatically recognized when archi‐
tect’s title is obtained.

Even though these differences exist, European Directive 2005/36/CE [7] establishes
automatic recognition of the Architect title in all EU countries, with the only condition
of the possession of an Architecture title obtained in any state member of the EU, with
no mention of the difference in professional attributions for each state. That leads to the
fact than the same title has different professional attributions depending on the state
where architecture is practiced, although titles come from diverse architecture training
programs where technical aspects are treated differently.

2.1 Structures Subjects in the Spanish System

Spanish architecture study programs include a complete training in structures – design
and calculation, in coherence with architectural concept, and execution surveying -,
provided that architects are responsible for building structures, according to current
regulations [8, 9]. With some difference between the different architecture schools, all
curricula include subjects on mathematics and physics, on resistance of materials and
on application of current structural codes in Spain, mainly the Building Technical Code,
the Concrete Structural Code and the Steel Structural Code.
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2.2 Structures Subjects in La Salle

The ETSALS was founded in 1997. The following subjects related to the structural area
have been always included in the studies programs: mathematics, physics, introduction
to structures, concrete and steel structures, and geotechnics and foundations. All these
subjects can be found in the current syllabus [10] that meets the requirements according
the Bologna process.

Currently, two study programs are mainly ongoing in ETSALS. Architecture degree
is developed in five academic years in both programs. Structures area subjects are:
Mathematics, Physics (1st year), Introduction to Structures (2nd year), Concrete and Steel
Structures (3rd year) and Geotechnics and Foundations (4th year). Last academic program
approved, dated in 2015, of 300 ECTS (European Credit Transfer and Accumulation
System), requires to be completed with a Master’s course of one academic year and 60
ECTS, that includes the Applied Structures subject.

Structural knowledge acquired is supposed to be applied in other subjects included
in other areas, mainly in Construction (3rd, 4th and 5th years) and Projects (1st to 5th years),
and evidently in the Final Degree Project (FDP).

2.3 Assessing Training: Learning Analytics

Assessing training is always a difficult task, since it is closely connected to the context
where (formal, non-formal and informal) training to be assessed has taken place and to
the type of assessment approach that has been used. Generally, in the literature on
training evaluation, two major theoretical approaches can be found: evaluation training
and effectiveness training. The former is based on the evaluation of learning outcomes
achieved at the end of training, which is based on the effectiveness of training that was
provided. In the former approach, objectives, content and design of training become the
object of evaluation; in the latter approach, however, the training process is examined
in all its stages (pre, ongoing and post) considering the variables that might have influ‐
enced the effectiveness of training activities [11].

Assessment supports and fosters the quality development of an education and
training system because it:

– Identifies the strengths and weaknesses of an education and training system and
actions

– Observes and analyses how resources are used
– Involves and empowers the stakeholders engaged in the training system and actions
– Ensures that a change has indeed occurred with effects on the institutional and social

context
– Allows to identify critical issues in a primary phase using Pre and Profile tests, and

using mixed methods (combining quantitative and qualitative approaches) for a better
interpretation of the results [12].

When we try to incorporate new educational methods, we need to incorporate them
into teaching in a controlled manner; there are some risks that need to be controlled
before one can improve not only the curriculum but also student skills and knowledge.
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For example, in the case of new technologies, the professor must be trained and capable
of providing full-time support to students: he or she must be capable of offering a good
and precise explanation of the practice and methodology, must correctly select the
applications, and must provide clear final objectives. Previous studies describe “critical
mistakes” in the implementation of these types of methods, mistakes that can generate
negative perceptions among the students and which need to be avoided [13].

For all these reasons, it is necessary to develop educational decision support systems,
in order to improve technical education. In this framework, Learning Analytics
addresses the management and analysis of the educational data for the improvement of
learning: “Using analytics we need to think about what we need to know and what data
is most likely to tell us what we need to know” [14].

We can affirm that Learning Analytics has become the main topic of educational
conferences, and it is more than a simple trend in education [15, 16]. Ferguson defined
Learning Analytics as “the measurement, collection, analysis and reporting of data about
learners and their contexts, for purposes of understanding and optimizing learning and
the environments in which it occurs” [17]. Related with this concept, we can find other
ideas; for example, the Educational Data Mining and the Academic Analytics. The first
one is concerned with developing methods for exploring the unique types of data that
come from educational settings, and the second idea, Academic Analytics, is a mixture
process for providing higher education institutions with the data necessary to support
operational and financial decision making [18, 19].

3 Method

As already stated, several surveys have been conducted on Architecture Students at
ETSALS.

On one side, students of last year were consulted some weeks before the date of their
FPD presentations, and therefore, only weeks before they became architects. This survey
has been conducted four times between July 2016 and May 2017. The overall sample is
comprised of 131 students, which were requested to answer questions on a scale of 1 to
5 with the aim of:

– Assess students’ motivation on structural topics
– Know their perception about what they know on structures and about what should

be known
– Know their perception about their capacity of being responsible of structures calcu‐

lations
– Know their degree of satisfaction about their knowledge and about how structures

are taught.

Students’ grades obtained in subjects of structures area have been incorporated to
complement this information, as has been done with the number of calls needed to pass
each subject, the FDP grade, and other data like the number of structures corrections
during the FDP development and the work experience of the students in architecture
and/or structural studios.
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On the other side, different surveys have been conducted in first weeks of the
academic year 2017/2018 to undergraduate students of 1st, 2nd, 3th and 4th year. The total
number of samples is 197: 55 from 1st year, 52 from 2nd year, 51 from 3rd year and 39
from 4th year students. These students were also asked to answer on a scale of 1 to 5
questions that search to evaluate the same three aspects described and to identify when
significant changes take place.

Correlations between data obtained from surveys have been analyzed, especially
those useful to parameterize the degree of knowledge of structures and the degree of
application of this knowledge.

4 Results

This section summarizes the data analysis obtained from surveys. The numerical results
presented here are the average of the answers on a scale of 1 to 5. Correlations are shown
in percentage, according to Pearson correlation coefficient. Results are arranged
according to the four hypotheses to check as described in the introduction.

4.1 Students’ Perception About the Degree of Structural Knowledge Needed
for Architects

Survey responses confirm the first hypothesis, that students perceive that a deep knowl‐
edge in structures is not really needed to become an architect. This is in contradiction with
Spanish professional attributions that set architects responsible of building structures.

FDP students admit a low degree of structural knowledge, while consider not neces‐
sary to improve it. So, the average answer when requested about their capability of
calculating buildings is 2.77, and 3.3 is the average score about their perception about
pre-dimensioning capabilities. The students consider themselves not able to be respon‐
sible of building calculations (scoring an average of 2.43). Note that all FDP students
consulted obtained the Architecture title some weeks after the date of the survey.

Even with better scores, students are critical of their degree of learning and of how
structures are taught in ETSALS, as can be deducted from the answers to questions, i.e.
‘if they think if they have enough structural knowledge to become architects’ (average
score is 3.5), if they are satisfied with what they have learnt (3.4) and the degree of
satisfaction about how structures are taught (3.6).

We find especially significant that even students who answer with 4 or 5 when asked
about if their structural knowledge is enough to be architects, admit not to have enough
knowledge to calculate structures (scoring 2.8 and 3.6), not to be capable of being
responsible of structures (averages of 2.6 and 2.75), and are the students who score
lowest when asked about considering the idea of working in structures (1.8, close to the
average of 1.9 got from all responses).

FDP students score with an average of 3.75 their interest in broadening structural
knowledge, with 3.4 the need of deepening in it in undergraduate programs, and with
3.2 the idea of deepening it in master’s programs. In this vein, an average score of 3.5
is obtained when asked for the idea of strengthening the teaching of applying structural
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knowledge in projects design, and 2.9 is the average answer to if it was good a more
demanding assessment on structures subjects. 3.45 is the average score when asked if
structural skills of architects should be improved.

It is significant that students who are more likely to work professionally in structures
score higher when consulted about the need of improving architects’ skills in structures.
This need is also more perceived by the students that are more satisfied with their
knowledge and with how structures are taught. It could be said that students who are
more interested in structures think that architects’ structural skills should improve.

Another interesting finding is the lack of relationship between the grade obtained in
the FDP and the average grade of structures subjects got during the undergraduate
studies. Correlation between these two variables is just 12%. Answers of the five students
who got the maximum FDP grade of 10/10 are in line with the hypothesis being checked
that students perceive that architects do not need to have deep structural knowledge.
They score their ability to calculate with 2.4 (average is 2.8), their capability of being
responsible of calculations with 1.5 (average is 2.4) and they are not thinking of working
professionally in structures (1.6 when average is 1.9). They think it is not necessary to
deepen structural knowledge (2.4 when average is 3.4) and are the ones who least want
to improve their knowledge (3.2 in front of the average score of 3.8).

4.2 Influence of the Atmosphere of the School of Architecture in This Perception

Students are aware that many architects do not know how to calculate structures, and
this awareness takes place in the first academic year. That can be deducted from the
answers of undergraduate students when asked about it. At the beginning of the 2nd year,
the average answer score is 3.2, similar to the score got from 3rd and 4th year students,
while the students who begin 1st year mark it with an average of 4.2. Therefore, this
change of perception occurs in one academic year, which is also reflected when asked
if they think they will know how to calculate when they finish the degree, going from
4.55 (1st year students) to 3.7 (3rd and 4th year). The hypothesis seems confirmed, as this
perception changes significantly in only one academic year.

The fact that the grade of the FPD has virtually no relation to the grades obtained in
the subjects of the area of structures increases this perception that structures are not an
essential part of the knowledge necessary to be an architect.

4.3 Perception of the Students About Their Capacity for Practical Application
of the Knowledge of Structures

The answers of the students on this perception give rise to results that are thought to be
different from those that teachers would have. It would therefore be necessary to contrast
with the perception of teachers, to confirm whether both perceptions are similar or, as
we suspect, differ. Teachers of subjects on structures at ETSALS have an average
teaching experience of more than 15 years, and an average professional experience in
structures of more than 25 years.

FDP students consulted think they are able to adequately select the structural
typology for their buildings (average score of 4.1 for residential buildings and 3.8 for
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public buildings), which contradicts the teachers’ experience. As has been said, the
perception of the application of knowledge is low when asked if they are able to pre-
dimension (3.4) and calculate (2.8) their structures.

When the FDP students are asked if they have applied the knowledge of structures
to the workshops and projects they respond with a 3.7, and when they are consulted
about the application in the FDP they score with a 4.0.

In the case of similar questions, students who begin 3rd year score 2.9 on being
consulted about whether they apply the knowledge to projects and workshop, while in
4th grade this value rises to 3.8. 3rd year students respond with 2.82 when consulted about
whether they know how to pre-dimension, and those of 4th respond with a 3.36.

As can be seen, values are generally low, and it would be confirmed (in the absence
of contrasting data obtained from teachers) that there is a considerable margin for
improvement.

4.4 Motivation of Students in Technical and Structural Aspects of Architecture

Responses reveal a lack of motivation in the technical field in general, and in structures
in particular, as can be deducted from different answers: in students from 1st to 4th year,
the motivation for the technical part (3.85 on average) is always below the motivation
for the creative side (4.55 on average). FDP students declare that they do not have interest
in working professionally in structures (1.9 on average), a score much lower than that
declared by students from 1st to 4th year when asked on the interest in working in a
technical branch (3.24) and even lower than the same students when asked if they would
like to work in a creative field (4.5).

In addition, students who have not yet started studying any subject of structures
perceive that structural knowledge is not completely necessary for architects and believe
that structural subjects will be difficult for them. The finding of this predetermined
thinking is found in the following answers: before taking any subject on structures,
students think that they will not like them very much (score of 3.6) and that those subjects
will be difficult to pass (3.4 of average score where 1 is easy to pass and 5 is difficult to
pass). Later, when they have already taken one or two subjects of structures, they confirm
that they do not like them (3.5 on average) and they find them even more difficult than
they expected (2.85).

4.5 Other Significant Relationships Between Data

The relationship between data has been analyzed to identify variables that significantly
affect students’ perceptions.

It has been found that there is no significant correlation (16%) between the average
grade in structural subjects and the perception of the students that they know enough. It
is remarkable the fact that the average grade in structural subjects makes no difference
on the score to the question about knowing how to calculate (around 2.8 on average for
all the studied grade ranges). Students who have the best average grade of structures
score lower than the rest on their ability to be responsible for the structures of the build‐
ings. Finally, the 5 people who achieved a higher than average grade in structures stand
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out to be poorly satisfied with the acquired knowledge (2.3 when the average is 3.4),
and are also unhappy with how structures are taught (3 when the average is 3.6). At the
same time, they are the ones who most believe that the level of structures of architects
needs to be improved (4.2 when the average is 3.5).

5 Conclusions and Future Lines

The following hypotheses are considered to been proven:

– Architecture students have the perception that a deep knowledge in structures is not
really necessary to be an architect.

– Immersion in the atmosphere of an architecture school boosts this vision.
– In general, students close to finishing the degree of architecture do not know how to

apply the structural knowledge acquired in practice.
– In general, the motivation of architecture students is lower in the technical aspects

than in the creative ones.

In order to achieve the learning objectives, and to parameterize the results as far as
possible, identifying significant indicators, the following future lines of action are
considered:

– Check if the students’ motivation improves when focusing structural subjects on
practical application of structural knowledge.

– Check if there is any improvement in results when motivation improves.
– Check if a change in the perception that structural subjects are difficult will result in

an improvement of the results.

For this last point, as shown in various studies such as those collected by Ken Bain
[20], perceptions of students may have an influence on the results they obtain. It may
well be that students’ performance decreases if they perceive that they do not need to
know about structures and that it will be difficult to achieve a satisfactory grade in
structural subjects.
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Abstract. The diversity of students can be seen in all of their school and
extracurricular activities. Addressing the diversity of students was part of the
research aimed at integration of Personal Learning Environment and mobile
technology into elementary school instruction. The paper describes the different
approaches of upper primary school students to working with a PLE-based
environment, with emphasis put on gender differentiation. One of the main
research objectives was to determine the possible gender differences in the use
of storage, the nature of saved files or their organization. The presented results
show that there are significant differences between boys and girls. As far as the
PLE is concerned, the differences can be understood at different levels. The
results of analysis of working methods used by groups of students can be used in
a number of fields. Identification of gender, age and other differences may not
only help integrate the PLE into the education process, but also serve as a
springboard for designing and/or implementing PLE software solutions.

Keywords: Personal Learning Environment � Gender � E-R-R-A model
Student diversity � Web 2.0 tools � ICT

1 Introduction

Since each student approaches the education process in a different manner (to a greater
or lesser extent), each student is considered unique. The main characteristic in which
students differ (physical predisposition aside) is a preferred learning style which
determines how the student acquires, processes and remembers new information. The
process of knowledge acquisition goes hand in hand with the diversity and number of
information sources used during the process. While some may consider a pencil and a
notepad to be suitable tools, others (especially today’s students and teachers) may
prefer computers, laptops, cellular phones, tablets and other devices that can be con-
nected to the omnipresent Internet. These devices, together with the Internet services
enable the creation of the so-called Personal Learning Environment (PLE), which can
lead an individual through their student, professional and personal life.
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2 PLE as an Appropriate Method for Using Ict in Schools

The positive effect of information and communication technology (ICT) on the edu-
cation process, regarding the development of key competencies, knowledge and skills
has been proved by numerous studies and researches. However, it needs to be stated
that the vast majority of those researches used ICT for a single purpose (e.g. in one
course only, in one part of the lesson or for selected thematic units). Since there is no
use in only using a tablet as an electronic presenter of information when its potential is
much greater, the use of ICT in instruction is now evaluated with regard to its use in
humanities and natural science subjects during the entire course of instruction (Fig. 1).

The Personal Learning Environment is a complex solution. This environment
represents technology, Web 2.0 and social network tools which help people manage
their learning process [1].

Downes [2] takes a closer look at the PLE elements. According to him, a PLE
should contain:

• Profile management tools (change of password, arrangement of icons and files,
etc.).

• Tools for editing and publishing materials (text editor, painting, tool for creating
mind maps, etc.).

• Tools for saving external sources and websites (website directory, glossary of terms,
etc.).

Fig. 1. Different nature and structure of PLE in students.
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Aside from the aforementioned tools, a PLE can also contain Tools for learning,
(and other activities) management and planning (notebook, calendar, task pad, etc.)
and enable sharing of information (and knowledge) and cooperation of students.

It is important that students learn about the possibilities of PLE in elementary
school so they can use it in their further studies (at higher levels of education) when
they need to process large amounts of information in the most effective way possible.
Systematically working with this environment, students will be able to use ICT in a
complex manner. Moreover, it will help them realize that there is a plethora of ways of
working with information.

3 Designing PLE

Upper primary school appears to be the best time to introduce students to the PLE. The
initial contact with the PLE environment needs be controlled, however. The controlled
and systematic use will ensure:

• Organized instruction – neither instruction nor the use of ICT is chaotic. It enables
students to better understand when to pay attention to the teacher and when to use
the PLE.

• Quality instruction – students use quality and appropriate PLE services provided by
the school.

• Focused students – students do not disturb each other.

All of the above can be ensured by choosing an appropriate instruction model. The
four-step E-R-R-A model, which is based on the three-step E-R-R model, was designed
for the purposes of research (for more detailed information [3].

E-R-R-A-based instruction is divided into four stages:

1. Planning and evocation (E)
2. Realization of meaning, Contact with resources (R)
3. Reflection (R)
4. Aggregation of knowledge (A)

The E-R-R-A model is described in detail in a 2015 ICETA Conference paper [4].
In the first stage, the teacher informs students about the lesson plan, with the students
marking the important dates (tests, seminar papers, laboratory exercises, field trips, etc.)
in the calendar, which is an integral part of the PLE. In the evocation part, students use
the notes they made earlier, which are related to the current thematic unit.

The second stage, Contact with resources, is influenced by the chosen organiza-
tional form of instruction. In this stage the student processes new information. In this
stage, students have a certain degree of freedom as they themselves decide which of the
available tools they use to process the information. The student can choose from a
variety of tools, such as a note-taking tool, cloud storage, glossary of terms, pictures,
videos, audio, etc.

In the Reflection stage, students share their knowledge with their peers. Knowledge
sharing and discussing the processed information helps deepen, retain, systematize and
expand knowledge.
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In the Aggregation of knowledge stage, students use tools to create a concept map
(for which they use the processed information). The aim of this stage is for students to
revise the key terms they have learned in the current thematic unit and understand
cross-curricular and interdisciplinary relations.

Each of the four stages may reveal different students’ characteristics that may help
determine how different groups work, how they will use the PLE, in which subjects
they will use it and how often and when they will use it.

4 Differences Between Students

As far as the PLE and other ways of using information and communication technology
are concerned, there are a number of differences between students (hence a large
number of studies and researches). In the majority of cases, the main parameter for
creating individual groups is:

• Age
• Socio-cultural or socio-economic environment
• Gender
• ICT type
• Student’s learning style
• Grades

Groups created on the basis of the above criteria can differ in:

• Extent (the number of tools used in the PLE)
• Types of tools
• Organization of files
• Nature and length of notes
• Number of accesses
• Way of file sharing

Part of our research was dedicated to these and other PLE characteristics.
Secondary analysis of the results of international research activities [5] is aimed at

describing the situation regarding this issue in the Czech Republic (CSI, 2016). The
analysis results support the author’s assumption that the academic society should take
basic differences between students into account in their research activities. The afore-
mentioned analysis looks at differences between students from multiple points of view.
As far as the technical point of view is concerned, the results show that the students who
use tablets and laptops for school-related purposes use these devices more often than
those who use desktop computers. When comparing students from different schools, one
needs to take the quality of the school into account. The indirect relationship between
the quality of school and the time that the student spends on the Internet outside of
school is worth mentioning, as is the relationship between the school’s use of infor-
mation and communication technology and its success rate. It can be deduced that
students use their time meaningfully – they have mastered learning methods, methods of
processing information and possess knowledge about information resources.
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The aforementioned gender diversity in age-matched groups is often mentioned in
studies aimed at all forms of education. From the psychological point of view, this is an
obvious choice as it allows the researchers to learn more about the differences between
male (boy) and female (girl) personalities. Those differences are especially evident in
behavior, memory capabilities, motivation, learning, etc. All the aforementioned
characteristics can be used in the creation and subsequent use of PLE in and outside of
school. This is why the research part of this paper is aimed at this issue.

The comparison of previous researches with the contemporary ones conducted in a
different socio-cultural environment than the Czech Republic shows that some of the
gender differences have not changed in years. According to Shashaani’s study [6], men
use the computer more than women. At the time of the study, men considered the
computer to be a useful tool.

A newer study [7] shows that – despite the greater availability of ICT and the
Internet – the results have not changed much. According to the study results, boys use
ICT more often than girls, but use it to play games and for entertainment. Girls, on the
other hand, use technology to search for and process information and for communi-
cation. The results of this study were confirmed by the international ICILS study [8] –
girls statistically outperformed boys by 18 points on average (the difference between
Czech boys and girls was one of the lowest – 12 points on average). Thailand and
Turkey were the only exceptions. Compared to the other participating nations, the
Czech students achieved the best results.

The emergence of portable touch ICT (which are used ever more frequently for
educational purposes) can influence the results of future studies. Further research will
be aimed at determining whether or not this technology will deepen gender differences.

5 Research Part

The described analysis of different approaches of students toward PLE is part of
research aimed at the development of key learning to learn competence through PLE.
83 of upper primary school students (7th and 8th grade students) participated in the
research (Fig. 2).
The PLE was used in the following subjects:

• Mathematics
• Art education
• Informatics
• History
• Russian language
• English language
• Civic education

In these subjects, students accessed the PLE via laptops, tablets, desktop computers
and cellular phones. The instruction was based on the E-R-R-A model. The experiment
lasted one-half of the academic year.

The research part is aimed at analyzing the files which students saved into the PLE
storage and the ways in which the individual PLE tools were used. The objective is to
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determine whether or not there are significant differences between boys and girls. The
following are the results of the analysis, which was divided into 4 parts for better
accuracy.

5.1 PLE Scope with Regard to the Number of Saved Files

The number of files saved in the PLE storage is one of the main parameters determining
how frequently students use this type of environment. During the course of the
experiment, 1,622 files of different data types were structured in the students’ storage
folders.

The entire number of files is divided into two almost identical parts, depending on
whether they belong to boys or girls. The following table provides detailed information
about the number of saved files by ownership (Table 1).

The table proves that – despite the even distribution of files – there is a significant
difference between the average number of files per boy/girl. On average, boys had more
files saved than girls. Therefore, it can be said that boys used the PLE more often than
girls. The types and characteristics of saved files (see below) may confirm this
hypothesis.

Fig. 2. Research sample

Table 1. Files in the PLE storage owned by boys and girls.

Number of files % Average number of files
per student

Girls (n = 34) 551 33.97% 16.21
Boys (n = 49) 1,071 66.03% 21.86
Total 1,622 100% 19.54
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5.2 Types of Files Saved in the PLE Storage

The types of files used for working with the PLE will help determine whether or not the
PLE tools are used evenly. Students’ preferences may be influenced by a number of
factors:

1. Preferred style and note editing may be influenced by the student’s learning style,
2. Tool management,
3. Circumstances under which the note is taken.

The following are the file types the students used most often for storing their notes:

• Text files (*.doc, *.docx, *.pdf)
• Images, drawings and pictures (*.jpg, *.png)
• Audiovisual files (*.mp3, *.mp4, *.wav, *.avi)
• Concept maps
• Simple text notes

During the course of the experiment, the aforementioned file types were not used
evenly. The following graph shows some of the file types as used by boys and girls
(Fig. 3).

In both groups, text files formed the largest share of saved files. Boys also saved
images, drawings, schemes, pictures and audiovisual materials. The audiovisual mate-
rials were either created by the students themselves (using their cellular phones or tablets)
or found on the Internet. Girls mostly saved texts with no images or other additional
material. However, girls’ texts were better structured than boys’, and the key terms were
highlighted. The number of concept maps and short text notes saved was similar.

Fig. 3. Files saved by boys and girls in the PLE storage
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5.3 Organization of Files

The organization of saved files plays an important role in being able to find them in the
future. In the PLE storage, the files were organized in a directory structure. The analysis
of directory structures showed the following:

1. All students (boys and girls) divided their storage space into directories (subjects in
which experimental instruction took place). Files unrelated to those subjects, files
related to more than one subject, and short-term files (e.g. homework assignments)
were left out of the directories.

2. While the girls maintained the organization in the folders within the Level 1
directories (see above), the boys did not create any new folders within the Level 1
directories. Therefore, the content of the folder was not further divided. The author
assumes that this type of organization is suitable for short-term use (and a relatively
low number of files) as it makes the files easier to access. The question is whether or
not the students would have used this type of organization if the number of files had
been higher (Table 2).

5.4 PLE Access Frequency

Monitoring user (students’) logins helps determine a number of important character-
istics which enable quantification of PLE-related work in terms of time. Of all online
data, we have decided to include the number of accesses to the PLE. Apart from the
acquired data, the following data could also be retrieved:

1. How long the student was logged in and used the PLE,
2. Most common time for users to login,
3. From where users logged in (i.e. from inside or outside of school) – this is important

for determining whether or not students use the PLE in their leisure time.

Since the research was not primarily aimed at the above three points, they are yet to
be processed. However, they will be addressed soon, and the results will be published.

At the conclusion of the experiment, 22,927 PLE accesses were recorded, which
corresponds to approximately 312 logins per student. The boys were more active than
the girls. The data is presented in the following table (Table 3).

Table 2. Number of created folders.

Number of folders Average number of files
per student

Girls (n = 34) 233 6.85
Boys (n = 49) 194 3.96
Total 427 5.14
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6 Interpretation of Results

The described part of our research shows that boys and girls have different approaches.
However, none of the monitored characteristics confirms that one group uses the PLE
more effectively than the other. Both groups (boys and girls) used the PLE in a specific
manner.

As far as the number and nature of the saved files are concerned, the boys used
more file formats than the girls. However, the girls’ storage space was better organized
and included mostly text notes (with the key terms being highlighted). There were a
number of complementary files the majority of which had been downloaded from the
Internet. Less variety of files and the number of downloaded notes proves that the girls
did not exploit all the PLE possibilities. Therefore, it can be assumed that the less active
approach of the girls may have been caused by their generally more conservative
attitude toward information and communication technology. The author assumes that if
the girls could have spent more time with the PLE, the differences would have been far
less significant.

7 Conclusion

The paper presents part of the research aimed at the development of the key learning to
learn competence through the Personal Learning Environment. During the course of the
six-month long, PLE-based instruction, boys used the PLE (especially the electronic
storage, which is an integral part of the PLE) in a different manner than girls. Identi-
fication of differences can help improve our software by making it more individually
adjustable. That is why the E-R-R-A model used in the PLE-based instruction may be
modified in the future. The results of our research can be used by other researchers,
teachers and software developers who are interested in integrating the PLE into
instruction or designing similar software solutions.
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Abstract. The primary goal of the proposed architecture is to develop advanced
architecture for early detection of forest fires that integrates sensor networks and
mobile (drone) technologies for data collection and processing. Unmanned air
vehicles (UAVs) will allow coverage of larger areas to raise the percentage of
forest fires detections, monitor areas with high fire weather index and such already
affected by forest fires. All information is forwarded and stored in cloud
computing platform where near real-time processing and alerting is performed.
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1 Introduction

Forest fires, are uncontrolled accidents occurring in wild areas and causing considerable
damages to natural and human resources. Unintentional events such as disposed ciga‐
rettes, short circuits, explosions and high temperatures can induce fires leading to a
disaster. Therefore, early detection, prevention and timely dealing with forest fires
becomes essential and drive the need for IoT platform tailored with usage scenarios in
mind from which monitoring offices and crisis management centers would benefit.

The primary goal of the architecture is to enable flow of data from intermittent line-
of business devices. Video and sensor information from drones, on-site thermal cameras
and ambient sensors are just some of the data sources supported by the platform. Once
ingested by the cloud-based back-end system, data will be used for performing analysis,
control and process automation. Most important, alarms and readings could be trans‐
ferred from the field in fast and reliable manner and without human intervention.

The state of the art characteristics of the platform are mainly the utilization of open
source and free subscription components to achieve proven performance, flexibility and
extensibility. In addition the platform utilizes the benefits from cutting edge technologies
such as artificial intelligence, cognitive algorithms and UAVs. The architecture provides
sufficient level of resilience features to allow deployment in either public cloud, on-
premises or a hybrid environment.
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2 IoT Platform Architecture

The IoT cloud portal architecture is neutral, with regards to the use case scenario with
rich customization capabilities in mind on each level. Its module architecture allows it
to fit multiple scenarios and undergo customizations by requiring only a minimal set of
modules to be engineered or refactored to fit from full on-premises, through hybrid to
full in-cloud deployment. The main modules that determine platform flexibility are:
Adapters to connect new devices and systems as data sources, using large number of
protocols; Analysers to perform generic or specific processing of raw data; Visual
instruments to present data in intuitive and easy to manage and perceive form; Machine
learning models to provide domain knowledge for specific use case (Fig. 1).

Fig. 1. Conceptual architecture at cloud level

Gateway scope is situated on-premises, physically close and communicating with
the data source devices. These could be: intelligent sensors, field gateways that collect
data directly from sensors, programmable logic controllers, etc. The main purpose of
the on-premises setup is to collect, aggregate, pre-process and buffer raw data on-site
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and subsequently forward data in a reliable and secure manner to the cloud platform
core.

Cloud scope encompasses the core of the platform. It ingests data securely via few
protocols over the Internet, stores raw data, analyses and prepares reporting data sets.
In addition, the platform core is also responsible for establishing secure communication
with the source devices and licensing the usage of the service layer. At the same time it
relies on external services for more advanced functions like computer intelligence,
machine learning prediction and business intelligence visualization.

Public services scope refers mainly to advanced services offered by some of the
major cloud providers. Development and maintenance of such services typically require
vast amount of knowledge and experience and these are to be consumed on Software as
a Service basis for specific needs like computer intelligence and business analytics.

Consumer scope is the layer at which end-user applications are. These consume
data and perform actions on the cloud platform by using the cloud service layer. These
could be mobile applications, dashboard applications for real-time monitoring, config‐
uration application or even 3-rd party systems that would consume raw or processed
data. In case a system would supply data to the cloud platform, it would have to be
connected via the ingestion hub. The main components of the architecture, their desig‐
nation and challenges they solve are explained below.

3 IoT Gateway and Data Ingestion Hub

A field gateway is a specialized device-appliance or general-purpose software that acts
as a communication enabler, a local device control system and device data processing
hub. It can perform local processing and control functions toward the devices. On the
other side, it can filter or aggregate device telemetry and reduce the amount of data
transferred to the cloud. [1] A cloud gateway is the part of the cloud-based architecture
that enables remote communication to and from devices or field gateways, which poten‐
tially reside at several different sites. Both devices and field gateways may implement
edge intelligence and analytics capabilities. This enables aggregation and reduction of
raw telemetry data before transport to the backend and local decision-making capabil‐
ities (Fig. 2).

Fig. 2. IoT Edge data flow

The technology behind the gateway is Azure IoT Edge (previously known as Azure
IoT Gateway SDK) which allows building modules that can be composed with great
flexibility and serve the needs of the exact scenario. It is both a set of software
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components and architectural pattern that has no dependency on particular cloud service.
IoT Edge gateway is a software gateway that can be deployed on a broad range of
operating systems (OS) and respectively a wide range of hardware devices, supporting
the OS mentioned [2]. There is a very large number of communication protocols avail‐
able for device scenarios nowadays and the number is rapidly growing. IoT gateway
ingests data by using a dedicated adapter-loader module which allows a specific (client
or server) protocol endpoint to be published. Extension and support could be performed
by implementing IoT Edge protocol adapters.

The platform data ingestion hub takes the main role in connecting IoT devices
directly or via the cloud gateway to the platform core. The hub is capable to connect
hundreds of thousands devices, provide 2-way communication for receiving telemetry
and sending back commands to be executed on the edge. It also includes a built-in device
identity store that stores a registry of device identities and manages security credentials.

The gateway supports 2-way communication with the cloud platform for inter‐
changing data and configuration. The communication relies on a lightweight MQTT
client module which utilizes the benefits of the current most preferred IoT related
protocol. MQTT is publish-subscribe messaging protocol specially designed for
constrained low-bandwidth, high-latency or unreliable networks. It provides sufficient
multi-layer safety features [3]: Network security – using VPN secure connection as a
foundation between broker and clients; Transport security – SSL/TLS is used for trans‐
port level encryption and confidentiality; Application security – client ID and user-
password pair and x509 certificates for enhanced authentication. MQTT is often called
“the messaging protocol for Internet of Things” [4] and covers out of the box a multitude
of failure scenarios to assure reliable communication [5].

After in-depth comparison of capabilities and requirements, the platform description
suggests Mosquitto MQTT as among the most suitable. Mosquitto MQTT is an open
source software message broker, offered under Eclipse Public License (EPL) that imple‐
ments MQTT protocol v.3.1 and v.3.1.1. [6] It provides a lightweight server implemen‐
tation of the MQTT protocol that is suitable for all situations from full power machines
to embedded and low power machines.

Message broker main designation is to facilitate the information exchange between
the field and the cloud platform, via kind of messaging protocol. Multiple broker imple‐
mentations exist and it does not appear necessary to develop an alternative solution.
Brokers also have bridge capabilities, which allow them to connect to other MQTT
servers, including, but not limited to, other broker instances. This allows networks of
MQTT servers to be constructed, passing MQTT messages from any location in the
network to any other, depending on configuration of the bridges. [7] The minimal hard‐
ware requirements make Mosquitto MQTT an ideal choice for deployment on IoT Cloud
gateway for bridging and implementing some application level features.

4 Cloud Platform Core

The main responsibilities for the cloud platform core are to collect data in efficient
manner and perform pre-processing and analytics.
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Stream processor module designation is to perform some basic real-time data
analytics after data ingression through the cloud gateway. Stream processor is intended
to support multiple data streams concurrent and modify or determine the path of data.
Typical analysis tasks in the scope of the stream processor are: detecting threshold limits
and anomalies, or generating alerts.

Data persister is a data collector service with a built-in message broker client
(MQTT) that receives raw data in the form of MQTT messages from the ingestion hub
broker. The data collector provides an abstraction on the top of a set of supported data‐
base management systems to store and retrieve raw time series data.

Raw data (measurements sourced from devices via the ingestion hub) are stored in
either relational DB management system or in a time series database. The supported
engines in mind are: Microsoft SQL Server 2016 with in-memory OLTP, OSI Soft PI
DB Time Series, Influx DB Time Series, MySQL Server 5.6 and later.

Time series data storage and management is one of the most critical elements of
every IoT architecture. This task is typically solved by using Time Series (TS) systems
that are optimized especially for handling such data types. Points are always tracked and
aggregated over time with the key difference to relational data being that writes are more
than 95% of operations, data are rarely updated and reads are typically sequential [9].
Some TS DBs support only measurements gathered from sensors at regular intervals
while Influx is optimized for also irregular measures, which is a significant difference
from other solutions like Graphite, RRD or OpenTSDB. Time series databases typically
over perform relational DB systems in a number of scenarios: high I/O rate, number of
tags, data volume, aggregation, continuous queries and data compression [8].

InfluxDB is maintained by a single commercial company following the open-core
model, offering premium features. Influx DB is the top ranked time series DB as of the
score of DB-engines initiative. From the ranking chart it is visible that InfluxDB is three
times more popular than the second competitor. The key features making Influx DB so
popular are [9]: easy setup, no external dependencies, implemented in Go; comprehen‐
sive documentation; scalable, highly efficient; REST API; support client libraries
for .NET, Go, Java, JavaScript, Node.js, Perl, PHP, Python, R, Ruby; SQL-like syntax;
on-premises and cloud offering.

Analyzers are a key element of the cloud platform flexibility and extensibility. Plat‐
form analytics are implemented in the scope of analysis service. The service allows
analyser implementations to be plugged in a flexible manner only by configuration. Each
analyser could be either generic and processing all data of certain origin or specific with
programming logic tailored for a given use case. Analyzers typically operate in asyn‐
chronous manner on the raw persisted data with the outcome of their calculation being
persisted for performance reasons. Analyzers are also intended to communicate with
external services to enrich the platform with business intelligence capabilities, cognitive
computing algorithm processing and machine learning for prediction. During proto‐
typing phase Cortana Suite with Cognitive Services and Azure Machine Learning have
been evaluated with very promising results.
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5 Public Cloud

A set of services are intended to be used from public cloud vendors under SaaS. The
motivation behind is mainly towards algorithms that require vast amount of knowledge
and experience in science branches that are not in scope of the present platform.

Computer Intelligence is a set of nature-inspired computational methodologies and
approaches to address complex real-world problems to which traditional programming
approaches could not be as useful as expected [10]. There could be multiple underlying
reasons: too complex process for formal description and execution, multiple uncertain‐
ties in the process; the process may have stochastic nature. One good candidate for the
particular platform needs is the use of computer vision for detection of forest fires from
images without human interaction. Computer Vision as a concept provides state-of-the-
art algorithms to process images and return information. It is capable of analysing visual
content and tagging it with the most relevant terms. Its algorithms output a number of
tags based on the objects, living beings and actions identified in the image [11]. Tagging
is not limited to the main subject, such as a person in the foreground, but also includes
the setting (indoor or outdoor), furniture, tools, plants, animals, accessories, gadgets etc.

Machine learning (ML) originates from pattern recognition and from the theory
that computers can learn without being programmed to perform specific tasks and that
this learning could happen only on the basis of data. Machine learning also implies an
iterative aspect and independent adaptation when models are exposed to new pieces of
data. Although the concept is not new, the ability to automatically apply complex math‐
ematical calculations to big data – over and over, faster and faster – is a recent trend.
Machine learning shall not be at any time considered as a magic black box but rather
than this, its relation with real life shall be understood together with its deep roots in
data science [12]. The decision on the type of ML algorithm to be most appropriate
depends on multiple factors like size, quality and nature of data. There could as well be
multiple appropriate algorithms for the same type of tasks, but one could fit better than
another. There are two major types of learning: supervised learning where known
training data set is used to make predictions and unsupervised learning which identifies
structure in the data given (cluster analysis). A high level comparison of the features of
machine learning services in some of top vendors is available in Table 1 below.

For the particular predictive analytics nature of the cloud platform, an algorithm from
the binary classification family shall be considered.

Business analytics solution building blocks are: datasets, dashboards and reports.
Datasets are imported or connected and are the basis for subsequent interaction and
presentation. Reports could be either predefined or presented by self-service capabilities.
Power BI has been found appropriate for the following reasons [13]: consumes data
from 60+ solutions in a centralized dashboard; software as a Service offering with pay-
as-you-go; robust access control and security; best in class and continually updated
dashboard visualizations; Suitable for analysis on data sets of up to 1 M rows.

Service level consists of multiple individually scalable micro- services instead of
one monolithic and general service. The designation of these is to present data to the
presentation layer of applications where mobile applications, dashboards and manage‐
ment portals could be developed. The service layer, on the other side, is also used to
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provide data to 3rd party systems that are interested in the data collected, managed and
analysed by the IoT cloud platform like regional, national, international crisis manage‐
ment centres and agencies. The data could be mapped contextually with other data which
will allow post-processing and definition of new services for the end-users. Finally,
creation of open virtual platform allows data integration from multiple other platforms
and better processing and analysis in the future.

6 Validation

A substantial number of experiments were performed to verify the efficiency of indi‐
vidual components, the vitality of the overall concept and its suitability for the particular
use cases. A special attention was paid to the data storage, computer intelligence and
the data ingestion capabilities.

The research team identified the data storage component to be the most critical part.
With the key limitations to support on-premises setup and reasonable popularity among
developers the engines compared were from different categories. For benchmarking
there was built a dataset of metrics reported by machines and servers. The largest
exceeded 300 million data points. The first benchmarking was performed comparing the
latest engine versions: Influx DB v1.3 and SQL Server 2016 Standard. Identical hard‐
ware and software setups were used (Windows 10 Ent. x64, Intel i7-2600 K 3.40 GHz
quad, 16 GB, SSD Samsung 850 EVO 250 GB, HDD 7200 RPM).

Database benchmarking started with SQL server. As illustrated in the Figs. 3 and 4,
Influx DB over performs 40 times SQL Server 2016 with Influx DB being able to operate
at about 200,000 writes per second and SQL just 5,000. SQL Server 2016 implements
in-memory OLTP technology that significantly improves transaction processing and

Table 1. Comparison of the top machine-learning vendors

Characteristic Azure ML BigML Amazon ML Google
prediction

IBM
Watson ML

Flexibility High High Low Low Low
Usability High Med High Low High
Training time Low Low High Med High
Accuracy High High High Med High
Cloud/On-
premises

± +/+ ± ± ±

Algorithms Classification
Regression
Clustering
Anomaly
Recommend

Classification Classification Classification
Regression

Semantic
mining
Hypothesis
rank
Regression

Customization Parameters
R-script
Evaluation
support

Own models
C#, R,
Node.js

Regression N/A N/A
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data ingestions. Enabling it with delayed write to disk improves speed with 45% to about
7,800 writes/sec but this still leaves SQL Server far behind.

Fig. 3. Influx DB write performance Fig. 4. SQL Server 2016 write performance

Storage space required is another important parameter which illustrates the data
compression capabilities and determine the number of required disk I/O operations. The
particular test was performed using a subset of 38 million points which proves to be
sufficient to provide credibility of the overall tendency. As identified during bench‐
marking, Influx DB is capable to achieve 26 times better compression (98 MB vs
2580 MB) for the particular scenario. SQL Server provides standard compression mech‐
anisms on both page and row level. However, enabling them improved the storage
requirements with just 27% to 1884 MB. Another major characteristic of database
engines is the capability to respond to queries. To benchmark this a query that aggregates
data chunks of 10000 points was used with the result averaged over 1000 executions.
The test was executed in parallel from 2, 4 and 8 threads to measure the abilities for
parallel processing. The overall conclusion is that SQL Server mean query response time
is 78 ms (nearly 13 queries/sec), while Influx DB can achieve 60 times better throughput
of 769 queries/sec and response time of 1.3 ms.

All tests were performed on SSD as well as on HDD and another important finding
is that while SSD is officially recommended for Influx DB and affects its performance
dramatically, SQL Server was not affected in such extent due to its policy of caching.
The findings from other tests for ingesting, managing and storing time series data provide
similar confidence in the advantages of Influx DB and are summarized in Table 2 below
[14–18]:

Table 2. Influx DB performance for time series data compared

Influx DB Mongo DB Elasticsearch Cassandra OpenTSDB
Write (val/sec) 27× Slower 8× Slower 5.3× Slower 5× Slower
Query (qry/sec) Equal 7.5× Slower 168× Slower 4× Slower
Storage (GB) 84× Larger 4× Larger 9.3× Larger 16.5 Larger

MQTT broker, being the heart of the data ingestion layer, was benchmarked using
an open source MQTT stress tool. Scalability of the test setup was evaluated by incre‐
mentally increasing the number of publishers with the goal to reach maximum number
of publishers, rather than message throughput. During the stress test the broker was
easily capable to ingest the target requests from 30’000 publishers simultaneously. It
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was also identified that transmission latency appears somewhere above 10’000
messages.

Cognitive algorithms are another critical concept to be verified for potential in the
target scenario to replace the necessity of human operators and expensive specialized
hardware. Experiments show with high success rate the capabilities of modern computer
vision engines and prove that artificial intelligence is a promising candidate in raising
reliable warnings from just processing an image. A test on both positive samples (visu‐
ally clear that a fire is burning, Fig. 5) and negative samples (clouds or sunset colours
mimic the appearance of a fire, Fig. 6) was performed. The response is provided in
machine-readable JSON for both a positive and a negative sample. Each tag is given a
corresponding confidence score in the range (0:1) with 1 being the highest degree of
certainty for relevance. The tested AI engine was capable to successfully tag all of the
provided images with the tags of highest importance being: Smoke – the higher is the
rating, the greater is the likelihood for a fire been captured; Clouds, Steam – often fire
or smoke could be visually confused with clouds or steam.

{"name":"outdoor", "confidence":0.96}, 
{"name":"clouds", "confidence":0.81},
{"name":"nature", "confidence":0.71}, 
{"name":"cloudy", "confidence":0.59},
{"name":"dark", "confidence":0.48}, 
{"name":"day", "confidence":0.11} 

Fig. 5. Fire positive sample and response Fig. 6. Fire negative sample and response

Machine learning predictive experiment was created in addition to computer vision
on the basis of test dataset from more than 500 real forest fires. The dataset was normal‐
ized and the experiment was created using multiple binary classification modules to
compare their performance and select the best candidate. The performance was evalu‐
ated based on area under curve (AUC) using two-class locally deep SVM, two-class
boosted decision tree, two-class neural network, two-class SVM and two-class decision
forest. The parameters of the learner were additionally tuned to improve the performance
of the predictor. The best result of 74% was achieved by utilizing boosted-decision tree.
Although the result could be considered generally good, it must be pointed out that there
is a strong subjective human factor which is involved in a great number of forest fires.
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However, it is evident that further research is necessary for extending the used set of
features and measurements, but this is out of scope of the present work.

7 Conclusions and Further Development

Unintentional factors such as lighted cigarettes, short circuits, explosions, elevated
temperatures or storms can cause fires leading to disasters with severe impact on social,
business and environmental areas. Sensors integrated into structures, machinery, and
the environment, coupled with the efficient delivery of sensed information, could
provide tremendous benefits to society. Forest fire prevention is based mainly on risk
analysis, weather forecast and sensors deployed in the forest. Whenever the risk is high
drones could be applied for faster fire confirmation.

The present paper proposes an advanced, extensible and open IoT platform to address
exactly the challenges faced by crisis management centres but at the same time allows
deployment for wide range of application areas. The crucial elements in the approach
are flexible and reliable technologies, the utilization of advanced machine learning and
cognitive algorithms and the ability to extend sourcing of input to modern IoT devices
such as drones. The key platform elements and their integration have been experimented
and proven to correctly operate as an integrated solution at TRL (Technology Readiness
Level) 5 with its modules having technology maturity from TRL 5 to TRL 9.
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2020 project Advanced Systems for Prevention and Early Detection of Forest Fires (ASPires),
funded by European Civil Protection and Humanitarian Aid Operations 2016/PREV/03
(ASPIRES).

References

1. Dotchkoff, K.: Microsoft Azure IoT services ref. architecture, pp. 13–29, October 2015
2. Azure IoT Edge on GitHub, August 2017. https://github.com/Azure/iot-edge
3. Introducing the MQTT Security Fundamentals, December 2016. http://www.hivemq.com/

blog/introducing-the-mqtt-security-fundamentals
4. Five Things to Know About MQTT – The Protocol for Internet of Things, September 2014.

https://www.ibm.com/developerworks/community/blogs/5things/entry/
5_things_to_know_about_mqtt_the_protocol_for_internet_of_things

5. Are your MQTT applications resilient enough?, May 2016. http://www.hivemq.com/blog/
are-your-mqtt-applications-resilient-enough/

6. Mosquitto MQTT Broker Home Page, July 2017. https://mosquitto.org/
7. Eclipse Mosquitto, May 2017. https://projects.eclipse.org/projects/technology.mosquitto
8. Schwartz, B.: TS Database Requirements, June 2014. https://www.xaprb.com/blog/2014/

06/08/time-series-database-requirements/
9. InfluxDB Properties, August 2017. https://db-engines.com/en/system/InfluxDB

10. Siddique, N., Adeli, H.: Computational Intelligence, Synergies of Fuzzy Logic, Neural
Networks and Evolutionary Computing. Wiley, Chichester (2013)

328 I. Andreev

https://github.com/Azure/iot-edge
http://www.hivemq.com/blog/introducing-the-mqtt-security-fundamentals
http://www.hivemq.com/blog/introducing-the-mqtt-security-fundamentals
https://www.ibm.com/developerworks/community/blogs/5things/entry/5_things_to_know_about_mqtt_the_protocol_for_internet_of_things
https://www.ibm.com/developerworks/community/blogs/5things/entry/5_things_to_know_about_mqtt_the_protocol_for_internet_of_things
http://www.hivemq.com/blog/are-your-mqtt-applications-resilient-enough/
http://www.hivemq.com/blog/are-your-mqtt-applications-resilient-enough/
https://mosquitto.org/
https://projects.eclipse.org/projects/technology.mosquitto
https://www.xaprb.com/blog/2014/06/08/time-series-database-requirements/
https://www.xaprb.com/blog/2014/06/08/time-series-database-requirements/
https://db-engines.com/en/system/InfluxDB


11. Computer Vision API Version 1.0, August 2017. https://docs.microsoft.com/en-us/azure/
cognitive-services/computer-vision/home

12. Evolution of machine learning, July 2017. https://www.sas.com/en_us/insights/analytics/
machine-learning.html

13. Any data, anywhere, any time, July 2017. https://powerbi.microsoft.com/en-us/features/
14. InfluxDB Markedly Outperforms Elasticsearch in Time Series Data & Metrics Benchmark,

May 2016. https://www.influxdata.com/influxdb-markedly-elasticsearch-in-time-series-
data-metrics-benchmark/

15. InfluxData: Benchmarking InfluxDB vs MongoDB for Time-Series Data, Metrics &
Management, p. 12, February 2017

16. InfluxData: Benchmarking InfluxDB vs Cassandra for Time-Series Data, Metrics &
Management, p. 16, September 2016

17. InfluxData: Benchmarking InfluxDB vs OpenTSDB for Time-Series Data, Metrics &
Management, p. 14, November 2016

Advanced Open IoT Platform for Prevention and Early Detection of Forest Fires 329

https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/home
https://docs.microsoft.com/en-us/azure/cognitive-services/computer-vision/home
https://www.sas.com/en_us/insights/analytics/machine-learning.html
https://www.sas.com/en_us/insights/analytics/machine-learning.html
https://powerbi.microsoft.com/en-us/features/
https://www.influxdata.com/influxdb-markedly-elasticsearch-in-time-series-data-metrics-benchmark/
https://www.influxdata.com/influxdb-markedly-elasticsearch-in-time-series-data-metrics-benchmark/


On Green Scheduling for Desktop Grids

Thanasis Loukopoulos1(✉), Maria G. Koziri2,
Kostas Kolomvatsos2, and Panagiotis Oikonomou2

1 Computer Science and Biomedical Informatics Department, University of Thessaly,
2-4 Papasiopoulou st., 35100 Lamia, Greece

luke@dib.uth.gr
2 Computer Science Department, University of Thessaly, 2-4 Papasiopoulou st.,

35100 Lamia, Greece
{mkoziri,kolomvatsos,paikonom}@uth.gr

Abstract. Task scheduling is of paramount importance in a desktop grid envi‐
ronment. Earlier works in the area focused on issues such as: meeting task dead‐
lines, minimizing make-span, monitoring and checkpointing for progress, mali‐
cious or erroneous peer discovery and fault tolerance using task replication. More
recently energy consumption has been studied from the standpoint of judiciously
replicating and assigning tasks to the more power efficient peers. In this paper we
tackle another aspect of power efficiency with regards to scheduling, namely
greenness of the consumed energy. We give a formulation as a multi-objective
optimization problem and propose heuristics to solve it. All the heuristics are
evaluated via simulation experiments and conclusions on their merits are
drawn.

Keywords: Scheduling · Green computing · Desktop grids
Volunteer computing

1 Introduction

A desktop grid is comprised of volunteers sharing their computational resources when
in idle mode, usually common PCs, in order to jointly accomplish some computationally
intensive job. Due to their scalability, desktop grids are used in a plethora of scientific
projects, e.g., [1, 2] as an alternative to parallel and cluster computing, but also have the
potential of tackling non scientific, yet time consuming tasks, e.g., video coding, with
minimal financial cost [3] to job issuers.

Realizing the scalability potential of desktop grids involves solving a number of
problems, such as interoperability, splitting and scheduling tasks, monitoring and check‐
pointing. Here, we focus on the scheduling problem in desktop grids, the general state‐
ment of which is as follows: given a set of volunteer peers with their characteristics and
a set of tasks to be executed, allocate tasks to peers so that some performance metric,
usually related to the total make-span, is optimized. The problem (see related work) has
attracted significant interest during recent years with researchers tackling various state‐
ments of it, differing both in the environment assumptions and the performance param‐
eters considered.
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Á. Rocha et al. (Eds.): WorldCIST'18 2018, AISC 747, pp. 330–340, 2018.
https://doi.org/10.1007/978-3-319-77700-9_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77700-9_33&domain=pdf


Furthermore, a rising interest exists on energy efficient computation spanning areas
varying from chip design [4] to the data center level [5]. Naturally, energy efficiency
has also attracted the interest of research on desktop grids with most works focusing on
reducing energy consumption. Nevertheless, only reducing the total energy consumed
by peers doesn’t suffice as a greenness criterion since it doesn’t always translate directly
to carbon dioxide emissions, e.g., the power source of a high energy consuming peer
might be a solar or wind plant.

In this paper we tackle the problem of scheduling tasks in desktop grids with regards
to the cleanness of the energy sources used by peers. We focus on static scheduling of
independent tasks. Our contributions include the following: (a) we model the problem
as a two function constrained optimization problem with the first target being the clean‐
ness of the used energy and the second one fault tolerance and with task deadlines
considered as constraints; (b) we present heuristics for each of the optimization targets
that combined together produce promising results; (c) we evaluate the heuristics exper‐
imentally and conclude upon their merits.

The rest of the paper is organized as follows. Section 2 presents the related work.
Section 3 gives the problem formulation. Section 4 illustrates the heuristics, which are
experimentally evaluated in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Related Work

Cycle stealing systems that harness the idle cycles of desktop PCs and workstations
enjoy large success with popular projects such as SETI@home [2] sustaining the
throughput of over one million CPU’s and 100’s of Teraflops/second [6].

Concerning the necessary mechanisms for task-peer assignment, researchers in [7]
studied dynamic component deactivation. In [8] the authors presented a framework
based on three components: an on/off model using an energy-aware resource infrastruc‐
ture, a resource management system adapted for energy efficiency, and a trust delegation
component to assume network presence of sleeping nodes. An energy-aware framework
to manage different resources on Grid, Cloud and dedicated networks was proposed in
[9]. The generic framework includes scheduling algorithms to optimize reservation
placements, algorithms to switch resources into sleep mode, prediction algorithms to
anticipate workload and workload aggregation policies to avoid frequent on/off cycles
for the resources. A survey on reservation schemes for computational grids can be found
in [10].

In [11] the authors investigated whether grid volunteer systems have an overall green
advantage over service grids and data centers. They discussed several approaches that
can be used by green volunteer systems, including the use of sleeping states. An energy-
aware approach for opportunistic grids based on virtualization and consolidation was
presented in [12]. The authors proposed to consolidate virtual machines into the
resources already executing process of physical users. In [13] sleeping and wake-up
strategies in opportunistic grids were studied. Sleeping strategies were employed to
reduce the energy consumption of the Grid during idle periods, while energy-aware
scheduling was used for allocating tasks to the available machines. In [14], the same
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authors extended their work by analyzing the break-even time and the maximum poten‐
tial of sleeping states to save energy in P2P grids.

In [15] a cooperative game theoretical methodology was used to jointly optimize
energy consumption and response time in computational grids. In [16] the problem of
independent batch-scheduling in grids to optimize makespan and energy consumption
was addressed. The problem was formulated as a two-objective global minimization
problem. The authors proposed an evolutionary-based scheduling algorithm with
dynamic voltage and frequency scaling for the management of the cumulative energy
utilized by grid resources. In [17] the problem of scheduling tasks on grid systems was
investigated with the aim of minimizing both the schedule length and energy consump‐
tion subject to tasks’ memory requirements and deadline constraints. A set of eight
heuristics was introduced, including two evolutionary algorithms and six greedy list-
based scheduling algorithms. Scheduling both task execution and the related data trans‐
fers was the aim of [18] for independent tasks, while task dependencies were considered
under the concept of operator placement in [19].

Replication has also attracted research interest. A comparative study of power aware
non preemptive scheduling algorithms with replication was done in [20]. Fault tolerance
issues were discussed in e.g., [21, 22], while in [14] the authors developed methods to
give probabilistic guarantees on result correctness using a peer credibility metric. Some
of these methods have been deployed in existing projects. For instance, in BOINC [23]
tasks are recomputed to minimize false positives.

Our approach differs from the above works primarily with regards to the optimization
target, since the aim (among others) is to favor green peers that use energy from renew‐
able sources.

3 Problem Formulation

Assume N tasks denoted by Ti, with 1 ≤ i ≤ N. Let Li denote the load for Ti. We assume
L-is are known (or can be estimated) and express the amount of time required to complete
Ti on a base machine. Let there be M peers, whereby Pj denotes the jth peer assuming a
total ordering of them. Each peer is associated with a speedup factor SPj measured as
the ratio of its processing power to the processing power of the base machine used to
estimate Lis.

Depending on the country it resides, each peer is assigned a greenness value g(Pj)
that corresponds to the percentage of energy in this country coming from renewable
sources. We also denote with Ej the energy consumed by each peer when working close
to 100% utilization, i.e., when achieving speedup of SPj.

Let X be an N × M matrix encoding the assignment of tasks to peers as follows: Xij = 1
iff Ti is allocated to Pj, 0 otherwise. Each task must be allocated in at least one peer and
replication of tasks is allowed, presumably for purposes of fault tolerance. In the paper
we assume that all tasks have the same maximum degree of replication (let r), which is
a common approach in many systems [6, 23]. In other words, for a placement to be valid,
the following must hold:
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∑M

j=1
Xij ≤ r,∀1 ≤ i ≤ N (1)

In case where rN > M, each peer must execute more than one tasks. This might also
happen as a result of favoring powerful green peers in task assignment. We assume that
the tasks assigned on the same peer arrive sequentially, i.e., the peer receives the second
task once it has finished the first one. We encode such ordering in the following way.
We assume that the maximum number of tasks assignable to a peer, may never exceed
O = c⌈rN∕M⌉ for some constant c. Notice that an upper bound exists on O namely,
O ≤ N, meaning that in the worst case a replica of every task will be assigned to a peer.
Having defined the maximum number of tasks per peer in the above way, we can extend
the matrix X to encode both task-peer assignment and the order with which it is
performed as follows: X is now an N × M × O matrix, whereby Xijk = 1, iff Ti is assigned
at Pj as its kth task to be executed. Clearly, the following must hold for a placement to
be valid:

∑M

j=1

∑O

k=1
Xijk ≤ r,∀1 ≤ i ≤ N (1’)

∑O

k=1
Xijk ≤ 1,∀1 ≤ i ≤ N,∀1 ≤ j ≤ M (2)

Equation 1’ replaces Eq. 1 in counting the number of replicas per task. Equation 2
says that a task cannot be assigned to a particular peer more than once (recall that the
values on the X matrix are binary).

Peers are not always available for task execution. Let p(Pj) be the percentage of time
the peer Pj is available over a time period TP. This information can be gathered by the
monitoring tool of the desktop grid. In case of a first comer, the mean value of all peers
for which historical information exists, can be used as an estimate.

A peer Pj that commences execution of a task Ti, will finish it in time equal to:
Li∕SPj, provided that the execution will not be interrupted. Assuming Pj has other tasks
to execute as well and by taking into account the fact that only a fraction of time is
devoted by the peer to task execution, we can calculate the completion time of a task Ti
assigned in Pj as its kth such task using the following:

Cijk =

∑k

x=1
∑N

y=1 XyjxLy

p
(
Pj

)
SPj

,∀1 ≤ i ≤ N,∀1 ≤ j ≤ M,∀1 ≤ k ≤ O (3)

By taking into account the fact that some portion of the consumed energy comes
from renewable sources, the environmental unfriendly energy consumed by Pj for
executing all the assigned tasks can be given by:

Gj =
(
1 − g

(
Pj

))
Ej

∑O

k=1
∑N

i=1 XijkLi

SPj

(4)
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Furthermore, we assume that each peer has a failure probability of f(Pj), which is the
probability of producing an erroneous result. Such probabilities can be calculated by the
monitoring/checkpointing mechanism. Given a placement matrix X, the probability that
the computation of Ti fails in all the peers it is assigned to, is given by:

Fi =
∏M

j=1
(f
(
Pj

)∑O

k=1
Xijk + (O −

∑O

k=1

(
1 − Xijk

)
) (5)

which means that in case Ti is allocated at Pj the failure probability is taken into account,
otherwise the product remains unaffected (a value of 1 is used).

Let each task Ti have a deadline Di within which it should be completed. The green‐
ness-aware scheduling problem with deadlines, replication and fault tolerance can be
stated as a two function optimization problem as follows: Given Lis, SPjs, p(Pj)s, f(Pj)s,
O and r, find an X matrix such that the following two functions are minimized:

f1 =
∑M

j=1
Gj (6)

f2 = max
{

Fi:1 ≤ i ≤ N
}

(7)

subject to the constraints imposed by Eqs. 1’, 2 and the following (Eq. 8) that captures
the fact that tasks should finish before their deadlines:

XijkCijk ≤ Di,∀1 ≤ i ≤ N,∀1 ≤ j ≤ M,∀1 ≤ k ≤ O. (8)

Notice, that Eq. 8 doesn’t take into account the failure probability but only the
potential execution time of a task. Thus, Eq. 8 ensures that task allocations (assuming
no failures) are such so that deadlines are met and together with the minimization of
Eq. 7 leads to maximizing the number of finished tasks (within deadlines).

4 Scheduling Algorithms

The algorithms proposed in the paper follow into two categories. First, are algorithms
that aim to assign tasks without replication, therefore taking into account only f1. Second,
are algorithms that create extra replicas in order to optimize (among others) f2. In the
sequel we present our heuristics.

4.1 Algorithms for Assigning Tasks (No Replication)

Random (Rand): In the random approach each task will be assigned once to a random
peer such that its deadline will not be violated. If it is, the random peer choice is discarded
and a new one is made. In case all possible peer assignments lead to deadline violation
the task will remain unassigned.
Completion Time (CT): Starting with the heaviest task, CT checks all possible (M in
number) peer assignments and assigns the task to the peer where it will be completed at
the earliest possible time. It then proceeds with the remaining tasks assigning each in
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decreased order of load (Li). Notice that this step of the algorithm assigns each task to
exactly one peer.
Greenness (G): The algorithm sorts tasks according to their load and peers according
to: Ej

(
1 − g

(
Pj

))
∕SPj, meaning in order of the energy consumed per computational

speedup (taking into account the energy percentage from renewable sources). Then it
assigns iteratively the heaviest task to the most energy efficient peer, provided the
completion time doesn’t violate deadlines.

4.2 Algorithms for Creating Replicas

Random (Rand): The algorithm selects a task at random and creates to a random peer a
replica in case the deadline is not violated. If it is, the random peer choice is discarded
and a new one is made. In case all possible peer assignments lead to deadline violation
for the particular task, the task is taken out of the list and no other replicas for it are
made.
Replication for Fault Tolerance (RFT): First the list of tasks is sorted in descending
order of their failure probability. Then starting with the one most likely to fail an extra
replica is created at the peer that has the minimum failure probability and can complete
the task within the required time. The sorted task list is updated with the new failure
probability of the task. The algorithm iterates until no eligible assignments exist, i.e.,
all possible assignments violate task deadlines, or the maximum number of replicas per
object or the maximum number of assigned tasks per peer is reached. Another possibility
is to have a threshold for the desired task failure probability.
Green Aware Replication (GAR): GAR is similar to RFT algorithm with the exception
being that instead of assigning a task to the peer with the minimum failure probability,
it assigns it to the most energy efficient peer.

5 Experiments

5.1 Simulation Setup

We considered the case where a total of 1,000 tasks must be assigned to 1,000 peers
(both with and without replication) and conducted simulation experiments with settings
defined as follows.
Tasks: Task load depicted the expected execution time over a baseline machine and
varied uniformly from 100 to 10,000 time units. The deadline for each task was set as
a multiple of its load (×2, ×5 and ×10 depending on the experiment). In all the experi‐
ments the maximum allowable number of tasks per peer was set to 20.
Computational Peers: The computational power of peers (speedup over the baseline
machine) was set to vary uniformly between 0.1 and 10 and the failure probability of a
peer was set to vary between 0.1 and 0.001. The percentage of time a peer devotes to
volunteer computing tasks was set to vary between 0.001 and 0.3 while the greenness
factor varied between 0.01 and 0.3. Finally, energy consumption was set to vary between
100 and 500.
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In the experiments we measure the performance of the algorithms both as standalone
and in combinations. For instance G_GAR means that the G algorithm decides the initial
(single copy) task assignment then GAR is used for replica creation.

5.2 Results

First we evaluated the performance of the algorithms that create no replicas (Rand, CT
and G). Figure 1 plots (average of 10 runs) the non-green energy consumption (f1 opti‐
mization target) for various task deadline settings. CT’s performance remains constant,
which is expected since it decides based on task load and peer properties which remain
unaffected by the deadline increase. Rand and G algorithms experience opposite trends.
Specifically, as the deadlines increase G achieves better performance (low values are
good) while Rand’s performance deteriorates. This is due to the fact that as deadlines
become less tight more tasks per peer can be assigned without violating the related
constraint. G maps these tasks to green peers while Rand maps them randomly. On the
other hand, when deadlines are shorter Rand is forced to assign some tasks to green
peers in order to avoid deadline constraint violation. Summarizing, Fig. 1 shows that G
achieves by far the best performance on greenness criterion compared to its competitors.
Particularly for large deadlines (×10) the relative gains can be 3 and 6 times higher
compared to CT and Rand respectively. Finally, it should be noted that all algorithms
achieved the same value concerning the failure probability criterion (f2), while no task
deadlines were violated.

Fig. 1. Energy criterion (f1) for different task deadlines (one replica per task).

Next, we evaluated the algorithmic combinations when 2 replicas per task could be
assigned. Again we obtained results for different deadline values. Figures 2 and 3 depict
the performance on f1 (dirty energy consumption) and f2 (failure probability) criteria
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respectively. From Fig. 2 it can be inferred that the best energy performance is offered
by GAR variations, while RFT offers the best results for fault tolerance.

Fig. 2. Energy criterion (f1) for different task deadlines (replicas per task = 2).

Fig. 3. Fault tolerance criterion (f2) for different task deadlines (replicas per task = 2).

In a last experiment, the most promising combinations, i.e., CT, G together with
RFT, GAR are evaluated as the number of allowable replicas increase. Figures 4 and 5
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plot performance on the two optimization criteria energy and fault tolerance respec‐
tively. As expected, using more replicas leads to higher energy consumption as more
computations run totally but also decreases the failure probability. Comparing results
from Figs. 4 and 5 we can conclude on the following: (i) CT-GAR is inferior to G-GAR
(the later achieves the best performance on energy criterion and comparable performance
on failure probability); (ii) for similar reasons G-RFT is superior to CT-RFT and (iii)
G-GAR and G-RFT are the top performers on energy and failure probability respec‐
tively. Finally, we should notice that G-GAR increases energy consumption less steeply
compared to G-RFT (Fig. 4), while G-RFT achieves less failure probability by at least
two orders of magnitude compared to G-GAR.

Fig. 4. Energy criterion (f1) for different number of replicas per task (task deadline = ×10).
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Fig. 5. Fault tolerance criterion (f2) for different number of replicas per task (task deadline = ×10).

6 Conclusions

In this paper we studied the task scheduling problem on desktop grids. We formulated
the problem as a 2-objective optimization with power efficiency and greenness being
the first objective and the second one being fault tolerance. We developed heuristics that
perform both single copy and replica task assignment. In the experiments we evaluated
the performance of heuristics with regards to power efficiency and fault tolerance.
Among the alternatives G_GAR that uses the greenness criterion both when placing a
task for the first time and when creating replicas was found to achieve the best perform‐
ance energy wise, while G-RFT was the winner in fault tolerance criterion.
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Abstract. Football, which is a popular world-wide sport, has become one of the
most practiced sports but also, with more study cases. Scouting and game analysis
that is currently made has offered the possibility to improve the competition and
increase the performance levels within a team. Taking this into account it emerged
the term Scouting. The objective of this study is to streamline the Scouting process
in Football, through Data Mining (DM) techniques and following the Cross
Industry Standard Process for Data Mining (CRIPS-DM) methodology. The goal
of DM was to develop and evaluate predictive models capable of forecasting a
score of a football player’s performance. Based on this target, 2808 classification
models and 936 regression models were developed and evaluated. For the clas‐
sification, the maximum accuracy percentage was centered at 94% for the Forward
player position, while for the regression the minimum error value was 0.07 for
the Forward position. The results obtained allow to streamline the Scouting
process in Football thus enhancing the sporting advantage.

Keywords: Data mining · Football · Scouting
Knowledge discovery in databases

1 Introduction

Currently, it is recurrent clubs investing in training and gaming management software
[1] that using sensors and video system, generate a huge amount of statistic data referent
to the involved players, such as number of shots with each foot, number of penalties
scored to the right side, kilometers run, scored goals, disarms made, among others. These
technologies enrich and empower football, since they allow to analyze, in a more correct
way, the available data, offering a set of more reliable solutions facing the desired
profitability [1]. However, the amount of obtained data is huge, making the decision
process quite empirical, depending on the technician experience or on some technical
team member.

A football club Scouting department has as main purpose to discover the best players
that can empower a club, either on sports and/or on financial level. Morais [1] refers that
“Scouting is, for me, one of the more important tools from modern football, since is
consists in detecting talents, in rigorous observations, analysis and after evaluations from
players, games or teams”.
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In order to achieve this mission, Scouting accomplishes, in most times, slow process
of analysis and observation of a player until his hiring, quite a few games are analyzed,
sometimes in person, which together with the spent time to make a detailed analysis to
each of those games, makes it harder to gain competitive advantage. Therefore,
regarding Scouting, one of the most common problems is the inability of a scout to
evaluate quickly and effectively a player, due to the immense volume of existing data.

It is within this context that derives the motivation of this study, in which was carried
out the statistical data treatment of a player, resulting as output a mark that reflects a
player’s classification in a specific game.

Our main goal is developing a Pervasive Intelligent Decision Support in the scout
football area. The first step is the induce of Data Mining models able to find patterns.

The motivation to this study awakened from the opportunity to work with a large
volume of football data, applying Data Mining (DM) techniques in order to obtain
precious information to the people who, direct or indirectly, are evolved in the game.
Thus, this study allowed to speed up the process of Scouting. Based on the predicting
models developed, it can be possible to quickly identify which players had a better
performance in one or more games. Furthermore, the scouts have a new tool that will
facilitate the analysis of data from the observed players, thus becoming this study’s result
an improvement for Scouting.

This article is divided in 6 sections: Introduction; Background; Methods and Tools;
Case Study; Discussion; Conclusion. In Background, it is presented the state of the art
for this study’s main topic, by analyzing the fundamental concepts which are inherent
to it. In Methods and Tools it is proceeded the identification of the methodological
approaches that support the dissertation project (Design Science Research Methodology
and Cross Industry Standard Process for Data Mining) and the used tool for DM devel‐
oping (R language). On the Study Case, it is detailed the practical developed work,
organized by each of CRISP-DM methodology phase (business comprehension, data
comprehension, data analysis, modeling, evaluation and implementation). In Discussion
proceeds the analysis and discussion of the obtained results on this work. Finally, in
Conclusion is performed a project conclusive synthesis, giving emphasis to obtained
results and its contribution. Furthermore, it is identified the main future possible
researches and the study’s limitations.

2 Background

2.1 Football

Football is a sport that fits in collective games, occupying an important place in contem‐
porary sports culture. It is, as stated by [2], the world most respected and practiced sport.
In the last years, in this sport has been given “excessive importance to euros (millions)
and to petrodollars” [1] whereby it is possible to verify that this modality is more and
more a business and less and less a sport [1, 3]. In the perspective of [1], the best of the
revenues would be to empower players so that they would also generate revenues and,
consequently, bet on resources monetization. Santos [2] agrees with [1] in this regard,
by saying that “the initiation levels are already understood as a source of resources, from
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where will be extracted quality, to allow to obtain competitive teams with players
adjusted to the desired profile”. According to Santos [2], the evolution and search for
young talents is, currently, an activity that achieved unpaired levels of growth and
improvement. It quickly became apparent that the importance given to elite football has
spread to younger layers and to club’s formation teams. The search for talent in early
ages has been an opportunity for clubs’ economical, human and social growth. Analysis
to arising new players should have as start point the identification of skills and poten‐
tialities so that they can achieve success in football. Therefore, the demand by these
individuals initiated, developed, appreciated and specialized in observation, converting
in what nowadays is called Scouting [2].

2.2 Scouting

According to Santos [2], Scouting consists in planning games to follow, identifying lacks
in team structures, elaborate reports, made throw observations. Thus, Scouting can be
seen as a means for minimizing losses and monetize resources [1], being able to offer
information about the team itself, the opponent team, the acting style of referee teams,
the ecological environment external to the game, among others.

In the perspective of Mendes [1], Scouting can decompose in three parameters:
observation and analysis of team itself, individual observation and analysis and opponent
observations and analysis, as it can be seen in Fig. 1.

Fig. 1. Scouting Perspectives (adapted of [1])
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To ensure the observation, it has emerged the called game observation systems,
facilitating the Scouting process. This software allows to create and explore observation
results; organize data, focusing performance data, features and statistics from all
observed players; perform searches in databases from the kind of needed player; elab‐
orate an agenda of games to observe; develop evaluation models to different kind of
players and to conceive dynamical reports about one or more players and share it with
the remaining team. After this data gathering, scouting departments used to apply manual
methods to follow players’ performance and, therefore, use a traditional decision-
making approach taking into consideration its intuition. However, more and more, the
quantity of collected data is huge, bringing great troubles to analysis and decision.
Hence, sports organizations have started to adopt an advanced analysis based on digital
technologies to evaluate players’ technical skills [4].

This way, new talent identification using technologies would be improved with the
application of DM techniques. Examples of application of DM techniques would be a
decision support system development to be used during a game, as well as the use of
data to help selecting referee or place for the game. DM techniques are based mainly on
the search for existing patterns, relating events in a non-trivial way [5].

DM enters, thereby, in this field with the intention to find more precise information,
avoiding unneeded ones [6].

2.3 Relate Work

Relatively to the carried-out research for understanding approached state of the art
themed, has denoted that already exist several articles that point to an approach for
applying DM techniques associated with multiple sports. Football, basketball, volley‐
ball, tennis and American football have been using DM, fundamentally, to predict future
game results [7, 13–15]. In Scouting world has been verified that the amount of obtained
data is getting bigger, letting the decision process dependent on experience from the
technician or from another Scouting department member [6]. Therefore, has emerged
proposals for using DM techniques to help team’s Scouting departments improving its
performance in sports such as volleyball, basketball and baseball. Advanced Scout
program, developed to support NBA coaches in identifying hidden patterns in game
statistics and data can be taken as an example. This program, since mid-ninety, uses DM
techniques to provide knowledge to coaches so they can prepare their team for the next
game [8]. Regarding research about DM related to Scouting in football is possible to
notice that, until now, was not yet developed any kind of solution that can be compared
to the present case study.

3 Methods and Tools

The development of this project was supported by the Design Science Research Meth‐
odology (DSRM) in the scientific field, since this methodology is composed by techni‐
ques and policies that guide scientific research in information systems [9]. For the prac‐
tical component, the choice relied on the cross-industry standard process for data mining
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(CRISP-DM). This methodology presents a flexible life cycle composed by six stages,
in which its sequence is not rigid and allows to move back and forward between phases
[10]. The CRISP-DM life cycle is represented in the context of this study.

• Business Understanding: Understand the projects objectives and requirements to
define the problem and the work plan.

• Data Understanding: Initial collection of data and activities that allow to check its
quality.

• Data Preparation: Activities to build the final data set.
• Modeling: Application of regression and classification techniques, in which, for each

task, were selected thirteen techniques and created four scenarios.
• Evaluation: Review of the obtained results to verify if the objectives were achieved.
• Implementation: This project was not implemented in a final customer, as it was

not part of this study’s scope.

For the development of DM tasks, R language was used due to its simplicity of
development and extensibility. For model development and evaluation, Rminer package
was used. Throughout the project, a total of thirteen packages were used, which allowed
the manipulation of Excel files, graphics construction and application of Feature Selec‐
tion algorithms.

4 Case Study

4.1 Business Understanding

According to the background of this study, it is possible to understand that, until now,
there are no DM techniques to improve the process of Scouting in football. This means
that, nowadays, one of most common problems in Scouting is to evaluate a player in a
fast and efficient way, due to the enormous amount of available data. This evidence
brought, therefore, the need to carry out this case study, which has, at its business goal,
to offer a relevant contribution to Scouting in football, in order to streamline the process
of data analysis of players and, consequently, enable their better identification and
recruitment. Concerning to DM objectives, the case study was based on obtaining
prediction models through two tasks of DM: Classification and Regression. The DM
tasks were chosen to explore some of existent predictive tasks, followed by the results
analysis in each one.

4.2 Data Understanding

The present data is relative to of football players’ performance at a given time and the
dataset records are related to:

• Six different seasons (2010–2011, 2011–2012, 2012–2013, 2013–2014, 2014–2015
and 2015–2016);

• Four main leagues of European football (Serie A, La Liga, Premier League and
Bundesliga)
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This forms a total of 119 teams and 2888 players. Although the dataset contains only
6870 records, each record contains 35 attributes. As already mentioned, the main goal
is to forecast a player’s future rating.

First, it was necessary to divide the data by the position attribute, so that the DM
study was differentiated by each position, with these being Defender, Midfielder and
Advanced. The Table 1 below shows the target (rating attribute) for each position, indi‐
cating the maximum, minimum, mean, standard deviation and number of records.

Table 1. Analysis of rating values

Function Positions
Forward Midfielder Defender

Maximum 8.88 7.89 8.01
Minimum 5.99 6.12 6.23
Mean 6.84 6.90 6.94
Standard deviation 0.39 0.30 0.25
Row count 2199 (32%) 1655 (24%) 2548 (37%)

Regarding the Forward position, it should be noticed that it holds the higher disper‐
sion between player’s classification (Rating) values - higher standard deviation value -
and, therefore, the global maximum and minimum values are present in this position. It
is in Defender position that player’s mean rating achieves higher value (6.94). However,
this position also contains a greater number of records.

Based on the presented data exploration, and in order to complete its analysis, we
will then identify changes made for data improvement, listed in the following points:

• Transformation of age attribute (Age), because it presented player’s current age
instead of his age at the time in question.

• The replacement of “-” character by the digit 0 (zero).

Disaggregation of number of goals attribute to the holder and the alternate (Apps).
Currently it is constituted by x (y), where x represents the number of games to the holder
and y the number of games in the condition of substitute.

4.3 Data Preparation

At this stage, it was intended to correct the problems identified in the previous phase of
CRISP-DM. These problems were identified based on the assumption that, in this
project, it was intended to perform the prediction of a given player’s rating, using two
DM approaches: Classification and Regression. These approaches were divided in 4
tasks:

• Task 1: The initial change was based on the transformation of age attribute (Age).
It was felt the need to change this attribute, as age (Age) represented the player’s
current age and not his age referring to the time of data recording. Thus, age attribute
(Age) became the player’s age at the time referring to the remaining data.
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• Task 2: The next fundamental change to use the mentioned DM tasks, classification
and regression, was the substitution of the character “-” with the digit 0 (zero). This
change occurred in order to analyze the attributes as being of the numeric type and
not as text.

• Task 3: In this task, the change to be made was centered on the breakdown of the
attribute number of games to holder and substitute (Apps) in two distinct attributes
(number of games to holder (Apps_titular) and number of games to spare
(Apps_suplente). The attribute number of games for the starter and the substitute
(Apps) consists of x(y), where x represents the number of games to be held and y the
number of games as a substitute.

• Task 4: Besides the solved problems identified in the previous phase, data prepara‐
tion also consisted in the preparation of classes (value intervals) to be possible to
make predictions using Classification task. Class construction was achieved using a
random method (4 classes), using the mean (2 classes) and also using quartiles (4
classes).

4.4 Modeling

In this stage, two prediction tasks (classification and regression) were studied in order
to predict the performance of a given player. Concerning target value, it differs in both
tasks. In classification, the target consists on classes, which were built in the data prep‐
aration phase. In the regression, target was formed by the original values, being discrete
and decimal values.

Regarding sampling methods, three were used: Cross Validation, Holdout Simple
and HoldOut Order, in order to divide data for training and testing multiple models. For
Cross Validation, the dataset was divided into 10 folds. For each model, the Holdout
were set to ten runs and its result was consisted in the joined results of each run. It was
chosen to calculate the ten runs’ mean, in order to ensure that evaluation was not repre‐
sented by one training only, resulting, this way, on an increase in model’s confidence.
For the method of representation, only the conventional one was used.

Regarding prediction scenarios, for each position, eight different scenarios were
developed. In a summary, we obtained:

• Two DM tasks:
– Classification
– Regression

• Three positions addressed
– Defender
– Midfielder
– Forward

• Three approaches in class construction
– Random
– Mean
– Quartiles

• Three sampling methods
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– Cross Validation
– HoldOut Simple
– HoldOut Order

• 19 DM techniques
– ctree; rpart; kknn; ksvm; mlp; mlpe; randomForest; bagging; boosting; lda; lr;

naiveBayes; qda; mr; mars; cubist; pcr; plsr and cppls
– 8 scenarios: C1, C2,…, C8

Finally, for the classification task 3 * 3 * 3 * 13 * 8 = 2808 models were obtained
and for the regression task 3 * 3 * 13 * 8 = 936 models, totaling 3744 prediction experi‐
ments.

4.5 Evaluation

As an evaluation metric for the classification models, accuracy (ACC) was selected
because it represents the calculation of the proportion of correctly classified cases in a
given model [11]. This means that it translates the percentage that the model accurately
predicts the class. The selection of the ACC metric was chosen since a great majority
of the experiments are multiclass (construction of classes by the mean, random method
and quartiles) (Table 2).

Table 2. Predict results of classification

Scenario Class construction method Accuracy(%)
Forward Defender Midfielder

C1 Aleatory 78,17 66,76 74,62
Mean 92,28 82,69 91,30
Quartiles 79,54 59,30 73,91

C2 Aleatory 78,58 71,94 64,13
Mean 90,86 85,39 86,05
Quartiles 76,44 64,68 62,68

C3 Aleatory 84,45 60,83 78,31
Mean 94,00 78,92 93,30
Quartiles 83,81 52,73 76,98

C4 Aleatory 77,63 67,78 64,13
Mean 91,13 82,34 86,05
Quartiles 75,99 58,71 62,68

C5 Aleatory 77,40 61,34 67,07
Mean 91,41 79,08 88,77
Quartiles 78,35 53,62 66,30

C6 Aleatory 77,22 65,03 63,77
Mean 91,27 79,96 87,14
Quartiles 76,13 56,43 62,68

C7 Aleatory 74,62 75,27 59,42
Mean 90,18 86,57 82,07
Quartiles 75,58 66,33 56,52

C8 Aleatory 71,08 68,41 63,44
Mean 89,09 83,39 86,96
Quartiles 70,94 60,32 63,59
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For the regression evaluation, there are several metrics that are based on the construc‐
tion of an error estimate [12]. Mean Absolute Error (MAE) and Root Mean Squared
Error (RMSE) were the ones selected.

According to Witten et al. [12], MAE calculates the mean magnitude of errors in a
set of predictions, without considering its direction, that is, it corresponds to the mean,
on test sample, of the absolute differences between the forecast and the actual observa‐
tion; whereas RMSE refers to a quadratic scoring rule that evaluates the error mean
magnitude. It reflects the square root of the mean square differences between the predic‐
tion and the actual observation. Therefore, as they deal with error estimation, their values
are both better and closer to the zero value (Table 3).

Table 3. Predict results of regression

Scenario Forward Defender Midfielder
RMSE MAE RMSE MAE RMSE MAE

C1 0,10 0,08 0,13 0,10 0,10 0,08
C2 0,10 0,08 0,11 0,08 0,14 0,11
C3 0,07 0,06 0,15 0,12 0,08 0,07
C4 0,10 0,08 0,13 0,10 0,14 0,11
C5 0,10 0,08 0,15 0,12 0,13 0,10
C6 0,10 0,08 0,14 0,11 0,14 0,11
C7 0,11 0,09 0,10 0,08 0,16 0,13
C8 0,14 0,11 0,12 0,09 0,15 0,12

5 Discussion

In general, it is possible to verify that the created models help improving Scouting
process in Football, once the obtained results of the predictions have presented very
positive results. These results allowed the creation of models that help to predict the
grade of a given player (Rating) with high precision, as it was verified in the evaluation
chapter. It is important to discuss the results by analyzing the two Data Mining (DM)
techniques used: classification and regression. In classification models, the best predic‐
tion resulted in an accuracy (ACC) of 94%, being relative to the Forward position. For
the Midfielder position, the best prediction resulted in 93.3% accuracy and for the
Defender position resulted in 86.6% accuracy.

In regression models, the predictions were evaluated using two metrics: Mean Abso‐
lute Error (MAE) and Root Mean Squared Error (RMSE). The obtained results with the
RMSE metric presented a low error value for the three player positions. The lowest error
value for the Forward position was 0.07, for the Defender position 0.10 and for the
Midfielder position 0,08. It could be seen that the lowest RMSE value occurred for the
Forward position. However, the highest value also occurred for this position. Regarding
the mean value of RMSE, it was found that the lowest value refers to the Forward
position and the highest to the Midfielder position. It should be noticed that the overall
error value was centered at 0.15, a globally satisfactory value.
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6 Conclusions

The designed predictive models help to improve Scouting process in Football, helping
scouts in the treatment of players’ data and the evaluation of the player’s performance.
Based on certain data of players, preliminary predictive models were built, which were
capable of obtaining the rating grade of player’s performance.

In this way, DM allows to accelerate the process of decision making in players’
performance evaluation. Based on the analysis of players’ performance characteristics,
the developed models allow to predict their evaluation without the need of observation
from Scouting elements. Thus, it is possible to say that the development of DM allows
to speed up the Scouting process in Football, when it comes to players evaluation.
Although indirectly, it can also be stated that, by accelerating the analysis of players’
performance through the DM, a competitive advantage is obtained in the decision-
making process for hiring new talents, in the identification of opposing players that may
constitute a threat to the team and in the individual analysis of the team itself.

Although developed work proves to have a great importance for improving Scouting
process in Football, only an initial approach to this theme was made, since there is no
representative study on the theme. Therefore, in the future, there is a need to acquire
different data from those who worked on this project, including new analysis attributes,
in order to explore new approaches in Football Scouting. In addition, considering that
this is an initial approach, it will be possible in future investigations to prepare scenarios
and techniques with the best results obtained in this project, in order to optimize and
deepen their study. In the future all the Pervasive System will be designed and the Data
Mining models will be integrated.
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Abstract. The use of technologies that can facilitate and streamline the processes
of those who constantly need to perform various actions or comply with the most
varied procedures, requires constant adaptability, either by organizations or users.
The focus of this research is precisely the adaptability of technologies and in this
case the technology used in the Intensive Care Unit (ICU) of the Centro Hospitalar
do Porto (CHP). The increasing use of different electronic devices, all with
different characteristics and dimensions, requires the optimization of the plat‐
forms that transmit and manipulate all the information, so that it is possible to use
it regardless of which device is being used. Through the introduction of new
functionalities to the current system, it is intended with this artefact to show the
optimization made on the INTCare platform, with the main purpose of increasing
its responsiveness.

Keywords: INTCare · Pervasive Computing · Pervasive environments
Mobile Health · Pervasive health

1 Introduction

The use of computed technologies in healthcare, has been growing day by day. This
new approach, combined with mobile technologies, brings a new era: the e-health.
With the mobile technology, being adapted to heal-related areas, opens the improve‐
ment of the dissemination of public health information. Also facilitates remote
consulting, diagnosis and treatment, patient management, public health monitoring,
distribution of information to doctors and nurses and increased efficiency of admin‐
istrative systems [1]. With these, comes the scan for intelligent systems or that are
capable to support the processes required to a nurse or doctor, making their decisions
easier and faster. One of the areas that needs a helpful application is the Intensive
Medicine (IM). The possibility of having the information available anytime, changes
completely, the performance of an Intensive Care Unit (ICU) and the intensivists
capacity of the patients’ needs [2]. INTCare is an Intelligent Decision Support System
(IDSS), which fills the requirements of a web application developed to an ICU. It is
implemented on Centro Hospitalar do Porto (CHP) and the focus of this system is the
support to the decision-making process of ICU professionals and became a necessary
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tool to agile process and tasks of IM [2]. The number of functionalities of INTCare
is in continuous grow, according the needs and problems, with the objective of
develop a highly capacitated system with requisites like: adaptability, security,
privacy, pervasive and ubiquitous, real-time, data mining and decision models and
secure remote access. To accomplish this, has been implemented a series of intelli‐
gent agents that autonomously execute some essential tasks. To a better data visuali‐
zation, INTCare has a specific functionality: Electronic Nursing Record (ENR) [3].
ENR is a web based platform, optimized for touch screens, that allows the ICU
medical staff to register electronically the paper-based nursing records. With the ENR,
is possible to register various types of data, confirming if some therapeutic was
performed or not and consult all the present and past data about the patients. This
platform is the front page of INTCare system because congregate independent data
sources and enable the access of all data always in the same place [4]. Motivated by
the importance of ENR, this paper aims to show the difference between the before and
now, of INTCare front page. The objective of this work was renewing the platform
to be have a better data visualization and surpass some limitations that are hold up a
better use of the remote access to the system.

The structure of this work is divided as follows: Sect. 1 reserved to the introduction
of the content; Sect. 2 presents the background study; Sect. 3 is about the methodology
applied; Sect. 4 defines the INTCare system; Sect. 5 refers to the ENR platform;
Sect. 6 concludes the research presented.

2 Background

2.1 Intensive Medicine and Intensive Care Units

Intensive Medicine (IM) can be described as an area of medicine that focuses on the
diagnosis and treatment of patients with serious health problems. These problems are
usually considered to be a threat to the quality of life of the patients and, for this purpose,
the IM seeks to reverse this debilitated life condition, to a state in which the patient can
be accompanied in a hospital [5]. Intensive Care Units (ICUs) are specialized hospital
units where IM treatments are applied. These units are known as critical environments
where patients with very weak health status are hospitalized, usually in a state of organ
failure or life-threatening [6]. ICUs are endowed with a large amount of resources,
mostly technological, aimed at reversing the condition of patients through a constant
monitoring of their health and vital signs [7]. The adaptability of technologies to these
areas, is important because the fact that data related to a patient can be available at any
time and place makes the ICU much more efficient, since they are environments
dependent on the correct presentation of the information, so that decisions can be made
as accurately as possible.
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2.2 Mobile Health

Mobile Health is considered the strongest contribution when it comes to the use of health
technologies. This tendency has shown a constant growth and brings the interaction
between patients and health professionals to a higher level, making use of the mobile
devices to support the decisions and tasks of the professionals of the different health
areas [8]. The constant monitoring of the evolution of patients’ health status is crucial,
either after surgery or when transferred to another hospital unit, or in support of preven‐
tion/prediction of possible complications, thus being able to sustainably support the
management of an hospital unit and consequent increase the quality of the service
provided [9]. However, these systems are usually developed in isolation, hampering the
task of interoperability, which implies more complex and heterogeneous processes [10].

2.3 Pervasive Computing and Technologies

Pervasive technologies imply that these are so integrated into our lives that they become
tools that are influential and indispensable to our day-to-day life, without causing
dependency and as intuitive as possible. These technologies have their implementation
divided into four types: implantable, wearable, portable, and environmental.. As for
wearable technologies, or technologies in intelligent environments, do not have invisi‐
bility as a mandatory feature. However, they should always be the less intrusive and
inconvenient possible [11, 12]. Pervasive Computing is an addition to the Mobile
Computing, focusing not only on mobility, but also on interoperability, scalability,
adaptability/responsiveness and invisibility, so that users can take advantage of easier
use when they need it [13].

Pervasive Healthcare, described as healthcare services to everyone anywhere and
anytime, is considered a key factor in the reduction of expenses of the hospital units and
in the advance of the treatment and cure of numerous health problems. The pervasive
technologies adapted to health, seek to alleviate some of the main failures of hospital
units, such as records in paper format and the failure of information always available,
allowing their use remotely [14]. A pervasive environment is designed to allow the
interaction of mobile devices, with sensors and servers, becoming important in the health
area, since it is necessary the support to the doctors, so that the best decision is made
according to the status of patients. To describe the points in favour or against and the
opportunities or threats that arise from the implementation of pervasive environments,
a SWOT analysis was constructed, which is a reference that allows to obtain an analysis
of the environment under study, according to the context of the Intensive Care Units.
Table 1 shows this SWOT analysis [3].
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Table 1. SWOT analysis for pervasive environment in ICUs.

Strengths
• Information always available;
• Possibility of remote access to data;
• Access to specific information;
• Improvement and optimization of services;
• Support to medical decisions;
• Processes innovation;
• Improvement of the quality of the services

Weaknesses
• Secure networks;
• Confidentiality and privacy of information;
• Lack of technological infrastructures;
• Need for technological training for users;
• Problems in application maintenance;
• Dependence of decision support systems

Opportunities
• High quality of decisions;
• Availability of information;
• Use of new technologies;
• Optimization of tasks and processes;
• Fill hospital needs;
• Avoid problems in decision making

Threats
• Non-qualified staff in the technological area;
• Security and/or privacy failures;
• High costs in the implementation or extension
of infrastructures; Risk of attacking networks
or servers

3 Methodology

The Design Science Research (DSR) method goal, is create and evaluate the different
artefacts’ that aim to solve organizational problems [15]. This model is composed by
six activities: first, “Identify the problem & Motivate”, define which is the problem to
investigate and present and justify the value of the solution; second, “Define Objectives
of a Solution”, interpret the objectives of a solution according to the definition of the
problem and the knowledge of what is possible and feasible to do, these objectives can
be quantitative or qualitative; third, “Design & Development”, refers to the creation of
the artefact, based on research, and may be models, methods or instantiations; fourth,
“Demonstration”, aims to demonstrate the use of the artefact when solving one or more
phases of the problem and may involve the use of the same in appropriate simulations
or case studies; fifth, “Evaluation”, observe and quantify the quality of the artefact in
the resolution of the problem, for which it is necessary to compare the objectives of the
solution with the results obtained in the Demonstration phase; sixth, “Communication”,
stage of demonstration and presentation of the problem and its importance, the artefact,
utility and innovation, the rigor of its design and its effectiveness in solving the problem
[16]. In the Identifying the problem and motivation phase, we sought to understand how
the INTCare’s ability to adapt to the different characteristics of different devices would
be beneficial for the decision-making process in the ICU of CHP. The main objective,
is the optimization of the INTCare platform, ENR. The Design and Development phase
encompasses all idealizations for the optimization of the artefact, which for this project
was a responsive prototype, that is, able to adapt visually to any device. In the Demon‐
stration phase, the solution was implemented to present the work done. The results of
the work demonstrated were estimated in the Evaluation phase, quantitatively, to see if
the solution developed is adequate to the identified problem. The Communication phase
includes the writing of scientific articles and the final dissertation report, where the final
results obtained are presented.
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4 INTCare

INTCare is an Intelligent Decision Support System (IDSS). The main objective of this
system is to automatically collect and analyse data of patients hospitalized in the ICU.
This system can make predictions regarding the future condition of a patient such as a
possible failure of vital organs [4]. Is considered a IDSS because in an autonomous way,
in real time and using the predictive model, it can be a great support in the process of
clinical decision making, since it allows the creation of important information, turning
the processes within the ICU much more effective and efficient, reducing the uncertainty
caused by the possible stress of decision-making [3].

4.1 System Features

The whole system is interconnected in order to ensure secure communication and access
to data everywhere and also respects a number of essential characteristics [3], which are
detailed below:

• Real time: all patient data are collected in real time using sensors that have been
added to the ICU. The necessary information is entered into a database, immediately
following the occurrence of an event;

• Electronic mode: all data must be available in an electronic form, otherwise should
be registered, by the professionals, with an available application, the Electronic
Nursing Record (ENR);

• Online: all information must be online, allowing it to be used regardless of where
the data is accessed;

• Autonomous: the tasks must be done in the most automatic way possible, using the
intelligent agents integrated in the INTCare, and the validation must be done
manually;

• Data mining models: The success of IDSS depends, on the acuity of the DM models,
which implies that the prediction models must be reliable. These models make
possible to predict events and avert some clinical complications to the patients;

• Decision models: The achievement of the best solutions depend heavily on the deci‐
sion models created. Those are based in factors like differentiation and decision that
are applied on prediction models and can help the doctors to choose the better solution
on the decision-making process;

• Safety: all patient data should be stored safely and securely. Access controls are also
mandatory in the system;

• Reliable: the health professionals are responsible for the validation of the data
inserted in the ENR and the system presents only the information that is required,
guaranteeing the truthfulness of the same;

• Accurate: all operations must be approved prior to a final decision to avoid placing
the patients’ health at risk and possible attacks to the system;

• Privacy: data for any patient must be private and can’t be collected outside the
hospital unit. To this, it is necessary to ensure that all tasks performed are recorded
and associated to a professional to prevent problems and establish responsibilities;
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• Adaptive: the system must be able to adapt automatically and according to the needs,
guaranteeing a constant and correct operation of the same;

• Secure access: access to the network that supports the system, must be highly
protected and encrypted. Tools like VPNs with integrated access protocols are essen‐
tial. Only authorized staff may obtain and use the information, either through local
access or remotely;

• Context awareness: it is important to raise the awareness of those who use the system
so that they know the value of the information used to avoid possible negligent acts;

• Risk list and contingence plan: it is necessary to define risks and possible impact,
as well as the probability of occurrence, to predict future problems.

4.2 INTCare as a Pervasive System

The implementation of a pervasive system, implies some responsibilities as shown in
the anterior section. As other systems in general, privacy, safety and secure access, are
some of the prior aspects otherwise not only patients’ life will be compromised, but
hospital and ICU staff will be responsible for unexpected problems [3]. Another impor‐
tant characteristic is the system autonomous operations.

INTCare system is able to give the user what he needs, through the use of intelligent
agents, that work behind all the features and simplify complex tasks i.e. data calculations,
allows the ICU professionals to consult and validate data, no matter the electronic device
used to access. With some improves made to the system, the patients information is
always saved securely and can be accessed anywhere, although if the user is not at the
ICU, validating the data is not allowed.

The INTCare system can be categorized as a pervasive system considering its ability
of responsiveness and accessibility, anywhere and anytime.

5 Electronic Nursing Record

The most common obstacle to the development of Intelligent Decision Support Systems
(IDSS) in medicine is the high number of paper data and the large number of data
sources. The reality of ICU is not different and when the project started, about of 80%
of information that were essential to the development of Data Mining Models were
registered in paper and, only 8% were registered punctually in database, most of them
in an offline mode, i.e., the date between the paper registration (date of collection) and
database storing can have some days of delay [17].

The Electronic Nursing Record (ENR) is a platform developed for collecting and
monitoring data and it is incorporated in the INTCare. ENR has the objective of
collecting all clinical data, which will be made available to the medical teams.
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5.1 Description

ENR is a web based touch screen platform that was developed with the objective to
receive all medical data and put it available to Doctors and Nurses in real time and
automatically, through an intuitive interface [4].

The ENR has a set of features that allows a complete patient data monitoring, i.e.,
with this platform the ICU staff can register, analyse, validate and consult all data asso‐
ciated to a patient in critical situation. The introduction of ENR in the ICU represents a
good improvement when compared with earlier situation. Before the ENR the data of
vital signs, medications, patient scores, fluid balance were always registered in the
Nursing Record Paper Based (NRPB). A previous study [17] showed the impact of ENR
after the implementation [17]. The information is available online and in real-time now.

5.2 Features

Throughout ENR evolution, some new features and functionalities were added to
simplify the work in the hospital and promote dematerialization of processes. In comple‐
ment, the application gives the possibility to have a set of graphics that can show the
evolution of patient condition. Other possibility is the automatic/manual calculation/
insert of the ICU medical scores (SOFA, SAPS II, SAPS III, Glasgow, TISS28 and
MEWS) [18].

For that was very important the system interoperability that allows the data access
from other data sources like, lab results, electronic health records, drugs systems, ther‐
apeutic attitudes and procedure, and others [19].

Complement application characteristics:

• Record, Store, Validate and consult the data from the previous day;
• Consult therapeutic plan of day after of the patient;
• Auto/Manual data save, refresh or validation;
• Auto start, according the PID, bed and monitors;
• Easy connection to other platforms;
• Show patient identification (PID);
• Other Charts (events, lab results …);
• Patient data is real, confidential and secure;
• Historical data consult;
• Lab Results comparative table;
• Automatic calculation of fluid balance and, Glasgow, pain scales and ICU patient

Scores;
• Hourly data validation and block;
• Patient Alerts;
• INTCare System connectivity;
• Auto PDF creator and reader system.

358 P. Gonçalves et al.



5.3 Overview

The ENR is one of the most important tools of the entire INTCare system, making its
correct operation vital. Being such an important platform, it becomes an essential work
tool for doctors and nurses since it makes the decision-making process faster and safer.
One of the main features of ENR is the responsiveness. With this, ENR adapts to every
devices and characteristics’, allowing the intensivists to access the information every‐
where (Fig. 1).

Fig. 1. ENR responsive table.

For a quick access of data and data processing, ENR a set of intelligent agents were
developed. Those mechanism not only contributes to improve health care practices and
patient care, but also provides information in an easily, secure and quick way. At the
same time, it makes the data available to be used by an IDSS in real-time, anywhere and
anytime. The digital nature of a nursing record allows data contained within it can be,
easily, searched and retrieved [18]. With all of this ENR still has a good performance,
the information is always available immediately, and without requiring any action or
concern of the user, save and load all data, only once, so that each time the user needs
to switch between different menus, the response is immediate (Fig. 2 - ENR therapeutics
table). All variables used by these features are updated automatically when a change is
made by the user, always guaranteeing the presentation of the most recent data. It was
always a concern to develop an application that is easy to maintain and as dynamic as
possible. ENR is an application directly dependent on defined variables, which when
changed in no way will change its operation.

The INTCare system, as an IDSS, collects all the information from different sources.
One of them is the ENR platform, that when connected with other systems like AIDA,
turns possibly the automatically data processing and the online learning that provides
the necessary information to data mining and decision models, i.e., this data collected
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automatically and in real time makes possible to obtain results about ICU Scores, Critical
Events, Prediction organ failure and patient outcome, etc. [17].

Fig. 2. ENR therapeutics table.

6 Conclusions and Future Work

The paper presented seeks to demonstrate the impact of pervasive systems in ICUs. In
an area where information has a crucial impact, and decisions are taken within seconds,
the implementation of a systems that is capable to the needs of the users is an important
tool. The INTCare system turns out as a mechanism that offers the ICU professionals
the support they need to their decision-making process. Despite the problem, was easy
to understand that adding a feature that allow the user to consult the information in real
time and with every technological device, knowing that the application response will
always be adapted, is an important functionality of a system.

These changes support a bigger control of the patients monitoring and, doctors and
nurses, have the possibility of accessing to cleaner and better visualization of the data,
being that an important element to the service provided.

Resuming, the work done was a total optimization of an earlier version of INTCare
system. The work done along with this paper, are two of the artefacts of the research
project presented that was evaluated with a grade if eighteen out of twenty. INTCare
has now new interfaces and functionalities, turning the access and use of ENR more user
friendly and more capable to answer all the user needs.

Although, the work is not complete because there are some new features on the line
to be implemented, such as, a bed map to the ICU. This feature works as a satellite view
of the ICU facility, permitting the professionals a better overview of all beds and a
quicker access and control to a specific bed in case of some alert triggered.
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Abstract. Running water available for human consumption inside Quito
Metropolitan District began to be deficient by year 1960 due to an increase of its
population. This water shortage caused several annoyances to its inhabitants up
to the point that local government started on year 1990 new measures for a more
effective management of its water resources. In 1992, ordinance 2910 ruled for
the prevention and control of pollution produced by industrial liquid discharges
and emissions into the atmosphere. Contaminating sources were manufacture of
fabrics, metal products, food, beverages and tobacco with low biodegradability
and high toxicity inorganic inputs and wastewater of Northern Quito majorly
caused contamination of Monjas River. This research describes current water
situation and proposes different alternatives of treatment plants based in a per-
vasive information systems.

Keywords: Water treatment � Water contamination � Territory organization
Pervasive information systems

1 Introduction

Currently, the law of territory planning requires increasingly personalized services, and
more quickly. Public drinking water utilities are responding to these market needs
through the use of comprehensive business intelligence, improving traditional business
intelligence, with the ability to capture, interpret, and act on data immediately, to make
faster decisions, in order to create a proactive and reactive interaction environment
between the stakeholders in the business and providing the appropriate decision sup-
port information to managers based on the discovery of knowledge in the current data.
These companies look for alternative ways to increase the value of their business
intelligence initiatives. Increasingly, organizations are struggling to achieve Pervasive
Business Intelligence (PBI) [1, 2]. The emergence of PBI is an natural evolution of
business intelligence applications in organizations, with application from the strategic
level to the operational level.
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Ecuadorian water supply depends on conservation and stability of highlands, so
deforestation, erosion and changes on rainfall causes a reduction of water source. At the
beginning of 1990s this source began to be scarce in Quito and its water management
considered possible solutions to protect it and manage the efficient use of its water
resources through better practices.

The water resources available to Quito Metropolitan area (DMQ) are constituted by
water from Esmeraldas river upper basin, surrounding groundwater and part of eastern
subbasins and watershed of the Guayllabamba River [1]. The 2005 Water Quality
Management Plan (PMCA), refers to additional water sources:

• San Pedro river: starts at 2.760 m above sea level and ends at Machángara at
2.080 m above sea level;

• Machángara river: starts at 2.180 m above sea level and it is nourished by several
waterfall from South Quito; most of waste water from South Quito is discharged
onto this river;

• Guayllabamba: starts at 2.080 m above sea level by mixture of San Pedro River and
Machángara River; other sources are Chiche, Guambi, Uravia, Coyago, Pisque and
Monjas Rivers;

• Monjas: starts at 2.470 m above sea level and joins to Guayllabamba River at
1.655 m above sea level. Most of waste water from North Quito is discharged onto
this river.

Here four water treatment plants were considered: two Belgian plants (one for the
treatment of Dyle River and the other one for treatment of Lasne River). Among the
national ones we have considered Ucubamba (Cuenca) wastewater treatment plant and
the drinking water treatment plant of Puengasi (Quito) in order to estimate the best
plant layout required to solve the pollution problem of the Monjas River [2, 3].

The watershed of the Monjas River, is located north-west of the province of
Pichincha, DMQ. The river Monjas begins at approximately 4440 m above sea level,
and converges with the Guayllabamba River at 1655 m above sea level. It is part of the
Guayllabamba river system, where the main river that crosses the whole basin is the
Monjas (Fig. 1).

The Monjas River, which receives approximately 20% of the wastewater from
Quito, is located in a sector with several changes in recent years due to the development
of new neighborhoods and subdivisions with growthing population that has affected the
conditions of the river and its environment, adding uploading urban and rainwater
drainage from North Quito. The total area of the basin is 163.64 km2 and crosses the
urban area to the north of Quito. In Quito there are four main rivers: Machángara,
Monjas, San Pedro and Guayllabamba that present an important level of contamination.
This contamination does not only respond to mountains of rubbish, debris, furniture
and even dead animals that exist along the rivers, but by the residual waters of the
houses near this zone [4, 5].

Monjas River, considered the second most contaminated river in the capital because
the sewer system of Quito Metropolitan area ends in the river (81% of pollution due to
wastewater and 19% to industrial discharges). Pollution in Monjas River is quite
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visible. In different visits, there were found puddles of putrid and yellow water of about
a meter deep. Its contamination affects surrounding inhabitants and vegetables crops
and avocado trees that has been harvested for about 20 years. Affluent was small and
clean but today has radically changed [6].

Area inhabitants’ testimonies is that color and the smell of Monjas River usually
becomes unbearable. This situation keeps citizens in fear for personal and their family
well-being. A decontamination program for Quito’s surrounding rivers plans the
construction of interceptors to separate rainwater, residual and domestic waters, which
are those that contaminate Monjas River affecting health of its population.

Three wastewater treatment plants (two in the south and one in the north) might be
built to decontaminate the waters of Machángara, Monjas and San Pedro rivers. Other
small ones will be built in the villages of the northeast Quito.

Quito’s water company (EPMAPS) started in 2015 a campaign to prevent people
from throwing rubbish or debris in riverbanks. Also, an analysis of water pollution and
treatment plants construction studies, with the goal in mind that in the future the waters
of the rivers may have recreational uses. This proposal, determines that remaining
sludge will be treated for agriculture, livestock, forestation, soil recovery, landscape
restoration, fertilizer or fuel for industrial furnaces. A theoretical basis that comple-
ments the selection of a treatment plant of the Monjas River was considered. Addi-
tionally, a standardized diagnosis on quality of water was proposed and finally, an
analysis of four plants layout were presented to estimate best location according to the
current regulations and permissible limits for discharges [2, 7].

Fig. 1. Monjas river location.
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2 Methodology

2.1 Monjas River Sampling

Three different samples were obtained and labeled from sources to analyze each
parameter three times with a previous calibration of equipment.

PH: approximately 25 mL of the water sample was taken, water pH was measured
using the pH meter device and the obtained value was recorded.
Conductivity: 25 mL of the water sample was taken, conductivity was measured
using the conductivity meter device and the reported value was recorded.
Alkalinity: in 50 mL of sample add 3 drops of indicator Phenolphthalein and 3
drops of methyl orange to finally add sulfuric acid (H2SO4), titrate the sample and
record the volume spent
Hardness: 10 mL of sample was placed, 1 mL of buffer solution formed by 16.9 g
of NH4Cl, 143 mL of NH4OH and a flash of Helium Chromium was added. The
sample takes on a pink color, but after shaking it takes a blue coloration

2.2 Morfometrics Parameters

Using the ArcGis 9.3 Calculate Geometry tool in the attributes table, the area in km2

and the perimeter in km were calculated, both data are very important, delimiting the
total volume that the basin receives during the precipitation and the surface and shape
of the basin.

2.3 Monjas River Flow

In order to calculate flow of the Monjas River, an hydrological analysis was carried out
with the information of the “Formulation and Implementation of the National Inte-
grated and Integral Management Plan for the Water Resources of the Watersheds and
Hydrographic Microbasins of Ecuador”, elaborated by the Changjiang Institute of
Survey Planning Design And Research - CISPDR, which contains an INAMHI data-
base. After analysis of the available hydrological stations for the sector, it was estab-
lished that the one with similar hydrogeomorphologic characteristics is the Alambi
station in Churupamba H136, located in the coordinates 16226N, 757927E with an area
of 442 km2 and with registered data by a 16 years lapse. Factors of area variation and
precipitation between the two basins.

2.4 Monjas River Map

The hydrographic maps of Monjas river basin were obtained and used for treatment
plant location. In each map symbology shows the two points where the sampling was
taken, the populated areas at scale 1: 120000.
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2.5 Quality of Water at Monjas River

Water quality not only suffices with the latent appreciation of pollution, which for the
Monjas River is estimable by the naked eye of experts and inexperienced people who
pass through the river shores, but it was also necessary to determine Water Quality
Index (WQI) or ICA (in Spanish) [8].

2.6 Technical Evaluation

Features of each of the four treatment plants models: Lasne treatment plant [9]; Dyle
treatment plant; Treatment plant of Ucubamba and Puengasí treatment plant. An
individual analysis of the treatment plants is presented to perform a compilation of the
four plants for comparison. A detailed analysis of the flow diagram of the process of
each of the treatment plants is carried out, as well as the detailed description of each
unit operation that is part of the process and the general description of the equipment to
then confront the data.

After comparing the evaluated technical data of the plants, the best option for the
treatment of the residual waters of Quito is selected and later the location of the plant
will be determined to avoid contamination of the river Monjas.

3 Results and Discussion

3.1 Sample Taken

Results of the water analysis (Table 1), the analysis was performed at the coordinates
[utm]: coordinates X = 17M0779663; coordinates Y = 9990022.

In Table 2 the results of the sensorial characteristics of the sample are observed.
Equivalence is given by: + Scarce; ++ Medium; +++ Plentyful. In Table 3 the results
of the laboratory analysis are observed.

Table 1. Results of water sample at upper area.

# Time Temp. (°C) pH O.D. (ppm) Temp. (°C)
environment

1 7:40 18.9 7.35 2 19.7
2 8:40 19.7 7.52 19.9
3 9:40 20.3 7.70 20.9
4 10:40 20.9 7.68 21.5
5 11:40 22.1 7.82 22.7
Promedio 20.4 7.61 2 21.0
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Table 2. Lab analysis results upper water area

# Time Appearence Color Smell Solids Foam

1 7:40 + + + + + +
1 7:40 + + + + + +
2 8:40 + + + + + +
3 9:40 + + + + + +
4 10:40 + + + + + +
5 11:40 + + + + + +
Promedio + + + + + +

Table 3. Water results from upper water area

Parameter Unit Max permissible
limit

Total
value

Acceptance
criteria

Oil and fat Solubles
hexano

mg/l 30 <20 Fulfill

Residual Chlorine Cl2 mg/l 0.5 0.36 Fulfill
Color Color Color 0 119 Not fulfill
Electric Conductivity CE µS/cm N/A 227 N/A
Biochemical Oxygen
Demand

DBO mg/l 100 32 Fulfill

Chemical Oxygen
Demand

DQO mg/l 160 46 Fulfill

Phosphates PO4 mg/l N/A 4.45 N/A
Nitrates NO3 mg/l N/A 12.0 N/A
Nitrites NO2 mg/l N/A 3.84 N/A
Dissolved Oxygen OD mg/l N/A 2,0 N/A
Hydrogen Potential pH pH 6 a 9 7.6 Fulfill
Suspended Solids SST mg/l 80 155.0 Not fulfill
Total Solids ST mg/l N/A 434 N/A
Sulfates SO4 mg/l 1000 56 Fulfill
Temperature T °C 35 20.4 Fulfill
Tensoactives MBAS mg/l 0,5 0.332 Fulfill
Opacity – NTU 5 44 Not fulfill
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Water analysis results (Table 4), coordinates [utm]: Coordinates X = 17M0784874;
Coordinates Y = 9998789.

In Table 5 sensory characteristics are upstream. Equivalence equal to the previous
one. Table 6 shows the results of the laboratory analysis.

3.2 Gravelius Index

Relationship between the perimeter of the basin and the perimeter of the circle. The
more irregular the basin, the greater its coefficient of compactness. There is a greater
tendency to increase as this number closer to 1.

kc ¼ Basin Perimeter
Circle Perimeter

¼ 0:282 � P
ffiffiffi

A
p

kc ¼ 1:56
ð1Þ

Table 4. Water results from down water area.

# Time Temp. (°C) pH O.D. (ppm) % HR Temp. (°C)
environment

1 1:00 21.7 8.12 3 64 26.3
2 1:40 22.3 8.17 63 26.8
3 2:30 22.5 8.20 61 27.3
4 3:30 23.7 8.51 62 27.0
5 4:40 23.4 8.50 63 26.5
Promedio 22.7 8.30 3 63 26.8

Table 5. Sensorial water results from upper water area.

# Time Appearence Color Smell Solids Foam

1 7:40 +++ ++ + + +++ +++
1 7:40 +++ ++ + + +++ +++
2 8:40 +++ ++ + + +++ +++
3 9:40 +++ ++ + + +++ +++
4 10:40 +++ ++ + + +++ +++
5 11:40 +++ ++ + + +++ +++
Promedio + +++ ++ +++ +++
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3.3 Form Factor (Kf)

Relationship between the mean width and the axial length of the basin.

Average wide: B ¼ A=L

B ¼ 163; 64
12; 51

¼ 13; 08

Form Factor: Kf ¼ B=L

Kf ¼ 13; 08
12; 51

¼ 1; 04

B ¼ Average wide;A ¼ Basin area; L ¼ Axial Length

ð2Þ

3.4 Monja River Basin Flow

In Table 7 shows the minimum, average and maximum monthly flows for the point of
interest, thus determining an average monthly flow of 2,60 m3/s.

The average winter flow is approximately 3,9 m3/s and summer time is 1,3 m3/s.

Table 6. Lab water results from down water area

Parametro Unidad Límite máximo
permisible

Valor
total

Criterio
aceptación

Oil and fat Solubles
hexano

mg/l 30 28,4 Fulfill

Residual Chlorine Cl2 mg/l 0,5 0,88 Not fulfill
Color Color Color 0 374 Not fulfill
Electric Conductivity CE µS/cm N/A 667 No aplica
Biochemical Oxygen
Demand

DBO mg/l 100 36 Fulfill

Chemical Oxygen
Demand

DQO mg/l 160 63 Fulfill

Phosphates PO4 mg/l N/A 6,15 N/A
Nitrates NO3 mg/l N/A 12,0 N/A
Nitrites NO2 mg/l N/A 0,64 N/A
Dissolved Oxygen OD mg/l N/A 3,0 N/A
Hydrogen Potential pH pH 6 a 9 8,3 Fulfill
Suspended Solids SST mg/l 80 388,0 Not fulfill
Total Solids ST mg/l N/A 911 N/A
Sulfates SO4 mg/l 1000 42 Fulfill
Temperature T °C 35 22,7 Fulfill
Tensoactives MBAS mg/l 0,5 0,655 Not fulfill
Opacity – NTU 5 123 Not fulfill
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3.5 Monjas River Maps

Figure 2 shows the hydrographic map of the river basin of the Monjas that will serve
for the location of the treatment plant.

In each map the symbology is shown the two points where the sampling was taken,
the populated areas at scale 1:120000.

Table 7. Determination of monthly flow data.

Month Q min (m3/s) Qaverage (m3/s) Q max (m3/s)

January 1.5340 2.9565 5.5237
February 1.6917 4.1030 9.2900
March 2.8458 4.5585 8.1944
April 2.4857 4.9723 7.6895
May 2.3013 4.3634 7.4604
June 1.6597 2.2814 3.0141
July 1.2317 1.5867 2.4008
August 0.7803 1.1325 1.6410
September 0.5162 1.0966 2.3984
October 0.7077 1.2150 2.3065
November 0.5065 1.3308 5.1071
December 0.6217 1.6311 6.9227

Fig. 2. Histogram of monthly average flows.
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3.6 Water Quality of Monjas River

In the WQI water quality index, it is calculated with 9 parameters: fecal coliforms
(NMP/100 mL), pH (pH units), biochemical oxygen demand in 5 days (BOD5 in
mg/L), Nitrates In mg/L), Phosphates (PO4 in mg/L), temperature change (°C) turbidity
(FAU), total dissolved solids (mg/L), dissolved oxygen (OD in % saturation). In
Tables 3 and 6 the results of these parameters and Table 8 shows WQI interpretation to
classify water quality [9].

The WQI result for upstream was 37.22, and the result for low waters of 27.54, the
two bad waters, which can only support a low diversity of aquatic life and are probably
experiencing problems with pollution.

3.7 Selection and Location of Treatment Plant

According to EPMAPS, future demand for potable water will grow from 9000 L/s in
2010 to 14000 L/s by year 2040, assuming a high population growth. The supply of the
flow rates to 95% of the systems is 7000 L/s. Drinking water sources for DMQ are
limited, water demand requirements will grow to 233 L/s annually during the next 30
years [10]. Monjas River originates from eastern slopes of the Rucu Pichincha volcano
and flows into the Guayllabamba River at an altitude of 1,660 m above sea level in San
Antonio de Pichincha township, with an average winter flow of 3.9 m3/s and 1,3 m3/s
and an average flow of 2,60 m3/s per month. The Dyle plant has a capacity for a flow of
8.300 L/s; higher than is required for the Monjas River, this oversize excludes the
selection of this plant to be selected as a treatment plant in this Monjas river. The
Ucubamba plant treats 2,200 L/s, lower monthly flow (2,600 L/s) of the same source,
without estimating an increase during the winter. In addition, the surface is extensive to
carry out the biological treatment. The capacity of the Puengasi plant is 2400 L/s but it
only treats 1800 L/s of raw water with a modern clarification system.

Based on the data collected the pervasive system provides the data in real time
assisting the manager in making the decision on the choice of the most suitable plant, in
this case the selected plant for this project could be the Lasne type, which treats
wastewater with 2 plants in parallel considering the average monthly flow of 2.60 m3/s,
but with the average winter flow of 3.9 m3/s it is necessary to have three plants which
in summer (average flow of 1.3 m3/s), each plant works at a third of its capacity. It
takes 21 ha of land in the city of Quito. The proposed place of coordinates

Table 8. Water quality classification according to calculated WQI.

Quality of water WQI value

Excellent 91 a 100
Good 71 a 90
Fair 51 a 70
Bad 26 a 50
Pésima 0 a 25
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−0.0844508, −78.4836454, 15.18 z, is located at Avenida Manuel Cordova Galarza
Km 2 ½ via Mitad del Mundo. This selected place has 40 ha available to locate plants
in parallel.

4 Conclusion

PBI empowers people at all levels of the organization with timely analysis, alerts and
feedback tools. PBI systems have to reflect the real-time concept for a particular
business, that is, the right time. The system provides the data in real time, helping the
manager in the decision make process, to chosing the most appropriate plant choice. In
this context the Lasne treatment plant was selected to treat waters from Monjas River.
The chosen plant minimizes the impact on landscape, noise reduction and atmospheric.
The three plants located in parallel will occupy an area of approximately 21 ha and the
individual assessment of the Lasne treatment plant investment is around 26 million
euros. The process followed to treat the effluent will report values within the latest
European standards for phosphorus and nitrogen spills. The system will maintain a
constant monitoring of the quality of the effluent discharged, complying with the
current regulations regarding BOD and COD, thus improving aquatic life. The plant
guarantees a physical pre-treatment process that will remove the thick and thin solids
suspended in the water to be treated, facilitating the process of biological treatment in
the system. The stabilization of the sludge will certify to eliminate the excess of
activated sludge which is no longer reusable. These criteria allow to adapt to the Plan of
Territorial Ordinance of Pichincha, the Water component and its identification as to the
quality and future distribution.
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Abstract. In the current competitive environment, the maturation of worldwide
markets, lead companies to rethink and align new business strategies that allow
them to be more competitive. To be competitive in contemporary society is to be
hostage to the use of adopted information and communication technologies.
Technological advances lead to the creation of new opportunities in all areas,
including tourism. These transformations require managers to position them‐
selves against the current reality. The current challenges point at the evolution of
tourism, more specifically to the path from the evolution of touristic destinations
to smart destinations. In this study, we propose a framework for a system that
obtains tourist trends and provides touristic information through the use of
beacons and a cloud service.

Keywords: Smart destinations · Mobil technologies
Pervasive smart destination · Proximity Based Technology · Beacons
Cloud service

1 Introduction

Nowadays, any organization to be competitive is hostage to the right technology to meet
the needs of customers. In tourist activity, the need for ICT (Information and Commu‐
nication Technologies) is even more relevant, in order to sell a tourism product it is
necessary to disclose the information that characterizes it, organize and manage that
information, so that it can be sold in accordance with the customer’s expectations. After
consumption of the tourist product, it is important to share the experience gained with
other travelers. The process of buying and consuming a tourism product is only possible
if tourists and professionals in the sector have access to the information they want, and
for this it is necessary to use systems that can planning the trips, manage flights and
accommodation, retain customers, among others. All these systems have in common the
management of tourist information, which allows concluding that they are indispensable
to the touristic activity.
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Domestic tourism in Ecuador generated 12.3 million trips during 2016, according to
the General Coordination of Statistics and Research of the Ministry of Tourism. 40% of
these trips were made during the different holidays, which represented more than 4.9
million trips. All this movement facilitated to boost the national economy in USD 285.5
million, highlights the Secretary of State through its website. Only the End of the Year
holiday, which was held between December 31, 2016 and January 2, 2017, generated
618,972 trips, with an economic movement that exceeded USD 37.6 million. The most
visited province was Santa Elena, followed by Manabí and Esmeraldas. In 2015, 6.3
million trips were registered, which meant an economic movement of USD 531.2
million [1].

The tourist sector has undoubted influences in Ecuador, with a growing influx of
visitors searching of everything that all provinces have to offer. The constant evolution
and rapid acceptance of mobile technologies allow not only to customize these experi‐
ences but also to improve them.

Tourism promotion is an important regional activity to revitalize regional exchange
and intergenerational communication. The province of Santa Elena has many tourist
resources with much potential that are not well known due to lack of information. As
part of our research, we intend promoting local tourism in Santa Elena, Ecuador, and
for that we present the local touristic tracking and promoting system (LTTPS) frame‐
work for the Peninsula of Santa Elena, projecting the results achieved by collecting
information through the beacons.

The paper is organized as follows: the second section discusses the areas related to
the topic of study; the third is about beacon real time tracking system; the fourth section
presents the LTTPS framework; to conclude the fifth section gives the conclusions.

2 Pervasive Smart Destinations

Tourist destinations are booming supported by the use of ICT; new modes of communica‐
tion; and new ways of collecting and analyzing data, both on a personal and business level.
In this context, new opportunities for management and value creation arise [2].

Technologies such as computing cloud computing and the Internet of Things (IoT) have
unleashed a new perspective and new opportunities in bringing innovative services to
tourists, organizations and businesses linked to tourism [3].

A tourist destination is the place visited which is the central point for the decision to
take a trip. An Smart Destination is an innovative tourist space, accessible to all, consoli‐
dated on an avant-garde technological infrastructure that guarantees the sustainable devel‐
opment of the territory, facilitates the interaction and integration of the visitor with the
environment and increases the quality of its experience in the destination and the quality
of life of the residents [4–6].

Although intrinsic and created resources are the main motivators for tourists’ choices,
prosperous tourist destinations also depend on resources and support services. Resources/
support services have a side effect on the motivation of tourists and provide a basis on
which a destination can be established, such as infrastructure, transport, communications,
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security, and so on. However, the availability of resources is not enough for a destination
to establish its position in the market.

A destination that establishes a vision for tourism, shares this vision among all stake‐
holders, has a management that develops a proper marketing strategy and a government
that supports the tourism industry, with an efficient tourism policy, tends to be more
competitive than those who have never asked themselves what role tourism plays in their
economy [7]. Thus, the competitiveness of destination is mediated by management, which
can increase the appeal of key resources, enhance the quality and effectiveness of support
resources, and better adapt fate to the constraints imposed by situational conditions.

The concept of Smart Destination emerges within the context of Smart City. The incor‐
poration of technology into the environment has the potential to enrich the experiences of
competitiveness of the destination [8].

Smart Destination can be defined as an urban tourism platform integrated with ICT.
This platform dynamically links the entities involved in tourism and information tech‐
nology to collect, create and exchange information that can be used to enrich tourism
experiences in real time [3, 7, 8]. For Wang et al., a Smart Destination incorporates the use
of ICTs in the development and production of tourism processes [9].

A Smart Destination is a complex infrastructure of systems, including a wide range of
technologies that provide direct support to tourism, such as decision support and recom‐
mendation systems; systems that detect the context; autonomous agents that search and
collect data from the Web; and also systems that create increased realities. Intelligent
systems seize the resources generated by these technologies to provide intelligent applica‐
tions for tourism, such as the use of monitoring devices, services based on visitor location,
and recommendation services [10–12].

The number of European and Asian countries where the concept of Smart Destination
appears as an integral part of national economic development policy is increasing [2].

In an extremely competitive market of tourist destinations, competitiveness is based on
the resources of the destination and on the ability to mitigate them [7]. The IoT is full of
opportunities to produce and deliver new products and services through the interconnec‐
tion of electronic devices and various wearable’s carried by people. Sensors, RFID (Radio
Frequency Identification), NFC (Near Field Communication), and smart mobile networks
provide pervasive Apps and services based on the user’s location and context [12]. These
technologies, devices and objects enable the creation of intelligent systems in tourism,
which is a major application domain for intelligent systems due to the overall complexity
of decisions to be made in moving tourist contexts. Intelligent tourism systems represent
next-generation information systems that promise to provide tourism consumers and
service providers with more relevant information, greater decision support, greater mobi‐
lity, and ultimately, more enjoyable tourism experiences. They cover a wide range of rele‐
vant travel and tourism technologies, such as recommendation systems, context-aware
systems, autonomous agent research, and mining network and environmental intelligence
capabilities.
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3 Beacon Real Time Proximity Based Technology

Proximity Based Technology (PBT), are all the technologies that have a fixed location,
have some kind of possibility of data transmission, and in which we can limit the area
where they can be associated with other entities. There are many technologies that meet
these criteria to make them technologies based on proximity, being Beacon the selected
technology for this work.

The development and standardization of low-power wireless technologies, short-
range wireless technologies, have led to new concepts of pervasive computing. There
are currently several options available for the development of a pervasive computing
environment [13]. These wireless sensors have several advantages, such as adaptability,
flexibility, adaptability and low power consumption.

Beacons are small transmitters or low-power unit that broadcasts its identification
using Bluetooth that enables communication with the context of the user’s device
(smartphones) present in a predefined radius [13], usually 70 m, although it is possible
to make the signal stronger and cover areas greater than 1,000 m perimeter. Beacons
allow smartphones to know the context it is part of. These communication devices, which
are more commonly seen in the retail industry, are increasingly being used in various
service industries, especially those dealing with large audiences such as tourism and
hospitality, education and sport. Beacons work through a push or emission of data made
through Bluetooth technology and that must correspond in an application installed on a
smartphone inside the covered area [14]; it is possible to send text (small messages,
information about products or services, proximity to stores, promotions or other) or
media (ads, images, discount coupons).

Beacons are extremely accurate and relevant because they are only available within
a certain perimeter or radius of the store for which they are intended [15].

Imagine that you are sightseeing in a foreign city, and along the most interesting areas
there are a few beacons stuck to the walls. These can issue signals with historical building
data, facilitate their opening hours, offer discount coupons in the corresponding entries.

4 LTTPS Framework

Use of the IoT in the field of culture and tourism in a city\region that starts from the
user, whether resident or tourist, as a pillar on which to evolve and towards which to
focus these technologies, detecting in it two potential cases of use for Smart Points of
Interest: as a co-creation tool to ask the user about their interests, locating the question‐
naires at strategic points; and as an online tool to include multimedia information on
cultural heritage, museums, interesting activities, quick ticket purchase, restaurant loca‐
tion, hotel location, etc. that in a physical way could not be provided to the user. In this
way, the use of the IoT allows opening a door to a philosophy of co-creation with the
visitor and citizen, a differential value for projects of cultural and tourist nature that
contributes to the creation of Smart Destinations, thus allowing a reality trans-media
that combines the physical cultural experience as well as the multimedia possibilities of
the online world.
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Santa Elena is the youngest province of the current 24 and has a holiday infrastructure
and a rich variety of archaeological, historical, natural, cultural attractions, extensive
beaches and fishing villages.

Salinas and Montañita are the two great icons of the province and true magnets to
attract national and foreign tourists. The economy is based on tourism and fishing. The
peninsula has important fishing ports: Santa Rosa, San Pedro and Chanduy.

The province of Santa Elena is very popular in holiday season and holidays, among
the attractions include: Salinas, Montañita, Chocolatera, Museo los Amantes de Sumpa,
Baños de San Vicente, Acuario de Valdivia, Malecón la Libertad, Manglaralto,
Colonche, Playa Punta Blanca, Ayangue, Museo Real Alto, Ballenita, Ancón, Playa San
Pablo, Dos Mangas and others.

In this work we propose a framework to create intelligent points of interest that
contribute to the development of Smart Destinations in Peninsula de Santa Elena.

Fig. 1. SmartPOIs localization:  1. Chocolatera;  2. La Loberia;  3. Malecón de
Salinas;  4. Museo los Amantes de Sumpa;  5. Acuario de Valdivia;  6. Playa de
Montañita.
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To achieve this goal, different technologies are analyzed and understood, and IoT
can contribute to the sector, thus discovering its strengths and weaknesses as well as its
different lines of action in the field of tourism and cultural heritage. Beacons are the key
technological tool for the creation of smart points of interest (SmartPOI). These Blue‐
tooth Low Energy (BLE) Beacons are the instrument that allows creating the connection
between the online and offline world in a specific point of interest (POI).

Several SmartPOIs were placed in different points of interested in Peninsula of Santa
Elena, to send to the user\tourist a notification that directs them to a Web App with a
suggestion box related to the place (Fig. 1).

This research is supported in turn by various technological advances such as the
Physical Web, a concept that represents a before and after in the use of beacon tech‐
nology. Before Chrome appearance, the user had to download a beacon tracking app or
one specifically designed for it. Now, with the Chrome App, the emission of any URL
(Uniform Resource Locator) that is being broadcast in the environment is detected, when
the Bluetooth and the GPS (Global Positioning System) of the intelligent device is turned
on. Another tool used in this research is the Progressive Web Apps, with these the URL
that the Beacon emits can be directly a responsive web in the form of an App, not
occupying space on the device and avoiding access problems for users who do not want
to install it. In this way it can be made accessible also from computers. The physical
Web ends with the need for users to have to install Apps for each company to give the
public beacons, or companies that use them. An application for each type of beacon and
use is not very practical. The physical Web works with the Eddystone protocol and works
by finding URLs nearby.

Fig. 2. Framework for Smart Points of Interest.
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The SmartPOI have direct connection via Bluetooth Low Energy with devices as
SmartPhones, IPods, or Tablets in multiplatform environments. There are two roles
assigned to use the SmartPOI, the system administrator, and the user. In system admin‐
istration the following processes are performed: configuration of the Bluetooth enabled
device in the real world; make SmartPOI, providing the visible to all, providing the
context and positioning for its application; and engage users. Regarding the user, it goes
through the following steps: going through the physical world, with Bluetooth enabled;
receive notifications with information; and choose to interact with the notification.

In the proposed framework (Fig. 2) configured BLE beacons localized in the points
of interest are broadcasting in continuous with PWA. The signs will be received by the
nearby smart devices using BLE (Smartphones, Tablets, Ipods), providing it’s unique
ID number to the smart device. After that user will decide accept or not the notification.
In case of acceptance of the notification the smart device sends the ID number to the
cloud server, which checks the action to be assigned to that ID number and responds.

5 Conclusions

The growing interaction between visitors and destinations through ICT is something
that deserves to be better explored by public, private and aided by the academy before
the undeniable change of behavior of people who rely more and more on digital media
for research, use and memories of their travels.

Currently technology allows users to select what they need at any given moment, be
it information, location of places, among others; thus creating a network that gathers
everything necessary to live an optimal experience. By locating Smart POIs at strategic
points, from a tourist point of view, is possible send specific information on a Progressive
Web App, via Bluetooth, to nearby intelligent devices that inform tourists.

Because of these transformations the cities have perceived this change and begin to
adapt to its residents and visitors. While cities have become smart by improving inter‐
action with their citizens through ICT, especially in the governance aspect that is funda‐
mental to the development of the whole (economy, quality of life, environment, mobility
and society), the Smart Destination are destinations where accessibility, innovation,
sustainability and technology are their main pillars.
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Abstract. Social media technologies and tools are emerging as important
source of firm business value creation. In this study, an extended version of the
technology acceptance model (TAM) that integrates perceived risk and security
is used to assess the acceptance of social media within the workspace across
multiple countries and to test for user’s behaviors homogeneity. In addition, the
study investigates the moderating effects of user computer experience on the
relationship between user’s attitude and intention to use social media. To test the
proposed model, the study uses data gathered from the US, Australia, the UK,
Canada, and India. In the data analysis process, the study uses the full data and
data from each country. The results detect the existence of user’s behaviors
heterogeneity across the countries under study; confirm the robustness of the
TAM in the context of social media within the workspace. Finally, implications
for research and practice are proposed.

Keywords: Social media � Adoption and use � Intention � TAM
Perceived risk � Perceived security � Computer experience

1 Introduction

Social media technologies and tools are emerging as important source of firm business
value creation. They have been considered as the driving forces behind the growth of
social commerce [1]. Social media offer new ways to interact with a given firm key
players [2, 3], including real-time one-to-one communication with online consumers. In
addition, online consumers can now use social media to communicate in real-time with
their peers before their final purchasing decisions [4]. The social media high business
value has attracted firms across various sectors, as “social media positively influences
most companies’ revenue and sales” (p. 1) [5]. Indeed, it is estimated that about two
billion people are current active users of social media. This number will reach about 2.5
billion in 2018 [5]. In addition, advertising revenues generated by social media are
quite impressive. They went from about 17.85 billion U.S. dollars in 2014 to reach the
notable amount of 41 billion U.S. in 2017 [6].

While the high operational and strategic value of social media has been
acknowledged by prior studies [7–11], very few studies have explored key factors of
social media adoption and use within workspace across many countries. Therefore, the
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main objective of this study is to examine the main factors that influence social media
adoption and use by organizations across multiple countries. To achieve our research
objective, the study aims at examining the following research questions:

1. Is the extended TAM suitable to study social media adoption and use within
organizations across multiple countries?

2. What is the moderating effect of user computer experience on the relationship
between user attitude and the behavioral intention to use social media?

To address our research questions, the study draws on the emerging literature on
social media, an extended version of TAM that integrates two new constructs namely:
perceived risk (PR) and perceived security (PS). In addition, the study tests the
moderating effect of user computer experience on the relationship between user attitude
and the behavioral intention to use social media. Then, the proposed model is tested
using the collected data from each country and the pooled or global data. After the
introduction, we first present our theoretical development. Then, in the next section, our
research methodology is discussed. The subsequent section presents and discusses our
results. Then, the discussion, implications, limitations and future research perspectives
section is presented. In the final section, we present the conclusion of the study.

2 Theoretical Development

Our proposed research model (Fig. 1) was developed based on the emerging literature
on social media, an extended version of TAM that integrates two new constructs
namely: perceived risk and perceived security.

The TAM is probably the most used research framework in the information systems
field [12–15]. The model was first developed by Davis [12] to explore the reasons
behind the acceptance or the rejection of information technology (IT) by potential users
using a small set of constructs. TAM argues that perceived usefulness (PU) or the
“degree to which a person believes that using a particular system would enhance his or

Fig. 1. Proposed research model
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her job performance” (p. 320) [12] and perceived ease of use (PEU), which is defined
as “the degree to which a person believes that using a particular system would be free
of effort” (p. 320) [12] are the two particular beliefs that are of “primary relevance for
computer acceptance behaviors” (p. 985) [15]. The model also identifies a positive
relationship between PEU and PU. Furthermore, TAM posits that IT usage is deter-
mined by the user’s behavioral intention, which in turn is jointly explained by the
user’s attitude toward (ATT) using the computer system and PU.

Drawing on the above discussion, we propose the following hypotheses in the
context of social media use within organizations (Fig. 1):

H1: PEU has a significant positive effect on ATT.
H2: PEU has a significant positive effect on PU.
H3: PU has a significant positive effect on ATT.
H4: PU has a significant positive effect on the user’s behavioral intention to use
(BIU).
H5: ATT has a significant positive effect on BIU.

In addition to these five hypotheses that are the founding blocks of the TAM, we
argue that in the context of social media PS or “the subjective probability with which
users believe their sensitive information (business or private) will not be viewed,
stored, and manipulated during work sessions by unauthorized parties in a manner
consistent with their confident expectations” (p. 165) [16] and PR or “the extent to
which a functional or psychosocial risk a user feels he/she is taking when using a
product” (p. 165) [16] are key determinants of the behavioral intention to adopt social
media within organizations. Indeed, in the current digital world where a massive
amount of data is generated and use by users as well as exchanged between various
firm stakeholders, ensuring that private users information is stored safely is an
important step toward facilitating the acceptance of social media within organization.

Therefore, we propose the following hypotheses (Fig. 1):

H6: PS has a significant positive effect on BIU.
H7: PR has a significant negative effect on BIU.

Computer experience which is defined as “a level in which someone have ever used
a technology to ease his/her work” (p. 27) [17], has been viewed as an important
adoption factor in the diffusion theory [17]. It has been used as a moderator for the
relationships between effort expectancy and behavioral intention and social influence
and behavioral intention in the context of consumer acceptance of personal information
and communication technology services [18]. Drawing on this discussion, we
hypothesize the following:

H8: Computer experience moderates the relationship between user’s attitude and its
behavioral intention to use social media within workspace.
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3 Methodology

Our study uses a web based-questionnaire to collect data from 2,556 social media users
in their workplaces in various countries including: the US, Australia, the UK, Canada,
and India. The data collection was realized in January 2013 by a market research firm
called Survey Sampling International (SSI). Our study uses items derived from the
existing literatures. They were adapted to the social media adoption and use in firms
context [12, 16], and measured with a seven-point Likert scale.

For the data analysis, a partial least squares (PLS) structural equation modeling
(SEM) called SmartPLS tool version 3.0 was used to assess the measurement and
structural model [19]. The study assesses the reliability and validity of all the items.
More precisely, the study looks at the item loadings values, the composite reliability
value, and the average variance extracted (AVE). To meet the minimum requirement,
these values should be respectively higher than 0.70, 0.70 and 0.50 [20]. Finally, the
study uses the two stage approach proposed by [21] and embedded into SmartPLS 3.0.

4 Results and Discussion

Table 1 presents the outer loadings for full data and each country. As we can see, they
all have a value higher than 0.7. Table 2 presents all Cronbach’s alpha values, com-
posite reliability and AVE values of our constructs.

As showed in Table 2, all displayed values are meeting the suggested acceptable
threshold values of respectively, 0.7, 0.7 and 0.5 [20, 22], and thus justifying the use of
all constructs included in our research model.

The study also tested for discriminant validity [23–25] by looking at all correlation
matrixes with the square root of the AVEs in the diagonals. All the values were
exceeding the inter-correlations of the construct with the other constructs in the model,
and thus ensuring the discriminant validity.

Table 3 displays the results of our structural models. From the table, we can
observe that all the standardized path coefficient of the core relationships in the TAM
model in the context of social media adoption and use within organizations are sig-
nificant at a level of 0.001. Therefore, all hypotheses derived from TAM (H1, H2, H3,
H4, and H5) are supported for the full data, Australia, Canada, the UK, the USA and
India. The standardized path coefficient related to the relationship between PS and BIU
is only significant (at the level of 0.05) for the full data and for the UK (at the level of
0.1), and thus supporting our hypothesis H6 only for the full data and for the UK. This
hypothesis is not supported for Australia, Canada, the USA and India, and therefore
suggesting differences in adoption behavior across the countries under study when
looking at the impact of perceived security on the behavioral intention to use social
media within organizations.
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Also, we can observe a negative non-significant effect of PR on the BIU for the full
data, Australia, Canada, the USA and India. Surprisingly, we found a positive
non-significant effect of PR on the BIU for the UK data, and thus reinforcing the
existence of differences in adoption behavior across the countries under study for social
media adoption and use within organizations. H7 is not supported for the full data and
none of the country under study.

When looking at the moderating variable, we can see that computer experience has
a direct positive significant effect only on the BIU for the full data and data collected
from Canada. However, the standardized path coefficient related to the moderating
effects is only significant for the full data (at the level of 0.1) and data collected from

Table 1. Outer loadings

Full data Australia (C1) Canada (C2) UK (C3) USA (C4) India (C5)

ATT1 0.970 0.974 0.965 0.976 0.971 0.929
ATT2 0.956 0.957 0.945 0.966 0.961 0.912
ATT3 0.964 0.966 0.959 0.962 0.970 0.939
ATT4 0.954 0.953 0.936 0.962 0.958 0.934
BIU1 0.847 0.832 0.813 0.859 0.827 0.819
BIU2 0.917 0.919 0.930 0.927 0.911 0.867
BIU3 0.845 0.820 0.812 0.835 0.829 0.863
BIU4 0.912 0.915 0.911 0.926 0.907 0.876
PEU1 0.933 0.937 0.939 0.934 0.923 0.913
PEU2 0.841 0.828 0.815 0.864 0.852 0.828
PEU3 0.940 0.946 0.931 0.948 0.934 0.929
PR1 0.995 0.986 0.961 0.979 0.995 0.961
PR2 0.751 0.750 0.831 0.791 0.718 0.958
PS1 0.972 0.977 0.954 0.966 0.977 0.967
PS2 0.973 0.976 0.962 0.968 0.977 0.966
PU1 0.767 0.754 0.735 0.760 0.770 0.760
PU2 0.921 0.918 0.884 0.913 0.930 0.904
PU3 0.929 0.923 0.901 0.926 0.934 0.902
PU4 0.938 0.940 0.919 0.941 0.935 0.907
PU5 0.929 0.930 0.906 0.923 0.930 0.904

Table 2. Cronbach’s alpha values, rho and average variance extracted

a Rho_A AVE

Full
data

C1 C2 C3 C4 C5 Full
data

C1 C2 C3 C4 C5 Full
data

C1 C2 C3 C4 C5

ATT 0.972 0.974 0.965 0.977 0.975 0.947 0.973 0.974 0.966 0.977 0.976 0.947 0.923 0.927 0.905 0.934 0.931 0.862

BIU 0.903 0.895 0.890 0.910 0.892 0.879 0.907 0.901 0.904 0.916 0.897 0.882 0.776 0.761 0.754 0.788 0.756 0.734

PEU 0.891 0.890 0.880 0.905 0.889 0.870 0.923 0.923 0.930 0.932 0.918 0.888 0.820 0.820 0.804 0.839 0.817 0.794

PR 0.809 0.771 0.783 0.788 0.784 0.914 3.762 2.001 1.066 1.563 3.896 0.915 0.777 0.767 0.806 0.792 0.753 0.920

PS 0.942 0.952 0.911 0.930 0.952 0.929 0.942 0.952 0.916 0.930 0.952 0.929 0.945 0.954 0.918 0.935 0.954 0.934

PU 0.939 0.937 0.920 0.937 0.941 0.924 0.939 0.937 0.921 0.940 0.941 0.923 0.809 0.802 0.760 0.801 0.814 0.769
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the UK (at the level of 0.05), and therefore, we must accept H8 only for the full data
and for the UK, and reject H8 for Australia, Canada, the USA and India.

5 Conclusion and Future Research Directions

This study starts with the aim of using an extended version of the TAM that integrates
perceived risk and security to assess the acceptance of social media within the work-
space across multiple countries and to test for user’s behaviors homogeneity. Also, the
study investigates the moderating effects of user computer experience on the rela-
tionship between user’s attitude and intention to use social media. To test the proposed
model, the study uses data collected from the US, Australia, the UK, Canada, and India.
In the data analysis process, the study uses the full data and data from each country.

The study found that all core relationships in the TAM model in the context of
social media adoption and use within organizations are significant at a level of 0.001
for the full data, and data collected from each country under study (Australia, Canada,
the UK, the USA and India), and thus confirming the robustness of the TAM. The
study found the relationship between PS and BIU is only significant for the full data
and for the UK. Similarly, the study found that there is a negative non-significant effect
of PR on the BIU for the full data, Australia, Canada, the USA and India, with however
a positive non-significant effect of PR on the BIU for the UK data, and thus confirming
the existence of differences in adoption behavior across the countries under study for
social media adoption and use within organizations. Future studies may focus on using
more advanced techniques to explore the presence of unobserved heterogeneity [26].

Finally, the study found that computer experience has a direct positive significant
effect only on the BIU for the full data and data collected from Canada. However, the
standardized path coefficient related to the moderating effects is only significant for the
full data and data collected from the UK, and therefore reinforcing the existence in
adoption behavior across the countries under study for social media adoption and use
within organizations. Looking at the impact of these differences on the organizational
performance should be included into future research directions.

Table 3. Results of the structural model for the full data and each country

Full data C1 C2 C3 C4

Beta(sig.)

ATT -> BIU 0.563**** 0.584**** 0.597**** 0.600**** 0.528****
CEXP -> BIU 0.017* 0.012 0.042** 0.030 0.016
Moderation 0.013* −0.002 0.027 0.033** 0.000
PEU -> ATT 0.397**** 0.455**** 0.385**** 0.454**** 0.350****
PEU -> PU 0.573**** 0.537**** 0.514**** 0.512**** 0.577****
PR -> BIU −0.009 −0.003 −0.039 0.025 −0.010
PS -> BIU 0.033** 0.046 0.022 0.059* 0.001
PU -> ATT 0.531**** 0.493**** 0.520**** 0.476**** 0.566****
PU -> BIU 0.352**** 0.323**** 0.309**** 0.309**** 0.423****

****P < 0.001; ***P < 0.01; **P < 0.05; *P < 0.1
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Abstract. The purpose of the case study we are presenting was to explore the
relationship between transformational leadership and innovative behaviour and
the mediating or moderating role of team-level autonomy in the context of
high-tech organizations oriented for innovation. A case study was developed in
a High-Tech organization, from the north of Portugal. The study research design
involved quantitative and qualitative methods. However, for the purpose of this
paper, partial results of the quantitative study are being presented. From 143
employees who fulfil the conditions needed to participate in the study (members
of a team and didn’t have any leadership position), seventy-six answered, which
points out for a response tax of 53%. A questionnaire that included three scales
was applied: Global Transformational Leadership (GTL); Team-Level Auton-
omy (TLA) and Innovative Behaviour (IB). It was found a positive relation
between transformational leadership and innovative behaviour and another
positive relation between transformational leadership and team level autonomy.
Surprising, no relation was found between team level autonomy and innovative
behaviour. As discussed, this result may be related to the need of maturing
relations and work processes, as this firm is young (8 years since its inception).

Keywords: Creativity � Innovation � Leadership � Team
High-tech organizations

1 Introduction

High-tech organizations have specific characteristics, namely a high pressure to present
creative and innovative products/services to their clients in an environment of con-
tinuous change and competition. Also, they usually employ high-qualified workers and
are focused on developing new products from new technology [1].

In such an organizational context, it is important to develop human resource
management (HRM) practices as teamwork and support the development of Creativity
and Innovation [2].

HRM is recognized as having an important impact on firms’ performance because
plays an important role in managing employees’ knowledge, skills and behaviours,
namely leadership [3, p. 1208]. Leadership defined as the ability of influence employees
[4], has an important job supporting employees’ innovation [5].

The model of transformational leadership of Carless, Wearing and Mann [6] con-
siders seven behaviours through which leaders influence followers: (a) being a
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visionary, (b) being innovative, (c) supporting others, (d) giving empowerment,
(e) leadership by example, (f) being charismatic and (g) developing each employee.

HRM also supports employees’ creativity and innovation for instance, through the
design of a process that increases employees’ efficiency: work design, teamwork,
education and training, performance assessment and rewards [7].

Teamwork is a common HRM practice in High-tech organizations [8]. When is
associated with a transformational style of leadership, better results are reached, con-
sidering creativity and innovation, if team autonomy is present. Autonomy is associated
with high levels of innovation [9, 10]. For instances, employees who experience
organizational support, trust and autonomy from their leaders, describe the organization
as supportive of Innovation [11].

The purpose of the case study we are presenting was to explore the relationship
between transformational leadership and innovative behaviour and the mediating or
moderating role of team-level autonomy in the context of high-tech organizations
oriented for innovation (see Fig. 1).

2 Method

A case study was developed in a High-Tec organization, from the north of Portugal.
This organization was chosen because the research team had an easy and fast access to
the Human Resource Management Department.

The main activity of this organization is the development of an online platform to
sell luxury brands. The organization was at the time of the study, 8 years old and
employed 500 professionals.

The study research design involved quantitative and qualitative methods. First, it was
asked to the participants to complete and online survey. The quantitative results of the
questionnaire were explored with interviews with special attention to explore employ-
ees’ perceptions about innovation, leadership and team autonomy. However, for the
purpose of this paper, only partial results of the quantitative study are being presented.

2.1 Sample

An invitation to participate in the study was sent to 143 employees who were members
of a team and didn’t have any leadership position. Seventy-six answered, which points
out for a response tax of 53%.

The sample reported an average age between 21 and 30. Fifty five percent of the
participants were female and 74% had high level of education (master degree level or
higher). All the participants were members of a team and none had any leadership
position.

Fig. 1. Model of the study.
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2.2 Instruments

The participants answered a questionnaire that included three scales:

Global Transformational Leadership (GTL). GTL was developed by Carless, Wearing
and Mann [6] and adapted to the Portuguese population by Beveren [12] to measure
transformational leadership, is a short scale of seven items. The response format of
GTL is a 5-point Likert scale, ranging from 1− “rarely or never” to 5− “very fre-
quently, if not always”. This scale assesses at what extent a person is visionary,
innovative, supportive, participative and worthy of respect. An example of an item is:
“My leader communicates a clear and positive vision of the future”. GIL validation
reliability reached an alpha of Cronbach of 0.93.

Team-Level Autonomy (TLA). TLA was adapted to the Portuguese population by
Beveren [12] from the original scale created by Langfred [13]. The 8 item scale was
used to evaluate the autonomy of the group. An item example is: “The team is free to
decide how to do its own work”. The response format of TLA is a 5-point Likert scale,
ranging from 1− “rarely it applies” to 5− “it applies almost always”. TLA validation
reliability reached an alpha of Cronbach of 0.90.

Innovative behaviour (IB). A scale developed by Scott and Bruce [11] and adapted to
the Portuguese population by [14] was used to measure innovative behaviour. The 5
items scale measure how often respondents believe they exhibit several innovative
behaviours in their workplace. An example of an item is “I promote and support others’
ideas”. Response options ranged from 1 to 6 (1 = strongly disagree; 6 = strongly
agree). Exploratory factor analysis showed one single factor, with an alpha of Cronbach
of 0.84.

3 Analysis and Results

A psychometric analysis of the scales was carried on based on the descriptive measures
of the answers to the questionnaire: average, standard- deviation (SD) minimum and
maxim. See Table 1.

3.1 Correlational Analysis

To explore the relation between the variables of the study a correlation analysis was
made (see Table 2).

Table 1. Descriptive statistics of the scales.

Scale Minimum Maxim Average Standard
deviation

GTL 1.29 5.00 3.56 0.88
TLA 1.29 5.00 3.21 0.80
IB 3.00 5.80 4.72 0.63
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A positive correlation was found between transformational leadership and inno-
vative behaviour (rs ¼ 0:25; p\:05) and with team autonomy (rs ¼ 0:53; p\:01).
However, there is no significant relation between team level autonomy and innovative
behaviour.

4 Discussion of Results

The purpose of this study was to explore the relationship between transformational
leadership and innovative behaviour and the mediating or moderating role of
team-level autonomy in the context of high-tech organizations oriented for innovation.

First, it was explored the presence of the variables in the point of view of the
employees. In this organization, the transformational style of leadership has reached
high levels as well team autonomy (although with lower values) and innovative
behaviour (see Table 2).

As expected, considering the research in this field, we found a positive relation
between transformational leadership and innovative behaviour [6, 15]. In this organi-
zation, leaders who, for instance, are supportive, visionary, help team members to
develop as individuals, will lead their team to have more innovative behaviours and
help the organization to have more success. We also found a relation between trans-
formational leadership and team level autonomy. However, the values this relation
reached, points out for a potential possibility of further development, if the leader
increases the team level autonomy allowing that the team manage their own work and
think creatively [16].

There was not found any statistical relevant relation between team level autonomy
and innovative behaviour. This result was not expected as most of the research indi-
cates that innovative behaviour and autonomy are related as the latter, when present,
allows team members to have creative and innovative thinking [9, 10, 17]. One pos-
sible explanation of this result could be related with the organizational maturity and its
fast development. Gratton, Hope-Hailey, Stiles and Truss [18] refer that time is
important when groups and organizations are being analysed because some behaviour
as, for example, leadership, need time to develop and have an impact: leaders need time
to prepare their team to work together and also to mature processes and relations.

It was also our objective to explore the relationship between transformational
leadership and innovative behaviour, but also the mediating or moderating role of
team-level autonomy. However, as no relation was found between team autonomy and
Innovative behaviour, it was not possible to go further with our analysis [19] (Fig. 2).

Table 2. Correlations between scales.

Scale GTL TLA IB

GTL – 0.53** 0.25*
TLA 0.53** – n.s.
IB 0.25* n.s. –

* p < .05, **p < .01
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Our results, confirm previous research findings concerning the relations between
transformational leadership, team level autonomy and innovative behaviour. However,
the absence of a relation between team level autonomy and innovative behaviour
should be further explored. Also, the importance of time and the relation of organi-
zational maturity, specifically the degree of development and maturity of processes and
relation, and the impact of HRM practices as teamwork and the development of leaders,
in such a specific organization as high-tech organizations requires some attention from
researchers.
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Abstract. Despite the increasing awareness of the relevance of technologies to
various life domains and environments, its application to research on Information
Systems and Technology Teachers’ Evaluation in Higher Education is still very
limited. The IT sector has special characteristics, such as the high employability
rates that are very relevant to integrate in the discussion about the teachers’
performance appraisal. Universities need to reflect about the retention of teachers
with good and competitive performance appraisal systems. Also, performance
appraisal models had been suffering a change in its theoretical and empirical
relevance towards a process-based approach. This short paper presents a work in
progress that intends to analyse the state of the art on teacher evaluation in Higher
Education, specifically on Information Systems and Technology Teachers’,
review national and international teacher evaluation frameworks in Higher
Education, identify the main principles and assumptions underlying teacher eval‐
uation models in Higher Education and characterize the existing models and
practices of teacher evaluation, at national and international level, their main
results and conclusions.

Keywords: Teacher evaluation · Quality standards
European Higher Education Area (EHEA)

1 Introduction

Teacher Evaluation in higher education is a complex and controversial issue, which has
been subject to great reflection and attention. It is considered an important strategy to
improve the quality of higher education institutions. Therefore, it should be analysed
and understood, in the European context, according to the recent Standards and Guide‐
lines for Quality Assurance in the European Higher Education Area, defined by the
European Association for Quality Assurance in Higher Education [1], which provide a
common European framework for the analysis of quality at national and institutional
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levels. A key goal of the European Standard Guidelines is to contribute to the common
understanding of quality assurance for learning and teaching across borders and among
all stakeholders. The ESG have been used by institutions and quality assurance agencies
as a reference document for internal and external quality assurance systems in higher
education. Teachers and academics play an important role in the development of national
and institutional quality assurance systems across the European Higher Education Area
(EHEA). These quality standards are an opportunity for Higher Education institutions
to reflect upon their internal mechanisms for quality assurance, where teacher evaluation
appears not only as a management tool, but as an essential resource to contribute to
teachers’ professional development, promoting better individual and collective perform‐
ance of teachers within the university.

This study will aim to contribute to the development of effective evaluation processes
that cover both individual and institutional objectives and lead to the quality of Higher
Education in Portugal.

The Information Systems and Technology Teachers’ constitute a group of teachers
considering the high employability rates of the sector. Higher Education Institutions
(Heis) need to preserve, retain and attract the best professionals to fulfil their goals in
this specific development area. It is crucial to develop studies where we can define
models and practices that can be used as best practices, at this particular sector, aiming
at retaining talents.

1.1 Teacher Evaluation: Perspectives and Objectives

Teacher Evaluation necessarily involves considering a number of issues that fit and
determine a particular definition of what it means to be a teacher and how teachers
perceive the roles inherent to the teaching profession.

Assuming that evaluation involves gathering information to judge the merit and/or
value of the teacher [2] this means that different definitions of teaching, require different
ways of gathering information and making value judgments. This is, the concept of being
a teacher necessarily determines the type of data collection and the use of that informa‐
tion to judge the merit and/or value and, therefore, conditions the evaluation process
itself [3]. The diversity of perspectives on what being a teacher is and what it means to
teach has serious implications for teacher evaluation and the lack of consensus on this
matter is one of the main constraints for the development of an effective teacher evalu‐
ation system. According to Hadji [4], the “difficulty in evaluating teachers derives more
from the uncertainty that outweighs the very essence of teaching and the lack of
consensus in this regard, rather than technical problems, always secondary […] The
purpose of teacher evaluation is difficult to establish as it is difficult to define” (p. 32).

Data collection is considered one of the most arguable and least understood compo‐
nents of the teacher evaluation process. The literature reveals that teachers’ work is best
described and evaluated when there are different types of evidence collected from
multiple sources and multiple methods. The most common practice in any evaluation
system is the use of multiple kinds of evidence or data sources (self-evaluations, peer
observations, student ratings). The use of a multiplicity of sources is related to the fact
that the majority of tasks are themselves multifaceted and that the use of multiple sources
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increases the validity and reliability of evaluation and reduces the subjectivity, providing
more opportunities for evaluating both the quality and quantity of activities. According
to Braskamp and Ory [5] an effective evaluation should cover both individual and insti‐
tutional objectives, reflect the complexity of teachers’ work, promote the identity and
uniqueness of each teacher and their professional development, communicate the objec‐
tives and institutional expectations in a clear way and, finally, should promote colle‐
giality among faculty.

Teacher evaluation should be considered as an important strategy to develop quality
assurance in Higher Education and teachers’ professional development and not seen as
an attack to teachers’ professionalism [6]. Also of great interest in this discussion is the
link between research and teaching in teacher evaluation models [7, 8]. Is it possible to
link formative purposes (targeted for professional development) and summative
(oriented to accountability) in the same framework? The idea of an evaluation that
promotes learning and professional development is still underdeveloped in many higher
education institutions and evaluation is still not viewed as a way of thinking differently
and adjusting work while it is ongoing, instead of doing this after at the end.

2 Methodology

This study is part of a broader ongoing research project which aims to analyze the state
of the art on teacher evaluation in Higher Education, specifically on Information Systems
and Technology Teachers’, review national and international teacher evaluation frame‐
works in Higher Education, identify the main principles and assumptions underlying
teacher evaluation models in Higher Education and characterize the existing models and
practices of teacher evaluation, at national and international level, their main results and
conclusions. It seeks to identify the key dimensions considered in national policy docu‐
ments and frameworks developed amongst higher education institutions in Portugal.
Based on a review of existing literature on performance appraisal in higher education
and on several national policy documents, this study seeks to explore national case
studies, looking at different existing frameworks and guidelines used for the appraisal
of faculty, identifying the overall dimensions, indicators and weights that have been set
out to evaluate faculty performance. To achieve this goal, the analysis of stakeholders’
perspectives regarding the design, development and implementation of performance
appraisal frameworks in Portuguese higher education institutions will be of crucial
importance.

The study seeks to find answers to this question and other research questions, such as:

– What are the current teacher evaluation policies in Higher Education?
– What are the main principals and assumptions underlying the legal documents?
– What are the main goals and purposes defined for teacher evaluation?
– What are the key dimensions included in the (existing) teacher evaluation frame‐

works?
– What tools and sources of information are used?
– What are academic staff perceptions regarding teacher evaluation policies and prac‐

tices?
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– How are the research and teaching dimensions considered in the process?

The lack of scientific studies and existing literature on teacher evaluation in the
context of Higher Education in Portugal are a significant opportunity for the develop‐
ment of this study, its objectives and outcomes. In general, this study aims to develop
three main objectives and their specific objectives:

• Analyze the state of the art on teacher evaluation in Higher Education, specifically
on Information Systems and Technology Teachers’.
– Review national and international teacher evaluation frameworks in Higher

Education, specifically on Information Systems and Technology Teachers’.
– Identify the main principles and assumptions underlying teacher evaluation

models in Higher Education.
– Characterize the existing models and practices of teacher evaluation, at national

and international level, their main results and conclusions.
• Identify teachers and academic leaders’ perspectives regarding the implementation

of Information Systems and Technology Teachers evaluation frameworks in higher
education institutions
– Compare the results and effects of teacher evaluation in different Portuguese

Higher Education institutions
– Identify the main opportunities and challenges that the teacher evaluation process

raises for Higher Education institutions

Discuss the roles of the university professor (research, teaching, management and
extension to the community) considering the current policies and practices of teacher
evaluation in Higher Education institutions in Portugal.

• To support national higher education institutions and their stakeholders to address
the quality standards defined by the European Higher Education Area (EHEA).
– Implement an action-research plan in two public higher education institutions,

aimed at involving teachers and stakeholders in a collaborative process of finding
solutions to their own problems, leading to a change process;

– Develop open access resources based on best practices of successful national case
studies of teacher evaluation;

– Define a set of guidelines, recommendations and suggestions for improving
quality in higher education, published in a practical guide (handbook);

– Draw inputs to support the link between research and teaching in teacher evalu‐
ation frameworks used in higher education institutions;

– Publish an ebook with Best Practices of Teacher Evaluation in Higher Education
in Portugal

To carry out the study, international studies with similar goals to this study will be
carefully analyzed, such as the ones following [9, 10] in Australia, [11] in North America
and in the United Kingdom [12]. The methodology used in these international studies
comprised a survey of institutions focusing on existing policies and practices, a literature
review, consultation with academic staff (via survey and case studies) on tentative
proposals made for recognizing and rewarding good teaching across the university
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system, a comparison of the findings from the case studies, staff and institutional surveys,
amongst other methods.

The study will employ both a qualitative and a quantitative methodology. The
research will be developed in two different phases. The first phase will include an update
of the review of the state of the art and the development of a critical analysis of the
existing performance appraisal frameworks implemented amongst Portuguese higher
education institutions. This includes the review and analysis of articles in recognized
international peer-reviewed journals, as well as research reports and publications from
assessment agencies such as the national Agency for Assessment and Accreditation of
Higher Education (A3ES) and the European Association for Quality Assurance in
Higher Education (ENQA).

For data collection, data will be selected and compared from different public higher
education institutions in Portugal. In the first phase, data collection will be based on the
application of an online survey addressed to all Information Systems and Technology
Teachers from selected higher education institutions. The questionnaire will be designed
and validated before application, with the support of an international consultant from
ENQA and/or A3Es. The purpose is to discover how far Information Systems and Tech‐
nology Teachers agree with the principles of the performance appraisal frameworks
being used and their perceptions of how well the various indicators have been imple‐
mented in their organic unit and/or higher education institution. Also in this phase, indi‐
vidual semi-structured interviews to stakeholders and academic leaders will be carried
out, inquiring about positive/negative outcomes of the current teacher evaluation frame‐
works used in the institutions, the problems and constraints, the unforeseen effects, the
implications for teachers’ career progression and professional development, amongst
other important issues that might emerge from the literature review update.

A set of guidelines, recommendations and suggestions for improving teacher eval‐
uation practices in higher education will be developed at the end of the study, based on
findings from the implementation of an action research plan. The publication of an ebook
with Best Practices of Information Systems and Technology Teachers Evaluation in
Higher Education in Portugal and the development of open access resources included
in a Handbook for Information Systems and Technology Teachers Evaluation are some
one of the expected outcomes. Finally, the study intends to develop a culture of contin‐
uous improvement of Higher Education, through the systematic discussion and reflec‐
tion, with academic leaders and teachers, about quality in higher education.

3 Final Remarks

Despite the increasing awareness of the relevance of technologies to various life domains
and environments, its application to research on Information Systems and Technology
Teachers’ Evaluation in Higher Education is still very limited. The IT sector has special
characteristics, such as the high employability rates that are very relevant to integrate
in the discussion about the teachers’ performance appraisal. Universities need to reflect
about the retention of teachers with good and competitive performance appraisal
systems. Also, performance appraisal models had been suffering a change in its
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theoretical and empirical relevance towards a process-based approach. It is relevant to
continue developing more efficient human resource management systems that integrate
adequate performance appraisal models considering the high competitiveness of the
sector and the need to respond to the personal and professional expectations of teachers,
towards their professional development and subsequently higher competitiveness in
higher education institutions.
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