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Abstract. In recent years, energy consumption of multicores has been
a critical research agenda as chip multiprocessors (CMPs) have emerged
as the leading architectural choice of computing systems. Unlike the uni-
processor environment, the energy consumption of an application run-
ning on a CMP depends not only on the characteristics of the application
but also the behavior of its co-runners (applications running on other
cores). In this paper, we model the energy-performance trade-off using
machine learning. We use the model to sacrifice a certain user-specified
percentage of the maximum achievable performance of an application to
save energy. The input to the model is the isolated memory behavior of
the application and each of its co-runners, as well as the performance
constraint. The output of the model is the minimum core frequency at
which the application should run to guarantee the given performance
constraint in the influence of the co-runners. We show that, in a quad-
core processor, we can save up to 51% core energy by allowing 16%
degradation of performance.
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1 Introduction

Over the last couple of decades, CMPs have been the leading architectural
choice for computing systems ranging from high-end servers to battery-operated
devices. Energy efficiency has been an issue for multicores due to battery life
in portable devices, and cooling and energy costs in server class systems and
compute clusters. Despite the fact that CMPs improve performance through
concurrency, the contention for shared resources makes their performance and
energy consumption unpredictable and inefficient [7,8]. These depend greatly on
the nature of the co-runners.

Dynamic voltage and frequency scaling (DVFS) is used to reduce the power
consumption of a processor by trading-off performance. In recent years, modern
processors (Intel Haswell, IBM Power8, ...) provide support for per-core DVFS
where each core can run at different frequency, resulting in a vast configuration
space for the applications running on these cores.
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Compute-bound applications, which make very few accesses to LLC, benefit
from a higher core frequency as their performance is determined by the process-
ing speed of the cores.

On the other hand, memory-bound applications, which make a lot of accesses
to the LLC, behave differently and can be divided into two classes. The first class
consists of those applications whose performance has a high dependence on the
shared cache space (applications with high data reuse, or “cache-friendly” appli-
cations). These show higher performance when they run alone or with compute-
bound applications. With such co-runners, their performance is determined by
the core frequency as their memory transaction latency is hidden by the cache.
However, in the wake of competition for shared cache space from other memory-
bound co-runners, their performance hugely drops. In such situations, the core
frequency is not a big factor, and it can be lowered without impacting the per-
formance much.

The second class of memory-bound applications are those whose perfor-
mance does not depend on the amount of shared cache space (applications
with low data reuse), like streaming applications. However, the performance
of such applications is affected by the available memory bandwidth when they
run with memory-bound co-runners. Regarding core frequency, varying it has
little impact on the performance of these applications, regardless of the nature
of the co-runners.

Any DVFS policy should take these determining factors into account before
choosing the optimal frequency at which any workload should run. Consider
the two SPEC2006 benchmarks calculix and bzip2. Calculix is a compute-
intensive benchmark, whereas bzip2 is a cache-friendly one. We simulated the
execution of each of the two benchmarks running on a quad-core CMP sharing
2 MB L2 cache with other three co-runner benchmarks. We prepared five differ-
ent sets of co-runners, each posing a different cumulative pressure on the shared
L2 cache. We quantify the pressure posed by an application with the metric
“aggressiveness” (see Sect. 3.1). The cumulative pressure of the three co-runners
is termed “global-aggressiveness” (GA). The higher the GA, the greater the pres-
sure on the L2 by the co-runners. When calculix runs with different competing
benchmarks (Fig. 1a), its performance shows little degradation. Rather its per-
formance is severely affected by the reduction of its core frequency. On the other
hand, bzip2 (Fig. 1b) shows different levels of performance degradation with dif-
ferent co-runners. When it runs with memory-intensive co-runners (GA = 53),
its execution time increased by only 40% when the core frequency changed from
2.4 GHz to 1.0 GHz. However, when it runs with compute-intensive workloads
(GA = 8.92), it slowed down by 120% for the same change in frequency. There-
fore, any proposed model to select the appropriate frequency should take into
account the application’s characteristics and the global stress on the shared
resources.

Furthermore, there are cases in which we may need a DVFS policy that
enables us to trade-off certain percentage of the maximum achievable perfor-
mance for energy savings. For example, let us say the user is willing to sacrifice
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(a) calculix (b) bzip2

Fig. 1. Effect of DVFS and resource contention on performance

10% of the maximum possible performance of an application (when it runs with
a given set of co-runners) in exchange for energy savings. As we discussed earlier,
this 10% of application’s performance is determined by its behavior as well as
the nature of the co-runners. When that application runs with memory-intensive
workloads, surrendering 10% of its performance might allow significant lowering
of the core frequency as the application will slow down due to the cache and
bandwidth contention. On the other hand, the same application, when it runs
with less memory hungry applications, even a small reduction in the core fre-
quency may reduce the performance beyond the allowed 10% limit. In this paper,
we model the performance-energy trade-off using a learning-based algorithm. In
order to capture the contention among the co-runners, we chose a lightweight
contention metric that can efficiently convey the potential contention that will
be faced by the workload. The model takes individual LLC aggressiveness, the
global LLC intensity that emanates from the other cores and the performance
constraint as input and generates the optimal frequency setting for that core. We
assume that the underlying architecture to be a CMP architecture consisting of
multiple symmetric cores, where all the cores share the LLC. We also consider
the applications to be single threaded, with no data sharing among them.

The rest of the paper is organized as follows: Sect. 2 describes previous work
in the domain of CMP energy efficiency. Section 3 discusses the overview of
the model construction, Sect. 4 compares different machine learning algorithms,
Sect. 5 describes the evaluation of the described scheme, for different performance
constraints, and shows the efficiency of the developed model. Finally, Sect. 6
concludes the paper.

2 Related Work

Energy consumption has become an important optimization metric for CMP
based computational platforms. Since its proposal by Weiser et al. [1], DVFS
has been used to minimize the processor energy consumption while limiting the
reduction of the overall system performance. DVFS can be applied in CMPs on
a per-chip, per-core or per-cluster basis. Most of the previous works are directed
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towards CMPs with chip-wise DVFS. There have been a significant amount of
DVFS based works [2–6] focused on real-time systems that try to reduce energy
consumption by utilizing the slack time for frequency scaling.

A lot of solutions have been proposed in the form of energy-aware schedul-
ing that try to minimize the effect of contention, and apply DVFS to decrease
the energy consumption. Merkel et al. [9] used task activity vectors (L2 and
memory accesses) to capture the resource utilization of each task. When they
schedule tasks, they try to pair memory-intensive tasks with compute-intensive
ones to improve performance. When there are only memory intensive tasks in
the workload, they scale down the chip frequency to save energy. Dhiman et al.
[10] proposed a learning-based algorithm for a multi-tasking environment that
suggests the optimal frequency based on tasks’ degree of memory-boundedness.
They used CPI stacks to quantify this behavior.

In recent years, machine learning algorithms have been applied to perform
intelligent DVFS based energy saving [10–15]. The authors of [14] used reinforce-
ment learning in which they took task characteristics and processor configuration
to scale frequency for real-time systems. The task execution characteristics are
derived from the execution time of the task (its CPU-time and stall-time). The
proposal by Shen and Qiu [15] is the most related work to ours. In their work,
they applied a machine learning technique to predict the performance degrada-
tion that would be faced by an application due to other applications in a CMP,
and simultaneous application of DVFS. They define degradation with respect to
a solitary run (solo-run) of the application on the CMP at the highest allowed
frequency. They assumed global DVFS for all the cores. In this work, we assume
that DVFS can be individually applied to each core. In addition to that, we
argue that it would be difficult to guarantee a quality of service from the solo-
run performance perspective as resource contention depends on the identity of
the co-runner. Instead, the reference should be the maximum achievable perfor-
mance with the given set of co-runners. In this work, we take this approach. For
a given application, based on its memory behavior and that of its co-runners’,
the model can predict the correspondence between the performance loss and the
discrete frequency steps.

3 Model Construction Methodology

The proposed machine learning based DVFS model attempts to predict the
optimal core-frequency setting for a given user-specified acceptable loss in per-
formance. The model is constructed offline by capturing the relationship between
the nature of a benchmark, its operating frequency, the nature of its co-runners,
and its performance. The model is then used online to find the optimal frequency
that an application should run at, such that the given performance requirement
is satisfied, and maximum energy savings are obtained.

Section 3.1 discusses the contention metrics that best capture the nature of
a benchmark for the task at hand while Sect. 3.2 describes the data collection
methodology. Section 3.3 then discusses the building process of the model and
Sect. 3.4 covers the application of the model.
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3.1 Contention Metrics

In order to construct a model that accurately captures the impact of frequency
scaling and resource contention on performance, we need appropriate contention
metrics. When applications are run in an isolated environment (solo-run), the
amount of energy saved per percentage point of performance degradation varies
based on their characteristics. Applications that are compute-intensive tend to
save less energy for each percentage point of performance loss. Whereas, appli-
cations that are memory intensive tend to save much more energy for each per-
centage point of performance loss. This is because these applications take much
time to progress as they wait for their data to arrive. Hence, in an isolated envi-
ronment, the applications performance-energy trade-off balance can be modeled
by its characteristics only.

As we mentioned earlier, shared resource contention in CMPs, particularly
competition for shared cache space and memory bandwidth, severely harms
performance and makes them energy inefficient. The slowdown encountered
by individual applications hugely varies with the identities of the co-runners.
The more the application slowed, the more insensitive it will be to frequency
change and vice versa. Hence, the effect of frequency scaling also varies with the
co-runners.

Therefore, when an application runs with other co-runners, they also prove
to be a factor in the obtained energy savings through frequency scaling. If the
application’s performance does not depend on its usage of the shared resources, it
does not incur any significant additional delay because of sharing. Hence, its own
memory characteristics can be enough to drive the performance-energy trade-off
and shows similar trade-off curve as its solo-run (Fig. 1a). If the application’s per-
formance does depend on the usage of the shared resources, it can show different
behaviors based on the co-runners’ characteristics. When the co-runners are not
very shared resource hungry, the application might not incur much slowdown.
Here, the performance-energy trade-off might not deviate much from its solo-run
trade-off curve (see the curve in Fig. 1b with GA = 8.92). On the other hand, if
its co-runners are resource hungry, the magnitude of their resource usage deter-
mines the slowdown suffered by the application. Accordingly, its energy saving
per percentage point of performance loss varies with co-runners (see the curves
in Fig. 1b with GA = 53, GA = 41.03, GA = 29.20 and GA = 20.88).

We desire a lightweight contention metric that conveys the resource hungri-
ness of the application and helps in predicting slowdown that will be encountered
by individual applications when they run together. This metric should be easy to
collect online and the number of attributes should also be small as it reduces the
sampling time. We have collected various performance metrics and tested their
ability to predict the potential contention between the co-running applications.
In our study, we run 275 combinations (each set of four) of SPEC2006 bench-
mark fragments on a quad-core environment sharing the LLC. We record the
solo-run and co-run performance of the four co-running applications A0, A1, A2

and A3. The solo-run and co-run performance of each application is represented
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by its number of instructions per cycle as IPCsolo and IPCco respectively. We
computed the average slowdown as specified in Eq. 1.

Slowdown =
∑3

i=0 IPCsolo(Ai) − ∑3
i=0 IPCco(Ai)

∑3
i=0 IPCsolo(Ai)

× 100, (1)

We have analyzed parameters that present a high correlation with the
observed slowdown. We chose three metrics: the solo-run IPC, number of LLC
accesses (LLCA) and LLC misses per 1K cycles (MPKC). We also considered two
methods of aggregating the parameters of the applications: sum and product.
Table 1 presents the correlation between the six different candidates with the
actual slowdown.

Table 1. Correlation between aggressiveness strategies and slowdown

Parameter Correlation with slowdown

IPCsum −0.69469

IPCproduct −0.46521

LLCAsum 0.73869

LLCAproduct 0.48090

MPKCsum 0.81011

MPKCproduct 0.57714

As we can see from Table 1, MPKCsum shows the highest correlation with
slowdown. The IPC based contention metrics show negative correlation with the
slowdown, as high aggregate IPC implies lower contention, resulting in a lower
slowdown. In this work, we represent the memory characteristics of applications
by their aggressiveness scores (A Score). A Score is a metric that characterizes
how aggressively an application competes for the shared cache space and memory
bandwidth. We use MPKC as A Score, and to model the global cache pressure
emanating from the co-runners, define global-aggressiveness (GA) as the sum of
the individual A Scores of the co-runners.

We also perform experiment to demonstrate the correlation of the A Score
with performance loss, under the influence of frequency scaling. We run 20 single-
threaded, single-phase (collected 250 million instructions fragments using Sim-
Point) SPEC2006 benchmarks on sniper multicore simulator with quad-core con-
figuration sharing a 2 MB L2 cache. In the experiment, we run the benchmarks
without competing co-runners. We scaled the frequency from 2.4 GHz through
1.0 GHz and record the performance response of each benchmark to the fre-
quency scaling. We present, in Fig. 2, the correlation between their A Score
and performance degradation. As we can observe from the figure, the compute-
intensive benchmarks (low A Score) show higher performance degradation when
their frequency is scaled down. On the other hand, we can see memory-intensive
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Fig. 2. Sensitivity of 20 SPEC2006 applications for frequency scaling and correlation
with their A Score

benchmarks are only marginally affected by frequency scaling as their perfor-
mance is not determined by the core frequency.

In addition to its correlation with the slowdown (because of contention as
well as frequency scaling), A Score also can capture the impact of core-frequency
changes on the aggressiveness of the application. Let us assume one application
has x LLC misses when running at frequency f1. When the same application
runs at f2 (f2 = 0.5f1), its LLC misses do not change but its cache pressure is
minimized as its cache requests arrive at longer time intervals between them.
This phenomenon is captured by the choice of LLC MPKC as a contention metric
and makes it suitable for online DVFS modeling as every core might run at a
different frequency. The cycles in our context are representation of time (elapsed
time multiplied by the maximum core frequency).

3.2 Data Collection

Let us assume a processor having NC cores. Let us also assume we have a set
of NA applications A = {A0, A1, . . . , ANA−1} that are to be run on this pro-
cessor. We first collect the aggressiveness score of each application Acur ∈ A as
A ScoreAcur

by running (or simulating) it alone on the given processor. We then
construct a set of NCG co-runner groups, C = {CG0, CG1, . . . , CGNCG−1}, with
each group having NC −1 applications from the set A. The global-aggressiveness
of each co-runner group Ccur is given by GACcur

, and is computed by summing
the individual A Scores of the NC − 1 applications in that group. We prepared
the set C in such a way that their GA values are well spread over the entire spec-
trum of GA values ranging from maximum (all memory-bound) to the minimum
(all compute-bound). We take only representative samples, not exhaustively, to
construct the set C.
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Algorithm 1. Data Collection Methodology
1 for each application Acur in A do
2 schedule Acur on core 0;
3 for each co-runner group Ccur in C do
4 schedule the applications in Ccur on cores 1 to NC − 1;
5 set the frequency of cores 1 to NC − 1 to fmax;
6 set the frequency of core 0 to fmax;
7 execute / simulate;
8 Tfmax = time taken to execute Acur ;
9 for each frequency fcur in F , other than fmax do

10 set the frequency of core 0 to fcur;
11 execute / simulate;
12 Tcur = time taken to execute Acur;

13 ΔP =
Tcur−Tfmax

Tfmax
× 100;

14 save the tuple <A ScoreAcur , GACcur , ΔP , fcur >;

15 end

16 end

17 end

Let us also assume that the processor is capable of operating at Nf different
frequencies F = {f0, f1, . . . , fNf−1}, with the maximum frequency among these
being labeled fmax. As discussed earlier, we assume the DVFS can be done on
a per-core basis. Algorithm 1 describes how the data collection is done.

3.3 Building the Model

We desire a model that best captures the relationship between a benchmark’s
memory behavior, that of its co-runners, the frequency at which former is exe-
cuted, and its performance. Therefore, in the training phase, we use A Score,GA,
ΔP (as defined in Algorithm 1) and frequency values, as collected in Sect. 3.2 to
build the model, as shown in Fig. 3. In the testing phase, the model, given a
benchmark, its co-runners, and a desired performance requirement, returns the
minimum frequency that guarantees specified performance. There are a variety
of machine learning algorithms that can be applied to capture the relationships

Fig. 3. Training and testing of the model
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in different ways. Section 4 discusses the various machine learning algorithms
considered, and their respective scores of predictions.

3.4 Application of the Model

The model can be used as a part of batch as well as online scheduler. In the
case of online use, at each scheduling decision, for each of the runnable tasks
running on the available cores, their previous epochs’ performance metrics can
be used for tuning each core’s frequency. Here, the cost of DVFS transition as
well as the time it takes to execute the prediction model should be taken into
account to determine the time interval between two consecutive schedules. The
input parameters that are collected from performance counters (A score, GA)
will be used along with the QoS policy imposed by the user, like ΔP = x, for
x% of performance loss that the user wants to let go to save energy. Then the
model predicts the minimum frequency at which the core should run to satisfy
the requested QoS.

4 Comparison of Machine Learning Algorithms

There are a variety of machine learning algorithms to choose from. We used the
WEKA (Waikato Environment for Knowledge Analysis) [16] machine learning
suite to study the efficacy of the different modeling alternatives. Table 2 shows
the list of various machine learning algorithms with their respective correla-
tion indexes when tested using 10 fold cross-validation and our test set data
respectively. The experiment was performed on Intel i7-4770 (number of physi-
cal cores = 4, logical cores = 8) processor with a speed of 3.4 GHz. We found that
the decision tree based Random Forest (RF) regression model best captures the
relationship between the aggressiveness metrics, the core-frequency, and the per-
formance degradation. In addition to that, the time taken for testing the model
is short enough for an online application. RF [17] is ensemble of decision trees
where each tree depends on the values of a random vector sampled indepen-
dently and with the same distribution for all trees in the forest. The reason that
the RF model performs well is that it alleviates the overfitting problem, which is
common on other regression models.

Table 2. Algorithm comparison

Algorithms Cross-validation
(correlation
index)

Test set
(correlation
index)

Testing time
per data point
(secs)

Training
time (secs)

Linear regression 0.8273 0.8799 2.27 E−05 0.26

MLP regressor 0.9664 0.9815 3.97 E−05 0.17

SVM regressor 0.858 0.9054 2.84 E−05 2.34

REP tree 0.9764 0.9742 3.40 E−05 0.04

Random forest 0.9904 0.9815 3.96 E−05 0.28
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5 Evaluation

5.1 Evaluation Setup

We use sniper multicore simulator [19] version 6.0 to validate the proposed model.
To model the energy consumption, we use McPAT (Multicore Power, Area, and
Timing) integrated power, area, and timing modeling framework [18].

Table 3. System configuration

Core Caches

Parameter Value Parameter Value

ISA X86 L1-D 32 KB, 8-way,
WB, 4 cycles

Micro-architecture Nehalem L1-I 32 KB, 8-way,
4 cycles

NC 4 L2(LLC) 2 MB, 16-way,
WB, 30 cycles

F {1000,+200, . . . , 2400}MHz Cache block size 64

V {0.8,+0.1, . . . , 1.5} v Memory latency 45 ns

Technology 45 nm

The architectural configuration of the simulated system is given in Table 3.
We use 45 single-phase, single-threaded, 250 million instruction long SPEC2006
benchmark fragments. The SPEC2006 benchmark suite contains a mixture of
compute and memory intensive workloads [21]. The fragments are collected using
SimPoint [20].
Data Collection: We use 25 of these 45 benchmarks for the purpose of data
collection, that is, set A as defined in Sect. 3.2 (NA = 25). The 25 benchmarks
used for the training are selected by their A Score values covering the whole
range of A Score values. We construct the co-runner group C as explained in
Sect. 3.2 with NCG = 10.
Testing of the Model: We first performed 10-fold cross validation using the
training set of 25 applications. We observed a high correlation index of 0.9904,
providing a preliminary validation of the proposed model. We also performed
online testing of the model. We use the remaining 20 applications for this pur-
pose. We schedule each of the 20 applications on core 0. Let us call this appli-
cation running on core 0 as the primary application. We randomly select 10
co-runner groups, each group containing 3 applications from this set of 20. These
3 co-runners are scheduled on cores 1–3, and the latter are made to run at the
highest frequency setting, that is, 2400 MHz. We evaluate against four different
Quality of Service (QoS) policies, that is, the maximum degradation in the per-
formance of the primary application that the user is willing to accept. The four
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policies are: 5%, 10%, 15%, and 20%. Thus, there were a total of 20×10×4 = 800
experiments. In each experiment, we use the constructed model to predict the
lowest frequency at which core 0 must run such that the QoS policy is honored.
Since the output of the model is a real number, we approximate the value to the
nearest frequency setting. We then perform a reference run at different frequency
settings and select the frequency setting which best satisfies the user QoS policy.
We check that if the best frequency matches the predicted one or not. If not, we
see by how many frequency steps it deviates. Based on the distribution of the
inaccuracies, we calculate the average loss/gain in performance and energy. The
results of the testing is presented next.

5.2 Analysis of the Results

Figure 4 shows the average energy saved through DVFS, and the associated
average degradation in the performance of the primary application, for the four
QoS policies. We see that up to 51% of energy can be saved when the user is
willing to sacrifice 20% of the performance.

Fig. 4. Performance-energy trade-off for different QoS policies: perfect vs random forest
model

We compare our proposed frequency predictor (RF model) against a perfect
predictor (one that always predicts the optimal frequency). As can be seen, our
predictor performs very close to the perfect predictor, with an accuracy of 1.3%,
thereby validating our model – both the choice of the contention metric, as well
as the machine learning algorithm. We see that, both with our predictor and the
perfect one, in each of the four QoS policies, the observed average performance
degradation is much lesser than that specified by the user. This is because of the
coarse granularity of the DVFS regulator that allows us to scale the frequency
only at steps of 200 MHz.

We further analyze the almost negligible inaccuracies of our model, and
describe our findings in Fig. 5. In each of the four figures, the first row depicts
the fraction of predictions that were correct (same as the perfect predictor), and
the fraction of predictions that were incorrect by −200MHz,+200MHz, and
+400MHz. Note that there were no predictions that were incorrect by a greater
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(a) 5% Policy (b) 10% Policy

(c) 15% Policy (d) 20% Policy

Fig. 5. Energy and performance loss/gain because of prediction inaccuracies

margin. The second row depicts the loss/gain in energy savings associated with
the incorrect predictions, as compared to the perfect predictor. The third row
depicts the associated loss/gain in performance.

We see that the percentage of correct predictions on average is 86%. Among
the incorrect predictions, 94% are within one frequency step away from the
optimal frequency. When the predicted frequency was higher than optimal, there
is a loss in energy savings. Likewise, when the predicted frequency was lower,
there is a gain. The net effect of these inaccuracies is negligible, as can be seen
in Fig. 4. Additionally, when the predicted frequency is lower than optimal, the
QoS policy is not honored. We see that this scenario occurred only in 6.7% of
the test runs.

6 Conclusion

In this work, for chips with per-core DVFS capability, with the help of lightweight
metrics, we showed that we can predict the application’s performance response
to shared resource contention and frequency scaling. We also demonstrated that,
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given application’s and its co-runners’ memory behavior just captured through a
single parameter of Aggressiveness Score, we can accurately predict the optimal
frequency for the given user QoS policy through machine learning. The results
demonstrated that on an average, 86% of the predictions were accurate and out
of the inaccurate predictions 94% were within a distance of one frequency step
(200 MHz). In addition to that, only 6.7% of the total predictions violated the
user QoS requirement. In the experiments, we observed that, by allowing 16% of
performance degradation, we can save up to 51% core-energy saving. We believe
that incorporating additional locality metrics to capture the behavior of the
applications can further improve the accuracy of the model. In addition to that,
the impact of the model from thermal perspective should also be studied.
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