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Abstract For the adaption of factories, essential data are required as a basis in
factory planning. Often these data are either stored in some form, at some location,
or on some data medium, respectively, or are not available at all. Preparing these data
for the planning process in a planning-appropriate manner can result in high effort.
In order to counteract this situation, a data warehouse system can be used in the
context of Business Intelligence for initially providing the data in a centralized and
consistent form. The advantages of an up-to-date and consistent data base are shown
by an example of the production segmentation. With the planning of the factory
adaption by means of planning modules, which can be orchestrated individually,
it is possible to process planning tasks automatically or partly automated. A given
example of a vice production, which can be produced in four variants, was used
to show the benefits and explain the approach in detail. Constraint solving, the
modular planning process and the data available in the data warehouse enable the
segmentation to be processed automatically and thus reduce planning time.

Keywords Factory planning · Planning modules · Constraint solving ·
Production segmentation · Data warehouse

1 Introduction

Due to emerging and ever-growing circumstances of rapidly changing environment
of producing industry, companies have to face the important challenges of dynamic
and complexity in order to remain competitive. In particular, shortened and more
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dynamic product life cycles force companies to fundamentally rethink and optimize
the reactivity and adaptability of companies and their production systems [1, 2].
Current trends, such as Industry 4.0 and cyberphysical systems, Internet of Things,
or digital shadows of factories itself, suggest solutions to problems and challenges
caused by massive changes in companies’ environment. The interconnection and
broad communication not only between people within a production system but
also between people and machines enable manufacturers to compete with the
aforementioned challenges and allow a variable production focused on variable
products up to lot size one which is mandatory for mass customization [3].
Technologies which can share and process information and interact with the physical
reality are called cyberphysical systems. An example is an automated guided vehicle
(AGV) which can transport material from an individual place to where it is needed.
A worker signals the system that he needs a specific item and an AGV will get
the item to the worker in the shortest way and time [4]. As every thing is talking
to each other in the meaning of Internet of Things, the AGV knows where it can
find the item which is the nearest and then navigates by itself to the item and
the worker. The problem with these solutions of Industry 4.0 is that they are not
directly usable in existing production systems and can only be used out-of-the-box
in special cases and therefore require a considerable effort in implementation [5–
8, 9]. Especially regarding the preparation for the implementation of Industry 4.0
technologies, many companies are still at the beginning [8, 10]. If such technologies
are used, the preliminary step that needs to be completed first in order to cope with
the increasingly relevant challenges is to plan the necessary changes or to adapt the
own production.

The usage and therefore the necessary implementation of such technologies is
one aspect to make mass customization a reality. Before taking the second step,
using technologies like cps and others, one has to make the first step – planning
the system. If there is no production system, which is capable of competing with
the aforementioned challenges in general or no production system at all, the usage
of new technology is irrelevant. In order to prepare existing production systems
to compete with the new challenges and satisfy the customer requirements, it has
to be optimized and adapted for mass customization production. Due to rapidly
changing customer needs and therefore shortened product life cycles, changes of
the production system have to be made in short amount of time.

In the context of the adaptation of existing factories, factory planning plays a
decisive role. To cope with the complexity, the planning process itself has to be
shortened and optimized, respectively, by the use of new planning methods. This
has to be the goal for the near future in order to be as adaptable as possible on
a cost-effective basis. Already through the reorganization or adaptation of existing
production systems, inherent potentials in the system can be used to meet cost-
effectively the challenges. Therefore, new investments for Industry 4.0 technologies
may be avoided in the first place, and the existing resources can be used more
efficiently by reorganizing them.

This paper addresses the challenges in adapting the existing factory and pro-
duction system to new requirements and a new approach to optimize the planning
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process for this adaption itself. To handle complexity, a specific topic was chosen to
demonstrate the possibilities of the new approach. With the production segmentation
as one aspect of factory planning and in more detail the parts family formation, the
new approach of a modularized planning process is shown. This paper first shows
the state of the art of factory planning processes and approaches. It is shown what
problems classical approaches have to compete with and why information is one
of the most important resources in planning. Second the paper presents the new
approach of modularized planning with the support of constraint solving. In the
third part, the specific example of parts family formation is presented to introduce
the fourth part in which the technical computation will be explained. As a fifth and
last part, the following research question will be answered, and an outlook will close
the paper.

1. How can structured information improve planning?
2. Can parts of a factory planning process be automated, executed, and calculated?

2 State of the Art

As already mentioned, shorter and more dynamic product life cycles require
an increased reactivity for an adaptation of existing systems. Traditional and
established factory planning models and concepts are not geared up for the new
challenges and are not dynamic in their structure but are more static through the
sequential processing of specific planning phases [11–15]. In order to ensure the
responsiveness for efficient adaptation planning, more dynamically shaped models
are required, which can be orchestrated according to the individual planning case
and reduce the planning time to the best possible rate. Some more recent approaches
focus on a modularized and standardized process design, in contrast with the tradi-
tional, sequential models, and allow for individually orchestrated planning process
depending on the planning situation [16–18]. The modular design of planning tasks
enables a defined and standardized processing of individual planning processes,
which have a certain degree of individuality because of their defined interfaces and
input and output information in their arrangement in the planning process [18]. The
challenge in planning also includes the optimal combination problem of individual
planning modules to optimize the planning time most efficiently and to guarantee
the highest degree of responsiveness.

The basis for planning are the data of the company which are necessary for
processing the respective planning task, not taking into account if a modular and
dynamic or a sequential and phase-oriented structure is used [13]. The necessity of
a consistent database in the context of factory planning was already stated in the
last decade and created the vision of a concept of the digital factory [19–22]. The
efficient use of methods and tools of the digital factory is only possible if a consistent
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database is also available. Theoretical models, such as VDI guideline 4499 “digital
factory,” presuppose a consistent database in which all necessary or existing
company data are prepared in a data structure – first, to make existing knowledge
available to each participant at any time and second, to make the planning itself more
efficient. This includes the “standardization of planning processes and their results,”
the “reduction of planning costs and times through the reuse of models and sub-
results,” the “increase of planning security through rapid analysis and evaluation
of possible planning alternatives,” and the “elaboration and reuse of best-practice
solutions with regard to models and results” [23]. In contrast to this ideal status of a
consistent database, reality looks different. Often the company data about products,
processes, and general corporate knowledge are found in numerous file versions of
various dates in different formats on a non-specified server and are seldom used.
Only when a project starts, the required data for the actual planning are defined
and have to be processed first, in order to use them properly. In the worst case,
this effort has to be made again for the following project because the data was not
kept updated during the time between the first processing initiated by the project
and the start of the second project. With regard to Industry 4.0, this lack of data
quality and data availability is an obstacle to the use of the associated technologies.
The use of cyberphysical systems requires an information and communication
system, which is able to process information in real time [24–26]. This necessary
prerequisite also offers the possibility to use not only cyberphysical systems but
also to profit from prepared and directly available data during adaptation planning.
In contrast to that, a completely implemented and, in the context of Industry 4.0,
functioning data infrastructure can open up new possibilities. New kinds of data,
generated in real time by several cyberphysical objects and other sensor-equipped
and communicating technologies, can be used to support the planning process.

An updated and consistent database is therefore necessary for efficient processing
of a planning project or adaptation planning. A possible infrastructure for fulfilling
these requirements is provided by so-called data warehouse systems. These systems
store large amounts of data from different sources and formats and can provide them
in a consistent form [27–30]. This offers the advantage of already existing data,
for example, from different departments, without the need to be formatted to the
same formats. In addition, large amounts of data collected over several years can be
processed and made available by using a data warehouse system. A data warehouse
is a tool of business intelligence, which is the umbrella term for a collection of other
IT-based management tools, and has its origins in the 1990s of the last century [31–
33]. The advantage of today’s data warehouses is that they can process a much larger
amount of data compared to the time they were initially introduced, therefore also
gaining more value in the context of factory planning. If the necessary basis for the
planning is centrally provided and prepared at any time, new concepts of automated
planning can be developed and used [32].
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3 Constraint Solving in a Modularized Planning Approach

If the factory planning process is modular, individual planning tasks can be isolated
and processed in parallel, considering the dependencies between the individual
planning modules. Through the additional use of an algorithm in combination with
the underlying data availability, realized by a data infrastructure, such as the already
mentioned data warehouse, these planning tasks can be processed automatically
or at least partly automatized. Therefore, different planning steps of the factory
planning process can be defined as planning modules. These are characterized by a
uniform structure which includes input and output information, global restrictions,
and a module-specific process structure, which is characterized by processing
of different planning tasks. As an example, the production segmentation as one
possible task of factory planning provides a separate planning module within a pool
of numerous additional modules (see Fig. 1) which can be orchestrated individually
to a planning process according to the circumstances of the given planning project.
This planning module for the production segmentation is standardized in general,
which means that defined input and output information are given, as well as global
restrictions. These input and output information and the global restrictions are

Fig. 1 Pool of planning modules
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referred to as local or global constraints. Depending on the individual module, the
defined sequence for processing the respective planning modules can be split into
further modules whereby each processing step of the defined sequence can be a
separate submodule.

Therefore, the orchestration of the individual planning modules can be carried
out very finely granular, which allows the highest possible degree of parallelization
resulting in a reduction of planning time. Since the necessary input information for
processing a planning module is defined and known, this information is retrieved
from a specific database (e.g., from a data warehouse) and can be used for processing
the planning module. If this input information, which under ideal circumstances
already exists, leads to the desired goal of the processing, the planning system can
perform this processing automatically. If, however, information is missing or found
insufficient, it must be generated by the planner or entered manually into the system.
The planning system supports this interference by the planner and the generation
of the missing information. Since it is known, which aim is targeted, in this case
generating missing or insufficient information, the system can show the planner an
ideal way to generate this information by orchestrating the necessary modules. This
means that the entire planning can be processed in a partially automated manner. All
planning modules, in which the information is sufficiently available, can be edited
by the planning system itself to some extent. Only missing information is generated
by the designer himself. That way, the planner assists the planning system during the
process and even receives support to generate the missing information by the system
itself. These interventions by the planner are considered as creative planning tasks,
which cannot be processed by the planning system. Therefore the role of the user,
in this specific case the planner, is still very important and cannot be substituted by
a planning system. As a conclusion, the mentioned planning system functions as an
assisting tool for the planner and vice versa.

4 Scenario: Parts Family Formation and Cluster Analysis
as Part of Production Segmentation

Being an important component of the structural design, production segmentation is
intended as a specific example of the modular planning system presented. Based on
established methods of vertical production segmentation according to Wildemann,
parts family formation and cluster analysis are done for segmentation using a
fictitious scenario. This scenario addresses the optimization of the production
of a vise using segmentation. By segmenting the production into smaller, more
manageable units, it is intended to reduce throughput times and inventory and to
increase the flexibility [15, 34, 35]. The focused product of the vise includes four
different variants, which shall be produced using a fixed production program. For
enabling various calculations, the applied information and data should be efficiently
integrated as input information for the module “production segmentation.” For
general determination of respective segments, certain information including the plan
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of action, the production program, and parts lists is required. This data can be used
for an automated calculation of parts family formation and cluster analysis with the
help of algorithms described by Debnar, Bruestle, and Kosturiak [36]. The selection
of suitable algorithms can be characterized as a creative, manual task and cannot
entirely be automated [37].

This modular planning system addresses the task of selecting suitable algorithms
and involves the user as support for the decision. Subsequently, the modular
planning system and the underlying framework can perform the calculation of the
respective output information, which finally comprises the respective parts family
formation automatically. The aim of this approach in this scenario is to obtain an
ideal segmentation of the production by means of certain restrictions or global
constraints. In this case, the fixed shift schedules represent a global constraint.
This means that the planning system has to make a segmentation, which is aligned
according to the existing shift schedules. Depending on the shift schedule – either a
one-, a two-, or a three-shift plan – the parts family formation and in conclusion
the segmentation are performed accordingly. Taking into account the available
personnel and the additional consideration of the production program, appropriate
segments can be created. Furthermore, additional costs for night shift allowances
and other aspects can be taken into account. Also conceivable are other global
constraints, such as the available area or the available budget for possible purchases
of machines etc.

5 Constraint Solving Basics

In order to be able to orchestrate individual modules to a processing sequence, the
technique of constraint solving as well as combinatorial logic is used. In this section
the concept of the constraint solving problem (or constraint satisfaction problem,
CSP) will be explained. The aim of this part is to find a solution for a specific
problem, which meets all the requirements of the given question.

As a rule, the solution represents a concrete assignment of target variables.
The term “constraint” refers to the conditions and restrictions that apply to these
variables. Those can be predefined value ranges but also relationships to other
variables. For example, the constraint set {x + y = 5, X > 1, y > 1, x > y} is applied to
the two target variables x and y. Using constraint solving methods, the target x = 3
and y = 2 can be calculated, which fulfills all given conditions. In this example this
is the only solution.

In many cases however it is also conceivable that several solutions exist for a
problem. In contrast to other heuristics or optimization methods, apart from the
question whether the solution fulfills all constraints, no further statements about
solution quality are made. It is not intended to find the best solution possible, but
rather to determine whether a solution exists under the existing restrictions. If this
is not the case, the constraints are contradictory. For the computer-assisted solution
of this kind of tasks, software is already available. The constraint solver “Z3” of the
Microsoft Research Group is used for this approach [38].
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To use CSP techniques for the orchestration of individual planning modules, Z3
is embedded in a software architecture which implements recursive process. The
structure of the architecture is described in the next chapter. The overall process
works as follows: As already mentioned, each module has specific in- and outputs.
That means that each module has specific preconditions that must be fulfilled in
order to execute the module. By executing the module, several post-conditions (that
might be preconditions for other modules) are created.

In order for a module to be processed, all necessary inputs of this module must
be present. The presence of the data inputs can be modeled as a constraint and can
be done either via a Boolean variable or via concrete metric values. If a module is to
be executed, it can be checked via constraint solving whether this module is ready.

For the overall process which is to be orchestrated, a target variable is defined.
After the specification of this target value, a module is determined which can realize
this target value as output. The next step checks whether the inputs of this module
modeled as constraint are present in the database and whether the module can
generate a solution. If a solution cannot be found, it is determined by stepwise
“removal” of individual constraints from the constraint quantity, which leads to the
non-satisfiability of the problem. This means that an attempt is made to compute a
solution while ignoring a constraint.

This makes it possible to derive which constraints constitute the non-satisfiability
of the original problem with complete constraint set. This can be used to determine
which input data of a module is missing in the database of the system. These
missing data are then interpreted as the new target variables of the module, for
which the procedure is repeated. Therefore, again suitable modules are determined,
and the nondetachable input constraint of the original module is replaced by the
input constraints of the newly determined module. Again, an attempt is made to find
a solution under the now-expanded constraint set. The process runs until a solution
has been found, i.e., all inputs are completely covered by the data base. This would
provide an appropriate starting point for a processing cycle.

The module sequence which has been passed up to then corresponds to the
reverse processing sequence. If the constraints of a module cannot be solved in the
course of the procedure, this shows that no processing sequence can be generated
from the existing information in the data base. In this case, no constraint quantity
can be derived from the available modules, for which a solution can be generated,
which then requires intervention by the user. This can either automatically remove
constraints from the constraint set of the problem in order to generate a solution, or
manually enter missing or unpredictable data.

6 Software Architecture

In order to implement the automated approach described in the previous chapter,
a software architecture that supports the entire workflow has been developed. The
architecture is based on the MVC concept (model / view / controller) established in
software development. In this concept, the individual components are implemented
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in separate layers strictly separated from each other. The lowest layer (model layer)
contains the data with which the application works. The controller layer contains the
actual program logic, and the view layer is used for the user interaction surfaces. The
MVC paradigm allows a flexible program design, which ensures the reusability of
the individual MVC modules and complex MVC components as well as a reduced
overall complexity, especially in large applications. The following advantages are
particularly apparent: The application logic is clearly separated from the data model
and the user interactions (Separation of Concern), which allows to use and modify
each software component independently. Existing systems can easily be expanded
by adding new modules and MVC components.

We used that advantage by integrating several external and independent software
components into the architecture. The complete architecture is shown schematically
in Fig. 2. The information required for this application is provided in the already
mentioned database and forms the data layer of the MVC concept. At this point,
all available domain information is stored in the form of structured XML files.
Within the XML files, the information is processed in machine-readable form and
is provided with all information relevant to the orchestration process. Figure 3
illustrates an example of such a data block.

The XML files can be modified at any time and adapted to changing conditions.
In order to differentiate between the various data, the database was divided into at
least three different files. Each file contains different categories of information and
constraints. These are parts lists, process sequences, and the production program.

Fig. 2 Software Architecture Scheme
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Fig. 3 Example of the
XML-Data Model

The XML format offers the advantage that it can be read, written, and understood
by both humans and machines. This allows planners to maintain data without the
need for extensive IT knowledge and without the use of complex modeling software.
At the same time, the format also can easily be generated automatically from other
systems (data warehousing) [39].

The data provided in this way is processed by a parser and loaded into the
application’s working memory. They are available in the form of a dynamic data
structure. By means of a suitable clustering algorithm (see chapter “Datamodels for
PSS Development and Configuration: Existing Approaches and Future Research”),
a parts family formation is already carried out in the existing data. The individual
clustering algorithms are modularly available in the controller layer and can be
freely selected and exchanged. We implemented a universal adapter that allows us

http://dx.doi.org/10.1007/978-3-319-77556-2_04
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to add and remove clustering algorithms dynamically as long they are implemented
in JAVA. The user can later choose which algorithm is to be used. There is also
an adapter available that provides the opportunity of adding several individual
optimization functions to the software. These functions are used to calculate the
desired target variable and are to be computed and validated by the Z3 constraint
solver.

In the view layer, the user enters a desired calculation target and some of the
selected conditions by means of a graphical user interface (GUI). The inputs are
then recorded and processed by the controller. The controller then collects the
needed data and the desired clustering algorithm and optimization function to create
the quotations and functions that represents the desired calculation target and the
constraints that exists in the given domain.

If the user wants to calculate, for example, the number of shifts required under a
given number of machines, he specifies this in the interface. The number of layers
is defined as the target variable to be calculated and the number of machines as a
constant constraint. It is also possible to specify the number of machines as a limit
value, which must not be exceeded. In this case, the actual number of machines is
variable, and a concrete solution would then also be calculated. The software now
builds a matching optimization function from the individual modular components.
Let’s assume the user wants to use a very simple optimization function like
{x = (xM1 * aM1) + (xM2 * aM2) + ... + (xMn * aMn); min (x)}, where xMi = number
of shifts required for a machine Mi and aMi is the number of machines of a certain
type Mi, which are used in the given production program. While each aMi is known
by the specified restrictions of the user, each variable xMi must be calculated using
information from the database. As a result, the software substitutes, by means of
knowledge from the data base, each variable to be calculated by a function, which
provides the desired variable as a result. If this function also contains unknown
(and still to be calculated) variables, the procedure for this variable is repeated. This
results in a systematic complex optimization function and a set of several constraints
that covers the entire problem area.

If a variable is found, for which there is no calculation basis for the database,
the planner is informed that he must supply the relevant information. The already
mentioned problem of the nonexistent data basis is partially solved in the current
scenario (XML data available). Although there is information on parts lists, plans of
actions, and shifts schedules, it does not contain the existing machines. Despite the
fact that this information is available somewhere in the company, it is unfortunately
not stored in a central database and processed for use. This missing information can
imply additional, unnecessary effort to implement the data, which could have been
avoided in advance by a consistent data management.

The step by step substitution of variables usually results in a complex function
with several limitations and constraints regarding this function. The function and the
constraint set are then sent to the constraint solver Z3. Z3 now calculates whether
this formula can be satisfied and returns SAT for a satisfiable or UNSAT for an
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Fig. 4 User Interface with
validated result

unsatisfiable formula. If the formula can be fulfilled, a valid variable assignment of
all variables including the target size is output (see Fig. 4). With this solution, the
planner can then continue to work. If the formula is unfulfillable, this means that the
desired calculation target cannot be realized under the given conditions.
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7 Summary and Outlook

The described work illustrates that with the help of a consistent database and a
specific software architecture, the aforementioned planning modules in the specific
scenario can be processed automatically. In the described example the planning
module “production segmentation” was used to clarify the functionality of several
in- and output information of the planning module itself in combination with the
available data and the computing software which answers the second research
question. The lack of information is one of the main problems for the planning
system. Only with the assistance of the user the planning system can work properly.
That clarifies the circumstance that the user and the planner, respectively, play a
decisive role in the presented system. As mentioned before, the data provided for the
whole planning process is crucial and has to be provided in short time. Therefore,
the usage of a data infrastructure as provided by a data warehouse would be suitable.
The ideal case would be a data system that provides needed data in a consistent and
prepared form in real time. This would mean that planning data is always available
at any point, which could drastically reduce time of planning. It also answers the first
research question which was formulated in the introduction. Structured information
can optimize planning time and reduce cost in a very efficient way. Without the effort
to gather data for every new project over and over again, it is possible to start with a
project more quickly. Especially for the usage of the presented modular approach, a
structured database like the aforementioned data warehouse is mandatory.

The presented planning system with the underlying software architecture is
not only suitable for assisting and automatically processing the planning task
“production segmentation.” It works for a wide range of different planning modules,
which can be added to the system. Therefore, the software architecture is also built in
a modular manner. Different modules for optimizing different aspects, like in these
example algorithms for parts family formation and cluster analysis, can be added
with less effort. The decision of whether to choose one or another optimization tool
belongs to the planner. In the future development, the software is also to provide
detailed feedback on the reasons for the nonfulfillment of a function in order to give
the user recommendations for adjustments. Other data categories like 3D data of
the machine pool or the factory building could also be considered to be added to
and evaluated by the system. With this evaluation and the preparation of such data,
respectively, in a form usable for the planning process, it could support reducing the
planning time. With that knowledge, the user and the whole system can be developed
to a further stage of precision.
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