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Abstract. Artistic style transfer is an image synthesis problem where
the style of input image is reproduced with the style of given examples.
Recent works show that artistic style transfer can be achieved by using
hidden activations of a pretrained model. However, most existing meth-
ods only allow one example image representing style. In this work, we
propose a framework based on neural patches matching that combines
the content structure and style textures in a fusion layer of the network.
Our method is capable to extract the style from a group of images, such
as the paintings of specific painter. In particular, our method can pre-
serve the original content information. Furthermore, by using multiple
style images our approach can obtain desirable synthesis results in fore-
ground objects.
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1 Introduction

Famous artists are typically renowned for a particular artistic style and create
literatures with their certain style. This motivates us to explore efficient compu-
tational strategies to create artistic images by examples. Many approaches focus
on the problem of transferring the desired style from single painting to other
images with similar content, mostly photographs. These are known as artistic
style transfer in computer graphics and vision.

The key challenges of artistic style transfer problem are to capture the struc-
ture and color information of complex paintings. There have been many efforts to
develop efficient methods for automatic style transfer. Many classic data-driven
approaches [1–3] to the task are based on Markov Random Field that models
characterize from images by statistics of local patches of pixels. Recently, deep
neural networks models have shown exciting new perspective for image synthesis
[4,5]. Subsequent work has improved both speed [6] and quality [7]. However, we
found that most existing deep learning based approaches are designed to syn-
thesis texture from only one single image. Their approaches only extract feature
from one style image and the models are lack of ability to learn the common
style of multiple paintings.
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(b) Style images

(d) Different results using single style image in transfer

(a) Content image (c) Our transfer result 

Fig. 1. Overview of our synthesis result using multiple example images. (a) Is the input
content image. (b) Is three style images from Vincent Willem van Gogh. (c) Our result
are generated with multiple style inputs where edges of the squirrel is well preserved.
(d) Are the synthesis results using corresponding style image from content image.

In this paper, we propose an architecture of discriminative network which can
extract the unified style from multiple images. Figure 1 shows the comparison of
different synthesis results. Our idea is to evaluate the similarity between fused
neural patch features sampled from the synthesis image and from different exam-
ple images. The features are extracted from different networks with combination
of both style and content information.

2 Related Work

Style transfer is an active topic in both academia and industry. Traditional
methods mainly focus on generating new images by resampling either pixels
[2,8] or whole patches [9,10] of the source texture images. Different methods
were proposed to improve the quality of the synthesis image.

More recently, neural style transfer [4] has demonstrated impressive results
in example-based image stylisation. The method is based on deconvolution on a
parametric texture model [11,12] by summarising global covariance statistics of
feature vectors on higher network layers. Most prominently, during the stylisation
it displays a greater flexibility than traditional models to reconstructs the content
that are not present in the source images. However, the representation of image
style within the parametric neural texture model allows far less intuitive control
and extension than patch-based methods. Our model works on calculating the
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similarities between neural patches to control the transformation in the guidance
of content information. On the theory side, Xie [13] have proved that a generative
random field model can be derived from the discriminative networks, and show
some applications to unguided texture synthesis.

In very recent, there are a serious of approaches that employ specially trained
auto-encoders as generative networks. Generative Adversarial Networks(GANs)
use two different networks, one as the discriminator and the other as the gen-
erator, to iteratively improve the model by playing a minimax game [14]. The
adversarial network models can offer perceptual metrics [15,16] that allows auto-
encoders to be training more efficiently. Previous works have trained GANs on
kinds of datasets, including discrete labels, text and images. Additionally, Li use
GANs to obtain real-time texture synthesis in one-image style transfer [17]. As
far as we know, we are the first to generate synthesis image from multiple style
examples and learn discriminative features for a specific style.

3 Our Approach

We first introduce our model to perform style transfer on multiple example
images. Our goal is to control the stylization to preserve the sematic information
in the content image. The main component of our proposed method is a content
guidance channel calculated from the content network and serving to texture
neural patches matching.

Style Image

Content Image

Synthesis Image

Content Network

Texture Network

Upsampling layer

Content guidance network

Fusion layer

Leakly relu layer

VGG19 relu3_1

VGG19 relu5_1

Batch normalization layer

Fully-connected layer

Fig. 2. Overview of our style transfer model. Our model contains a texture network,
a content network, and the content guidance network. The content guidance network
consists of fusion layer, batch normalization layer, leaky relu layers, and fully-connected
layer.

The pipeline of our model is visualized in Fig. 2. The discriminative image
synthesizer contains three parts: the texture network and the content network
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work on different feature patches extraction and the content guidance network
extracts the content guidance feature to the style patches.

The texture network is trained to distinguish between neural patches sampled
from the synthesis image and sampled from the example images. It outputs a
classification score for each neural patch, indicating the similarity of the patch
matched with training data. For each patch sampled from the synthesized image,
its similarity to patches from example images is maximized. The fusion layer
consists of the output on layer relu3 1 of VGG 19 and the output of our proposed
content guidance channel.

The content guidance network is connected to layer relu5 1 of VGG 19 and
upsampling by using the nearest neighbour technique so that the output is the
same size of the neural patches in texture network. The convolutional and upsam-
pling layers ensure that features corresponding to neural patches contain the
content information from a larger region than the representation of texture neu-
ral patches. Thus the output of the fusion layer for texture loss calculation is
written as:

Φ(xf ) = σ

(
b + W

[
Φ(x)
Φ(xt)

])
(1)

where Φ(xf ) is the fused feature, Φ(x) represent the neural patches of the iter-
ative image and Φ(xt) is the corresponding content guided feature from layer
relu5 1 of VGG 19. σ(·) is the Sigmoid non-linear transfer function and W is
the weight matrix of the fusion layer, b is a bias. Here both W and b are learn-
able part of the network. Our style transfer approach concatenates the content
and style information into the fused feature vector. The deconvolution progress
back-propagates the loss to pixels in the synthesis image until the discriminative
network recognize the patches as samples from the example images with similar
content. We use batch normalization layer (BN) and leaky ReLU (LReLU) to
decline the overfitting in the iteration progress as Radford [18] did.

The content network calculate the Mean Squared Error (MSE) between the
synthesis image and the content image from the output on the abstract layer
Relu5 1 as the content loss function.

Formally, we denote the example texture image by xt, and the synthesized
image by x. We initialize x with random noise and iterate the image in the guid-
ance from the content image xc. The deconvolution progress iteratively updates
x until the following energy is minimized:

x∗ = arg minxEt(x, xt) + α1Ec(x, xc) + α2γ(x) (2)

Et denotes the texture loss, in which xf is the output of fusion feature layer.
We sample nerual patches from the synthesized image x, and compute Et using
the Hinge loss with their guidance features fixed to the most similar patch in
content:

Et(x, xt) =
1
N

N∑
i=1

max(0, 1 − s(Φi(xf ))) (3)
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where s(Φi(xf )) is the classification score of i-th fusion feature that consists of
the texture neural patch and the content guidance feature. N is the total number
of sampled patches.

The content loss is the Mean Squared Error between the two feature maps x
and xc. By minimizing an additional content loss Ec, the network can generate
an image that is contextually related to a guidance image xc.

To perform the training of proposed discriminative network, the parameters
are randomly initialized and then updated after each iteration. The synthesis
image will go through both three parts in each iteration then the networks will
back-propagate the loss to pixels. We set the weights with α1 = 1 and α2 =
0.0001, and minimize Eq. 2 using back-propagation. The additional regularizer
γ(x) is a smoothness prior for the synthesis image [19].

4 Experimental Results and Analyses

In this section, we analyze the improvement of proposed content preserving style
transfer model. We use the Torch7 framework [20] to implement our model and
use existing open source implementations of prior works [1,4,17] for compari-
son. We choose two groups of Vincent Willem van Gogh’s painting in different
theme (“night star” and “yellow field”) as example images. For the transferred
images producing we iterated the synthesis image from the content image as
initialization.

First experiment is the comparison of transferring the style of Vincent’s paint-
ing onto a photo with building content. We use each image in the group of
example images as input to get the baseline synthesis image. For comparison
we choose Vincent’s another painting with building to simulate the condition of
transferring from the style image with same content information. Figure 3 shows
different results between using one example image and using multiple example
images in our method. In the synthesis image of column (a), ceiling lights are
almost unrecognized. In the results of column (b)(c), the shape of the building
is messed up with the background. By using multiple example images, our style
transfer result in column (d) obtain advantages in generating the edges of build-
ing where the ceiling lights is clear and the edges of the building is preserved as
the original image. With the comparison to the synthesis image of column (e),
our method can preserve the building content in style transfer. In Fig. 4 we show
more qualitative examples using different groups of style images.

Secondly, in Fig. 5 we compare our synthesis result with existing neural
style transfer methods. Since most approaches focus on using only one example
images, we choose a group of Vincent’s painting in the same theme as example
images. The synthesis result from Li [17] is failed to preserve detail of the house
content. Gatys’s method [4] transfers some houses to black cypress in the style
image and colorize the houses with cold color tone. More obviously, the synthesis
image from Elad [1] is divided into two kinds of style where houses almost stay
in the style of original image with only colorization. In our result, the houses
stay the warm color tone as content image and obtain the style of given oil paint-
ings. Our method choose to synthesis sky regions with uniform texture instead
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(e) Our synthesis result (f) Using style image with building

(a) Content image (b)(c)(d) Synthesis result using style image without building 

Style images:

Fig. 3. The comparison of different synthesis strategies using corresponding style
images. (b)(c)(d) Are the synthesis results using style images without building from
(a) content image. (e) Our synthesis image is comparable to the synthesis image (f)
using the style image with building content.

Fig. 4. More qualitative synthesis results using different groups of style inputs.
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Inputs Our methodLi Gatys Elad

Fig. 5. The comparison of different synthesis strategies using our style transfer method
and existing neural network based methods. The results in each column of images are
given by (left-to-right): Li [17], Gatys [4], Elad [1] and our method. (Color figure online)

of stars because sky regions in original image match uniform style patches rather
than patches sampled from stars. More comparisons of style transfer results are
shown in Fig. 6.

Inputs

Gatys Johnson Our method

Our method

Inputs

JohnsonChen

Fig. 6. More comparisons with style transfer methods: Chen [21], John [6] and Gatys
[4] (Color figure online).

To explore deficiency in our synthesis method, we choose a photo of street
cafe for content image because it is similar with Vincent’s painting (Night coffee
shop). We use three painting from Vincent in the same theme of “night star” as
style input. The synthesis results are shown in Fig. 7. Our method can transfer
the eave and tables to the one in real painting. The colorization of the cof-
fee shop is not real enough. We considerate that cold color patches from style
images occupy the majority and the network is in high probability to iterate the
synthesis image with cold color tone building.
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Content image Synthesis image Real painting

Fig. 7. The result of matching the content representation through the network. Texture
of the painting and content of the photograph are merged together such as the real
painting. (Color figure online)

5 Conclusion

We present a new CNN-based method of artistic style transfer that focus on
preserving the content information and adaptability to arbitrary content. Our
model concatenates both content and style information into a fusion layer by
upsampling features from the content network. It is capable to transfer the style
from a group of example images with preserving complex content. Our method
is only one step in the direction of learning the relationship between style and
content from images. An important avenue for future work would be to study
the semantic representation of the style in some certain theme.
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