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1 Introduction

The rapid advance of the Internet and web technologies facilitated global com-
munications all over the world, allowing news and information to spread rapidly
and intensively. These changes led up to the formation of a new scenario, where
people actively participate in both contents’ production and diffusion, without
the mediation of journalists or experts in the field. The emergence of such a
wide, heterogeneous (and disintermediated) mass of information sources may affect
contents’ quality and the mechanisms behind the formation of public opinion
[29, 32, 49]. Indeed, despite the enthusiastic rhetoric about collective intelligence
[35], unsubstantiated or untruthful rumors reverberate on social media, contributing
to the alarming phenomenon of misinformation. Since 2013, the World Economic
Forum (WEF) has been placing the global danger of massive digital misinformation
at the core of other technological and geopolitical risks, ranging from terrorism, to
cyber attacks, up to the failure of global governance [26]. People are misinformed
when they hold beliefs neglecting factual evidence, and misinformation may
influence public opinion negatively. Empirical investigations have showed that, in
general, people tend to resist facts, holding inaccurate factual beliefs confidently
[31]. Moreover, corrections frequently fail to reduce misperceptions [39] and often
act as a backfire effect.

Thus, beyond its undoubted benefits, a hyperconnected world may allow the viral
spread of misleading information, which may have serious real-word consequences.
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In that direction, examples are numerous. Inadequate health policies in South
Africa led to more than 300,000 unnecessary AIDS deaths [37], however the events
were exacerbated by AIDS denialists, who state that HIV is inoffensive and that
antiretroviral drugs cause, rather than treat, AIDS. Similar considerations may be
extended to the Ebola outbreak in west Africa: after the death of two people having
drunk salt water, the World Health Organisation (WHO) had to restate that all
rumors about hypothetical cures or practices were false and that their use could
be dangerous [14]. Or again, the American case of Jade Helm 15, a military training
exercise which took place in multiple US states, but turned out to be perceived as a
conspiracy plot aiming at imposing martial law, to the extent that Texas Gov. Greg
Abbott ordered the State Guard to monitor the operations.

Certainly, such a scenario represents a florid environment for digital wildfires,
especially when combined with functional illiteracy, information overload, and
confirmation bias—i.e., the tendency to seek, select, and interpret information
coherently with one’s system of beliefs [38]. On the Internet people can access
always more extreme versions of their own opinions. In this way, the benefits
coming from the exposure to different points of views can be dramatically reduced
[34]. Individuals, and the groups that they form, may move to a more extreme
point in the same direction indicated by their own preexisting beliefs; indeed, when
people discuss with many like-minded others, their views become more extreme
[46]. First evidences of social contagion and misperception induced by social groups
emerged in the famous experiment conducted by Solomon Asch in 1955 [7]. The
task of the participants was very simple: they had to match a certain line placed
on a white card with the corresponding one (i.e., having the same length) among
three other lines placed on another white card. The subject was one of the eight
people taking part to the test, but was unaware that the others were there as part
of the research. The experiment consisted of three different rounds. In the first two
rounds everyone provided the right (and quite obvious) answer. In the third round
some group members matched the reference line to the shorter or longer one on
the second card, introducing the so-called unexpected disturbance [28]. Normally
subjects erred less than 1% of the time; but in the third case they erred 36.8% of the
time [4]. Another relevant study was conducted by James Stoner, who identified the
so-called risky shift [45]. In the experiment people were first asked to study twelve
different problems and provide their solution; after that, they had to take a final
decision together, as a group. Out of thirteen groups, twelve repeatedly showed a
pattern towards greater risk-taking.

Misinformation, as well of rumor spreading, deals with these and several other
aspects of social dynamics. However, adoption and contagion are often illustrated
under the oversimplified metaphor of the virus: ideas spread by “contact” and
people “infected” become active spreaders in the contagion process. We believe
that such a metaphor is misleading, unless we consider that the receptor of such
a virus is complex and articulated. Indeed, the adoption of ideas and behaviors
deals with a multitude of cognitive dimensions, such as intentionality, trust, social
norms, and confirmation bias. Hence, simplistic models adapted from mathematical
epidemiology are not enough to understand social contagion. It is crucial to focus
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on such relevant research questions by using methods and applying tools that go
beyond the pure, descriptive statistics of big data. In our view, such a challenge can
be addressed by implementing a cross-methodological, interdisciplinary approach
which takes advantage of both the question-framing capabilities of social sciences
and the experimental and quantitative tools of hard sciences.

2 Outline

The chapter is structured as follows. In Sect. 3 we provide the background of our
research work, as well as tools and methodology adopted; in Sect. 4 we describe
the datasets; in Sect. 5 we discuss the dynamics behind information consumption
and the existence of echo chambers on both the Italian and the US Facebook; in
Sect. 6 we show how confirmation bias dominates information spreading; in Sect. 7
we focus on users’ interaction with paradoxical and satirical information (trolls),
while in Sect. 8 we analyze users’ response to debunking attempts. In Sect. 9 we
target the emotional dynamics inside and across echo chambers. Finally, we draw
our conclusions in Sect. 10.

3 Background and Research Methodology

In 2009 a paper on Science [33] proclaims the birth of the Computational Social
Science (CSS), an emerging research field aiming at studying massive social
phenomena quantitatively, by means of a multidisciplinary approach based on
Computer Science, Statistics, and Social Sciences. Since CSS benefits from the
large availability of data from online social networks, it is attracting researchers
in ever-increasing numbers as it allows for the study of mass social dynamics at an
unprecedented level of resolution. Recent studies have pointed out several important
results ranging from social contagion [6, 36, 48] up to information diffusion [2, 8],
passing through the virality of false claims [15, 21]. A wide literature branch is
also devoted to understanding the spread of rumors and behaviors by focusing on
structural properties of social networks to determine the way in which news spread
in social networks, what makes messages go viral, and what are the characteristics of
users who help spread such information [13, 15, 21, 48]. Several works investigated
how social media can shape and influence the public sphere [1, 9, 17, 18], and efforts
to contrast misinformation spreading range from algorithmic-based solutions up to
tailored communication strategies [5, 16, 25, 42–44].

Along this path, important issues have been raised around the emergence of
the echo chambers, enclosed systems where users are exposed only to information
coherent with their own system of beliefs [47]. Many argue that such a phenomenon
is directly related to the algorithms used to rank contents [40]. Speaking of
this, Facebook research scientists quantified exactly how much individuals can
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be exposed to ideologically diverse news and information on social media [9],
finding that individual’s choice about contents has an effect stronger than that of
Facebook’s News Feed algorithm in limiting the exposure to cross-cutting content.
Undoubtedly, selective exposure to specific contents facilitates the aggregation of
users in echo chambers, wherein external and contradicting versions are ignored
[30]. Moreover, the lack of experts mediating the production and diffusion of content
may encourage speculations, rumors, and mistrust, especially on complex issues.
Pages about conspiracy theories, chem-trails, reptilians, or the link between vaccines
and autism, proliferate on social networks, promoting alternative narratives often
in contrast to mainstream content. Thus, misinformation online is pervasive and
difficult to correct. To face the issue, several algorithmic-driven solutions have
been proposed both by Google and Facebook [20, 23], that joined other major
corporations to provide solutions to the problem and try to guide users through the
digital information ecosystem [27]. Simultaneously, it has also been observed the
rapid spread of blogs and pages devoted to debunk false claims, namely debunkers.

Moreover, the diffusion of unreliable content may lead to confuse unverified
stories with their satirical counterparts. Indeed, it has been noticed the proliferation
of satirical, wacky imitations of conspiracy theses. In this regard, there is a large
community of people, known as trolls, behind the creation of Facebook pages aimed
at diffusing caricatural and paradoxical contents mimicking conspiracy news. Their
activities range from controversial comments and satirical posts, to the fabrication
of purely fictitious statements, heavily unrealistic and sarcastic. According to Poe’s
law [3], without a blatant display of humor, it is impossible to create a parody of
extremism or fundamentalism that someone won’t mistake for the real thing. Hence,
trolls are often accepted as realistic sources of information and, sometimes, their
memes become viral and are used as evidence in online debates from real political
activists. As an example, we report one of the most popular memes in Italy:

Italian Senate voted and accepted (257 in favor, 165 abstained) a law proposed by Senator
Cirenga aimed at providing politicians with a 134 Billion fund to help them find a job in
case of defeat in the next political competition.

It would be easy to verify that the text contains at least three false statements: (1)
Senator Cirenga does not exist and has never been elected in the Italian Parliament,
(2) the total number of votes is higher than the maximum possible number of voters,
and (3) the amount of the fund corresponds to more than 10% of Italian GDP. Indeed,
the bill is false and such a meme was created by a troll page. Nonetheless, on the
wave of public discontent against Italian policy-makers, it quickly became viral,
obtaining about 35K shares in less than 1 month. Nowadays, it is still one of the
most popular arguments used by protesters manifesting all over Italian cities.

Such a scenario makes crucial the quantitative understanding of the social
determinants related to content selection, news consumption, and beliefs formation
and revision. In this essay, we focus on a collection of works [10–12, 19, 50, 51]
aiming at characterizing the role of confirmation bias in viral processes online. We
want to investigate the cognitive determinants behind misinformation and rumor
spreading by accounting for users’ behavior on different and specific narratives. In
particular, we define the domain of our analysis by identifying two well-distinct
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narratives: (a) conspiracy and (b) scientific information sources. Notice that we
do not focus on the quality or the truth value of information, but rather on its
verifiability. While producers of scientific information as well as data, methods, and
outcomes are readily identifiable and available, the origins of conspiracy theories
are often unknown and their content is strongly disengaged from mainstream society
and sharply divergent from recommended practices.

Thus, we first analyze users’ interaction with Facebook pages belonging to such
distinct narratives on a time span of 5 years (2010–2014), in both the Italian and the
US context. Then, we measure users’ response to (1) information consistent with
one’s narrative, (2) troll contents, and (3) dissenting information e.g., debunking
attempts.

4 Datasets

We identify two main categories of pages: conspiracy news—i.e., pages promoting
contents neglected by mainstream media—and science news. The first category
includes all pages diffusing conspiracy information (i.e., pages that disseminate
controversial information, most often lacking supporting evidence and sometimes
contradictory of the official news). Pages like I don’t trust the government,
Awakening America, or Awakened Citizen promote heterogeneous contents ranging
from aliens, chem-trails, geocentrism, up to the causal relation between vaccinations
and homosexuality. The second category is that of scientific dissemination and
includes institutions, organizations, scientific press having the main mission to
diffuse scientific knowledge. For example, pages like Science, Science Daily, and
Nature are active in diffusing posts about the most recent scientific advances.
Finally, we identify two additional categories of pages:

1. Troll: sarcastic, paradoxical messages mocking conspiracy thinking (for the
Italian dataset);

2. Debunking: information aiming at correcting false conspiracy theories and
untruthful rumors circulating online (for the US dataset).

To produce our datasets, we built a large atlas of Facebook public pages with the
assistance of several groups (Skepti Forum, Skeptical spectacles, Butac, Protesi di
Complotto), which helped in labelling and sorting both conspiracy and scientific
sources. To validate the list, all pages have then been manually checked by looking at
their self-description and the type of promoted content. The exact breakdowns of the
Italian and US Facebook datasets are reported in Tables 1 and 2, respectively. The
entire data collection process is performed exclusively by means of the Facebook
Graph API [24], which is publicly available and can be used through one’s personal
Facebook user account. We used only public available data (users with privacy
restrictions are not included in our dataset). Data was downloaded from public
Facebook pages that are public entities. Users’ content contributing to such entities
is also public unless users’ privacy settings specify otherwise and in that case it is
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Table 1 Breakdown of the
Italian Facebook dataset

Science Conspiracy Troll

Pages 34 39 2

Posts 62,705 208,591 4,709

Likes 2,505,399 6,659,382 40,341

Comments 180,918 836,591 58,686

Likers 332,357 864,047 15,209

Commenters 53,438 226,534 43,102

Table 2 Breakdown of the
US Facebook dataset

Science Conspiracy Debunking

Pages 83 330 66

Posts 262,815 369,420 47,780

Likes 453,966,494 145,388,117 3,986,922

Comments 22,093,692 8,304,644 429,204

Likers 39,854,663 19,386,131 702,122

Commenters 7,223,473 3,166,726 118,996

not available to us. When allowed by users’ privacy specifications, we accessed
public personal information. However, in our study we used fully anonymized
and aggregated data. We abided by the terms, conditions, and privacy policies of
Facebook.

5 Echo Chambers

5.1 Attention Patterns

We start our discussion by analyzing how information gets consumed by users in
both the Italian [10–12] and the US Facebook [50]. As a first step, we focus on
users’ actions allowed by Facebook’s interaction paradigm i.e., likes, comments,
and shares. Each action has a particular meaning [22]: while a like represents a
positive feedback to the post, a share expresses the desire to increase the visibility
of a given information; finally, a comment is the way in which the debate takes form
around the topic of the post. Also, we consider the lifetime of a post (respectively,
a user) i.e., the temporal distance between the first and last comment to the post
(respectively, of the user). We also define the persistence of a post (respectively,
a user) as the Kaplan-Meier estimates of survival functions by accounting for the
lifetime of the post (respectively, the user).

Figure 1 shows the empirical Complementary Cumulative Distribution Functions
(CCDFs) of users’ activity on posts grouped by category on the Italian Facebook.
We may notice that distributions of likes, comments, and shares are all heavy-tailed.
To further investigate users’ consumption patterns, in Fig. 2 we also plot the CCDF
of the posts’ lifetime, observing that distinct kinds of contents show a comparable
lifetime.
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Fig. 1 ITALIAN FACEBOOK. Empirical complementary cumulative distribution functions
(CCDFs) of users’ activity (likes, comments and shares) on posts grouped by category. Distri-
butions denote heavy-tailed consumption patterns

As for the US Facebook, the distribution of the number of likes, comments, and
shares on posts belonging to both scientific and conspiracy news is shown in the
left panel of Fig. 3. As seen from the plots, all distributions are heavy-tailed—i.e,
they are best fitted by power laws and possess similar scaling parameters. In the
right panel of Fig. 3, we plot the Kaplan-Meier estimates of survival functions of
posts grouped by category. To further characterize differences between the survival
functions, we perform the Peto and Peto [41] test to detect whether there is a
statistically significant difference between the two survival functions. Since we
obtain a p-value of 0.944, we can state that there are not significant statistical
differences between posts’ survival functions on both science and conspiracy news.
Thus, posts’ persistence in the two categories is similar also in the US case.
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Fig. 2 ITALIAN FACEBOOK. Empirical CCDF, grouped by category, of the posts’ lifetime i.e.,
the temporal distance (in hours) between the first and last comment. Lifetime is similar for both
categories

Fig. 3 US FACEBOOK Left: Complementary cumulative distribution functions (CCDFs) of the
number of likes, comments, and shares received by posts belonging to conspiracy (top) and
scientific (bottom) news. Right: Kaplan-Meier estimates of survival functions of posts belonging
to conspiracy and scientific news. Error bars are on the order of the size of the symbols
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Summarizing, our findings show that distinct kinds of information (science,
conspiracy) are consumed in a comparable way. However, when considering the
correlation between couples of actions, we find that users of conspiracy pages are
more prone to both share and like a post, denoting a higher level of commitment
[10]. Conspiracy users are more willing to contribute to a wide diffusion of their
topics of interest, according to their belief that such information is intentionally
neglected by mainstream media.

5.2 Polarization

We now want to understand if users’ engagement with a specific kind of content can
become a good proxy to detect groups of users sharing the same system of beliefs
i.e., echo chambers. Assume that a user u has performed x and y likes (comments)
on scientific and conspiracy posts, respectively, and let ρ(u) = (y − x)/(y + x).
Thus, we say that user u is polarized towards science if ρ(u) ≤ −0.95, while she is
towards conspiracy if ρ(u) ≥ 0.95 user u is polarized towards conspiracy.

In Fig. 4 we show the Probability Density Function (PDF) of users’ polarization
on the Italian Facebook. We observe a sharply peaked bimodal distribution where
the vast majority of users is polarized either towards science (ρ(u) ∼ 1) or
conspiracy (ρ(u) ∼ −1). Hence, most of likers can be divided into two groups
of users, those polarized towards science and those polarized towards conspiracy
news.

Let us consider now the fraction of friends y of a user u sharing the same
polarization of u. We define the engagement θ(u) of a user u as her liking activity

Fig. 4 ITALIAN FACEBOOK Left: Probability density function (PDF) of users’ polarization.
Notice the strong bimodality of the distribution, with two sharp peaks localized at −1 � ρ(u) �
−0.95 (conspiracy users) and at 0.95 � ρ(u) � 1 (science users). Right: Fraction of polarized
neighbors as a function of the engagement θ for both science (left) and conspiracy (right) users
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Fig. 5 US FACEBOOK Probability Density Functions (PDFs) of the polarization of all users
computed both on likes (left) and comments (right)

normalized with respect to the total number of likes in our dataset. We find that the
more a user is active on her narrative, the more she is surrounded by friends sharing
the same attitude. Such a pattern is shown in the right panels of Fig. 4. Hence, social
interactions of Facebook users are driven by homophily: users not only tend to be
very polarized, but they also tend to be linked to users with similar preferences.
Indeed, in both right panels of Fig. 4 we can observe that for polarized users the
fraction of friends with the same polarization is very high (�0.75) and grows with
the engagement.

Similar patterns can be observed on the US Facebook. In Fig. 5 we show that
the PDF for the polarization of all users is sharply bimodal here as well, with most
having (ρ(u) ∼ −1) or (ρ(u) ∼ 1). Thus, most users may be divided into two main
groups, those polarized towards science and those polarized towards conspiracy.
The same pattern holds if we look at polarization based on comments rather than on
likes.

In summary, our results confirm the existence of echo chambers on both the
Italian and the US Facebook. Indeed, contents related to distinct narratives aggregate
users into distinct, polarized communities, where users interact with like-minded
people sharing their own system of beliefs.

6 Information Spreading and Cascades

In this section we show how confirmation bias dominates viral processes of
information diffusion and that the size of the (mis)information cascades may
be approximated by the size of the echo chamber [19]. We begin our analysis
by characterizing the statistical signature of cascades according to the narrative
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Fig. 6 ITALIAN FACEBOOK

Probability Density Function
(PDF) of lifetime computed
on science news and
conspiracy theories, where
the lifetime is here computed
as the temporal distance (in
hours) between the first and
last share of a post. Both
categories show a similar
behavior, with a peak in the
first 2 h and another around
20 h

0.000

0.025

0.050

0.075

0 10 20 30 40 50

Lifetime(hours)

PD
F

Science
Conspiracy

(science or conspiracy). Figure 6 shows the PDF of the cascade lifetime for both
science and conspiracy. We compute the lifetime as the time (in hours) elapsed
between the first and the last share of the post. In both categories we find a first
peak at approximately 1–2 h and a second peak at approximately 20 h, denoting that
the temporal sharing patterns are similar, independently of the narrative. We also
find that a significant percentage of the information spreads rapidly (24.42% of the
science news and 20.76% of the conspiracy rumors diffuse in less than 2 h, and
39.45% of science news and 40.78% of conspiracy theories in less than 5 h). Only
26.82% of the diffusion of science news and 17.79% of conspiracy lasts more than
1 day.

In Fig. 7 we show the lifetime as a function of the cascade’s size, i.e. the number
of users sharing the post. For science news we observe a peak in the lifetime
corresponding to a cascade’s size value of ≈200; moreover, the variability of the
lifetime grows with the cascades’ sizes, and higher cascade’s size values correspond
to high lifetime variability. For conspiracy-related contents, lifetime variability
increases with cascade’s size, and for highest values we observe a variability of the
lifetime 50% around the average values. Such results suggest that news assimilation
differs according to the categories. Science information is usually assimilated (i.e.,
it reaches a higher level of diffusion) quickly. A longer lifetime does not necessarily
correspond to a higher level of interest, but possibly to a prolonged discussion within
a specialized group of experts. Conversely, conspiracy rumors are assimilated more
slowly and show a positive relation between lifetime and size; long-lived posts tend
to be discussed by larger communities.
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Fig. 7 ITALIAN FACEBOOK Lifetime as a function of the cascade’s size for conspiracy news (left)
and science news (right). We observe a contents-driven differentiation in the sharing patterns. For
conspiracy the lifetime grows with the size, while for science news there is a peak in the lifetime
around a value of the size equal to 200, and a higher variability in the lifetime for larger cascades

Fig. 8 ITALIAN FACEBOOK
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Finally, Fig. 8 shows that the majority of links between consecutively sharing
users is homogeneous, i.e. both users share the same polarization and, hence, belong
to the same echo chamber. In particular, the average edge homogeneity value of all
the observed sharing cascades is always greater than or equal to zero, suggesting
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that information spreading occurs mainly inside homogeneous clusters in which all
users share the same polarization. Thus, contents tend to circulate only inside the
echo chambers.

Summarizing, we found that cascades’ dynamics differ, although consumption
patterns on science and conspiracy pages are similar. Indeed, selective exposure
is the primary driver of contents’ diffusion and generates the formation of echo
chambers, each with its own cascades’ dynamics.

7 Response to Paradoxical Information

We have showed that users tend to aggregate around preferred contents shaping
well-separated and polarized communities. Our hypothesis is that users’ exposure to
unsubstantiated claims may affect their selection criteria and increase their attitude
to interact with false information. Thus, in this section we want to test how polarized
users interact with information that is deliberately false i.e., troll posts, which
are paradoxical imitations of conspiracy contents [10]. Such posts diffuse clearly
dubious claims, such as the undisclosed news that infinite energy has been finally
discovered, or that a new lamp made of actinides (e.g., plutonium and uranium) will
finally solve the lack of energy with less impact on the environment, or that chemical
analysis reveal that chem-trails contain sildenafil citratum (sold as the brand name
Viagra).

Figure 9 shows how polarized users of both categories interact with troll posts
in terms of comments and likes on the Italian Facebook. Our findings show that
users usually exposed to conspiracy claims are more likely to jump the credulity
barrier: indeed, conspiracy users are more active in both liking and commenting troll
posts. Thus, even when information is deliberately false and framed with a satirical
purpose, its conformity with the conspiracy narrative transforms it into credible
content for members of the conspiracy echo chamber. Evidently, confirmation bias
plays a crucial role in content selection.

Fig. 9 ITALIAN FACEBOOK

Percentage of comments and
likes on troll posts from users
polarized towards science
(light blue) and conspiracy
(orange)
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8 Response to Dissenting Information

Debunking pages on Facebook strive to contrast misinformation spreading by
providing fact-checked information to specific topics. However, if confirmation
bias plays a pivotal role in selection criteria, then debunking is likely to sound
to conspiracy users such as information dissenting from their preferred narrative.
In this section, our aim is to study and analyze users’ behavior w.r.t. debunking
contents on the US Facebook [50].

As a first step, we show how debunking posts get liked and commented
according to users’ polarization. Figure 10 shows how users’ activity is distributed
on debunking posts: left (respectively, right) panel shows the proportions of likes
(respectively, comments) left by users polarized towards science, users polarized
towards conspiracy, and not polarized users. We notice that the majority of both likes
and comments is left by users polarized towards science (respectively, 66.95% and
52.12%), while only a small minority is made by users polarized towards conspiracy
(respectively, 6.54% and 3.88%). Indeed, the first interesting result is that the
biggest consumer of debunking information is the scientific echo chamber. Out
of 9,790,906 polarized conspiracy users, just 117,736 interacted with debunking
posts—i.e., commented a debunking post at least once.

Hence, debunking posts remain mainly confined within the scientific echo
chamber and only few users usually exposed to unsubstantiated claims actively
interact with the corrections. Dissenting information is mainly ignored. However,
in our scenario few users belonging to the conspiracy echo chamber do interact with
debunking information. We now wonder about the effect of such an interaction.
Therefore, we perform a comparative analysis between users’ behavior before and
after they first comment on a debunking post. Figure 11 shows the liking and
commenting rates—i.e, the average number of likes (or comments) on conspiracy
posts per day—before and after the first interaction with debunking. We can
observe that users’ liking and commenting rates increase after the interaction, Thus,
their activity in the conspiracy echo chamber is reinforced. In practice, debunking
attempts are acting as a backfire effect.

Fig. 10 US FACEBOOK

Proportions of likes (left) and
comments (right) left by
users polarized towards
science, users polarized
towards conspiracy, and not
polarized users
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Fig. 11 US FACEBOOK

Rate—i.e., average number,
over time, of likes (left) and
comments (right)) on
conspiracy posts of users who
interacted with debunking
posts

9 Emotional Dynamics

In this section, we aim at analyzing the emotional dynamics inside and across echo
chambers. In particular, we apply sentiment analysis techniques to the comments
of our Facebook Italian dataset, and study the aggregated sentiment with respect to
scientific and conspiracy-like information [51]. The sentiment analysis is based on a
supervised machine learning approach, where we first annotate a substantial sample
of comments, and then build a Support Vector Machine (SVM) classification model.
The model is then applied to associate each comment with one sentiment value:
negative, neutral, or positive. The sentiment is intended to express the emotional
attitude of Facebook users when posting comments.

To further investigate the dynamics behind users’ polarization, we now study
how the sentiment changes w.r.t. users’ engagement in their own echo chamber. In
the left panel of Fig. 12, we show the PDF of the mean sentiment of polarized users
with at least two comments. We may observe an overall negativity, more evident on
the conspiracy side. When looking at the sentiment as a function of the number of
comments of the user, we find that the more active a polarized user is, the more she
tends towards negative values, both on science and conspiracy posts. Such results
are shown in the right panel of Fig. 12, where the sentiment has been regressed w.r.t.
the logarithm of the number of comments. Interestingly, the sentiment of science
users decreases faster than that of conspiracy users.

We now want to investigate the emotional dynamics when such polarized
(and negative-minded) users meet together. To this aim, we pick all the posts
representing the arena where the debate between science and conspiracy users
takes place. In particular, we select all the posts commented at least once by both
a user polarized on science and a user polarized on conspiracy. We find 7751
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Fig. 12 ITALIAN FACEBOOK Left: Probability Density Function (PDF) of the mean sentiment of
polarized users having commented at least twice, where −1 corresponds to negative sentiment, 0 to
neutral and 1 to positive. Right:Average sentiment of polarized users as a function of their number
of comments. Negative (respectively, neutral, positive) sentiment is denoted by red (respectively,
yellow, blue) color. The sentiment has been regressed w.r.t. the logarithm of the number of
comments

Fig. 13 US FACEBOOK

Aggregated sentiment of
posts as a function of their
number of comments.
Negative (respectively,
neutral, positive) sentiment is
denoted by red (respectively,
yellow, blue) color

such posts (out of 315,567), reinforcing the fact that the two communities are
strictly separated and do not often interact with one another. Then, we analyze how
the sentiment changes when the number of comments of the post increases i.e.,
when the discussion becomes longer. Figure 13 shows the aggregated sentiment of
such posts as a function of their number of comments. Clearly, as the number of
comments increases—i.e., the discussion becomes longer—the sentiment is always
more negative. Therefore, we may conclude that the length of the discussion does
affect the negativity of the sentiment.
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10 Conclusions

We investigated how information related to two very distinct narratives—i.e., scien-
tific and conspiracy news—gets consumed and shapes communities on Facebook.
For both the Italian and the US scenario, we showed the emergence of two well-
separated and polarized groups—i.e., echo chambers—where users interact with
like-minded people sharing the same system of beliefs. We found that users are
extremely focused and self-contained on their specific narrative. Such a highly
polarized structure facilitates the reinforcement and contents’ selection by confir-
mation bias. Moreover, we observed that social interactions of Facebook users are
driven by homophily: users not only tend to be very polarized, but they also tend to
be linked to users with similar preferences. According to our results, confirmation
bias dominates viral processes of information diffusion. Also, we found that the
size of misinformation cascades may be approximated by the same size of the echo
chamber.

Furthermore, by measuring the response to the injection of false information
(parodistic imitations of alternative stories), we observed that users prominently
interacting with alternative information sources—i.e. more exposed to unsubstan-
tiated claims—are more prone to interact with intentional and parodistic false
claims. Thus, our findings suggest that conspiracy users are more likely to jump
the credulity barrier: even when information is deliberately false and framed with
a satirical purpose, its conformity with the conspiracy narrative transforms it into
credible content for members of the conspiracy echo chamber.

Then, we investigated users’ response to dissenting information. By analyzing
the effectiveness of debunking on conspiracy users on the US Facebook, we
found that scientific echo chamber is the biggest consumer of debunking posts.
Indeed, only few users usually active in the conspiracy echo chamber interact with
debunking information and, in the latter case, their activity in the conspiracy echo
chamber increases after the interaction, rather than decreasing. Thus, debunking
attempts are acting as a backfire effect.

Finally, we focused on the emotional dynamics inside and between the two
echo chambers, finding that the sentiment of users on science and conspiracy pages
tends to be negative, and is more and more negative when the discussion becomes
longer or users’ activity on the social network increase. In particular, the discussion
degenerates when the two polarized communities interact with one another.

Our findings provide insights about the determinants of polarization and the
evolution of core narratives on online debating, suggesting that fact-checking is not
working as expected. As long as there are no immediate solutions to functional
illiteracy, information overload and confirmation bias will continue dominating
social dynamics online. In such a context, misinformation risk and its consequences
will remain significant. To contrast misinformation spreading, we need to smooth
polarization. To this aim, understanding how core narratives behind different echo
chambers evolve is crucial and could allow to design more efficient communication
strategies that account for users’ cognitive determinants behind these kind of
mechanisms.
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Kralj Novak, Fabio Petroni, Antonio Scala, Louis Shekhtman, H. Eugene Stanley, and Brian Uzzi.

References

1. Adamic LA, Glance N (2005) The political blogosphere and the 2004 US election: divided
they blog. In: Proceedings of the 3rd international workshop on Link discovery. Association
for Computing Machinery, New York, pp 36–43

2. Adar E, Zhang L, Adamic LA (2004) Lukose RM: implicit structure and the dynamics of
blogspace. In: Workshop on the weblogging ecosystem, vol 13, pp 16989–16995

3. Aikin SF (2013) Poe’s law, group polarization, and argumentative failure in religious and
political discourse. Soc Semiot 23(3):301–317

4. Akerlof GA, Yellen JL, Katz ML (1996) An analysis of out-of-wedlock childbearing in the
United States. Q J Econ 111:277–317

5. AlMansour AA, Brankovic L, Iliopoulos CS (2014) A model for recalibrating credibility in
different contexts and languages-a twitter case study. Int J Digit Inf Wirel Commun 4(1):
53–62

6. Aral S, Muchnik L, Sundararajan A (2009) Distinguishing influence-based contagion from
homophily-driven diffusion in dynamic networks. Proc Natl Acad Sci 106(51):21544–21549

7. Asch SE (1955) Opinions and social pressure. Readings About Soc Anim 193:17–26
8. Bakshy E, Hofman JM, Mason WA, Watts DJ (2011) Everyone’s an influencer: quantifying

influence on Twitter. In: Proceedings of the fourth ACM international conference on web search
and data mining. Association for Computing Machinery, New York, pp 65–74

9. Bakshy E, Messing S, Adamic LA (2015) Exposure to ideologically diverse news and opinion
on facebook. Science 348(6239):1130–1132

10. Bessi A, Coletto M, Davidescu GA, Scala A, Caldarelli G, Quattrociocchi W (2015) Science
vs conspiracy: collective narratives in the age of misinformation. PLoS One 10(2):e0118,093

11. Bessi A, Petroni F, Del Vicario M, Zollo F, Anagnostopoulos A, Scala A, Caldarelli G,
Quattrociocchi W (2015) Viral misinformation: the role of homophily and polarization.
In: Proceedings of the 24th international conference on world wide web. Association for
Computing Machinery, New York, pp 355–356

12. Bessi A, Petroni F, Del Vicario M, Zollo F, Anagnostopoulos A, Scala A, Caldarelli G,
Quattrociocchi W (2016) Homophily and polarization in the age of misinformation. Eur Phys
J Spec Top 225(10):2047–2059

13. Centola D (2010) The spread of behavior in an online social network experiment. Science
329(5996):1194–1197

14. Centre WHOM (2014) Ebola: Experimental therapies and rumoured remedies. Situation
Assessment (2014). http://www.who.int/mediacentre/news/ebola/15-august-2014/en/

15. Cheng J, Adamic L, Dow PA, Kleinberg JM, Leskovec J (2014) Can cascades be predicted?
In: Proceedings of the 23rd international conference on world wide web. International World
Wide Web Conferences Steering Committee, Canton of Geneva, pp 925–936

16. Ciampaglia GL, Shiralkar P, Rocha LM, Bollen J, Menczer F, Flammini A (2015) Computa-
tional fact checking from knowledge networks. PLoS One 10(6):e0128193

17. Conover M, Ratkiewicz J, Francisco MR, Gonçalves B, Menczer F, Flammini A (2011)
Political polarization on twitter. ICWSM 133:89–96

18. Conover MD, Goncalves B, Ratkiewicz J, Flammini A, Menczer F (2011) Predicting the
political alignment of twitter users. In: 2011 IEEE third international conference on privacy,
security, risk and trust and 2011 IEEE third international conference on social computing, pp
192–199. https://doi.org/10.1109/PASSAT/SocialCom.2011.34

http://www.who.int/mediacentre/news/ebola/15-august-2014/en/
https://doi.org/10.1109/PASSAT/SocialCom.2011.34


Misinformation Spreading on Facebook 195

19. Del Vicario M, Bessi A, Zollo F, Petroni F, Scala A, Caldarelli G, Stanley HE, Quattrociocchi
W (2016) The spreading of misinformation online. Proc Natl Acad Sci 113(3):554–559

20. Dong XL, Gabrilovich E, Murphy K, Dang V, Horn W, Lugaresi C, Sun S, Zhang W
(2015) Knowledge-based trust: estimating the trustworthiness of web sources. Proc VLDB
Endowment 8(9):938–949

21. Dow PA, Adamic LA, Friggeri A (2013) The anatomy of large Facebook cascades. In: ICWSM
22. Ellison NB, Steinfield C, Lampe C (2007) The benefits of facebook “friends:” social capital

and college students’ use of online social network sites. J Comput-Mediat Commun 12(4):
1143–1168

23. Erich O, Udi W: News feed fyi: Showing fewer hoaxes (2015). http://newsroom.fb.com/news/
2015/01/news-feed-fyi-showing-fewer-hoaxes/

24. Facebook: Using the graph api. Website (2017). https://developers.facebook.com/docs/graph-
api/using-graph-api/. Last checked: 24.02.2017

25. Gupta A, Kumaraguru P, Castillo C, Meier P (2014) Tweetcred: real-time credibility assess-
ment of content on twitter. In: Social informatics. Springer, Berlin, pp 228–243.

26. Howell WL (2013) Digital wildfires in a hyperconnected world. Tech. Rep. Global Risks 2013,
World Economic Forum

27. Jenni Sargent MD (2017) First draft coalition. Website. https://firstdraftnews.com
28. Kahan DM (1997) Social influence, social meaning, and deterrence. Virginia Law Rev 83:

349–395
29. Katz E, Lazarsfeld PF (1970) Personal influence, the part played by people in the flow of mass

communications. Transaction Publishers, New Brunswick
30. Knobloch-Westerwick S (2012) Selective exposure and reinforcement of attitudes and parti-

sanship before a presidential election. J Commun 62(4):628–642
31. Kuklinski JH, Quirk PJ, Jerit J, Schwieder D, Rich RF (2000) Misinformation and the currency

of democratic citizenship. J Polit 62(3):790–816
32. Lazarsfeld PF, Berelson B, Gaudet H (1968) The peoples choice: how the voter makes up his

mind in a presidential campaign. Columbia University Press, New York
33. Lazer D, Pentland AS, Adamic L, Aral S, Barabasi AL, Brewer D, Christakis N, Contractor

N, Fowler J, Gutmann M, et al (2009) Life in the network: the coming age of computational
social science. Science (New York, NY) 323(5915):721

34. Lessig L (2009) Code: and other laws of cyberspace. ReadHowYouWant.com
35. Levy P (1999) Collective intelligence: Mankind’s emerging world in cyberspace. Perseus

Publishing, Cambridge
36. McPherson M, Smith-Lovin L, Cook JM (2001) Birds of a feather: Homophily in social

networks. Annu Rev Sociol 27:415–444
37. Moore JP (2009) The dangers of denying HIV. Nature 459(7244):168–168
38. Nickerson RS (1998) Confirmation bias: a ubiquitous phenomenon in many guises. Rev Gen

Psychol 2(2):175
39. Nyhan B, Reifler J (2010) When corrections fail: the persistence of political misperceptions.

Polit Behav 32(2):303–330
40. Pariser E (2011) The filter bubble: what the Internet is hiding from you. Penguin, London
41. Peto R, Peto J (1972) Asymptotically efficient rank invariant test procedures. J R Stat Soc Ser

A 135:185–207
42. Qazvinian V, Rosengren E, Radev DR, Mei Q (2011) Rumor has it: identifying misinformation

in microblogs. In: Proceedings of the conference on empirical methods in natural language
processing. Association for Computational Linguistics, New Brunswick, pp 1589–1599

43. Ratkiewicz J, Conover M, Meiss M, Gonçalves B, Flammini A, Menczer F (2011) Detecting
and tracking political abuse in social media. In: ICWSM

44. Resnick P, Carton S, Park S, Shen Y, Zeffer N (2014) Rumorlens: a system for analyzing
the impact of rumors and corrections in social media. In: Proceedings of the computational
journalism conference

45. Stoner JA (1968) Risky and cautious shifts in group decisions: the influence of widely held
values. J Exp Soc Psychol 4(4):442–459

http://newsroom.fb.com/news/2015/01/news-feed-fyi-showing-fewer-hoaxes/
http://newsroom.fb.com/news/2015/01/news-feed-fyi-showing-fewer-hoaxes/
https://developers.facebook.com/docs/graph-api/using-graph-api/
https://developers.facebook.com/docs/graph-api/using-graph-api/
https://firstdraftnews.com
ReadHowYouWant.com


196 F. Zollo and W. Quattrociocchi

46. Sunstein CR (2002) The law of group polarization. J Polit Philos 10(2):175–195
47. Sunstein CR (2009) Republic.com 2.0. Princeton University Press, Princeton, NJ
48. Ugander J, Backstrom L, Marlow C, Kleinberg J (2012) Structural diversity in social contagion.

Proc Natl Acad Sci 109(16):5962–5966
49. Watts DJ, Dodds PS (2007) Influentials, networks, and public opinion formation. J Consum

Res 34(4):441–458
50. Zollo F, Bessi A, Del Vicario M, Scala A, Caldarelli G, Shekhtman L, Havlin S, Quattrociocchi

W (2015) Debunking in a world of tribes. arXiv preprint arXiv:1510.04267
51. Zollo F, Novak PK, Del Vicario M, Bessi A, Mozetič I, Scala A, Caldarelli G, Quattrociocchi
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